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Abstract
Magnetorotational instability (MRI) is one of the fundamental processes in astrophysics, driving
angularmomentum transport andmass accretion in awide variety of cosmic objects. Despitemuch
theoretical/numerical and experimental efforts over the last decades, its saturationmechanism and
amplitude, which sets the angularmomentum transport rate, remains notwell understood, especially
in the limit of high resistivity, or smallmagnetic Prandtl numbers typical to interiors (dead zones) of
protoplanetary disks, liquid cores of planets and liquidmetals in laboratory. Using direct numerical
simulations, in this paper we investigate the nonlinear development and saturation properties of the
helicalmagnetorotational instability (HMRI)—a relative of the standardMRI—in amagnetized
Taylor–Couetteflow at very lowmagnetic Prandtl number (correspondingly at lowmagnetic
Reynolds number) relevant to liquidmetals. For simplicity, the ratio of azimuthal field to axialfield is
keptfixed. From the linear theory ofHMRI, it is known that the Elsasser number, or interaction
parameter determines its growth rate and plays a special role in the dynamics.We show that this
parameter is also important in the nonlinear problem. By increasing its value, a sudden transition
fromweakly nonlinear, where the system is slightly above the linear stability threshold, to strongly
nonlinear, or turbulent regime occurs.We calculate the azimuthal and axial energy spectra
corresponding to these two regimes and show that they differ qualitatively. Remarkably, the nonlinear
state remains in all cases nearly axisymmetric suggesting that thisHMRI-driven turbulence is quasi
two-dimensional in nature. Although the contribution of non-axisymmetricmodes increases
moderately with the Elsasser number, their total energy remainsmuch smaller than that of the
axisymmetric ones.

1. Introduction

Themagnetorotational instability (MRI, [1, 2]) is one of themost important processes inmagnetized
differentially rotating conducting fluids, which largely determines their dynamics and evolution. It is a powerful
linear instability arising as a result of the combined effect of weakmagnetic field and radially decreasing angular
velocity. TheMRI is believed to operate in a vast variety of cosmic objects, ranging from astrophysical disks and
stars to liquid-metal cores of planets.While discovered as early as 1959 [1], the astrophysical significance ofMRI
wasfirst recognized only three decades later by Balbus andHawley [3], who demonstrated that weakmagnetic
fields can destabilize Keplerian accretion disks around such diverse objects as supermassive black holes, black
holes in x-ray binaries and young stellar objects, whichwould otherwise be linearly stable according to Rayleigh’s
criterion. The linear growth ofMRI, which taps into the free energy of differential rotation, eventually breaks
down intomagnetohydrodynamic (MHD) turbulence [4, 5]. This turbulence transports angularmomentum
outward and, as a consequence,matter inward in the disk, yieldingmass accretion rates onto the central object
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close to observationally inferred values.More recently,MRI has also been discussed for explaining angular
momentum transport in the Sun,massive stars and neutron stars [6–9] and also in the context of the
geodynamo [10, 11].

TheMRIwas originally discovered theoretically in a classical Taylor–Couette (TC)flowof a conducting fluid
between two concentric rotating cylinders threaded by an external vertical (along the common axis of cylinders)
magnetic field [1, 12]—a setupwhich is also best suited andmost frequently used nowadays for experimental
investigations. The conductingmedium filling the gap between cylinders is usually a liquidmetal (sodium,
gallium) characterized by an extremely small ratio of viscosity toOhmic resistivity, ormagnetic Prandtl number,
Pm 10 106 5n h= ~ -- - . By suitably adjusting the rotation rates of outer and inner cylinders, the TC flow
profile can bemade very close to theKeplerian one [13–16], offering a unique possibility to study the diskMRI
problem in laboratory aswell, which has been up to nowmostly carried out both via analyticalmeans and
numerical simulations.

First experimental efforts to studyMRI in the laboratoryweremade at theUniversity ofMaryland [17], at
PrincetonUniversity [18, 19], and atHelmholtz-ZentrumDresden-Rossendorf (HZDR) [20–22]. The liquid
sodium spherical Couette experiment inMaryland had produced coherent velocity/magnetic field fluctuations
showing up in a parameter region reminiscent ofMRI [17]. The liquidGaInSnTC experiments in Princetonwas
designed to investigate the standard version ofMRI (SMRI)with only an axialmagnetic field being imposed. In
this case, the azimuthalmagnetic field (which is an essential participant in theMRI process)must be produced
from the axial field by induction effects, which are proportional to themagnetic Reynolds numberRm of the
flow.Rm, in turn, is related to the hydrodynamic (HD)Reynolds numberRe according to Rm Pm Re= · .
Therefore, in order to achieve Rm 1 necessary for SMRI to operate (see e.g. [23, 24]), taking into account the
very small values ofPm, Re 10 105 6~ – is needed. Thismakes SMRI experiments with TC flows extremely
challenging, although evidence for slowmagneto-Coriolis waves [18] and for a free-Shercliff layer instability [19]
have already been obtained.Within theDRESDYNproject atHZDR [25], it is planned to set-up a large liquid
sodiumTC experiment, whichwill allow to broaden the parameter range in such away as tomake SMRI
reachable.

On the theoretical side, SMRI in TCflowhas been extensively studied both in the linear and nonlinear
regimes, withmore focus on the low-Pm regime as it is typical in experiments. Still, the typical Reynolds
numbers Re 103~ used in these analyses are orders ofmagnitude smaller than experimental values
Re 106 , which are extremely demanding from the computational point of view. The linear analysis identified
criticalmagnetic Reynolds numbers for the onset of the instability and discussed possibilities for its
experimental detection (e.g. [24, 26–28]). In particular, it was shown that the linear growth rate is determined by
magnetic Reynolds number and Lundquist number (i.e. ratio of themagnetic diffusion time to the Alfvén
crossing time), which should be both larger than unity for SMRI to operate. The saturation properties of SMRI
following its exponential growthwas investigated both in theweakly nonlinear regime, i.e., near the instability
threshold, [29–32] and in the fully nonlinear regime [33–39]. It was demonstrated that SMRI saturates on the
resistive time scale bymodifying (reducing) the background velocity shear responsible for it and strengthening
the backgroundfield. The dependence of the saturation level on the imposedfield as well as on themagnetic
Reynolds number, Prandtl number and Lundquist numberwas explored in greater detail.

While SMRI has been explored quite extensively both in TC flows and astrophysical disk context since the
1990s, its relative—helicalmagnetorotational instability (HMRI)—has become a subject of active theoretical
and experimental research only in the last decade. These studies were initiated byHollerbach andRüdiger [40],
who realized that adding an azimuthalmagnetic field to the axial field can destabilize highly resistive flows at
much smaller field strengths and at several orders ofmagnitude smaller Reynolds numbers, reducing the critical
value from Re 106~ needed for SMRIwith purely axialfield to Re 103~ . Because this instability takes place
in the presence of helicalmagnetic field, composed of azimuthal and axial components, it was termedHMRI.
Like the SMRI, theHMRI also draws free energy from the background shearflow and transports angular
momentumoutward. Subsequently, HMRI has beenwidely studied theoretically bymeans of linearmodal
stability analysis [28, 41–47]. It was shown thatHMRI represents a destabilized inertial wave [41] and its growth
rate is governed by theReynolds number and theHartmann number,Ha, characterizing themagnetic field
strength. As a result, HMRI can persist even at extremely smallmagnetic Prandtl numbers typical to liquid
metals, in contrast to SMRI, which is generally suppressed under this condition. Another difference with SMRI
is thatHMRI is restricted to rotational profiles with comparably steep negative shear or extremely steep positive
shear, smaller than so-called the lower Liu limit or larger than the upper Liu limit, respectively [41, 44]. Although
the transition betweenHMRI and SMRI ismonotonic when decreasing the ratio of azimuthal to axialfield [40],
themathematics of this connection turned out to be quite subtle, including the formation of a spectral
exceptional point where the original inertialmode coalesces with the slowmagnetocoriolismode [28].
Moreover, the recent non-modal analysis revealed a fundamental connection between themodal growth of
HMRI and the non-modal dynamics in the correspondingHDproblem [48]. The relevance ofHMRI for
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astrophysical Keplerian disks has also been considered: it seems to be a promising candidate to replace SMRI in
weakly ionized parts of disks with smallPm, for example in the ‘dead zones’ of protoplanetary disks or the outer
parts of accretion disks around black holes. However, this issue is not yet fully resolved and under debate,
because under standard conditions Keplerian shear alonemight not be steep enough forHMRI towork [41]
unless other physical factors, such as specific electrical boundary conditions [49, 50] or additional axial currents
within thefluid are involved [45].

The remarkable feature ofHMRI to survive at very smallmagnetic Prandtl numbers and to set in atmoderate
Reynolds numbersmakes it an ideal playground for experimental studies with liquidmetals. Indeed, shortly
after its theoretical discovery, a series of specially designed TC experiments [20, 21]provided thefirst
experimental evidence ofHMRI at the liquidmetal facility PROMISE and reproduced themain results of the
linear theory, such as the stability threshold, thewavenumber and frequency of theHMRI-wave. In the
experiments, the saturation amplitude as well as the propagation speed of theHMRIwaveweremeasured in
detail as a function of the systemparameters (Re,Ha, ratio of rotation frequencies of outer and inner cylinders,
etc) and some differences with the numerical results were pointed out (see e.g.figure 10 in [21]).

This prompted further theoretical studies ofHMRI in TC flows bothwith andwithout endcaps, focusing
more on its nonlinear development and saturation.However, even today this is still a less explored area than the
linearHMRI. First axisymmetric numerical simulations explored the dependence of the establishedHMRI-
wave amplitude and propagation speed on the Reynolds number and the rotation ratio of the inner and outer
cylinders aswell as the role of endcaps [51–53]. However, the parameter range adopted in these studies was
much narrower than that in the above experiments, being near the linear instability threshold ofHMRI, when its
dynamics is weakly nonlinear (see also [32]).More recent axisymmetric simulations [54, 55] looked into the
intrinsic nonlinear dynamics ofHMRI in an axially infinite TCdomain, avoiding complications because of the
endcaps [56]. Different types of nonlinear regimeswere analyzed and the applicability of the generalized quasi-
linear approximationwas tested by tracing the dynamics of large-scale Fouriermodes. Despite these efforts,
which undoubtedly contributed to a better understanding of the nonlinear dynamics ofHMRI, detailed physics
of its saturation and sustenance is stillmissing, especially when comparisonwith experiments is concerned.
Evidently, it is this nonlinear saturated state which is observed in experiments, while the initial transient phase is
much harder to identify due to the limited sensitivity of the applied ultrasonic flowmeasurement techniques.

In some respect,more progress has beenmade recently on the nonlinear dynamics of a ‘sibling’ ofHMRI—
the azimuthalmagnetorotational instability (AMRI). This non-axisymmetric instability, which emerges in the
presence of an imposed purely azimuthalmagnetic field in TC liquidmetalflows, had beenfirst identified after
HMRI [22, 57] (see also [46] and references therein). Using numerical simulations, Guseva et al [58–60] probed
much broader ranges of Reynolds andHartmann numbers than those done forHMRI so far and identified
different regimes of nonlinear saturation, from supercritical Hopf bifurcation near the linear instability
threshold up to a catastrophic transition to spatio-temporal defects, which aremediated by a subcritical
subharmonicHopf bifurcation, and ultimately to turbulence. The scaling of the angularmomentum transport
byAMRI in the nonlinear regimewith respect to Reynolds, Hartmann and Prandtl numbers was also explored in
these papers.

Motivated by the experimental results of [21] and by the recent progress on understanding the nonlinear
dynamics of AMRI [58], in this paper we investigate the evolution ofHMRI, from its linear exponential growth
to nonlinear saturation in liquidmetal TC flows at smallmagnetic Prandtl numbers using numerical
simulations.We consider infinite cylinders with periodic boundary conditions in the axial direction in order to
avoid complications because of the endcaps (Ekman pumping) and concentrate on the intrinsic dynamics of
HMRI driven by the combination of an imposed helicalmagnetic field and differential rotation of theflow.
Distinctly from the above-mentioned previous studies on nonlinearHMRI, we do not restrict ourselves to
axisymmetric perturbations only and allownon-axisymmetricmodes to naturally develop during dynamical
evolution, so thatwe can quantify the degree of non-axisymmetry of the saturated state ofHMRI depending on
the systemparameters. It is well known thatHMRI is axisymmetric in the linear regime, i.e. themost unstable
modes do not have azimuthal variation [40, 42, 44, 54], and it is therefore important to know if this feature is
retained in the nonlinear regime, which in turn can shed light on the saturationmechanism.We show that
different regimes of the saturation are realized in theflow and analyze the characteristics of these states, such as
angularmomentum transport and energy spectra. This study, aiming at understanding the basic nonlinear
dynamics ofHMRI—underlyingmechanism and properties of its saturation—is intended to be guiding and
preparatory for the upcoming liquid sodiumTCexperiments in theDRESDYN facility atHZDR,whichwill
combine and enhance the previous experiments onHMRI [21], AMRI [22] and on the current-driven kink-type
Tayler instability [61].

The paper is organized as follows. The basic equations are introduced in section 2.Direct numerical
simulations of the nonlinear saturation and evolution ofHMRI as well as the spectral characteristics of the
nonlinear state are presented in section 3. Summary and conclusion are given in section 4.
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2.Main equations

The basic equations of non-idealMHDgoverning themotion of an incompressible conductive fluidwith
constant kinematic viscosity ν andOhmic resistivity η are

t
p

u
u u B B u

1 1
, 1

0

2

r m r
n

¶
¶

+  = -  +  ´ ´ + ( · ) ( ) ( )

t

B
u B B, 22h

¶
¶

=  ´ ´ + ( ) ( )

u B0, 0, 3 =  =· · ( )

where ρ is the constant density, p is the thermal pressure, u is the velocity, B is themagnetic field and 0m is the
magnetic permeability of vacuum.

The equilibrium state is an axisymmetric cylindricalmagnetized TC flowbetween two coaxial cylinders with
the inner radiusRi and the outer radiusRo, rotatingwith the angular velocities iW and oW , respectively. Theflow
is threaded by an externally imposed helicalmagnetic field B r BB 0, , z0 0 0= f( ( ) ) consisting of constant axial,
B0z, and radially varying current-free azimuthal, B r B R rz i0 0b=f ( ) , components in cylindrical coordinates
r z, ,f( ), whereβ is the dimensionless parameter characterizing the helicity of the field.We ignore the effects of
endcaps in order to gain insight into the basic/intrinsic nonlinear evolution ofHMRI. The ratio of the radii
a R R 0.5i oº = and the height of the cylinders, L d10z = , where d R R Ro i i= - = is the gapwidth, are
chosen as in PROMISE [21]. An unperturbed flowbetween the cylinders, as follows from equations (1)–(3) is a
standard vertically uniform and axisymmetric TC flow, r rU 0, , 00 = W( ( ) ), with the angular velocity given by

r
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pressure p r0( ) and constant density 0r , satisfying the hydrostatic balance equation r p rd d0
2

0r W = . The
rotation ratio of the cylinders isfixed to 0.27o im = W W = , slightly larger than theRayleigh line 0.25cm = at
R R 0.5i o = , ensuring that purelyHD instabilities are excluded, so that the flow can become unstable solely due
to the presence of themagnetic field. In the following, we introduce the non-dimensional variables by using the
gapwidth d as the unit of length, i

1W- as the unit of time, diW as the unit of velocity and di0
2 2r W as the unit of

pressure and energy density. (Since in the present case d Ri= , this velocity scale is in fact the rotational velocity
of the inner cylinder, Ri iW .)Themagnetic field is normalized by the imposed axial fieldB0z. The Reynolds
number is defined in terms of the rotation rate of the inner cylinder

Re
d

.i
2

n
=
W

Its value is chosen to beRe= 6000 throughout the paper, which is within the range used in the related
experiments [21]. In this paper, we consider a highly resistive fluidwith very smallmagnetic Prandtl number,
Pm 1.4 10 6n h= = ´ - , typical to the liquidmetal alloyGaInSn, so that the correspondingmagnetic
Reynolds number of the flow is also small, Rm Re Pm 8.4 10 3= = ´ -· .

The strength of the imposed axialfield ismeasured by theHartmann number,

Ha
B d

,z0

0 0m r nh
=

whereas the strength of the azimuthalfield relative to the vertical one ismeasured by the helicityβ parameter
introduced above. Everywhere below this parameter will befixed to 4.53b = , as adopted in some of the
experiments [21]. Previous linear analysis showed thatHMRI is effective for relatively strong azimuthalfields,

1b (e.g. [28, 40, 41, 46]).
Consider perturbations of the velocity, pressure andmagnetic field about the equilibrium, u u U0¢ = - ,

p p p0¢ = - , b B B0¢ = - . In the limit Rm 1 , which applies here, themagnetic field perturbation induced
by the perturbed flow ismuch smaller than the imposedfield and scales withRm [41, 62, 63], sowe change it to

Rmb b¢  ¢· , such that the new b¢ is comparable to the perturbed velocity u. Substituting this into
equations (1)–(3) taking into account that the imposedmagnetic field is current-free, and using the above
normalization, we arrive at the following equations governing perturbations with arbitrary amplitude in non-
dimensional form tofirst order inRm (primes henceforthwill be omitted):
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u b0, 0, 7 =  =· · ( )

where the terms proportional toRm on the left-hand side of induction equation (6), including the time-
derivative, are usually neglected in the limit of small Rm 0 (inductionless, or quasi-static approximation, see
e.g. [51, 54, 63]). In that case, the advective derivative, or the inertial term involving the perturbed velocity,
u u( · ) , is the only nonlinearity that remains in these equations. Herewe preferred to keep these small terms
for completeness. In the chosen non-dimensional units, the rotational frequency (4) of the background velocity
becomes

r
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a
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and the imposed field is rB 0, , 10 b= ( ). Since , ,h m b andRe are fixed by our choice, onlyHa is a free
parameter, entering equations (5)–(7) through the Elsasser number, or the interaction parameter:

Ha

Re

B
,z

i

2
0
2

0 0m r h
L º =

W

which is composed of the imposedmagnetic field, rotation and resistivity and is independent of viscosity. The
interaction parameter has been shown to play a special role in the linear dynamics of theHMRI, as it determines
itsmodal growth rate, the corresponding critical wavenumber and other characteristics [44, 46, 48]. Specifically,
in the inviscid case (Re  ¥), theHMRI can exist in a certain range ofΛ and disappears at sufficiently large or
small values of this parameter. In the first limit, themagnetic field is too strong and stabilizes theflow,whereas in
the second limit it is tooweak to support the instability. AtfiniteRe, this implies that for afixedHa, HMRI
operates in a range ofRe and for afixedRe, in a range ofHa [42, 43, 47], whichwas also confirmed experimentally
[21, 64]. SinceΛmainly determines the linear dynamics ofHMRI, it is natural to explore how the nonlinear
dynamics and saturation properties ofHMRI depend on this parameter, which is ourmain goal. This is themain
reasonwhywe decided to follow the dynamics as a function ofΛ.We anticipate that, like in the linear theory, this
parameter will be decisive in the nonlinear outcome of theHMRI. Previous related nonlinear studies [51, 53]
focusedmostly on the variation of the saturated state’s characteristics with the Reynolds number atfixed
Hartmannnumber. Besides, for these parameters,HMRIwas in theweakly nonlinear regime. In this connection,
wemention that the interaction parameter also plays an important role in the dynamics of forcedMHD
turbulencewithmean field in the small-Pm regime [62].

2.1. Numericalmethod
We solve the basic equations (1)–(3)using the pseudo-spectral code from [58]. It is based on the Fourier
expansion in the axial z- and azimuthalf-directions and the finite-differencemethod in the radial direction. The
nonlinear terms are calculated using the pseudospectralmethod and are de-aliased using the 3/2-rule.
Integration in time is donewith a second-order scheme based on the implicit Crank–Nicolsonmethod.
Although the inductionless approximation holds in the present case of smallPm, the code updates the induction
equation (2) in time in a generalmanner without invoking this approximation. Further details of the code and its
validation tests onHDandMHDproblems in TC flows can be found in [58].

The cylindrical flowdomain in non-dimensional units spans the radial range R R, 1, 2i o =( ) ( ) divided into
Nr= 100 grid points, azimuthal range 0, 2p( ) and axial range L0, 0, 10z =( ) ( )with, respectively, N 80=f and
Nz= 400 spatial Fouriermodes. The radial grid points are placed at collocation points of Chebyshev
polynomials (despite the code is based onfinite differences in r) that ensures higher resolution near the cylinder
surfaces. Thus, although theHMRI is thought to be predominantly axisymmetric at least in the linear regime, we
still allow for non-axisymmetricmodes to naturally develop in the nonlinear regime by encompassing azimuthal
wavenumbers,m, in the range N N2, 2- f f( ). A resolution test we performed (not shown here) showed that
the adopted resolution is well sufficient for the present problem, capturing awhole range of wavenumbers from
dynamically important intermediate ones, corresponding to themost unstableHMRImodes, down to
wavenumbers dominated by viscous dissipation, as indicated by the energy spectra calculations in section 3.3
below. The radial boundary conditions at the cylinders are standard no-slip for the velocity perturbation,
u 0r R R,i o

==∣ , and insulating for themagnetic field perturbation,meaning that current does not penetrate into
cylinders, that is, b 0 ´ = at r Ri< and r Ro> . These radial boundary conditions are implemented in the
code (see details in [58, 63, 65]), while periodic conditions are imposed for all variables in the axial z-direction,
with a period Lz, and in the azimuthalf-direction. In this first effort to gain a deeper insight into the process of
the nonlinear saturation ofHMRI, we vary theΛnumber atfixedRe and other parameters of the flow (which is
equivalent to varyingHa).
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2.2. Energy and torque
The perturbation energy density, composed of kinetic andmagnetic parts, e Ha Pmu b 22 2 2= +( · ) (here b is
the normalizedmagnetic field perturbation as defined in equations (5)–(7)), and torques at the cylinders,
governing the evolution of angularmomentum are among the important characteristics/diagnostics of theflow.
We see that at very smallPm, themagnetic energy ismuch smaller than the kinetic one. The evolution equations
for these quantities, taking into account the boundary conditions, are readily derived from equations (5)–(7)As a
result, we get for the total energy E e Vdò= , to leading order inRm [42, 65]

E

t
u u r

r
V D

d

d

d

d
d , 8rò= -

W
+f ( )

whereD is the dissipation function

D
Re

Ha Vu b
1

d .2 2 2ò= -  ´ +  ´[( ) ( ) ]

Thefirst term in equation (8) is the Reynolds stress u ur fmultiplied by the shear, r rd dW , and describes energy
exchange between the basicflow and perturbations, which is therefore due to the shear and is not affected by the
magnetic field. The dissipation functionD is always negative definite and consists of two parts. Thefirst part
describes the usual viscous dissipation of the kinetic energy, while the second part describes the Joule losses and
in general is comparable to the former. Since themagnetic energy is negligible in this case, the Joule losses act as
an additional effective dissipation of special kind for the kinetic energy through the kinetic-magnetic exchange
termproportional toΛ in equation (5) [62]. Note that a net contribution fromnonlinear terms has canceled out
in equation (8) after averaging over the domain due to the boundary conditions. Thus, only Reynolds stress,
when positive, can act as a source of perturbation energy, extracting it from the background flowdue to the
shear. TheMaxwell stress, b br- f, does not play a role because of the smallness of the induced field in the low-Rm
regime. The nonlinear term, not directly tapping into theflow energy and therefore not changing the total
perturbation energy, acts only to redistribute energy among different wavenumbers. In the quasi-steady
saturated state, energy injection by the Reynolds stress balances dissipation losses. Since rd d 0W < , this implies
that the stress should be positive for the long-term sustenance of this state.

For the total angularmomentumof perturbations, L ru Vdò= f , we get

L
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d
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r R,
,
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z

i o,ò ò f= -
p f
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⎝

⎞
⎠∣

are the total viscous torques exerted, respectively, by the inner and outer cylinders on theflow. These torques
also characterize angularmomentum transport by the perturbations. Other—advection (i.e., Reynolds stress)
andmagnetic—torques vanish after volume integration due to the boundary conditions and do not contribute
to the total angularmomentum evolution. In the equilibrium (laminar) state, the torques at both cylinders have
the same absolute value, G L Re2 zlam p= -( ) R r L Red d 2i r R z

3
i

pW = -=∣ ( )
R r L a Re a ad d 4 1 1 1 0o r R z

3 2 2 2
o

p mW = - - - >=∣ ( ) ( )( ) , implying that the inner cylinder tries to increase
the angularmomentumof the basicflow,while the outer cylinder to decrease. These two torques are in balance,
resulting in the stationary rotational profile (4). Belowwemeasure the torque in the perturbed state against the
laminar torque, i.e., consider the ratio G Gi o, lam and redefine G G Gi o i o, lam , . Its advantage is that it does not
depend on the normalization of the velocity.

3. Results

Wemove to the analysis of theHMRI, from its linear growth to nonlinear saturation. To have an idea about the
regimes of the onset and operation ofHMRI in the given TCflow configuration, infigure 1we show the growth
rate of themost unstablemode (which is axisymmetric) as a function ofΛ andRe, obtained by solving the linear
stability problemwith the same parameters and boundary conditions. From this figurewe see thatHMRI
operates in a certain interval ofΛ provided the Reynolds number is larger than a critical value,
Re Re 1244c> = . The instability interval with respect to the interaction parameter broadenswith the increase
ofRe, but converges in the inviscid limit (not shown in thisfigure). It is also seen infigure 1 that at sufficiently
high Re 3000 , themaximumgrowth ofHMRI ismainly determined byΛ and attained at its nearly constant
value. For the chosenRe= 6000, the instability first appears in the flow at the critical value 0.022cL = , reaches a
maximumat 0.15L = and then decreases again, disappearing at 1.38L = . Having outlined themain linear
features ofHMRI, we can nowmove to nonlinear evolution.
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We initialize the simulations by imposing randomnoise perturbations of the velocity andmagneticfield on
the equilibrium flow. The subsequent evolution of the total energyE and torques G G,i o are shown infigure 2 at
different interaction parameters, which are all above the critical value 0.022cL = whenHMRIfirst emerges.
(We also checked that, as expected, the runs at cL < L eventually decay, although a further studywith a variable
initial amplitude of perturbations is required to seewhether there is a possibility of subcritical transition in this
case.)Aswewill see below, the dynamics in these cases differ qualitatively not only in terms of the temporal
evolution, but also in its spatial appearance and spectral characteristics. After an initial transient phase, themost
unstablemode eventually emerges and grows. The exponential growth phase lasts until the velocity amplitude
becomes large enough for the nonlinear term in equation (5) (which is the dominant nonlinearity at Rm 1 ) to
come into play and halt this growth. The duration of this phase depends onΛ: if it ismodestly larger than cL , the
saturation takes a fraction of viscous timeO(Re), whereas ifΛ is only slightly above cL , saturation can takemuch
longer, from several to tens of viscous times. This divergence of the saturation time at the bifurcation point
(critical slowing down) is well known fromdynamical systems (e.g. [66]). Consequently, theflow settles down
into a statistically steady state where total energy and torques oscillate aroundwell-definedmean values. The
time variations becomemore irregular and the saturated energy and torque increase with increasing the
interaction parameter. This behavior of the saturation level withΛwill be investigated below inmore detail.

Figure 1.Growth rate (in units of iW ) of themost unstablemode, which is axisymmetric (m = 0), as a function ofΛ andRe (thewhite
area is the stable region)derived from the linear stability analysis. Note that at sufficiently high Re 3000 , the region ofmaximum
growth is practically independent ofRe and is determinedmainly byΛ. The horizontal gray line corresponds to the range ofΛ atfixed
Re= 6000 for which our direct numerical simulations have been performed. At this value ofRe, HMRI sets in at 0.022cL = , reaches a
maximumat 0.15L = and then decreases again, disappearing at 1.38L = .

Figure 2.Evolution of the volume-averaged (a) kinetic energy and (b), (c) torques at the cylinders at different
0.03, 0.05, 0.08, 0.1L = (i.e. Ha 13.4, 17.3, 21.9, 24.5= ). After the initial exponential growth phase, these quantities settle down

into a sustained statistically steady state, where they oscillate around constant values.
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Because the volume-averaged angularmomentum is also quasi-stationary in time, both torques have nearly the
same absolute values, although the inner torque ismore oscillatory at largerΛ due to the appearance of smaller
scale turbulent eddies near the inner cylinder (see below). This implies that theHMRI, like the SMRI, transports
angularmomentumoutwards, which is expected, since it also derives energy from shear.

3.1. Saturationmechanism
Let us see what is amainmechanismunderlying the saturation ofHMRI.During its initial exponential growth,
themain nonlinear term (advective derivative in equation (5)) also gradually gains strength and transfers the
energy from themost unstable wavenumbers to larger and smaller ones. In the saturated state, the linear energy
extraction rate due to the Reynolds stress associatedwith the unstable wavenumbersmatches the nonlinear
transfer rate from these wavenumbers to larger ones, where energy is ultimately dissipated due to viscosity.
TogetherwithΛ, the linear growth rate ofHMRI is determined by the radial shear of the azimuthal velocity
characterized by the Rossby number, Ro r r2 d d= W W( ) (e.g. [41, 46]), which is a function of radius in a TC
flow (for a Keplerianflow Ro 0.75= - everywhere). In the exponential growth phase, a slowly increasing
feedback of the nonlinear termon the large-scale azimuthal velocity (which is initially a TCprofile given by
equation (4)) rearranges the radial distribution of shear (Ro), such as to reduce it by absolute value in the bulk of
theflow. This is clearly illustrated infigure 3, which shows the radial profile ofRo, calculatedwith the total
azimuthal velocity (i.e. initial TCflowplus the azimuthal velocity perturbation averaged over azimuthal f- and
axial z-directions) in the saturated state. It considerably deviates from the initial profile corresponding to the TC
flow and results in the reduction of the linear growth rate of theHMRI and hence of the energy extraction rate
from themeanflow. This is confirmed by figure 4, which shows a parallel evolution of energies in two
simulations one startingwith the saturated/modifiedmean azimuthal velocity profile for the run shown in
figure 3 at 0.05L = and the other startingwith the original TCprofile (4) for the same other parameters of the
flow, following only early exponential growth phase in the linear regime. Comparing the growth rates, derived
from the inclination of Eln( ) versus time, we clearly see that the saturated profile indeed results in a reduced
exponential growth rate for the perturbation energy in the initial linear regime, which for the chosen value ofΛ is
smaller than that in the presence of originally imposed TC flowby a factor of 3.77. Saturation sets inwhen the
energy gain by the linear instability, being reduced by the nonlinearity, eventually becomes equal to the
nonlinear transfer of the energy. The saturation levels in these two cases also differ, because, as we checked, the
corresponding established nonlinear states have different structures—the number of rolls in the axial direction.
Thus, there is no unique flow attractor, whichwould otherwise result in the same saturation amplitudes for these
two profiles. Obviously, the deviation of the shear profile from the initial one due to the nonlinear feedback is
larger, the higher isΛ, i.e. themore unstable is the flow. So, the saturation, where the energy gain by the linear
HMRI is in statistical balancewith the nonlinear transfers, occurs through themodification (reduction) of the
shear of themean rotational velocity, which in turn defines the growth rate ofHMRI. Themodified shear profile
in the quasi-steady state then stays practically unchanged during the evolution. This type of saturation
mechanism is in fact similar to that for SMRI in TC flowdiscussed in [30–33, 36]. As for the initially imposed
meanmagnetic field B0, it basically does not change in the saturated state, because, asmentioned above,

Figure 3.Radial profile of the Rossby number in the saturated state at 0.03, 0.05, 0.1L = calculated from the total angular velocity,
u rW + f , averaged in the azimuthalf and axial z directions. The initial radial profile of the Rossby number corresponding to the

equilibriumTC flow is shown as the black dashed line. TheRayleigh line (dotted) corresponds to Ro 1= - .
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magnetic field perturbations are usually orders ofmagnitude smaller than the imposedfield in the low-Rm
regime.

3.2. Properties of the saturated state
Figure 5 shows the time-averaged values of the energy, Eá ñ (a), the inner torque Giá ñ (b) and the dissipation rate
Dá ñ (c) in the quasi-steady saturated state as a function ofΛ. Since this state is on average constant in time, the
saturatedmean values of both torques are essentially the same, G Gi oá ñ = á ñ, at eachΛ, as it should be (see also
[60]). Thisfigure allows us to clearly see different regimes of the nonlinear saturation of theHMRI in TC flow
and transitions between them.When the interaction parameter increases, the instability first appears at

0.022cL = L = via classical supercriticalHopf bifurcation [67]. For cL > L , but still near the instability
threshold, the perturbations are weakly nonlinear and the saturated energy is proportional to cµL - L , as
expected forHopf bifurcation. The saturated torque and dissipation function also exhibit a similar dependence
onΛ as the energy. Asmentioned above, in this case of c cL - L L∣ ∣ the growth rate is small and the
saturation time is long, several tens of viscous time. A typical spatial structure of the velocity in this regime is
shown infigure 6(a), which consists of a well-organized chain of regular Taylor vortices uniformly filling the
domain and resembles the correspondingmost unstablemode fromwhich it originated. As evident from the
isosurface plot of the axial velocity, this weakly nonlinear state is axisymmetric. Five pairs of vortices fit in the
domain, implying that the dominantmost unstable azimuthal and axial wavenumbers are
m k n L, 0, 2z z zp=( ) ( )with n 5z =  , whichwill be confirmed by spectra calculations presented in the next
section. This picture is consistent with the pattern of the unstablemodes of theHMRI observed in previous
linear stability studies [40] and nonlinear simulations in the similar weakly nonlinear regime [51]. This regime
holds until about 0.0232trL = , where an abrupt transition to less organized and irregular (turbulent) regime

Figure 4.Parallel evolution of the energy of small perturbations at 0.05L = . The solid line corresponds to the time-history, starting
with the initially imposedTCprofile (4), (i.e. for the same run shown infigure 2), while the dashed line to that starting with the
modified azimuthal velocity profile, which is established in the saturated state at thisΛ, having the radial distribution ofRo shown in
figure 3 (green line). Calculating the inclinations of these two linear curves, we infer that the latter velocity profile indeed results in an
3.77 times reduced growth rate ofHMRI than the former.

Figure 5. Saturated time-averaged values of the energy, Eá ñ (a), torque, Giá ñ (b) and the dissipation, Dá ñ (c), as a function ofΛ. Insets
zoom into the small values ofΛ corresponding to theweakly nonlinear regime and the transition to the nonlinear chaotic regime at
about 0.0232trL = , which ismarked by a sharp inflection point in these curves.
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takes place, which ismarked by a sharp inflection point on the curves of the saturated values infigure 5. Beyond
this point both Eá ñand Giá ñexhibit a different behavior withΛ than the linear one in theweakly nonlinear
regime.WhenΛ is just above trL , they start with a slower increase, followed by a steepermonotonic increase
starting from 0.025L = . The transition to the strongly nonlinear regime is reflected in the clear change of
temporal behavior of the total energy and torques—oscillations emerge in their evolution, which becomemore
andmore irregular and of higher amplitudewith increasing the effect of nonlinearity asΛ grows. This is
illustrated infigure 7, which shows the time evolution ofGi before (at 0.023L = ) and after (at 0.026L = ) the
transition value trL and also infigure 2 at higherΛ. The emerging oscillations in the later case are due to awider
spectrumof higher frequencymodes (inertial waves, see below) excited in the stronger nonlinear regime.
However, already after 0.08L  , the saturated energy and torques do not seem to increase anymore and the
character of the time-variation aremore or less similar. In the next section, wewill see that not only the time
evolution properties, but also the power spectra of the saturated state ofHMRI drastically and abruptly change
when going from theweakly nonlinear to the strongly nonlinear regime.

Figures 6(b)–(d) show the spatial structures of the radial ur and axial uz velocities in the saturated state of
HMRI at differentΛ after the transition point, which differ qualitatively from those in theweakly nonlinear
regime in figure 6(a). Now the eddies of different shapes and sizes have appeared in the domain, being
distributed non-uniformly along the axial direction.With increasingΛ, more andmore small-scale vortices
emergemostly near the inner cylinder, while larger ones remain near the outer cylinder (figures 6(c) and (d)). As
a result, theflow takes the formof fully developed turbulence. This ismost clearly seen in themaps of the axial
velocity. These eddies change shape in a randommanner on the turnover (dynamical) time, which is the shorter
the smaller is the eddy. As a result, the torque at the inner cylinder,Gi, displays faster chaotic oscillations due to
the small-scale eddies than the torque at the outer cylinder,Go, due to larger scale eddies, as seen infigures 2(b)
and (c). Note also how the axisymmetry of the nonlinear state changes withΛ (see alsofigure 9 below). After the
transition point trL , before the emergence of smaller-scale eddies at higher 0.1L , the nonlinear state
preserves near-axisymmetry, as evidenced by the isosurface plots of the axial velocity, for example, in the case of

0.05L = infigure 6(b). So, we observe a type of self-sustained quasi two-dimensional (2D, i.e., dependent only
on r and z coordinates)MHDturbulence driven/fed byHMRI, analogous to that previously found in

Figure 6. Spatial distribution of the radial ur and axial uz velocities in the saturated state for a b c d0.023 , 0.05 , 0.1 , 0.2L = ( ) ( ) ( ) ( ).
Shown are the sections in (r, z)-plane and the isosurfaces of the axial velocity (blue denotes negative and red positive values). Increasing
Λ, the saturated state changes from (a)weakly nonlinear regularHMRIwave to the turbulent state with different structures,
dominated by (b) larger scale eddies or (c), (d) bymany smaller scale eddies near the inner cylinder and larger ones near the outer
cylinder. All these states are nearly axisymmetric, although the contribution of non-axisymmetricmodes are noticeable in (c) and (d)
cases and aremainly attributable to smaller scale eddies.
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hydrodynamically unstable TC flowwithmuch stronger and purely azimuthal backgroundmagnetic field [68].
We calculate its spectral characteristics in the next section.However, with further increasingΛ, starting from
about 0.07L = , the nonlinear state slightly deviates from axisymmetry, as shown infigures 6(c) and (d),
respectively, for 0.1L = and 0.2 (see alsofigure 9 below). One can discern in these plots that the non-
axisymmetry is associatedmostly with smaller-scale eddies near the inner cylinder, while the larger scale ones
near the outer cylinder staymostly axisymmetric. Noticing that the saturatedmean azimuthal velocity profile in
figure 3 develops a Rayleigh-unstable region, Ro 1< - , near the inner cylinder at this largerΛ, wemay
conjecture that the emergence of small-scale eddies (spatial defects) in the same radial interval is due to aHD
instability of the nonlinearlymodifiedflowprofile. The spectral analysis presented belowwill give amore
quantitative characterization of the degree of the non-axisymmetry in this case. In this regard, wewould like to
caution that studying the nonlinear dynamics ofHMRI at any values of the Elsasser number (i.e. for any strength
of the imposedmagnetic field)with purely axisymmetric simulationsmight lead to the incomplete picture of the
saturation and nonlinear dynamics ofHMRI, overlooking the role of thesemodes. An advantage of the present
analysis, including non-axisymmetricmodes, is that it enables us to establish at whichmagnetic field strength
(i.e. interaction parameter) the nonlinear saturated state ofHMRI deviates from axisymmetric configuration
(see below).

The transition fromweakly nonlinear to strongly nonlinear and ultimately turbulent regime forHMRI is
actually analogous to the nonlinear transition found for AMRIwith increasing theHartmannnumber of the
imposed purely azimuthalfield at constantRe byGuseva et al [58]. (Since Reynolds number isfixed, increasing
the interaction parameter corresponds to the increase ofHartmann number.)As in our case, in theweakly
nonlinear regime, a regular pattern of vortices emerge in the saturated state viaHopf bifurcation, except that for
HMRI it is a travelingwave, while for AMRI it is a standingwave.With further increase ofHartmann number,
so-called defects appear. The spatial structure at this stage is similar to that shown infigure 6(b)with non-
uniformly distributed irregular vortices, not far from the transition point. Subsequently, a fully developed
turbulent state arises from these defects at even higherHartmann numbers—a stagewhich can be identified in
our case with that depicted infigures 6(c) and (d). It is also expected that a similar hysteresis phenomenon
mediated by an edge state dividing weakly nonlinear and strongly nonlinear (turbulent) states, as found by
Guseva et al for AMRI, also exists forHMRI.However, we did not study this possibility here: the system is always
followed startingwith the same random initial conditionswhen changing the interaction parameter. In this case,
after the exponential growth, the flow always ends up in the chaotic state ifΛ is larger than the transition value.
Identifying edge states and the hysteresis in the transition process forHMRIwill be a subject of future study.
Such edge states are known to play an important role in the turbulence transition inHD shearflows (see [69] and
references therein).

3.3. Spectral characteristics
Further insight into the nature of the quasi-steady states of theHMRI at different interaction parameters, which
we have described so far in physical space, can be gained by spectral analysis. It is well known from linear theory
that in the case of the background helicalmagnetic field, z-reflection symmetry is broken [40, 46, 67] and,

Figure 7.Different character of time evolution and saturation of the torqueGi at the inner cylinder just before (at 0.023L = ) and
after (at 0.026L = ) the transition point ( 0.0232trL = ). In the latter case, oscillations appear in the saturated state and becomemore
andmore chaotic with increasingΛ as seen infigure 2, where larger values ofΛ, far from transition point, are taken.
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consequently, in the given right-handed configuration of the axial and azimuthalfields ( B B 0z0 0W >f ), HMRI is
characterized by inertial waves that travel downwards (opposite the z-axis) [41, 46]. As a result, the subsequent
nonlinear state is composed of these downward propagating waves. In a real experiment, both upward and
downward propagatingwaves are present because of the reflection from the endcaps, but the one that is unstable
tends to be dominant [21]. Belowwe analyze the axial and azimuthal spectra of thesewaves. To this end, we
Fourier decompose each velocity component in the azimuthal and axial directions (inwhich they are periodic),
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energy spectra are among themain characteristics/diagnostics in the nonlinear (turbulent) regime inflows. In
particular, the azimuthal spectrum characterizes the total contribution of differentm in the dynamics and hence
can serve as ameasure of the non-axisymmetry, while the axial kz spectra provide information on the energy-
injection due to axisymmetricHMRImodes (see e.g. [54, 68]).We use these spectra below to characterize the
dynamics in the quasi-steady state. This state, however, exhibits, as we have seen above, irregular oscillations,
making the spectra noisy. To avoid this, we also average m̂ and ̂ in time over thewhole duration of the quasi-
steady state in the simulations.

Figure 8 shows the time-averaged axial energy spectrum ̂ in the saturated state at differentΛ. It is seen that
qualitatively different spectra correspond toweakly and strongly nonlinear saturation regimes, and the
rearrangement from the former to the latter type, like the saturated values of energy and torque (figure 5), occurs
suddenly near the transition point 0.0232trL = . At small cL L , the linearlymost unstable axial wavenumber
ofHMRI, k n L2 3.14z z zp= = with themode number nz= 5, is dominant also in the saturated state and
carriesmost of the power. In physical space, this corresponds tofive pair of vortices, as shown in figure 6(a). The
modeswithwavenumbers, which aremultiples of themost unstable axial wavenumber, are excited due toweak
nonlinear self-interaction of the dominantmode in the saturation process. These subharmonics (separate spikes
infigure 8) have orders ofmagnitude smaller power compared to the dominant one, whereas at all other kz the
spectral power is essentially zero. Remarkably, the energy spectrum changes qualitatively when the interaction
parameter approaches a transition value trL , where the effect of nonlinearity ismore appreciable. As a result,

Figure 8.Time-averaged energy spectra ̂ versus kz in the quasi-steady saturated state at differentΛ. For reference, we also show the
2DHD turbulence spectrum kz

3- as well as a flatter kz
2- spectrumof rotatingHD turbulence. At smallΛ, before the transition value

0.0232trL = , the spectrum is discrete (‘spiky’ dashed lines), dominated by themost unstablemode and itsmultiple wavenumbers,
while forΛ beyond the transition point, in the strongly nonlinear (turbulent) regime, the spectrum (solid lines) becomes continuous
with all axial wavenumbers excited; at 0.05L it exhibits a scaling behavior at intermediate wavenumbers k5 20z  , which is
close to kz

3- .
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power in other wavenumbers, lying between themultiple wavenumbers, abruptly increases, i.e. the spectrum is
quickly filled and becomes continuous, although themultiple harmonics of themost unstable wavenumber still
have larger power than other ones. But already at 0.025L = , slightly larger than the transition point, the
spectrum takes a smoother shape, continuously well populated at all wavenumbers, as it is characteristic of a
turbulent state.With further increasingΛ, this spectrummoves upwards and converges starting from about

0.05L = . Now, themaximumcomes again at thewavenumber of themost unstableHMRImode, k 2 3z ~ – ,
whichmainly determines the energy injection from the basicflow into turbulent fluctuations. As it is seen in
figure 8, at intermediate wavenumbers in the range k5 20z  , this converged spectrumdisplays the power-
law dependence close to kz

3- typical for 2DHD turbulence [70], as opposed to theKolmogorov spectrum, k 5 3- ,
for three-dimensional turbulence or to the k 2- spectrum for rotatingHD turbulence [71]. Then, at k 20z  the
spectrumdecays faster because of viscous dissipation. The appearance of the quasi-2D turbulence in physical
space, corresponding to these spectra, we have already seen infigure 6. The energy spectrumwith a similar
power-law dependence were also reported for 2DMHD turbulence in TCflowwith a large purely azimuthal
magnetic field in the highly resistive (inductionless) limit, Rm 1 , in the above-mentionedwork [68]. In that
case, however, the turbulence is due toHD instability and forced to be 2Dby the imposed azimuthal field. By
contrast, in the present case, where the TCflow is hydrodynamically stable, the observed turbulence is of
magnetic origin, triggered and energetically supplied byHMRI, and hence quasi-2D from the outset. This
implies that the turbulence we observe here cannot be describedwithin standardKolmogorov phenomenology,
which anyway is inapplicable in the case of high resistivity, because the Joule dissipation in this regime is
anisotropic and acts at all scales in the flow (see e.g. [62]). In this situation, it is not possible generally to define an
inertial range in a classical sense, where only nonlinear term u u( · ) in equation (5) operates and transfers
energy towards largewavenumbers. The presence of the power-law interval in the energy spectrumdifferent
fromKolmogorov one that has been found here and in [68] is a confirmation of that. The similarity of the spectra
and the associated power-law indices, despite different drivingmechanisms of the turbulence in our case and in
[68], indicates that these spectral features could be generic to quasi-2DMHD turbulence, which can occur in a
magnetized resistive TC flow.

Aswe have found above, the saturated state remains nearly axisymmetric, despite non-axisymmetricmodes
emergingwith increasingΛ. To quantify the role of the lattermodes, infigure 9we plot the ratio of the sumof
azimuthal energies m̂ of all the non-axisymmetricmodes with m 1 to the energy of the axisymmetricmodes
withm=0,measured by the parameter A m m1 0 = å ˆ ˆ , as a function ofΛ (a) as well as the typical azimuthal
energy spectrum in the strongly nonlinear state (b). From this figure, it is seen that non-axisymmetricmodes are
essentially absent at smallΛ; they start to emerge fromabout 0.07L = , after which the total energy of all non-
axisymmetricmodes relative to that of axisymmetric ones increases withΛ. However, the former still remains
much smaller than the latter, particularly in the range 0.07 0.2 L , where the saturation level reaches a
maximum (figure 5). This is also confirmed by the azimuthal spectrumof the energy, m̂ , infigure 9(b). Since
non-axisymmetricmodes are present only at 0.07L , we show the azimuthal spectrum at typical values

0.1L = and 0.2, corresponding to the strongly nonlinear (turbulent) regime. It reaches amaximumatm=0
and rapidly decreases withm. The energy of the first non-axisymmetricmodeswithm=1 is already bymore
than an order ofmagnitude smaller than that of the axisymmetric ones, 1 0 ˆ ˆ = 0.007 and 0.04, respectively, at

0.1L = and 0.2, and the energy of higher non-axisymmetricmodes is even lower.

Figure 9.The parameterA, characterizing the role of non-axiymmetric m 0¹( ) modes relative to the axisymmetric (m = 0) ones as
a function ofΛ (a) and the azimuthal spectrumof the energy, m̂ , at 0.1, 0.2L = (b).
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4. Summary and conclusion

In this paper, we investigated the development ofHMRI in an infinite/periodic TC flowdomain at very small
magnetic Prandtl numbers by following its evolution from the linear growth phase to nonlinear saturation using
direct numerical simulations. To focus on the basic dynamics ofHMRI arising from the combined effect of
differential rotation and helicalmagnetic field, we simplified the analysis by ignoring the effects of endcaps that
would induce Ekman pumping.We analyzed the dynamics with respect to the interaction parameter, or Elsasser
number,Λ, which is known to be a central parameter determining the linear evolution ofHMRI. As distinct
fromprevious nonlinear analyzes ofHMRI, which focused only on axisymmetricmodes, an advantage of our
study is that by allowing for non-axisymmetricmodes in the simulations, it enabled us to establish forwhich
interaction parameters the role of the lattermodes becomes important.We confirmed that in the nonlinear
regime, just as SMRI,HMRI transports angularmomentumoutward.We demonstrated that different regimes
of nonlinear saturation are realizedwhen the interaction parameter changes. At smaller values of this parameter,
just above the stability threshold, theHMRI saturates in theweakly nonlinear regime and the corresponding
spatial structure consists of well-organized regular vortices, which are axisymmetric. In this case, themost
unstablemode of instability dominates, which is also supported by our spectral analysis. However, with
increasing the interaction parameter, at a certain value an abrupt transition to strongly nonlinear (turbulent)
state takes place,marked by different, irregularly oscillating behavior of the energy and stress. The saturated
values of the energy and stresses as a function ofΛ exhibit a sharp inflection point, corresponding to this
transition, then increase until about 0.1L = and afterwards slowly decrease (figure 5), since the effectiveness of
theHMRI itself is decreasing at highermagnetic fields. The spatial structure of the nonlinear state is
predominantly axisymmetric and represents a type of self-sustained quasi-2D (in (r, z)-plane)MHD turbulence
driven byHMRI. Generally, classical 2DMHD turbulence is decaying and requires external forcing for long-
termmaintenance [72]. So, herewe demonstrated the existence of self-sustained quasi-2DMHD turbulence in a
TCflow at high resistivity, or smallmagnetic Prandtl numbers caused and supplied byHMRI at the expense of
theflow energy.We also calculated the energy spectrum as a function of axial wavenumber and found that it
increases withΛ, but converges from about 0.05L = , and at intermediate axial wavenumbers kz exhibits a
power-low dependence close to kz

3- , as typical for 2DHD turbulence [70]. It would be interesting to probe in
future studies whether this quasi-2D turbulent state persists as the Reynolds number increases or a transition to
three-dimensional turbulence occurs.

In bothweakly and strongly nonlinear regimes, the saturationmechanism appears to be general, consisting
in themodification, or reduction of the radial shear profile of themean azimuthal velocity in the bulk of the flow,
which, in turn, results in the reduction of the exponential growth rate ofHMRI tomatch energy transfer rate due
to the nonlinear (advection) term. Such a nonlinear saturationmechanismwas already discussed for SMRI in a
TCflow [29, 31–33, 36].

The present analysis, although simplified by excluding the effects of endcaps, is afirst step towards
understanding the experimentalmanifestation ofHMRI, where it is already in the saturated nonlinear regime.
The insight gained from this studywill be a stepping stone for future numerical studies incorporating endcaps
and conducing boundaries, where the situation is complicated by Ekman circulations, penetrating from the
endcaps in the bulk of the flow, and for subsequent comparisonwith planned experiments onHMRIwithin the
DRESDYNproject atHZDR.Nevertheless, as demonstrated in [58] on the example of AMRI, the results
obtainedwith periodic boundary conditions along the axial direction are still useful to interpret the experiments.
In the future, we plan to do analogous studies ofHMRI in a TC flowwith endcaps and comparewith the present
results. To date, such realistic three-dimensional simulations ofHMRI, which are necessary for understanding
the related experimental results, have not been undertaken yet. Although previous early simulations explored
the nonlinear development ofHMRI in TC flowwith endcaps, they considered a narrow range of parameters
and/orwere axisymmetric by design [51–53], not capturing different regimes of the nonlinear saturation.

Another interesting venue of research extending the present analysis is to explore the nonlinear dynamics of
HMRI and associated angularmomentum transport for quasi-Keplerian rotation relevant to protoplanetary
disks, whose dense and cold interiors are too resistive for SMRI to operate. The nonlinear development ofHMRI
has not been explored also for positive shear profiles relevant to the near-equator strip of the solar tachocline.
These topics are of a current research interest and have been studied so far only in the linear regime [45, 46, 73].
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