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The study of entrepreneurship is vital to continued growth and innovation in our 
society. At its most basic level, entrepreneurship is a means for individuals to lift 
themselves out of poverty and to create jobs for others. The new businesses that are 
started each year offer the promise of wealth and independence to the entrepreneurs 
who take on the inherent risks. At a broader level, however, the entrepreneurs who 
bring truly new and innovative products and services to the market offer something 
even more important to all members of the community. These are the new busi-
nesses that are responsible for much of the economic growth in our economy and 
the progress in our standard of living. The long history of new business ideas that 
changed our daily lives is familiar to all of us. From the radio and the television to 
the personal computer and new medical technologies, these innovations benefited 
– and continue to benefit – many more people than the entrepreneurs and their 
employees. Innovations promise greater prosperity for society as a whole.

A greater understanding of entrepreneurship and its drivers is critical to the 
continued growth of our economy. It is only through the study of new businesses 
and their founders that we will identify the motivation to start a business and under-
stand the entrepreneurial process, the financing of these businesses, the challenges 
entrepreneurs face, and the policies and institutions that encourage greater entrepre-
neurial activity. The Ewing Marion Kauffman Foundation has devoted significant 
resources toward this effort at an academic level, working with economists and oth-
ers who study this important phenomenon. In addition to supporting research on the 
topic, we have sponsored new efforts to collect data on entrepreneurial activity.

These initiatives have proven fruitful. There has been increased attention to 
entrepreneurship among academics in recent years. The strength of the work in this 
book testifies to the growing interest in this work among academics from a variety 
of perspectives. Furthermore, the summary of statistical databases for small busi-
ness financial research, the discussions of data sources within individual chapters, 
and the use of new data herein suggest that efforts to improve data sources for the 
study of entrepreneurship are progressing as well. This book, in fact, includes an 
analysis of Kauffman Firm Survey data, a panel study of businesses founded in 
2004 that tracks them over their early years of operation.

Foreword
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vi Foreword

Empirical research on entrepreneurship has much to offer us from a policy per-
spective. Among many other topics, economists have elucidated a great deal about 
firm formation, growth, and death; the financing of new businesses; the institutional 
influences on entrepreneurship; the demographic characteristics of entrepreneurs; 
and the important role of entrepreneurship in economic growth. The Academy of 
Entrepreneurial Finance community has contributed significantly to our under-
standing of how new businesses are financed, and this book presents an important 
summary of the current state of this knowledge.

This volume is evidence of the importance of interdisciplinary works on entre-
preneurship that bring together insights from different perspectives. The focus here 
is at the intersection of psychology and neuroscience and economics, an important 
junction as entrepreneurs’ and investors’ decisions do not always seem to follow 
traditional economic models. Among other topics, these chapters bring to light the 
importance of exploring entrepreneur–investor relations from a cognitive perspec-
tive, suggest that emotion and heuristics play an important role in entrepreneurs’ 
and investors’ risk perceptions, identify some common psychological characteris-
tics of entrepreneurs (and the non-pecuniary benefits of entrepreneurship), and 
indicate that broader approaches to financial risk metrics are necessary. The contri-
butions from neuroscience in this book allow for a more direct examination of the 
“internal landscape” of decision making.

Ultimately, the works in this book bring out the human element of firm decision- 
making, and bring the teaching of psychology and neuroscience to bear on it. This 
understanding certainly pushes us toward a new understanding of entrepreneurship, 
and it reminds us that bringing together a wide range of disciplines will allow us to 
achieve both a broader and deeper understanding of this important topi

Robert Strom, Ph.D.  
Director of Research and Policy, Ewing Marion Kauffman Foundation 
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… the theoretical firm is entrepreneurless…,

William J. Baumol (1968)

I ran across Baumol’s famous statement as brought in above for the very first time 
almost 25 years ago. That thought not only stayed with me over the years, but it 
probably, and possibly subconsciously, might have even helped trigger the 
launching of the Academy of Entrepreneurial Finance 3 years later and the publica-
tion of the Advances in Small Business Finance (Yazdipour 1991) around the same 
time. So Baumol’s point was a natural opener for this section; except for the fact 
that given the subtitle of the book – behavioral finance – it needed some added 
element. For this, I visited NASA’s Knowledge Management site to see if I could 
improve upon the quotation; and there I saw Alan Kay’s “It’s the people, stupid.” 
But that was telling the same thing except for saying it more emphatically. Then I 
remembered Herbert A. Simon’s characterization of the version of economic ratio-
nality that he refers to as the Olympian model and then goes on to define it as a 
model that “… serves, perhaps, as a model of the mind of …, but certainly not as a 
model of the mind of man” (Simon 1983). And that is exactly what I was looking 
for: economic rationality does not serve as a model of the mind of man!

Given above, there was no need to change anything; and now that we know about the 
theme behind the present book, let us continue with the rest of the introduction as follows.

A quick review of the literature on entrepreneurship and small and medium-sized 
enterprises (SMEs) reveals the existence of a relatively substantial body of knowl-
edge on the subject matter. But a closer examination of the said literature demon-
strates that a great majority of such work addresses issues that fall under the general 
classifications of management, strategy, and marketing; or what is collectively 

R. Yazdipour (*) 
California State University, Fresno, CA, USA 
and 
The Academy of Entrepreneurial Finance, Los Angeles, CA, USA 
e-mail: ryazdipour@aoef.org
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referred to as general entrepreneurship in the business administration discipline. 
Additionally, energized by Baumol’s statement just mentioned in above, attempts 
have been made by some economists and entrepreneurship scholars, especially over 
the past 20 years or so, to develop “a theory of entrepreneurship.” If and when devel-
oped, such theories should be able to explain the decision processes that are used in 
start-up entry and exit judgments, venture investment decisions, firm growth, and 
expansion evaluations; and at a macro level, economic development, growth, and job 
creation. However, “there continues to be a lack of consensus about what constitutes 
entrepreneurship theory and no generally accepted theory of entrepreneurship has 
emerged” (Alvarez 2005).

A similar review of the literature in the field of finance depicts even a less 
moving picture for both academics and practitioners. This especially is not 
encouraging for entrepreneurs and investors because the financial side of entre-
preneurship – entrepreneurial finance – deals with the “life line of a business.” 
Additionally, even if we consider one of the most elegant and most applied 
models that the standard finance theory has ever produced – the Agency Theory, 
and its main by-product, Financial Contracting – according to a very recent and 
comprehensive study, “…evidence supporting theory’s predictions is mixed 
and weak” (Bitler et al. 2009).

In sum, both the financial economics and the general entrepreneurship disciplines 
have little to say regarding the dynamics of decision making and risk taking by 
entrepreneurs and venture capitalists (VCs). For example, and by design, the prin-
cipal agent or agency theory cannot address the venture entry/exit decisions. And 
as we just saw in above, entrepreneurship researchers are still discussing “what 
constitutes entrepreneurship theory.”

However, by building upon the new developments from the fields of cognitive 
psychology and neuroscience, we may be closer than ever to developing real-life 
risk/uncertainty models that could explain the decision processes that are used as 
road maps in key entrepreneurial actions. Entrepreneurial actions that require deci-
sion making under conditions of extreme risk and uncertainty; including entry/exist 
judgments, venture capital investment decisions, growth and expansion evaluations, 
economic development and job creation measures, etc. And this is exactly where 
the present book comes in. The volume presents the latest research and findings 
from the fields of finance, psychology, entrepreneurship, and neuroscience; and 
illustrates how such disciplines can shed new lights on the central questions in 
entrepreneurial finance and the related decision processes. What then follows is a 
brief overview of what is ahead in this volume.

1.1 �Part I: The Theoretical Foundation  
of Entrepreneurial Finance

The chapters in the present volume are organized into three main sections. Part I 
contains contributions that address the theoretical foundation of entrepreneurship 
and entrepreneurial finance. The common thread in all five chapters in Part I is the 



31  Introduction

risk and uncertainty phenomenon; as pricing of risk lies at the heart of the finance 
discipline, and naturally its offspring, entrepreneurial finance. Pricing of risk 
becomes even more of a challenge in entrepreneurial finance because the opaque 
nature of entrepreneurial and venture capital markets make the search for objective 
“information” extremely difficult, if not impossible. However, as you will see, 
especially in Chaps. 2 and 4, and this may sound counterintuitive to traditional 
financial economists, that type of “information” that is normally discussed and used 
in conjunction with Agency and Information Asymmetry models may not even be 
the major problem in the first place.

Chapter 2, written by this author, starts with discussing how some of the 
behavioral finance theories like the Prospect Theory and the Affect heuristic can 
be applied to the three central decision problems identified in entrepreneurial 
finance. In this respect, the author focuses his attention on one of the three key 
decision problems that has received very little to no attention at all in both the 
finance and economics literature – the actual launching of a new venture that 
requires two sets of decisions by both an entrepreneur and a VC. Chapter 2 then 
attempts to provide a risk model, though a rather preliminary one, to help better 
understand the elusive nature of risk and uncertainty in an entrepreneurial 
environment. The rationale for the work throughout Chap. 2, Part I, and the whole 
book can be summarized in the form of the following question: If we cannot define 
risk and uncertainty, and consequently cannot measure it in a meaningful way, 
then how can we ever price it?1

Chapter 3 addresses the shortcomings of the Agency Theory relative to the 
key issues in entrepreneurial finance. By adding a cognitive perspective  
(a cognitive conflict) to the theory, Wirtz further extends such a theory. 
Specifically, he argues that the principal agent’s incentive and monitoring solu-
tions fall short of explaining and predicting success for the involved ventures. 
He introduces a new agency-related cost that is incurred as a result of the theo-
rized cognitive conflict, the “cognitive cost,” and argues that such a cost should 
also be factored in along with the other traditional principal agent costs. “Such 
conflicts are not rooted in mutually inconsistent interests and thus cannot be 
tackled by the means of interest aligning alone, as the traditional agency theory 
would have it.” Like all other contributions in this book, Wirtz’s approach to 
making the Agency Theory and other traditional finance theories more relevant 
to common entrepreneurial finance problems is the type of research that our 
field needs more of.

1Needless to say that we may never be able to completely measure risk, especially in entrepreneurial 
environments. However, with our newly found knowledge from the fields of psychology and 
neuroscience, we should be able to increase our understanding of the risk phenomenon and con-
sequently improve our decision making processes. This follows the line of reasoning that “under-
standing the problem is half of the solution.”! And as you will further see, especially in Chap. 4 
by Olsen, although we now have identified the two main sources of risk/uncertainty – the “real 
world” where actual transactions take place, and our psyche which defines our “real world” where 
different people have different pictures of their “real world” – we still are at the start of the road 
in making risk operational. And, by the way, this is where the real opportunity is for all types of 
future research and experimentation.
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Olsen’s Chap. 4 is truly a “game changer” especially when it comes to the 
analysis of risk and uncertainty – the central concern in any type of decision 
making and regardless of whether the underlying assets under consideration are 
publicly traded or privately managed. Olsen states that risk is not an evidence-based 
phenomenon like standard deviation, beta, or other variations thereof that can be 
measured and used in financial decision making.2 Put differently, risk does not 
exist “out there” so that we (a) observe it, (b) measure and analyze it, and (c) use 
it as an input in our calculations. Olsen specifically states that, “all risk that is 
acted upon must be perceived risk because perception is based upon sensory data. 
We can only sense the ‘real world’ because we have no other way of being 
informed.”3 This effectively means risk is a phenomenon that is created in our 
psyche – the “in here” risk versus the “out there risk” phrase that at times we use 
in this book. Regarding entrepreneurial risk taking, Olsen states: “In entrepreneur-
ial environments we see the full influence of the dual decision process and how it 
can lead to biased risk perceptions. Entrepreneurs don’t appear to have signifi-
cantly higher risk tolerance, they just judge the perceived risks to be less 
threatening.”

Although the truth about risk most probably lies somewhere between “in here” 
(our psyche) and “other there” (“the real world”), but Olsen’s well documented and 
precedence-setting contribution has not only catapulted discussions on risk to a new 
level, but it has also created a fresh research environment in which more realistic 
risk models can be conceived, developed, and tested. My rather preliminary attempt 
in Chap. 2 represents one such example.

Contributions of neuroscience to financial decision making, with direct 
implications for new research in entrepreneurial finance, is the subject of Chap. 5 
by Konopka and Ackley. In this chapter, authors address key questions like: What 
is the nature of decision-making? How does the brain generate choice outputs? 
What are the inputs? What are the throughputs? How are decisions rendered? 
Moreover, the significance of Chap. 5 lies in the fact that it directly examines the 
two related issues of decision making and information processing in the brain. As 
the authors show, the brain operates at two different levels – the unconscious level 
and the conscious level. Although each brain pays attention to different types of 
information, but they both work in tandem to attend to different decision 
problems.

More importantly, “Applied neuroscience studies have identified a more elemen-
tal process which identifies the affective process where intuition is dominant.”  

2Needless to say that the standard finance theory definitions of risk have no relevance at all to a 
great majority of entrepreneurial finance problems where there is little or no historical data “out 
there” to be measured in the first place! For example, in case of start-ups, almost all the data are 
projected data and are contained in a highly guarded business plan, if such a business plan exists 
at all. In places like Silicon Valley, it is not unusual to hear that the back of a napkin being used 
as the initial business plan for an actual launch.
3See Chap. 4, Olsen.



51  Introduction

This finding validates the important role that heuristics (mental shortcuts) play in 
complex decision environments. A key conclusion of the chapter is that “due to the 
existence of the dopaminergic system and the working of the dopamine neurons 
that give rise to reward prediction errors, different individuals like entrepreneurs 
and venture capitalists may perceive risk and uncertainty differently.” Findings such 
as these are certainly critical to our better understanding of the real sources of risk 
and, consequently, our ability to better manage them.

Chapter 6 by Neace discusses decision making under conditions of uncertainty 
from a rather new perspective. By building upon the extant literature on risk, 
probability judgment, and choice, the chapter first identifies three main sources 
of uncertainty. They are, (a) incomplete information,(b) Inadequate understand-
ing of the situation under consideration, and (c) undifferentiated (or undifferen-
tiable) alternatives due to the complexity surrounding a given decision problem. 
Needless to say that all these three sources are present in almost all entrepreneur-
ial endeavors.

The author then continues with proposing a “psychological discomfort” model 
to study risk and uncertainty. Neace hypothesizes that “uncertainty under any con-
ceptualization has the potential to create a state of ‘psychological discomfort,’ and 
it is the need to reduce such discomfort that motivates the decision maker to move 
forward in the decision making process.” Interestingly enough and from a 
neuroscientific perspective, Konopka and Ackley arrive at a similar hypothesis in 
Chap. 5.

1.2 �Part II: Issues in Financing Start-ups and SMEs

The first paper in this section is written by Dunkelberg and Scott, and it focuses on 
the extent to which the landscape of SME financing has changed over the past 
20 years. The chapter also offers a summary of the current state of knowledge about 
small firm financing. More importantly, by analyzing data from some of the key 
data sets in the USA – including National Federation of Business’ Small Business 
Economic Trends Survey, the Kauffman Firm Survey and Panel Study of 
Entrepreneurial Dynamics, and the Board of Governor’s Survey of Small Firm 
Finances – the authors examine some of the most important concerns in small firm 
financing. Such concerns include (a) small firm credit availability, (b) the effect of 
bank consolidation and changes in market structure on small firm access to credit, 
(c) the role of market structure on availability and pricing of small firm loans, and 
(d) the unique role of community banks in facilitating small firm finance. Of par-
ticular importance are the results of two 2008/2009 surveys that contradict the 
conventional wisdom that a pervasive small business credit access problem exists 
in the USA.

As we saw in our brief discussion earlier in this introduction, pricing risk lies 
at the heart of every financial decision; including those by entrepreneurs and ven-
ture capitalists. Also as we alluded to in above, and will see in much detail in part 
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I of this volume, individuals use a set of heuristics (simple rules, mental shortcuts) 
to make judgments in complex and uncertain situations. However, although 
heuristics can simplify decision problems and speed up decision making 
processes, but they can also lead to biases and errors in judgment. Consequently, 
knowledge about such biases, along with the ability to minimize their negative 
effects, becomes very valuable to every decision maker. By studying real-life deci-
sion making by a group of CME traders who specialize in agricultural contracts 
and risk their own capital, Mattos and Garcia provide a rather unique test of the 
Prospect Theory and its application to individual decision making. The experiment 
is unique because through their test they are able to measure the degree to which 
behavior can change in the presence of probability weighting – a process of 
Prospect Theory’s evaluation mechanism. This is important because probability 
weighting is a decision point where all types of biases can enter the evaluation and 
judgment process.

Mattos and Garcia’s contribution in Chap. 8 results in three findings. First, the 
decision makers, in this case the entrepreneurs/traders, exhibit probability weighting 
in their judgments. This is important because it supports Prospect Theory’s premises 
regarding individual decision making. Second, probability weighting has substan-
tial effect on behavior; another support for the theory. Third, and this is a major 
characteristic of entrepreneurs, risk-averse and risk-seeking behavior is more 
intense under conditions of uncertainty.

The last chapter in this section, Chap. 9, an empirical contribution by 
Shefrin, provides new insights into the psychological profiles of entrepreneurs. 
The motivation behind Shefrin’s work can be summarized in the form of the 
following question. If entrepreneurs earn suboptimal risk-adjusted returns – 
working more and earning less than non-entrepreneurs as documented by prior 
research – then why do people choose to become entrepreneurs? This question 
is an important one for at least two main reasons. First, if a VC knows the true 
motivation(s) behind a given entrepreneur’s business plan, then the decision-
making process for the VC becomes much simpler as a careful screening of 
funding applicants will eliminate the less serious (lifestyle) entrepreneurs.4 

Second, and by the same token, if an entrepreneur knows about her own true 
motivation(s) behind the launching of a given venture, then she might be able 
to become more cognizant of the choices and resources available to her and 
consequently make more effective decisions.

By analyzing the data obtained from responses to four sets of carefully 
selected psychological surveys, Shefrin concludes that “Taken together, these 
findings suggest that the non-pecuniary benefits that entrepreneurs experience 
are substantial.” Achieving greater control over their working environments is 
one such benefit for entrepreneurs that Shefrin discusses in the chapter.

4This may sound like the traditional finance’s Signaling Theory, but the root causes in the present 
work are psychological.
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1.3 �Part III: Issues in Growth and Beyond

Chapter 10 by Constand and Yazdipour on firm failure has three distinct parts. First, 
the authors make a convincing argument that the literature on financial distress and 
failure prediction has totally ignored the cause of failure, the managers and owner-
managers, and instead has almost exclusively focused on the effect of failure, the 
financial data. This is true for both large and small firms. Second, the authors 
conduct a comprehensive review of the literature on the topic, as well as the 
statistical tools that range from MDA and LOGIT and PROBIT models to even 
more sophisticated Artificial Intelligence (AI) and Expert Systems (ES) approaches. 
Not surprisingly, such review reveals that very little work has been done with SMEs 
in mind. Furthermore, the authors conclude that “it should be noted that despite all 
the sophisticated models and methodologies used in studies of the effects of firm 
failure, it is not surprising that a comprehensive review of the related literature 
concludes that after 35 years of academic research into bankruptcy prediction, there 
is ‘no academic consensus as to the most useful method for predicting corporate 
bankruptcy”. Third, Chap. 10 argues that especially in the case of entrepreneurial 
companies and SMEs, failure researchers need to focus their attention on the 
decision maker, the entrepreneur and/or the manager, in addition to the financial 
data. “Zeroing in on the commerce (effect) side of failure, as has been the case for 
almost all the research up to this point, only reveals to us a half-image of the foun-
dation of the firm under consideration. To see the whole foundation we must also 
consider information about the decision maker and especially her/his predisposition 
toward the known heuristics.”

After briefly reviewing the foundation of risk and uncertainty and discussing the 
evolutionary aspects of psychology, Sewell, in Chap. 10, details five key 
psychological phenomena that can lead to cognitive biases and error in judgment. 
They are: Overconfidence and Optimism, Representativeness, Availability, Under- 
and Over-Reaction, and Herding. He then discusses the effect of cognitive biases 
on both entrepreneurs and venture capitalists. Almost all of the five sets of biases 
listed and discussed play key roles in success or failure of especially entrepreneurs. 
Sewell concludes that “success of both entrepreneurs and VCs will likely depend 
on the degree to which their probabilistic reasoning is calibrated and the degree to 
which their decision making is consistent with the normative expected utility 
theory.”

Finally, statistical databases for research on the financing of SMEs is the sub-
ject of Ou’s contribution in Chap. 12. Availability of dependable data continues 
to be a major problem in entrepreneurial finance research; and here lies the 
importance of Chap. 12. Ou discusses all the major US databases that can be used 
for entrepreneurial finance research. He also provides additional comments on 
the strengths and/or weaknesses of each of the six major databases detailed in the 
chapter.

Included in Chap. 12 are, The Kauffman Firm Survey (KFS), Panel Study of 
Entrepreneurial Dynamics (PSED II), and Survey of Business Owners (SBO) 2002. 



8 R. Yazdipour

Moreover, detailed information is provided in the chapter on the Survey of Small 
Business Finances (NSSBF, 1987 and 1993 and SSBF, 1998), Loans to small busi-
nesses by depository institutions, Consumer Finance Survey (by the Board of 
Governors of the Federal Reserve System), Tax return data from the Statistics of 
Income (SOI) division of the Internal Revenue Service (IRS), and The National 
Federation of Independent Business (NFIB) studies of Credit, Banks, and Small 
Business, a survey of a special group of small firms – the members of the NFIB.

At the end, and before we proceed to the rest of the book, I have to say that 
although the focus of the present volume is on the financial aspects of the entrepre-
neurial companies, but one can easily extend the discussions presented especially 
in Part I to larger business entities and even the publicly traded companies. This 
should come natural because regardless of the size of a given firm, the decision 
makers are individuals with “… a bunch of emotions, prejudices, and twitches… 
(who) do not necessarily have a complete portrait of themselves, warts and all, in 
their own mind, but they do have the ability to stop abruptly when their intuition 
and what is happening Out There are suddenly out of kilter.”5
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Abstract  Three central decisions in entrepreneurship and entrepreneurial finance – 
entry/seed funding, financing/investment, and growth/exit – are discussed and case is 
made for applying the behavioral finance theories and concepts to better understand 
the involved decision processes, and consequently, to help improve the decision-
making process for both entrepreneurs and venture capitalists. The behavioral finance 
approach is important because the traditional finance has remained silent on the first 
issue, and the Agency Theory (financial contracting), which is effectively the only 
theory that is applicable to issues in entrepreneurial finance, has produced mixed 
empirical results. (See for example Bitler et al. [Bitler MP, Moskowitz T J, Vissing-
Jorgensen A (2009) Why do entrepreneurs hold large ownership shares? Testing 
agency theory using entrepreneur effort and wealth. Working Paper. Graduate School 
of Business, University of Chicago].) Attempts are also made in this chapter to 
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Chapter 2
A Behavioral Finance Approach to Decision  
Making in Entrepreneurial Finance

Rassoul Yazdipour

By ‘uncertain’ knowledge, let me explain,… We simply do not know.

J.M. Keynes (1937)

Humans have an additional capability that allows them to alter 
their environment as well as respond to it. This capacity both 
creates and reduces risk.

Paul Slovic (1987)

All risk that is acted upon must be perceived risk because per-
ception is based upon sensory data. We can only sense the 
‘real world’ because we have no other way of being informed.

Robert Olsen (2010)

Understanding a problem is half of the solution

Unknown
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introduce some new concepts – “Perception Asymmetry,” “Resident Risk,” and a 
preliminary behavioral risk framework – that as complements to the existing 
constructs could be used in discussions on decision making under risk and uncer-
tainty. Although the focus is on individual decision making under highly uncertain 
entrepreneurial environments, the suggested risk framework and the related discus-
sions can be extended to decision making in other uncertain environments.

2.1 � Introduction

In general, there are three types of problems that require decision making on part 
of the entrepreneurs and investors. They are

	1.	 Entry/Seed Funding Decisions
	2.	 Financing/Investment Decisions, and
	3.	 Growth/Exit Decisions

Given our approach in this chapter is on the application of theory, I have stated the 
above problems in such a way that they involve two decision makers that are needed 
to conclude a transaction. Throughout this writing, such two decision makers are 
entrepreneurs and investors, also known as venture capitalists or VCs.

Additionally, regardless of one’s association with either of the two finance para-
digms, traditional finance or behavioral finance, uncertainty, and return remain to 
be the determining factors in all the three decision problems listed in above.1

Moreover, although the traditional finance and economic theories have had some 
successes in providing some solutions to the last two problems, they have had little to 
say on how entrepreneurs decide to start a new venture and how investors select such 
ventures for investment purposes.2 By design, the dominant traditional theory, the 
Agency Theory, cannot make any predictions regarding firm entry or exit issues. 
Furthermore, such paucity of research on the subject should not be surprising at all 
because in the standard finance and economic theory, problems have to be definable in 
mathematical terms to be considered for any type of analysis and application. The 
rational construct assumes that economic agents – investors, managers of all kind, and 
entrepreneurs – are “capable of understanding vastly complex puzzles and conduct 

1In this chapter, and especially where both traditional and behavioral finance paradigms are dis-
cussed, we intentionally use the terms risk and uncertainty interchangeably. As will be seen soon, 
some leading scholars have shifted the whole notion and source of risk and uncertainty away from 
evidence-based risk, as defined by statistical tools, to perception-based uncertainty. Chapter 4, 
written by Professor Olsen, mainly deals with the latter notion of risk.
2Two points should be mentioned in here:

(a) �I use the word “some” because as will be seen in this writing, traditional finance models such 
as Agency Theory continue to have their own shortcomings in explaining and predicting 
behavior. For details see Bitler et al. 2009 and Kaplan and Stromberg (2002); and

(b) �On related research we have to mention Camerer and Lovallo’s work (1999) where they use 
overconfidence to explain failure.
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endless instantaneous optimizations” (Montier 2006, p. xiii). Also the standard finance 
theory has built its whole foundation after a human brain that in H.A. Simon’s words 
“… serves, perhaps, as a model of the mind of God, but certainly not as a model of the 
mind of man” (Simon 1983, p 34). Therefore, to the traditional financial economists, 
uncertainty – a truly perceptual and personal phenomenon – does not fall in such a 
category and therefore cannot be operationalized in any “meaningful” way.3

On the other hand, over the past 30 years or so psychologists, and more recently 
neuroscientists, have helped us to better understand the human decision-making 
processes; and more specifically, how we as individuals perceive risk and uncer-
tainty and how we take the required actions at the judgment time.4 Scientific 
breakthroughs in those fields have also given rise to the new subfield of behavioral 
finance.5 It is through such behavioral lenses that we believe attempts should be 
made to address the three central questions listed in above. Our main focus in this 
chapter involves the application of behavioral finance and economic theories to the 
least explored of such three decisions; that is, the Entry/Seed Funding decisions. 
Given we first need to communicate with each other in this rather unfamiliar ter-
ritory, attempts are made in this chapter to introduce some new concepts – which 
include “Perception Asymmetry,” “Resident Risk,” and a behavioral risk model – 
that as complements to the existing concepts and tools could be used in any discus-
sion on decision making under risk and uncertainty.

Section 2 provides a brief background on the decision problems that entrepre-
neurs and their financial backers, venture capitalists or VCs, face in the course of 
their business. Section  3 discusses some new concepts along with an attempt to 
provide a preliminary behavioral risk model; believing that if we better understand 
the uncertainties that are involved in and around the problems, we will have a better 
chance of providing more effective solutions to them. Section 4 summarizes the 
chapter and provides some suggestions for future research.

2.2 � The Entry/Seed Funding Decisions: Problems and Existing 
Solutions

2.2.1 � Central Questions in a Launch Decision

As said in above, our main focus here is on the application of behavioral finance 
and economics theories to entry/seed funding decisions – jointly defined as launch 
decisions. Such joint decisions involve two separate but related decisions by both 

3For detailed discussion on this issue see Chap. 4, Olsen.
4The most authoritative work advanced in this regard is Kahneman and Tversky’s Prospect Theory 
which is presented as an alternative to the Expected Utility theory and is outlined in this section 
and the Appendix. Another equally significant work is Slovic et al.’s (2002) and Finucane et al. 
(2000) Affect Heuristic which is outlined in this section and the Appendix.
5For a comprehensive review of the key issues in Behavioral Finance, see Richard H. Thaler’s 
Advances in Behavioral Finance, Vol I and II (Thaler 1993 and 2005).



14 R. Yazdipour

an entrepreneur and a VC. The reason for discussing and analyzing the two deci-
sions together is a practical necessity. That is, the decision to enter a business by an 
entrepreneur alone does not mean much; unless, she can convince a VC to fund her 
start-up. With this in mind, there are two central questions that both entrepreneurs 
and VCs face in a launch decision.

	(a)	�What are the decision processes for entrepreneurs in a launch decision, and what 
are the decision criteria in that regard?

	(b)	�What are the decision processes for venture capitalists in investing in a launch, 
and what are the decision criteria in that regard?

2.2.2 � Markets for Venture Capital

In free enterprise systems, the role of efficient capital markets is to facilitate the 
flow of funds between the suppliers and the demanders of capital. Well-functioning 
capital markets also ensure that funds are raised and invested at competitive and 
reasonable rates. Operational transparency is among the most important require-
ments for the smooth working of such markets. Efficient market mechanisms certainly 
support innovation, job creation, economic development, and business growth. 
Inefficient capital markets will have the opposite effects. In the US and other free 
market economies, transparent and public capital markets, which serve large corpo-
rations have played such a role with unprecedented success in history.

However, markets for venture capital, broadly defined in this chapter as those mar-
kets that serve the capital needs of small firms ranging from start-ups to pre-IPO com-
panies, are certainly not among the well-functioning capital markets. This is true even 
in the USA, the birthplace of venture capital. The opaqueness of these markets is the 
main reason behind their operational inefficiency. Naturally, such inefficiency translates 
into increased levels of risk and uncertainty, and consequently increased costs of doing 
business for small and entrepreneurial companies, which such markets serve.

2.2.3 � Traditional Finance and Economics’ Response to Launch 
Decisions

To resolve the problems that arise in the opaque venture capital markets that we 
just described, traditional finance theory has offered a relatively large body of 
literature and theories that are based on the classical Principal-Agent and 
Information Asymmetry theories. Under one version of the Information 
Asymmetry (IA) for example, the opaqueness of the IPO markets is addressed 
and a solution like Signaling Theory is provided. Other IA problems 
addressed range from corporate debt financing to dividend policy and corporate 
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takeovers.6 Under Principal-Agent, or Agency Theory (AT), the presumed conflict 
of interest between owner–managers and investors is addressed7 (this is also 
called “interest asymmetry”) and “optimum” financial contracts are offered to 
compensate for the assumed conflicts of interest and other additional risks and 
uncertainties..8

However, even with so much work done in the area of financial contracting, 
a recent study (Bitler et  al. 2009) states, “an extensive theoretical literature 
examines the principal-agent problem, …. yet, evidence supporting theory’s 
predictions is mixed and weak.” Besides, Treating entrepreneurs as agents and 
venture capitalists as principals, as it is the case in AT, is a questionable start 
because by definition entrepreneurs are the opposite of agents who are good at 
taking orders. Entrepreneurs on the other hand are independent individuals, 
again by definition, because they want to be their “own bosses”! In fact, a great 
majority of entrepreneurs cannot even work within a corporate structure just like 
a regular employee or an agent.

And this now takes us to the main topic of this chapter as discussed in the following 
section.

2.3 � A Behavioral Approach to Decision Making in Entrepreneurial 
Finance

The approach that we have taken in this chapter and especially this section is based 
on the belief that if we can better understand the types of risks and uncertainties 
that are involved in and around the entrepreneurial finance problems listed at the 
beginning of the chapter, we will have a better chance of understanding the related 
decision processes. Moreover, we also believe that such an understanding alone 
would bring more transparency for all parties in any given transaction, like a finan-
cial contract, and consequently, improve their decision processes. However, the 
attempt will not end here as we also try to put together “pieces of the risk puzzle” 
and see if a meaningful risk framework can emerge for any future use and analysis. 
With these in mind, we now continue with such a plan and as follows.

6For a literature review and a related test of the theory see Cai et al. (2007).
7For a good discussion and a literature review on Agency Theory and an empirical test of the said 
theory using data from the VC market, see Kaplan and Stromberg (2002).
8If there is one branch of standard finance that has relevance to the world of entrepreneurs and 
venture capitalists, it must be the financial contracting branch.
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2.3.1 � Perception Asymmetry

We introduce the Perception Asymmetry as a counterpart to standard finance theory’s 
Information Asymmetry as described in below. But before defining and further 
discussing the proposed imbalance, it would be helpful if we refresh our memory 
about the Prospect Theory and the affect heuristic, which are discussed in more 
details in the Appendix.

According to Prospect Theory (PT), there are two distinct phases to each decision- 
an initial phase called editing or framing; and a second phase called evaluation 
phase. The editing phase includes a number of operations that simplify decision 
problems before they are sent for evaluation. Options are evaluated via the value 
function so that a final decision can be made regarding the decision problems under 
consideration.

According to Affect theory, subjective impressions of “goodness” or “badness” 
can act as a heuristic, capable of producing fast perceptual judgments. For example, 
stocks perceived as “good” are judged to have low risks and high returns and stocks 
perceived as “bad” are judged to have low returns and high risks.

By building upon the Prospect Theory and the affect heuristic as just mentioned, 
and using our example of entrepreneurs and venture capitalists for illustration, we 
propose that the perceptions of both entrepreneurs and venture capitalists, and con-
sequently their judgments, will be shaped by the triple effects of:

	1.	 The Prospect Theory’s editing operations, which include Coding, Combination, 
Segregation, and Cancelation,

	2.	 The Prospect Theory’s value function where “probability weights” are assigned, and
	3.	 The affect heuristic’s capability of producing perceptual judgments.

In addition to above, the working of the brain would add the fourth effect; but for 
now, we will limit our coverage to the key psychological phenomena.9

We now define Perception Asymmetry as the situation under which a percep-
tion gap exists for at least one party to a transaction. More specifically, in case of 
our present discussion, we define Perception Asymmetry (PA) as the situation 
under which a perception gap exists between an entrepreneur and a venture 
capitalist (VC) regarding the same business opportunity, its gain and loss 
potentials, and consequently the opportunity’s perceived value. Furthermore, 
the only situation in which such a gap will not exist is when both the entrepreneur 
and the VC in question share the same psyche; something that is not physically 
possible.

9I am not specifically discussing other heuristics and biases for two main reasons. First, the 
Prospect Theory and Affect cover most, if not all, of such heuristics and biases. Second, given this 
is a preliminary framework, I’d rather to stay on the central issues to prevent any confusion. For 
detailed discussion of these biases see the Appendix.
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We suspect the proposed imbalance would help create a better understanding 
for both parties regarding each other’s views on a transaction like a seed funding 
deal. Such an understanding may minimize the Perception Asymmetry and conse-
quently bring the parties closer to a mutually beneficial decision and ultimately 
conclusion of a deal.

2.3.2 � Resident Risks and Behavioral Risks: Toward a Behavioral 
Risk Model

Some behavioral finance scholars, especially Slovic and Olsen, have advocated that 
risk is not “something out there.” By that, they mean risk is not an evidence-based 
phenomenon like standard deviation, beta, or other variations thereof that can be 
measured and used in financial decision making.10 Put differently, risk does not 
exist “out there” so that we (a) observe it, (b) measure and analyze it, and (c) use it 
as an input in our Expected Utility (EU)–based calculations. Slovic (1987) attri-
butes business risk to individual survival risk where he says, “Humans have an 
additional capability that allows them to alter their environment as well as respond 
to it. This capacity both creates and reduces risk” (Slovic 1987, p 280 [Emphasis is 
mine]). He further adds that the “concept risk means different things to different 
people” (Slovic 1987, p 283). Moreover, as we will see in this chapter, affect plays 
one of the most important roles in the perception of risk by individuals.11 For 
example, if a person has a positive affect regarding a given venture, she/he may 
perceive the risk in that venture much less than the risks perceived by other indi-
viduals with a lower level of affect for the same exact venture under otherwise the 
same exact circumstances.

Olsen specifically states that, “all risk that is acted upon must be perceived risk 
because perception is based upon sensory data. We can only sense the ‘real world’ 
because we have no other way of being informed.”12 This effectively means risk is 
a phenomenon that is created in our psyche- the “in here” risk versus the “out there 
risk” phrase that we use in this chapter.

However, and especially from a more applied point of view, we argue that risks 
and uncertainties are not completely perceived “in here” either (in our psyche). 
This can be seen clearly when we break down the notion of total risk and uncertainty 

10Needless to say that the standard finance theory definitions of risk have no relevance at all to a 
great majority of entrepreneurial finance problems where there is little or no historical data “out 
there” to be measure in the first place! For example, in case of startups almost all the data are 
projected data and are contained in a highly guarded Business Plan.
11According to Olsen, culture, including trust, is another source of risk. However, in this writing 
we will limit our discussions to the factors stated in above.
12See Chap. 4, Olsen.
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into its components and discuss “Resident Risks” below. We then believe the truth 
about the sources of risks probably lie somewhere between “out there” and “in 
here.” To get our discussion started, we define risk and uncertainty as follows.

( )Total Perceived Risk and Uncertainty Re " sident Risks or Behavioral Risks "= + −

2.3.2.1 � Resident Risk: Risk as the “Other Side of a Business  
Opportunity Coin”

First, note that due to the nature of the topic, I use the terms risk and uncertainty 
interchangeably throughout this writing. Second, for simplicity and illustration,  
I use the decision to launch a brand new business venture, a business opportunity, as 
an example. Now think of “Resident Risks” as the type of risks that actually resides 
in, or are native to, a given business opportunity; without which the opportunity 
would be riskless. (Riskless in the sense of a short-term US Treasury Bill.) In other 
words, in our example, risk is the “other side of a business opportunity coin.”

I especially use the coin analogy to make the point that resident risk (RR) auto-
matically comes with any selected and implemented business opportunity; just like 
throwing a coin that comes with it known odds of success/fail. Of course, measuring 
success/failure rates in business is much more complicated; but still doable. 
Another analogy for the definition is water and the wetness of water. That is, one 
cannot exist without the other; and you know if you throw yourself in the water, you 
will get wet, and the odds are 100% in your favor! Just like tossing a coin with 
well-defined outcomes, we can also define the possible outcomes in a launch deci-
sion. For example, success can mean reaching $5 M sales in three years and failure 
can mean not reaching that sales threshold by the third year.

Additionally, dissecting Total Perceived Risk as such has another theoretical and 
empirical advantage. It allows us to have a significant portion of the total risk 
measurable and concentrate on its elusive component – the behavioral risk component.

2.3.2.2 � Determinants of Resident Risk

In anticipation of making the resident risk component operational and consequently 
measurable, we can proceed as follows. Imagine yourself as an entrepreneur who 
has not only found a unique business opportunity, but has also developed a non-
working prototype of her product and wants to launch the business by first perfecting 
the prototype and then mass producing and selling the finished product. She also 
needs capital to do all the above. You may also imagine yourself at the other side 
of the transaction and as a venture capitalist who is considering funding such an 
entrepreneur. Given this background, we can list and define the following factors as 
the key determinants of residual risk.
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	1.	 Commercialization and Technology risk factor – the risk of taking an opportunity 
or a prototype and turning it into a fully functional product or service that consumers 
will pay to use it, 

	2.	 Market risk factor – whether or not a profitable and sustainable market will 
emerge for the envisioned product/service,

	3.	 Management risk factor – whether or not the entrepreneur behind the opportu-
nity and her team will succeed in executing the envisioned business strategies

	4.	 Financing risk factor – whether or not the entrepreneur and her team can raise the needed 
capital on a timely basis to execute the envisioned business strategies, and finally,

	5.	 Macro risk factors – including regulatory risks, environmental risks, etc.

The above risks certainly exit “out there” in and around any business opportunity. 
However, they do not exist in vacuum as there must be a real asset in the physical 
world to contain such native risks. And that is exactly why I refer collectively to 
these risks as resident risks.13

2.3.2.3 � Behavioral Risks

The “Behavioral Risk” component is mainly shaped by the editing, evaluating, and 
affect processes as described earlier in this chapter. As shown by the risk equation, 
behavioral risks can either increase or decrease the total risk. The increase part 
seems very intuitive by the standards of the traditional finance; although that is not 
the case for the decrease part as it can easily be ignored as a behavioral “anomaly”! 
To a behavioral economist, however, the decrease is a result of the affect heuristic.

Furthermore, according to the proposed risk framework and the theories behind 
it – Prospect Theory and affect heuristic – the behavioral risk portion of the total 
risk is our own creation. In other words, when we consider a set of opportunities 
for evaluation and final selection, we automatically, and possibly unknowingly, 
construct a portion of the risks that involve all those opportunities. Given the  
current state of brain technology, this is the type of risk that is very hard, if not 
impossible, to quantify.

2.3.2.4 � Behavioral Risk Processes

Although discussion on making the behavioral risk component operational is well 
above and beyond the present writing, however, we can still list and describe the 
four underlying processes that produce it as follows.

13Resident Risks can become the only risks, and therefore the only “real” risks, if we take all the 
heuristics out of the simple equation suggested in this section. In such a case, Total Risk is equiva-
lent to the Total Risk under standard finance paradigm, and measurable. But again, to take the 
behavioral risk component out is equivalent to assuming a “mind of God” for a normal earth-
bound human being.
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	1.	 Framing processes
	2.	 Evaluation processes
	3.	 Affective processes, and
	4.	 Other non-Affect processes like Overconfidence, Availability, Anchoring, etc.

All the above processes are as described in this chapter.

2.3.3 � Individual Decision Making in Highly Uncertain 
Entrepreneurial Settings: A Discussion and Some  
Final Thoughts

By building upon the Prospect Theory and affect heuristic, we argued how the edit-
ing and evaluation phases, coupled with affect’s capability of producing perceptual 
judgments, can influence the perception and judgment of the entrepreneurs and 
VCs regarding the business opportunities that they consider in the course of their 
businesses. Moreover, by building upon Slovic and Olsen’s notion of risk that all 
risks are perceptual, and introducing the real-life aspects of risk and risk taking into 
the discussion, we proposed a two-component risk formula that contained both 
objective and subjective elements of risk.

Based on what was said above, and given my own personal experiences as a 
real-life entrepreneur, investor, and consultant to hundreds of entrepreneurs in 
California, we argue that an entrepreneur:

(a)	� Bases her final decision mainly on the perceived gains and losses of the venture 
opportunity that she has eventually selected as a result of her search for similar 
opportunities; and more importantly,

(b)	� The finalized and selected business opportunity already has a level of risk and 
uncertainty residing in it that the entrepreneur feels comfortable about.

Proposition “a” is based on the Prospect Theory; and proposition “b” is based on 
both the now familiar affect heuristic and the “Homeostasis Principle,” or “Comfort 
Hypothesis,” as mentioned in below.

Moreover, proposition “b” is a simple extension of the two-component risk 
equation just mentioned and discussed in details earlier. Built in proposition “b” is 
the observation that in the real life, business risks automatically come with business 
opportunities; just like the coin toss analogy.14

More importantly, we may already have support from the fields of psychology 
and neuroscience especially for the more significant proposition “b.” Specifically, 
on the neuroscience side, Konopka and Ackley (2010) state that “actions are initiated 

14Another fact regarding risk taking in real life goes like this, and every honest venture consultant 
will tell the same to her/his clients: “The only way to know the risk is to take the risk!”
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to maintain an individually defined level of homeostasis. In other words, one may 
try to answer questions such as: What is my level of discomfort?” And on the 
psychology side and along the same line, Neace (2010) argues that “… uncertainty 
creates a state of psychological discomfort that motivates the decision maker to 
move the decision from a state of uncertainty toward a state of certainty in order to 
reduce the discomfort created ….”15

2.4 � Summary and Some Suggestions for Future Research

In this chapter, we discussed three central decisions in entrepreneurial finance 
and made the case for applying the behavioral finance theories and concepts to 
better understand these decisions and the underlying processes. We also intro-
duced some new concepts such as “Perception Asymmetry,” “resident risk,” and 
a preliminary behavioral risk framework to further facilitate discussions on 
related risks and uncertainties. This was done with the belief that if we can better 
understand the issues, we would have a better chance of improving the decision-
making processes.

Although the discussions in this chapter did not lead to any specific model, we 
certainly hope the theory- and experience-based thoughts and concepts provide a 
starting point for future theoretical and empirical works on the topic. What 
follows are some suggestions for future research relative to the stated problems.

(a)	� One immediate and relatively easy-to-implement work is to survey a group of 
entrepreneurs and see if they behave as hypothesized in this chapter. My instinct 
and first-hand experiences tell me that they do; however, I never conducted a 
formal study.

(b)	� The same exact experiment in above can be conducted in case of VCs. Again, 
my view is that VCs also behave as proposed in this chapter; but this needs to 
be verified too.

(c)	� Related to item above and as compared with entrepreneurs, I suspect VC’s Total 
Risk is much influenced by the resident risks than the behavioral risks. In other 
words, VCs are expected to be less affective when it comes to investment deci-
sions. On the other hand and by definition,16 entrepreneurs behave the opposite 
way; that is, more affectively.

(d)	� Finally, and this is where the real challenge is, work can be done to make the 
proposed risk equation operational so that it could be tested for further analysis 
and possible use in decision making. Selection and/or development of a suitable 

15See Konopka and Ackley, Chap. 5, and Neace, Chap. 6, both in this book.
16This follows from the fact that entrepreneurs are passionate individuals. Such notion of passion 
is consistent with the use of the term “baby” in the English language to describe one’s project or 
initiative. Moreover, passion is a key factor that experienced VCs look for in an entrepreneur when 
they consider different venture proposals.
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methodology that can process both objective and subjective risks and uncertain-
ties is a first major step in such direction. A possible starting point on methodol-
ogy is Lewis’ (1980) “The Principal Principle”17

2.5 � Appendix 1: The Prospect Theory

According to the Prospect Theory (PT), there are two distinct phases to each decision – 
an initial phase called editing or framing; and a second phase called evaluation phase.

2.5.1 � The Editing or Framing Phase

According to Kahneman and Tversky (KT) (1979) and Tversky and Kahneman 
(1981), framing effects in decision situations arise when different imagery and descrip-
tions of the same problem highlight different aspects of the decision outcomes. Choices 
often depend on the manner in which alternatives are framed (described) and pre-
sented to us; something not allowed in the Expected Utility (EU) theory. The role of 
the initial editing phase is to organize the possible options for the purpose of simplify-
ing the evaluation phase and consequently making it easier to select the final option 
that has the highest value to the decision maker.

In other words, framing leads to a representation of the acts, outcomes, and 
contingencies that are associated with a particular choice problem like the choice 
to pursue a specific venture opportunity by an entrepreneur. Moreover, often the 
entrepreneur does not have the basic information about different choices available 
to her/him; or at least all the available choices are not that clear to him. In such 
cases, she has to actually figure out and possibly mentally construct what her 
options are; a process that is referred to as the Opportunity Recognition phase in the 
traditional entrepreneurship literature and practice.18

17I want to thank Martin Sewell for suggesting Lewis’ work.
18In a working paper on this topic I argue that by mentally constructing different opportunities and 
in preparation for the next phase of evaluation – where she/he select a specific opportunity for starting 
a business based on the chosen opportunity – the entrepreneur is effectively, knowingly or know-
ingly, creating the matching risk that she/he will be comfortable with when and if the envisioned 
venture is actually launched; pending the needed financing. Otherwise, she/he will not take the next 
steps of actually starting the venture, including starting his search for a financial backer. Moreover, 
such constructed and perceived risk – which is unique to the entrepreneur behind the given opportu-
nity – will be discussed along with the real uncertainty that certainly exists in the selected opportunity; 
the risk that is referred to in the literature as “risk out there.” For the lack of a better term, I refer to 
this “risk out there” as the “resident risk” or the risk that resides in any new opportunity; as there is 
no such a thing as riskless opportunity. I will also argue that the new term (new as far as I know) is 
not a tautological argument as it is the next natural step in better understanding how at least entre-
preneurs make decisions in the real life and how their financiers would have their own perceived risk 
which will be different from the one seen by the entrepreneurs and possibly different from the “resi-
dent risk” or “native risk.” Finally we hypothesize that the VC’s envisioned/perceived risk is closer 
to the real risk- the “resident risk” or “native risk” – than that of the entrepreneur.
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2.5.2 � Editing Operations

The editing phase also involves the application of a number of operations by the 
decision maker as briefly outlined in below.

Coding. Coding is simply the categorization of the outcomes in terms of gains and 
losses; and not as final states of wealth, which is an underlying assumption used by the 
EU model. Furthermore, gains and losses are defined relative to the status quo or the 
reference point. Ruling out any “psychic income” for entrepreneurs and VCs, the refer-
ence point for them corresponds to their current assets or their current value of their 
portfolios. Moreover, by moving the reference point, outcomes may be categorized.

Combination. This refers to the tendency to add together the probabilities of 
choices that present identical outcomes. For example, the prospect (500,.25; 
500,.25) is reduced to (500,.50) to facilitate evaluation.

Segregation. This is where the riskless component of a prospect is separated 
from its risky component.

Cancelation. This is the tendency to discard common outcome-probability choices. For 
example, and using KT’s example, the choices (200, 0.2; 100, 0.5; 20, 0.3) and (200, 0.2; 
300, 0.4; −50, 0.4) can be reduced to choices (100, 0.5; 20, 0.3) and (300, 0.4; −50, 0.4).

2.5.3 � The Evaluation Phase

A second phase where acts, related contingencies, and outcomes for each decision 
choice are evaluated. In this phase, the edited prospects, such as business opportu-
nities, are evaluated and the business opportunity with the highest value is selected. 
The value function as formulated in what follows will be used to assign values to 
each prospect or opportunity.

To see this, consider a gamble with two outcomes: x with probability p, and y with 
probability 1 − p; where x ³ 0 ³ y. Also assume an initial level of wealth (W) is our refer-
ence point in this example. According to PT, value of the gamble (or prospect) is 

( )( ) ( ) 1 ( );= π + π −V p v x p v y where p is a probability-weighing function and v is 
value of an outcome. KT’s value function is shown in Fig. 2.1.

The value in PT is defined in terms of expected gains and losses and not in terms 
of expected level of final wealth. Furthermore, the probability-weighting function 
p(p) is not the same thing as original probability p; as can be seen from Fig. 2.2 that 
follows. The probability-weighting function transforms original probabilities into 
subject probabilities that follow a nonlinear pattern as shown in Fig. 2.2.

2.6 � Appendix 2: The Affect Heuristic

According to Finucane et al., the affect heuristic refers to the way in which subjective 
impressions of “goodness” or “badness” can act as a heuristic, capable of producing 
fast perceptual judgments, and also systematic biases. For example, as Ganzach has 
demonstrated,
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Stocks perceived as “good” were judged to have •	 low risks and high return
Stocks perceived as “bad” were judged to have •	 low return and high risks

That is, for unfamiliar stocks, perceived risk and perceived return were negatively 
correlated, as predicted by the affect heuristic. For familiar stocks, perceived risk 
and perceived return were positively correlated; riskier stocks were expected to 
produce higher returns, as predicted by ordinary economic theory.

2.7 � Appendix 3: Other Heuristics and Biases

When faced with huge amount of data and information and an array of decision 
problems, people do not do and in fact are not humanly capable of doing the rather 
complex optimization calculations that are expected of them under standard finance 
theory. Instead, they rely on a limited number of cognitive strategies or heuristics 
that will simplify the complex scenarios faced by them in making decisions. We can 
think of heuristics as information-processing shortcuts that mainly result from 
one’s experiences in a field of work. Of course, such simplifying shortcuts are 
productive, until we consider that heuristics, by nature are imperfect, and, conse-
quently, will result in biases and errors.

Fig. 2.1  A hypothetical value function. Note: The value function is defined by gains and losses 
on deviations from a reference point, where the function is concave for gains and convex for 
losses. This function is steeper for losses than gains (loss aversion). This means a loss causes a 
greater feeling of pain than a joy caused by the same amount of gain (Reproduced with permission 
from Martin Sewell and behaviuoralfinance.net)
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We furthermore have to add that, in traditional theory, unsystematic biases are 
expected to average out at the market level and consequently have no effect on asset 
prices. However, the behavioralists argue that both heuristics and biases are in fact 
systematic, thereby potentially lasting for long periods of time and affecting prices 
accordingly.

Tversky and Kahneman (1974), as well as other new researchers, have brought 
to the attention of the finance professionals a number of such systematic biases as 
follows (Fig. 2.3).

2.7.1 � Representativeness (Similarity)

According to TK (Tversky and Kahneman 1974), many of the probabilistic ques-
tions that people are concerned with can be characterized by, “What is the probability 
that object A belongs to class B? What is the probability that event A originates 
from process B? etc.” To answer questions like these, people utilize the representative 
heuristics, in which probabilities are evaluated by the degree to which A resembles B. 

Fig.  2.2  A hypothetical probability-weighting function for gains (w+) and losses (w−). Note: 
According to Prospect Theory, a probability p has a decision weight w(p). Probability-weighting 
functions overweight low probabilities and underweight high probabilities (Reproduced with 
permission from Martin Sewell and behaviuoralfinance.net)
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For example, when A is highly representative of B, the probability that A originates 
form B is judged to be high.

In such cases, the representative heuristic assists in evaluating the probabilities 
dealing with objects or processes A and B. As an example, when A is highly 
representative of B, the probability that A originates from B is judged to be high; 
and so forth. The problem is that representativeness (similarity) should not affect 
the judgment of probability. What should be considered in the judgment to proba-
bility is “prior probability” or “base rate.” However, the latter is not the case in 
practice. (violation of Bayes’ rule).

The Representativeness Heuristic in a Nutshell

The “representativeness heuristic” is a built-in feature of the brain for producing •	
rapid probability judgments, rather than a consciously adopted procedure.
As humans, we are not aware of substituting judgment of •	 representativeness for 
judgment of probability.

2.7.2 � Availability

To understand this judgment heuristic, we just need to know that people dispropor-
tionately recall the salient events, those that are very recent and/or those that are/
were emotionally involved with especially in the recent past. The more salient an 

Fig.  2.3  Kahneman and Tversky’s value function. Note: This graph illustrates that people are 
generally risk averse in the gains domain but loss averse in the domain of losses. Furthermore, 
losses cause greater feelings of pain than joys caused by the same amount of gain (Courtesy of 
Professor Ralph Byrns)
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event is, the more likely the probability that we can recall that event. The result is 
that this sort of bias prevents us from considering other potential and related 
outcomes. For example, one may assess the risk of getting mugged in New York 
City (NYC) by recalling such incidences among friends and family. Under avail-
ability, people search their memories for relevant information.

The problem, however, is that not all memories are equally retrievable/available 
and this leads to error in judgment. For example, more recent incidences and more 
salient events (getting mugged in NYC) will weigh more heavily and will lead to 
prediction biases and distort the judgment or estimate.

The Availability Heuristic in a Nutshell: Biases implicit in the availability heu-
ristic affect estimates of risk.

2.7.3 � Anchoring, Adjustment, and Contamination

According to TK (1974), when forming estimates and predictions, people usually 
start with some initial arbitrary value and adjust away from it. Also, people make 
estimates by starting from an initial value that is adjusted to yield the final answer. 
The initial value may be suggested by the formulation of the problem or it may be 
the result of a partial calculation. Regardless, TK argue that “adjustments are typi-
cally insufficient,” and “Different starting points yield different estimates which are 
biased toward the initial value.” This is anchoring. Anchoring happens when the 
starting point is given to the subject; as well as when the subject bases her estimate 
on the result of some incomplete computation.

The Anchoring Heuristic in a Nutshell

Information that is •	 visibly irrelevant still anchors judgments and contaminates 
guesses. When people start from information known to be irrelevant and adjust 
until they reach a plausible-sounding answer, they under-adjust.
People under-adjust more severely in cognitively busy situations and other •	
manipulations that make the problem harder.
People deny they are anchored or contaminated, even when experiment shows •	
they are.
These effects are not diminished or are only slightly diminished by financial •	
incentives, explicit instruction to avoid contamination, and real-world situations.

Contamination Effects. It turns out that almost any information could work its 
way into a cognitive judgment. (Chapman and Johnson 2002); and you cannot 
decrease Anchoring or Contamination effects either (Tversky and Kahneman 
1974).

2.7.4 � Overconfidence Heuristics and Calibration

People typically have great confidence in judgments based upon them. For example, 
events to which subjects assigned a probability of 2% happened 42.6% of the time!
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2.7.5 � Hindsight Heuristics

Hindsight bias is when subjects, after learning the eventual outcome, give a much 
higher estimate for the predictability of that outcome than subjects who predict the 
outcome without advance knowledge. Hindsight bias is sometimes called the 
I-knew-it-all-along effect. Hindsight bias is important in legal cases, where a judge 
or jury must determine whether a defendant was legally negligent in failing to fore-
see a hazard (Sanchiro 2003).

2.7.6 � Others: Black Swan Phenomenon

As Taleb has coined the term and discussed this phenomenon in much detail, some-
times most of the variance in a process comes from exceptionally rare, exception-
ally huge events. Consider a financial instrument that earns $10 with 98% 
probability, but loses $1000 with 2% probability; it is a poor net risk, but it looks 
like a steady winner. As another example, why did Long-Term Capital Management 
(LTCM) borrow leverage of $125 billion against $4.72 billion of equity, almost 
ensuring that any Black Swan would destroy them?

Heuristics and Biases: Evidence and Implications – some examples

Implication for performance-based management contracts: People/managers •	
will prefer performance-based incentives schemes more often than standard 
theory predicts. This can be attributed to the overconfidence trait. Due to over-
confidence, managers prefer riskier projects because they think they can beat the 
odds. This goes against the standard theory, which predicts that, as output variance 
increases, principals should offer less output-sensitive contracts to agents 
because, under standard theory, agents are assumed to dislike risk. According to 
Camerer and Lovallo (1999), there is some evidence in support of this phenomenon.
Implication for stock selections due to availability bias: People easily recall the •	
information that has recently arrived, especially in the media and corporate 
releases; and their memory is fresh with their broker’s/advisor’s recommenda-
tions. According to a study, stocks with very high level of press coverage under-
performed in the subsequent 2 years.
Implication for asset valuation due to anchoring bias•	 . In a study done in the field 
of real estate, subjects were asked to give their opinions on the appraisal value, 
appropriate listing price, and the lowest price they would accept if they were the 
seller. This was done after they had been given detailed and identical information 
about the house they had been shown for such a purpose. The only informa-
tion that was changed in this study was the asking price (the anchoring factor). 
The result of this study showed individual valuations of houses were directly 
related to the asking price given to them.
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Abstract  This chapter explores entrepreneur–investor relations from a cognitive 
perspective. I show that entrepreneurs’ and investors’ specific mindsets matter 
for the perception and realization of strategic opportunity. Differences in cogni-
tive structure and process thus influence value creation beyond economizing on 
agency costs. I define and add concepts of cognitive cost and cognitive value to a 
basic agency model, which allows me to explain why some entrepreneur–investor 
relations create more value than others, although they may have the same level of 
agency costs. This enhanced framework also helps understand why external fund-
ing may not be available to certain ventures, even if agency conflicts can be kept 
under control through proper incentive alignment. The concepts of cognitive cost 
and value are shown to be especially relevant in the context of entrepreneurial 
finance, where uncertainty is typically high, and knowledge about value creation 
opportunities is ambiguous. An investor’s appreciation of the value of entrepre-
neurs’ knowledge about strategic opportunity depends on the closeness of their 
respective mindsets. Some investor types such as venture capitalists (VCs) share 
certain of the entrepreneurs’ mental features and develop specific skills to identify 
valuable ventures at a low cognitive cost while adding cognitive value through stra-
tegic advice and mentoring, especially when entrepreneurs are still inexperienced.

3.1 � Introduction

3.1.1 � Background and Overview

For many years, finance scholars have examined the relationship between founder/
managers and external investors within the agency framework (Jensen and Meckling 
1976), where information asymmetry and conflicting interests between entrepreneurs 
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and external shareholders lead to agency costs. Under such theory, agency costs 
may be controlled by putting in place the appropriate monitoring and incentive 
mechanisms to better align the entrepreneur’s behavior with investors’ interests. 
Hence, the retention of a significant ownership stake by the entrepreneur may 
reduce the risk of consuming perquisites and of expending low managerial effort 
(Jensen and Meckling 1976; Bitler et al. 2006). Moreover, according to the agency 
literature, the identity of the external shareholder matters too in as much as certain 
investor types may have developed superior monitoring and incentive mechanisms 
to reduce agency costs and hence contribute to value creation. This is supposedly 
the case of private equity firms (Baker and Wruck 1989; Jensen 1993). Consequently, 
beyond the degree of ownership concentration, investor type seems to matter when 
controlling for agency costs in funding entrepreneurial ventures.

Among all sorts of investor types, venture capitalists (VCs) are an especially 
important source of finance for funding young entrepreneurial firms. Empirical 
studies on the relationship between venture capitalists (VCs) and entrepreneurs, 
while describing the existence of specific monitoring mechanisms helping to mini-
mize the downside risk on value due to agency conflicts, also document a more 
direct contribution of these professional shareholders to a firm’s upside potential 
(Cumming and Johan 2007), and hence to venture success. This added service 

Exhibit 3.1  Agency costs and cognitive costs in entrepreneur-stakeholder relations

Agency costs (Jensen and Meckling 1976) Cognitive costs
Monitoring aims at reducing information 

asymmetry (e.g. through a well informed 
independent board of directors).

Mentoring efforts undertaken by certain 
stakeholders, such as venture capitalists, 
may influence an entrepreneur’s mindset 
and enable him to engage in relationships 
with different stakeholder groups (e.g. 
financial investors).

Bonding is the activity whereby managers  
convey credible (and thus costly) signals  
that they will behave in accordance with 
external shareholders’ interests.

Externalizing tacit knowledge (Nonaka 
et al. 2001) consists of an entrepreneur’s 
efforts to transform his tacit knowledge 
into explicit knowledge which can be 
communicated to external stakeholders, 
such as potential investors. The costs of 
externalization are different from bonding 
costs. The latter’s role is to convince 
shareholders that the manager’s interests 
are aligned with shareholder interests, 
whereas externalization of partially tacit 
mindset is aimed at convincing (potential) 
stakeholders of the intrinsic quality of 
strategic projects.

Residual loss is due to the fact that 
information asymmetry can never be 
completely eliminated and that interest 
alignment is never perfect.

Cognitive heterogeneity persists because 
mindsets are specific and path-dependent 
and, thus, never perfectly aligned, in spite 
of mutual interaction. Thus, some degree 
of mutual misunderstanding may always 
persist.
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potentially comes at two levels: (1) the identification or conception of a proper 
strategy where VCs may act as a sounding board in the strategy formulation process 
(Rosenstein et al. 1993) and (2) the professionalization of managerial capabilities 
(Hellman and Puri 2002). Hence, the contribution of VCs goes beyond the supply 
of funding and objective financial discipline through monitoring and incentives to 
include some more specifically cognitive resources, such as new strategic ideas, 
knowledge, and skills. Strategy formulation and skill acquisition imply cognitive 
structures and processes that are more complex than the mere transfer of objective 
information through monitoring mechanisms to overcome information asymmetry 
as traditionally prescribed by agency theory.

In this chapter, we propose an extended conceptual framework of entrepreneur–
VC relationship, which integrates both agency costs and cognitive costs (Exhibit 3.1) 
derived from the strategy literature and the dynamic capabilities approach to better 
understand the overall impact of venture financing on value creation (Penrose 1959; 
Barney 1986; Wernerfelt 1984; Teece et al. 1997). Integrating cognitive cost and 
value into an extended agency framework thus may help resolve some potential 
problems for both entrepreneurs and investors. One important implication is a bet-
ter understanding of the reasons for which certain VC–entrepreneur relationships 
are more successful than others, even in cases where agency costs are relatively 
low. In fact, our framework makes predictions on venture success based on the 
respective cognitive attributes of VC firms and entrepreneurs. These predictions are 
consistent with Gompers et al. (2006), who empirically study the impact of match-
ing different levels of VC skills with different levels of entrepreneurs’ skills on 
venture success. They find that a skilled VC contributes significant (cognitive) 
value only where the entrepreneur’s prior experience in starting a venture is either 
low or has been a failure. In the latter case, skilled VCs can identify more easily 
than unskilled VCs, the promising entrepreneurs, in spite of the latter’s prior fail-
ures or lack of experience and help them acquire enhanced management skills.

The second section of this Chapter explains why traditional agency theory stops 
short of explaining the value creation potential inherent in VC–entrepreneur rela-
tionships. Sect.  3 then proposes a general framework of investor–entrepreneur 
relationships, emphasizing the potential cognitive role played by certain investor 
types. Sect. 4 applies such framework to the specific case of young entrepreneurial 
firms funded by venture capitalists, yielding some empirical implications.

3.2 � Entrepreneurial Ventures and Value Creation  
in an Agency Setting

Jensen and Meckling (1976) made the seminal contribution to positive agency theory, 
which has become the dominant theoretical framework for analyzing shareholder–
manager relationship and its impact on the financial performance of the firm. The 
starting point in Jensen and Meckling’s analysis is an entrepreneurial firm, where the 
founder is the shareholder and the manager at the same time. In this situation, agency 
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conflicts are absent because the entrepreneur completely internalizes the value impact 
of his decisions. Things change when the entrepreneur sells outside equity because 
such a scenario creates an incentive for the founder/manager to pursue his or her 
personal interests to the detriment of the new shareholders. Consequently, when a 
new shareholder enters, agency costs arise. Such an increase can however be reduced 
by putting in place the appropriate monitoring and incentive mechanisms.

The question arises, however, why the entrepreneur should open up his or her 
venture to investors in the first place since this brings about agency costs, which 
will be anticipated and priced by the potential external shareholders anyway. Jensen 
and Meckling’s answer is in the recognition of the entrepreneur’s personal budget 
constraint. That is to say that the sale of outside equity may be the only means to 
capture certain value enhancing investment opportunities, simply by loosening the 
firm’s budget constraint. Thus, outside equity brings the firm on a value enhancing 
“expansion path”, as long as the incremental value generated from expansion 
exceeds the marginal agency costs induced by the decrease of the entrepreneur’s 
ownership stake. Consequently, in the Jensen and Meckling model, the possibility 
to create value through a relationship between the entrepreneur and external share-
holders (e.g. venture capitalists) depends on the relative amount of the value sup-
plement inherent in a new investment project and the added agency costs due to the 
more diffuse ownership structure. Leaning on the ownership structure model ini-
tially developed by Roe (2002) and extended by Charreaux (2002), we can note that 
selling an ownership stake to an outside shareholder creates value, as long as

d mi 0,− >V A

where V
d
 is the value created as a result of expanded investment opportunity and 

when the budget constraint is loosened by bringing in new investors. A
mi

 is agency 
cost in a traditional sense, which has its root causes in the entrepreneur-manager’s 
pursuit of his or her personal interests under conditions of asymmetric information 
(perks, leisure, overinvestment). Consequently, the value created by an external 
shareholder, say a private equity firm, stems from the funds it contributes and its 
capacity of controlling managerial agency costs by devising the appropriate incen-
tive and control mechanisms. In discussing the O.M. Scott LBO for instance, Baker 
and Wruck (1989) make a case for the private equity firm’s ability to design gover-
nance mechanisms (remuneration design, management participation, board of 
director functioning, covenants), which help decrease agency costs. According to 
traditional agency theory, value can hence be created in entrepreneur–investor rela-
tionships by widening the V

d
 − A

mi
 spread. It should however be noted that, in the 

initial agency model, the outside shareholders play no role in constructing the 
investment opportunity set itself. The latter is given, and the role of outside share-
holders is restricted to bringing in financial capital and to supporting the residual 
risk, while controlling the objective attributes of their investments by maintaining 
transparency on information flows. In such a model, outside shareholders’ impact 
on the performance of the firm is restricted to the amount of financial capital they 
put on the table and to their monitoring skills.
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3.3 � Cognitive Cost and Cognitive Value Inherent  
in Entrepreneur–Investor Relations

Agency theory focuses on controlling costs of conflicting interests when information 
is asymmetrically distributed. Value can hence be created by crafting the appropri-
ate monitoring and incentive mechanisms to eliminate such costs. Monitoring 
reduces information asymmetry, whereas incentives align the entrepreneur’s inter-
ests with those of external shareholders. Jensen (1993) considers the governance 
mechanisms developed by certain private equity firms as especially efficacious 
when it comes to economizing on agency costs. Though this may be one important 
explanation for the success of certain ventures, in many cases, the success of entre-
preneurial ventures is not due to financial incentives and monitoring alone. In fact, 
one major shortcoming of agency theory lies in its implicit assumptions about the 
origin and the recognition of opportunities to create value. The origin of strategic 
opportunities and the recognition of their value creation potential are actually exog-
enous to the theory, and it is simply assumed that good (positive NPV) and bad 
(negative NPV) projects somehow exist. They are given by the environment, and to 
maximize value, it is important to have access to information about the good proj-
ects, to give incentives to the entrepreneur to choose the good ones and to make him 
or her expend optimal effort.

The strategic management literature however has a longstanding tradition in 
recognizing that making a competitive strategy is as much about cognition 
(Hambrick and Mason 1984; Huff 1990; Walsh 1995), vision (Fransman 1994; Witt 
1998), and difficult to imitate capabilities (Penrose 1959; Teece et al. 1997), as it is 
about mere information. What an entrepreneur perceives as the best strategy 
depends on his or her specific mindset. The same goes for an investor. Mindsets are 
influenced by individual and collective learning processes, which may be highly 
specific and path dependent. Part of such learning is tacit in nature and thus difficult 
to communicate to others. One implication of the cognitive nature of strategy for-
mulation is the fact that many value creation opportunities do not exist indepen-
dently of the people who conceive them in specific organizational contexts. The art 
of strategy is not simply about choosing the objectively best strategy in a predefined 
menu. Strategy is created in processes of individual and organizational learning 
(Nonaka et al. 2001), which rely on capabilities that go beyond the control of con-
flicting interests.

Fransman (1994) illustrates the central importance of knowledge in creating and 
realizing the potential of corporate success. He actually draws a clear distinction 
between information, as it is present in agency theory, and knowledge, as employed 
in strategic management and evolutionary economics (Nelson and Winter 1982). 
Information is in fact defined as objective data about states of the world and state-
contingent outcomes. As such, it is a closed set. It may be asymmetrically distrib-
uted, but its transfer from one stakeholder to another is possible, albeit at a cost 
(monitoring costs). In such a context, an information’s meaning is unambiguous. 
Things change when the precise meaning of any given information depends on 
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people’s mindsets. Thus, even if knowledge evolves with the acquisition of 
information, there is “loose coupling” between the two concepts, which is to say that 
the interpretation of any piece of information in terms of value creation is not self 
evident but depends on people’s mental patterns at the time they receive the informa-
tion. The latter may then have an impact on mental patterns and belief structures, but 
these change in a highly path-dependent way so that the knowledge gained from new 
information is sometimes very different from one person to another. In fact, 
Fransman defines knowledge as dynamic mental constructs. So, in comparison to 
agency theory’s conception of information, knowledge is an open set. It is created in 
an ongoing learning process, part of which is tacit (Nonaka et al. 2001).

Beyond their privileged access to information in the above-defined sense, top 
managers’ specific knowledge structures can hence be crucial in an effort to create 
value. In their work on upper echelons, Hambrick and Mason (1984) actually con-
sider a firm’s strategy to be a reflection of its top managers’ cognitive base and 
values. Since there is only loose coupling between objective information and 
knowledge gained, some people perceive opportunities for value creation and oth-
ers do not, even if information is distributed symmetrically. In such a situation, 
monitoring and incentive alignment alone are insufficient to increase a firm’s value. 
This is because information from the environment is perceived through the lens of 
an entrepreneur’s specific mindset. The latter influences strategy formulation and, 
ultimately, a firm’s performance (Hambrick and Mason 1984).

One important implication is that there may be a conflict between an entrepre-
neur and his firm’s investors about the best strategy to follow, independently of any 
problem of conflicting interests. As Conner and Prahalad (1996) put it: “[...] truth-
ful individuals honestly may disagree about the best present and future course of 
action for their business activities. Or, the parties may possess different mindsets 
generally. Discord fundamentally derives from personal knowledge that cannot be 
communicated fully to others at the time of the disagreement.” (p. 483). 
Consequently, our understanding of entrepreneur–investor relations may gain from 
admitting the existence of cognitive (or knowledge) asymmetry, which is different 
in nature from mere information asymmetry.

Such cognitive asymmetry is likely to induce conflicts due to mutual misunder-
standing among stakeholders (e.g. the entrepreneur and certain external sharehold-
ers). Such conflicts are not rooted in mutually inconsistent interests and thus cannot 
be tackled by the means of interest alignment alone, as traditional agency theory 
would have it. Their resolution depends on stakeholders’ initial skills and knowl-
edge, as well as on their willingness and capability to learn. Thus, cognitive con-
flicts cause costs, which may be labeled as cognitive costs.

The costs stemming from cognitive conflicts are different in nature from costs 
rooted in agency conflicts. They are related to the various efforts undertaken by 
stakeholders to overcome differences in the perception of opportunities, to convince 
others of the relevancy of their conceptions (e.g. an innovative business model), as 
well as to eventual losses of efficiency due to lasting differences in understanding. 
Exhibit 3.1 sketches out different types of potential cognitive costs in comparison 
with the traditional agency costs.
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The above presentation of cognitive costs characterizing the relationship 
between entrepreneurs and external stakeholders, such as venture capitalists, shows 
that these costs are linked to learning processes that potentially lead to a transfor-
mation of strategic knowledge (which may reduce the gap between different mind-
sets) and to an acquisition of new managerial capabilities. It is however important 
to emphasize that cognitive conflict differs from traditional agency conflict in a 
fundamental way. In fact, agency conflict is always value reducing, and as long as 
the marginal cost of monitoring and bonding remains inferior to the marginal 
reduction in residual losses, the latter’s minimization will maximize value. Not so 
with cognitive heterogeneity, which can actually be value enhancing (Forbes and 
Milliken 1999; Hambrick et al. 1996), in as much as it opens up new strategic per-
spectives and allows to sustain an ongoing process of learning and innovation. 
Consequently, the specific mindsets of external stakeholders, different from the 
entrepreneur’s own, not only generate cognitive cost, but may also contribute cog-
nitive value by bringing in new perspectives and valuable experience.

Recognizing that certain shareholder types play more roles than just assuming 
risk, Charreaux (2002) proposes an extension of Roe’s model of ownership struc-
ture by introducing two concepts derived from the above-mentioned literature on 
knowledge and capabilities in strategic management. He does so by adding cogni-
tive cost A

c
 and cognitive value V

c
 to the basic agency model. This is to recognize 

that certain shareholder types may contribute specific knowledge in the process 
of strategy formulation. For example, a venture capitalist can act as a sounding 
board to the entrepreneur who proposes different strategic initiatives. He may 
also help the firm acquire enhanced management skills (e.g. management control, 
human resource management …), which is a manifestation of mentoring. On the 
other hand, an external shareholder’s acquisition of a significant ownership 
stake may raise costs due to cognitive conflict A

c
. The closer the entrepreneur’s 

cognitive base to a specific investor’s mindset, due to common educational back-
ground or shared professional experience, the lower the degree of cognitive cost 
should be.

Hence, the entry of a new shareholder creates value if V
d
 + V

c
 − A

mi
 − A

c
 > 0, that 

is value created through loosening the budget constraint and knowledge/skill added 
by new shareholders, exceeds the sum of managerial agency cost and cognitive 
cost. This can help explain the breakdown of certain agency relationships, even in 
situations where managerial agency costs are low.1 In fact, traditional agency theory 

1 This is when an entrepreneur is isolated in his perception of a unique business opportunity for 
the realization of which he needs external funding. Hence for value to be created the venture needs 
funds, but financial investors just do not get the point, even though they may have ways to achieve 
interest alignment (by acquiring only a minority stake, imposing incentive contracts...). So in spite 
of agency costs being absent or very low, investors do not enter the venture because V

d
 actually 

exists in the entrepreneur’s perception only. This situation is captured by the model through pro-
hivitive cognitive costs. This means that because of inconsistent mindsets, A

c
 simply offsets V

d
. 

Giving an investor access to the entrepreneur’s perception of opportunities would translate into the 
model by lowering A

c
.
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would always predict an ownership structure to be viable, as long as V
d
 > A

mi
, which 

is the case when the entrepreneur keeps a significant ownership stake (Bitler et al. 
2006). However, our discussion of knowledge asymmetry shows that certain poten-
tially value creating ventures may never have access to external finance, although 
V

d
 > A

mi
 through proper incentive alignment, because cognitive cost is excessively 

high. Achieving low cognitive cost likely depends on the relative closeness of 
entrepreneurs’ and shareholders’ cognitive structure and ways of reasoning. 
In other words, when incentives are properly aligned, entrepreneurs should have 
less difficulty in raising external finance when addressing investors with mental 
patterns close to their own, due to shared educational background and/or profes-
sional experience. In addition, even if incentives are properly aligned through high 
ownership concentration and monitoring (A

mi
 low) and if mental patterns are rela-

tively close (A
c
 low), there still may be significant differences in firm performance 

due to investor relations, because all shareholders do not necessarily make the same 
contribution to cognitive value (V

c
), where different mentoring skills may imply 

different degrees of venture professionalization.2

3.4 � Conditions of Value Creation in Entrepreneur-VC 
Relationships

Cognitive structures and processes should be particularly relevant in the context of 
entrepreneurship. In fact, according to Krueger (2003, p. 105), “understanding 
entrepreneurial cognition is imperative to understanding the essence of entrepre-
neurship, how it emerges and evolves. This is especially true if we wish to move 
from descriptive research to theory-driven research.” Our understanding is that this 
argument made for entrepreneurship in general applies to entrepreneurial finance 
likewise. Forbes (1999) advances two arguments in support of the idea that the 
understanding of cognitive structures and processes should be crucial in coming to 
grips with the dynamics of entrepreneurial ventures. First, entrepreneurship typi-
cally takes place in a context of high uncertainty, where resource-output-performance 
relations are very ambiguous. In such a setting, special cognitive features may be 
required to take effective action, such as the use of specific heuristics (Alvarez and 
Busenitz 2001; Busentiz and Barney 1997) and nonlinear processes of reasoning. 
Entrepreneurial cognition, thus different in nature from cognition of managers in 
large established firms, may be a key to understanding why entrepreneurs perceive 
opportunities where others see nothing. Beyond the entrepreneur’s own perception, 
the capacity of representing the perceived opportunities to stakeholders is also cru-
cial in the effort to assemble the strategic resources to realize the venture (Barney 
1986; Forbes 1999). The latter aspect, however, has received less attention in the 

2 V
c
 is the specific cognitive input made by the investor: new ideas, more professional managerial 

capabilities...
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literature on managerial cognition. The present chapter can be seen as a tentative 
contribution to bridge this gap, in as much as our concept of cognitive cost relates 
to the learning effort necessary to obtain shared representations of opportunities by 
entrepreneurs and key stakeholders such as potential contributors of equity 
finance.

Secondly, the relatively small size of new ventures gives special significance to 
the entrepreneur’s specific mindset, probably more so than in the typical large 
managerial firm. “The implication of individual-level and group-level cognition 
[…] may be more direct and immediate in the context of new venture creation than 
is the case in more conventional organizational settings. Most new ventures have 
only one or a few key managers at their core […] Thus, their beliefs and decision-
making processes are likely to be more concentrated than those of large organiza-
tions.” (Forbes 1999). Because of this concentration, the potential of cognitive 
conflict may be especially strong in young entrepreneurial ventures, with the inex-
perienced entrepreneur often being isolated and having a hard time communicating 
his or her original strategic ideas to investors from a different background than his 
or her own. The early stage in a firm’s lifecycle can thus be considered to be a 
particularly appropriate setting to study the concepts of cognitive cost and value in 
an extended model of agency relationships.

The cognitive dimension of the investor–entrepreneur relationship may be espe-
cially important at an early stage in a firm’s lifecycle, when an entrepreneur’s 
managerial experience is low. In this case, the entrepreneur’s perception of strategic 
opportunities is likely to depend significantly on tacit (hard to communicate) 
knowledge. The latter may be an outcome of nonlinear processes of heuristic-based 
reasoning, which Busenitz and Barney (1997) consider to be a typical feature of 
entrepreneurs’ cognitive process. An investor’s ability to ascertain the strategic 
value of knowledge gained from such process is likely to depend on his or her own 
specific knowledge and on his or her ability to penetrate the entrepreneur’s specific 
mode of reasoning. Cognitive conflict between entrepreneurs and certain investor 
categories is thus potentially strong, if the latter lack the requisite mental skills and 
training. For example, traders at large institutional investors (IIs) are trained to 
make investment decisions based on the assumptions of rationality implicit in tra-
ditional financial economics. This very analytical approach to decision making may 
thus be at a great distance from the typical entrepreneur’s approach to decide on 
strategic opportunities. Consequently, traditional investors are likely to have a hard 
time in appreciating the value creation potential of entrepreneurial ventures. 
Monitoring skills developed to control conflict of interests (source of traditional 
agency costs) are not of any help in this matter because they suppose that good 
(positive NPV) and bad (negative NPV) investment projects can easily be distin-
guished by the investor. Where they cannot, even though V

d
 as perceived by the 

entrepreneur may be potentially high, the traditional large institutional investor 
whose perception of strategic opportunity is at a long distance from the entrepre-
neur’s will not fund the venture, even when A

mi
 (traditional agency costs) are low. 

The reason is the strong effort necessary to engage in learning, which would ulti-
mately improve mutual understanding. It would simply be too time consuming and 
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too costly in relation to the financial stake. In such a situation, A
c
 (the cognitive cost 

due to a lack of mutual understanding) is very high, whereas V
c
 (the specific cogni-

tive value this investor is able to bring to the venture) is typically low so that 
V

d
 + V

c
II < A

mi
II + A

c
II. This relationship is thus not viable, the prime cause not being 

prohibitive agency costs, but a cognitive mismatch between entrepreneurs and those 
investors who invest at arm’s length.

Those young firms where a strong competitive advantage crucially hinges on 
tacit knowledge derived from entrepreneurs’ personal experience and heuristic-
based reasoning may thus have few possibilities to raise external finance, even if 
one could effectively control problems of interest alignment and information asym-
metry in a traditional sense (A

mi
). Rather than mere information asymmetry, these 

firms face problems inherent in cognitive asymmetry. Monitoring is insufficient to 
overcome the latter because of the loose coupling between information and knowl-
edge (Fransman 1994). As a matter of consequence, arm’s length finance is not 
available, because tacit knowledge cannot be readily traded at arm’s length (Forbes 
1999). The sharing of tacit knowledge requires specific mental skills and a certain 
learning effort.

Certain investors, however, such as venture capitalists and business angels, may 
possess or develop these specific cognitive skills that allow them to enter into a 
relationship with an entrepreneur at a low cognitive cost. Those are investors 
capable of recognizing the potential of promising young ventures, because they are 
able to cope with entrepreneurial cognition. If the entrepreneur lacks managerial 
experience, these investors may not only enter at a low cognitive cost (A

c
), but also 

have a strong potential cognitive input (V
c
). This is the case, for example, when 

venture capitalists (VCs) play a strong role in professionalizing managerial func-
tions in young ventures (Hellmann and Puri 2002). Hence, the inequality becomes

VC VC
d c mi c .+ > +V V A A

One testable implication is that venture capitalists should typically be expected 
to invest where the entrepreneurs’ cognition is close to their own. In fact, closeness 
of mental patterns and cognitive process reduces cognitive cost. This theoretical 
prediction is consistent with empirical evidence, according to which venture capi-
talists prefer to invest when there is a certain degree of cognitive similarity with the 
entrepreneur (Murneiks et al. 2007).

The management literature on strategic resources, managerial capabilities, and 
learning, however, teaches us that knowledge structures and skills are not static but 
change as a result of dynamic path-dependent processes. This implies that the con-
cepts of cognitive cost and value are themselves dynamic and time dependent. As 
a venture matures, the inherent value creation potential becomes more explicit, and 
even shareholders without the specific cognitive skills of VCs and business angels 
may see an interest in contributing financial capital to further growth. The firm may 
then be taken public without arm’s length investors facing special problems of 
cognitive cost any more.

The entrepreneur’s own cognitive structure may also evolve due to the accumu-
lation of experience with the maturing venture and due to certain shareholders’ 
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mentoring efforts. Consequently, the potential to create cognitive value (V
c
) should 

be higher with inexperienced entrepreneurs than with serial entrepreneurs, which is 
consistent with empirical evidence from Gompers et al. (2006). The latter actually 
show that experienced VCs have higher success rates than their less experienced 
competitors, only in cases where the venture is started by a first-time entrepreneur. 
With serial entrepreneurs, success rates are not significantly different between 
high-experience and low-experience VCs. This is consistent with our model in as 
much as it can be supposed that the success of serial entrepreneurs is a positive 
signal with respect to the quality of their entrepreneurial capabilities, which can be 
readily observed by almost any professional investor. Such a signal hence decreases 
potential cognitive cost on a wide scale. Not so with first-time entrepreneurs. In the 
latter case, the fit between the entrepreneurs’ and the VCs’ cognition should be 
particularly relevant in achieving low cognitive cost. That is because their long 
experience of interacting with entrepreneurs (some of them first-time) likely helps 
established VCs to develop an intimate understanding of successful entrepreneurs’ 
cognitive structure and process. Hence, it can be supposed that experienced VCs 
have developed specific mindsets, which help them track the existence of poten-
tially value creating tacit knowledge, even in the absence of an explicit track record. 
So, in comparison with their inexperienced counterparts, the better VCs experience 
lower cognitive cost when choosing to invest alongside entrepreneurs without a 
track record. It is also in such a situation that potential cognitive value from mentor-
ing can be supposed to be highest, whereas serial entrepreneurs are likely to have 
already acquired such value through the experience with their previous ventures.

3.5 � Conclusion and Implications

This conceptual chapter has set out to demonstrate that entrepreneurial finance may 
gain explanatory power with respect to entrepreneur–investor relations, by integrat-
ing the concepts of cognitive cost and value derived from the management literature 
in an extended model of agency. In fact, issues of cognition have been shown to be 
particularly relevant in the context of entrepreneurship (Alvarez and Busenitz 2001; 
Busenitz and Barney 1997; Forbes 1999; Krueger 2003). Our model predicts that 
arm’s length financing is not an option for most entrepreneurs, even if there was a 
check on agency costs due to sound monitoring and interest alignment mechanisms, 
because the average arm’s length investor faces high cognitive cost3 while contribut-
ing low cognitive value.4 In fact, potential shareholders’ identity matters, in as much 
as it determines their cognitive structure and process. The latter have an impact on 

3 High cognitive cost is due to the investor’s lack of understanding of the entrepreneur’s specific 
mindset and to the learning effort necessary to gain access to the entrepreneur’s perception of 
strategic opportunity.
4 Cognitive value may only be derived from certain investors’ specific expertise and know-how 
which would enhance a venture’s managerial capabilities and/or strategic perspective.
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cognitive value added and cognitive cost due to more or less inconsistent mindsets. 
We have shown that the traditional instruments of value optimization derived from 
agency theory (interest alignment and transparent monitoring) are insufficient to 
fully exploit the value potential to be gained from entrepreneurial cognition.
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Abstract  The generally accepted financial risk metrics, such as variance and Beta, 
are axiomatic mathematical constructions. They have mathematical validity but can 
be questioned on behavioral grounds. This chapter suggests a broader alternative 
approach. First, perception involves experiential content acquired as a result of 
human/world interaction. It is not merely the product of a passive internal “brain 
process.” Second, financial risk is hypothesized to be primarily a perception of 
potential loss as fabricated by an evolutionary dual decision-making process that 
embraces both affect and formal cognitive analysis. Thus of necessity, perceptions 
of risk contain both cognitive and affective attributes. Because man is by nature 
a social creature, perceived risk also entails risk attributes that manifest group 
concerns. These hypotheses are supported by a comprehensive literature review. 
Evidence is presented suggesting that this alternative perspective parsimoniously 
explains many current “risk/return” market anomalies.

4.1 � Introduction

Defining financial risk has become much like defining pornography. There is no 
universal agreement about the content but all believe that they “know it when they 
see it”. Alternative approaches to financial risk involve objective probability distri-
butions, Knight (1921), subjective probability distributions, Savage (1954), confi-
dence in estimated probability distributions, Keynes (1936), and ambiguity about 
probability distributions, Ellsberg (1961). Using “Support Theory,” Tversky and 
Koehler (1994), replaced subjective probabilities with “felt confidence” while 
Pennington and Reid (1993) suggested that probabilities are a function of the con-
sistency, completeness, and coherence of “stories” about possible future events. 
Others have suggested that risk is more a function of outcomes rather than 
probabilities. Shackle (1952), suggested that outcomes should be modeled as 
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“anticipations of possible surprise” while others have suggested that risk is more 
appropriately associated with potential loss (loss aversion) rather than variability in 
future outcomes, Shapira (1995). Many researchers have identified financial risk as 
a combination of probabilities and outcomes, Kahneman and Tversky (1992). More 
comprehensive risk theories hypothesize that financial risk is a multi attribute psy-
chological phenomenon that involves other attributes besides probabilities and out-
comes. Such attributes include dread, feelings of knowing, trust, fairness, voluntarism, 
and even one’s “worldview,” Slovic (2000). Last but not least, it has been suggested 
that formal “Fuzzy Logic” might be of use in understanding and integrating the 
many conflicting definitions of perceived risk, Lopes (1997), Reyna (2004).

This chapter attempts to cut the definitional “Gordian Knot” of financial risk by 
focusing on the risk perceiver rather than the financial hazard per se. This chapter 
discusses the wellsprings of risk perceptions by reviewing the latest neuroscience 
and decision-making literature suggesting that the human mind operates as a dual 
process system. One system is more primitive, more affective, intuitive and rapid. 
The second system is of a more recent evolutionary origin, but is more analytical, 
conscious, and slower in operation. Recent research suggests that the brain has been 
evolutionarily “cobbled together” such that these two systems simultaneously inter-
act. Thus, perceptions of risk are not only likely to have affective and analytical 
attributes but they may be expected to contain pluralistic or community focused 
attributes as well.

The financial risk literature is extensive, and this essay is not meant to be an 
encyclopedic review, and so I apologize for not mentioning all the excellent studies 
that make up the literature. The more limited objective of this chapter is to make a 
start at developing a more comprehensive and integrated risk paradigm.

4.2 � Neoclassical Financial Risk: A Prequel

Neoclassical finance has tended to treat financial risk as a set of attributes of a 
financial hazard; attributes independent of the investor. This chapter takes a broader 
view wherein perceived risk also incorporates the cognitive and affective mental 
processing of the perceiver. As Slovic (1987) has noted “Risk does not exist out 
there independent of our minds and cultures waiting to be measured. Instead 
humans invented the concept to help them understand and cope with the dangers 
and uncertainties of life. Risk assessments are subjective, assumption laden and 
depend upon judgment.”

While there is little doubt that financial decision makers are made uneasy by the 
unpredictable nature of the future, there is no necessary psychological basis for 
assuming that one’s mental unease is uniquely captured by some particular statistical 
metric such as variance or standard deviation of the distribution of possible outcomes. 
Nevertheless, this has been the path embraced by neoclassical finance. In addition, 
neoclassical finance has promoted a false dichotomy between objective risk, that 
which deals with known probability distributions and uncertainty, that which exists in 
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the realm of imperfect knowledge. In particular, quantum theory and omplexity 
theory have demonstrated that complete deterministic knowledge is humanly impos-
sible, Hardin (2003), Peat (2002) and that all perceived risk is subjective because we 
can only experience the “real world” through the filter of our brain.

More recently, it has been argued that perception is not just a process in the brain 
whereby a perceptual system constructs an internal representation of the world. 
Instead perceptual experience is intrinsically active whereby the perception acquires 
content, thanks to the perceiver’s activity and experience, Noe (2004). Therefore, 
just as a newly sighted formerly blind person can still exhibit experiential blindness 
because of an inability to integrate sensory stimulation with thought-based experi-
ence, individual’s risk perceptions may be absent or faulty because they are not able 
to integrate sensory stimulation with the experiences of uncertain outcomes. 
Perception is not like the content of a picture where the scene is given to us all at 
once. To perceive is to be able to interpret the situation relative to one’s experience 
with the world. Perception is an “enactive” experience. Support for this argument 
is provided by the many experimental studies, which indicate that investors place 
much greater weight on concrete experienced risk-related attributes such as the 
“experience of loss” and “feelings of understanding” rather than abstract statistical 
metrics such as return variance and Beta.

Consciousness research suggests that perceived risk is phenomenological as 
well as psychological, Chalmers (1996), Thompson (2007). The phenomenological 
state of mind refers to how something “feels” rather than its simple “perception.” 
For example, the redness of a rose and the melancholy of regret have a qualitative 
feel to them that is something quite apart from the perception of the color or mental 
condition. For this reason, the “feel” is referred to as the qualia of the perception. 
Where qualia come from is still a matter of debate. However, qualia seem to be 
neurologically associated with the pleasure and pain centers of the brain. Qualia 
can be accompanied by both cognition and emotion but are usually more associated 
with emotional affect. Qualia seem to be more akin to bodily sensations that arise 
from some primal internal process designed to alert the decision maker to the quality 
of their thoughts. The influence of qualia is especially obvious in situations where 
the decision maker reports that a decision must “feel right” as well as “look right.” 
Recent neurological studies suggest that decision makers’ “feelings of knowing” or 
“familiarity,” usually interpreted as being thought based, are often qualia and invol-
untary, Burton (2008). The importance of qualia for risk perception is suggested by 
investors’ statements that financial risk has a qualitative feel of unease or discom-
fort to it, apart from the obvious formal outcome, Gardner (2008), Loewenstein and 
Weber (2001).

I would suspect that most financial professionals are so accustomed to thinking 
about risk in statistical terms that they are almost unaware that the use of variance 
(or it’s square root, standard deviation) as an operational measure of perceived risk 
initially resulted from a purely axiomatic mathematical derivation. Specifically, 
variance was the mathematical outcome of combining five standard axioms of utility 
theory (completeness, transitivity, independence, measurability, ranking) with the 
assumptions of non satiation and risk aversion, Alexander and Francis (1986). 
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In this context, it is crucial to remember that the risk aversion assumption does not 
say anything about how investors perceive and experience risk. It merely states that 
investors prefer a sure thing to a fair gamble with an equivalent expected value. 
Statistical variance, now utilized as the primary metric of perceived risk, was math-
ematically derived from a Taylor series expansion on a utility of wealth function. It 
was not derived from psychological assumptions about how people mentally per-
ceived or physically “felt” uncertainty. As such, the term does not necessarily have 
psychological validity. It has only mathematical validity. Whether people actually 
do think, or even should think, in such terms is clearly open to conjecture and 
empirical verification. Portfolio theory has further obscured the statistical arroga-
tion of risk by piling on additional assumptions about investors’ abilities and need 
to take proper notice of correlation between asset returns such that they might 
choose efficient portfolios.

It is well recognized by psychologists that to make a decision, emotion is the 
necessary trigger. Emotions make choices possible. In fact, emotion is what matter-
ing actually means when a choice is made and an outcome is experienced! A central 
problem with standard statistical risk metrics is that as metrics they have no inher-
ent affective or emotional content. They are merely axiomatically derived abstrac-
tions. On the other hand, how people feel and behave toward uncertainty about the 
future is primarily the result of an evolutionary process that has led to ways of feel-
ing and acting that are adaptive and increase the odds of survival. It is of course 
possible that some mathematical abstractions might become “marked” with affec-
tive content through experience. Unfortunately, neoclassical finance rashly implies 
that such should be the case for the metrics variance and Beta.

4.3 � Fear: The Foundation of Perceived Risk

In order to examine the notion of perceived financial risk, some basic information 
about the brain, and its processes, cognition (thinking) and emotion, needs to be 
discussed. To begin, a meaningful definition of “risk perception” must imply emo-
tional content. This follows because investment decisions are physical responses 
and emotions are the triggers or instigators of action. That is, emotions are respon-
sible for the implementation of action tendencies oriented toward the attainment of 
some goal. Assuming that the goal of the investor is to become better off in the 
future (or at least not worse off), it seems reasonable to assume that perceptions of 
financial risk must have to do with the possibility of not realizing this goal. There 
are three primary emotions associated with negativity. These are anger, sadness, 
and fear. Of the three, fear appears to be the most likely candidate as the motivator 
of thoughts of negative future outcomes. While, ex post, we may experience anger 
or sadness with the results of our investment choice, fear is the ex ante negative 
emotion associated with coming up short.

While fear can be apportioned into finer emotional subcategories such as dread, 
worry, anxiety etc., it is important to be aware that what is commonly called fear is 
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the internal “feeling” of bodily sensations that are triggered by stimuli associated 
with danger. Emotions come first and give rise to sensations that we call “feelings,” 
Damasio (1999, 2003), Johnston (1999). Sometimes emotions and their feelings 
can even be triggered by stimuli outside of our conscious awareness, Berridge and 
Winkielman (2003). These “background” emotions can be vague and influence our 
conscious decision process in ways that we are unaware of, Erb and Bioy (2002). 
Also, felt emotions are very often difficult to verbalize.

The term emotion is still widely misunderstood and usually viewed as the antith-
esis of cognition or rational thought. However, such is not the case, and in fact, 
much of what we call cognition or thinking is actually modulated emotion, Gray 
(2004). For example, humans appear to rely extensively on “feelings of knowing or 
similarity” especially in complex decision situations and where time is short. These 
“feelings” mimic sensations of knowledgeable contemplation but are instead affec-
tive responses to the unconscious recognition of previous similar situations, Burton 
(2008). These feelings of knowing are akin to intuition, Reber (1993), Hogarth 
(2001). As the neuroscientist Antonio Damasio (1999) has noted “Emotion probably 
assists reasoning, especially when it comes to personal and social matters involving 
risk and conflict. Well targeted and well deployed emotion seems to be a support 
system without which the edifice of reason cannot operate properly.”

The basic emotions such as fear, anger, joy, etc. are not something that “will to 
occur.” Also different emotions are associated with somewhat separate brain sub-
systems, Elliot and Friston (2000), Breiter and Aharon (2001), Hamann and Ely 
(2002), Smith and Dickout (2002), Berns and Chappelow (2006). Neurologically, 
the emotion of “fear or risk of loss” does not appear to be the neurological flip side 
of the emotion associated with the “anticipation of gain,” as Lopes (1997), had cor-
rectly anticipated. Emotions evolved over time to allow humans to adapt and repro-
duce. Thus, emotions might be viewed as the products of “evolutionary wisdom” 
and from this perspective they are not necessarily adaptively irrational, Gilbert 
(1998), Gaulin (2001). In addition, much emotion is nonconscious, just as is most 
cognition, Geary (2005). It is important to note that emotions not only have visceral 
effects but they also cause neural electrochemical changes in the brain that can alter 
cognition in many unrecognized and subtle ways, Harlow and Brown (1990), Lane 
and Nadel (2000), Erb and Bioy (2002), Gray (2004), Kosfield and Heinrich 
(2005).

The old view of emotion was one where the process progressed as: stimulus- 
feeling- response. Currently, the debated process is: stimulus- appraisal- feeling-
response, Fisher and Shaver (1990). Appraisal is the focus of much current emotion 
theorizing. Nevertheless, emotion gives rise to an “action tendency,” which has 
valence (feelings of goodness or badness) sometimes called “Affect,” which leads 
to a moving toward or away from some stimulus. It is still generally believed that 
emotion has primacy over (can come first) and can be independent of (exist with-
out) cognition.

The stimuli that trigger fear were originally natural and would have alerted 
humans to dangers from predators, unsafe activities, etc. However, humans and 
other animals can develop “learned triggers,” which are not natural but will also 



50 R.A. Olsen

unleash fear feelings and responses. That is people can be “conditioned” to respond 
with fear just as Pavlov’s dog was conditioned to respond to the sound of a bell. In 
addition, culture may also have an effect on the emotion of fear in that: (1) It can 
alter what constitutes an adequate inducement of fear, (2) It can shape the expres-
sion of fear and (3) It can influence the behavioral response to fear. The usual fear 
responses include withdrawal, immobility, defense, and submission. The invest-
ment behaviors of panic selling, holding on to unprofitable assets for too long, 
purchasing fixed return annuities, and adopting a buy and hold strategy appear sug-
gestive of these typical responses.

In summary, much emotional processing is unconscious just as is most cogni-
tion. What is different are the mental processing structures that are involved. The 
fear response involves the transmission of electrochemical signals along two 
separate pathways to the Amygdala, a key brain organ associated with fear and 
alarm. The fear stimuli can go either the “high road” through the cerebral Cortex, 
where it will be subject to more extensive cognitive processing and analysis and 
then to the Amygdala or it can go the “low road” straight to the Amygdala, 
LeDoux (1996). The primary advantage of the “low road” is a quicker behavioral 
response. The advantage of the high road is a more complete analysis of the situa-
tion and a more nuanced response. Evolution has provided humans with the alter-
native routes because in some cases, reaction to a snake for example, a quick fear 
response is the better alternative, while in other cases, the decision maker may 
benefit from a little more careful thought. Conscious emotional thought (recogni-
tion of feelings) and conscious cognition (thinking) both involve the use of the 
working memory, a key contributor to consciousness. A principal distinction of 
emotion, however, is that it involves physical feelings and changes in mental 
processing that have been evolutionarily inbred to automatically trigger adaptive 
behaviors. However, it is most important to remember that both emotion and 
cognition appear to be necessary for the execution of good conscious decisions, 
Damasio (1999), Firth (2007)

In closing this section, it is important to note that the brain does not have a spe-
cial system devoted to “perception”. The term perception describes in a general 
way what the many sensory neural systems are doing when we experience the 
world. It is in this sense that I use the word risk perception to refer to the way in 
which investors experience the dangers of investing. How risky they perceive an 
investment to be is a function of the amount and form of the data as well as the 
context within which it is presented. The use of statistics and probabilities is just 
one alternative way of presenting information, a form that is not evolutionarily 
natural and one that would not be expected to be associated with much emotion 
unless “statistical triggers” had been inculcated through conditioned learning. 
However, even in this case, the learned triggers may not have much emotional force 
unless emotional “as if” loops have been created that allow the decision maker to 
mentally emote the bodily feelings of a naturally risky situation. Incidentally, creating 
“as if” loops is what “method actors” attempt to do in order to theatrically portray 
emotional states.
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4.4 � Dual Decision Processes: Thinking and Feeling

The previous section summarized findings from brain research by neuroscientists 
and evolutionary biologists. In general, the picture presented was of a brain not 
designed as a “general problem solver,” such as a computer, but instead physically 
cobbled together to handle many specific tasks such as mate selection, locomotion, 
etc., Campbell (1989). Brain architecture consists of interacting neural subsystems 
and there is little evidence that optimization and efficiency were evolutionary 
objectives, Restak (1994), Goldberg (2001). Mental function just had to be suffi-
cient to allow some humans to survive and reproduce. Emotional brain structures 
such as the amygdala, hypothalamus, and the basal forebrain appear to be older 
than other structures that are generally associated with the type of cognition that we 
call “rational thought.” As mentioned before, most of what the brain does is not 
available to the conscious mind and the brain often perceives and responds to 
stimuli that are not consciously sensed. For example, how many times have you 
driven your car without consciously having to think about each action necessary to 
arrive at your planned destination?

In this section, we will examine evidence provided by psychologists and deci-
sion researchers suggesting that the human brain functions in such a manner that it 
appears to be utilizing two separate but integrated decision processes; one process 
more intuitive and emotionally focused and the other more conscious and analyti-
cal. While no one suggests that decision makers actually switch back and forth 
between pure forms of these two processes, the hypothesis of two alternative pro-
cesses has helped decision theorists to understand and predict how decision makers 
are likely to act under varying circumstances.

There is an extensive dual decision process literature, Hammond (1996), Over 
and Jonathan St Evans (1996), Over (2003), Chaiken and Trope (1999), Forgas 
(2000), Gigerenzer and Selten (2001), Gray (2004), Montague (2006). However, 
I will confine my comments to dual process research that is relevant to risk percep-
tion and choice under uncertainty.

Most dual decision process models are based on a common set of general obser-
vations about decision making. First, they emphasize that perception and sensation 
are distinct and that the mind actively imposes meaning on sensory data. That is, 
“knowledge” is a mental creation. Nevertheless, decision makers generally don’t 
experience judgment as a “construction”. Second, because the world is complex, 
decision makers extensively utilize categorization procedures to simplify and sort 
data. Third, motives direct perception. In effect, people most often see what they 
are ready to see and different people may interpret the same data differently. 
Nevertheless, cultural values and norms constrain and condition alternative percep-
tions, judgments, and choices. Fourth, decision makers don’t seek absolute truth as 
much as they seek to terminate doubt by having their world appear satisfactorily 
consistent. This creates tendencies to avoid ambiguity and discordant data and to 
see new experiences as being similar to those already incurred. Fifth, the default 
decision process tends to be heuristic (based on so called rules of thumb) because 
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it conserves effort, accelerates the decision process, and is generally perceived to 
yield acceptable results in a less than fully understandable and predictable world. 
Decision makers may make use of more effortful and systematic information pro-
cessing in some circumstances but when they do, heuristic processing usually 
occurs simultaneously. Time, cognitive capacity, and felt need generally determine 
whether more systematic and effortful decision-making processes are utilized.

At one end of the decision process, continuum is a decision process usually 
called “associative” or “experiential.” The associative or experiential process gener-
ates what are experienced as intuitive and affective responses. It is reproductive 
rather than productive in the sense that it uses cues mentally retrieved from similar 
past events when processing information. The experiential system encodes infor-
mation in the form of concrete exemplars, images, and narratives. It appears to be 
relatively nonsymbolic and not linguistic. For this reason, it is speculated that expe-
riential processing is evolutionarily much older than “rational” thought. In general, 
experiential information processing tends to be holistic, context sensitive, and flex-
ible. Most importantly, experiential processing is emotionally driven and motivated 
by anticipated affect. For this reason, decision makers often feel that they are “com-
pelled” to make a decision that “feels right” as opposed to one that “looks right”. 
In fact, there is substantial evidence that decision makers often use “rationally 
derived” information as a cover for their more experientially based inclinations.

At the other end of the decision process continuum is the process called “rule 
based” or “rational”. A defining feature of the rule-based or rational decision pro-
cess is that it uses symbolically represented knowledge in processing. Processing 
rules are culturally based and socially learned. Information is evaluated and inte-
grated using logical analysis as opposed to informal associations. The rational 
processing system requires greater mental focus and therefore tends to be used 
where greater accuracy is an important consideration. The rational system is more 
effortful and time consuming. Also, it performs well only where the decision situ-
ation is relatively simple and there is a unique goal or objective. Affect plays little 
or no role in this decision-making process although some have suggested that affect 
may be conceptualized as “deliberative” and thus treated as a rational element.

The two decision processes appear to act simultaneously but with different 
weights depending upon the situation. Evidence of simultaneous operation is abun-
dant. It ranges from such obvious evidence as people expressing irrational fears 
while at the same time being aware that the fears are not realistic, to carefully con-
trolled laboratory experiments where lack of experiential input leads to poor judg-
ment even where rational processes are fully implemented.

Grossberg and Gutowski (1987), Hanoch (2002) and Reyna (2004) have devel-
oped theoretical models suggesting how the two decision systems operate in tan-
dem. Grossberg calls his model “Affective Balance Theory” and he describes how 
learning can instill affective influences into cognitive representations. Hanoch sug-
gests that emotion influences reason in three particular ways. First, emotions 
restrict the range of options considered. Second, emotions focus attention on spe-
cific parameters of the decision situation and third, emotions assist in terminating 
any evaluation process. Reyna calls her model “Fuzzy Trace Risk Theory”. She suggests 
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that risk perceptions are represented in two alternative memory forms. The first is 
a more computational, abstract, and individual in form. The second is more “gist” 
oriented where the gist captures the emotion of the situation and embraces the con-
sistency that people seek by relating the risk in a particular situation to other similar 
situations. She hypothesizes that gist, and thereby affect, gets the greater weight in 
complex decisions. In general, there seems to be common agreement that greater 
decision complexity leads to increased perceptions of risk and a tendency to rely on 
more holistic and affective evidence.

Other risk perception implications of the dual process have been suggested. 
Gonzach (2000) and Weber and Siebermorgen (2005) note that familiarity leads to 
greater emphasis on affective risk attributes. Investors perceive less risk in compa-
nies that they recognize and feel positive about. Loewenstein and Weber (2001) 
also suggest that different decision attributes trigger different risk attributes. For 
example, cognitive perceptions of risk are related to probabilities whereas emo-
tional or affective attributes are related to outcome vividness and salience. 
Brandstatter and Kubberger (2002) finds that, in general, emotion leads to the over 
weighting of low probabilities and the under weighting of high probabilities. 
Forlani (2002) finds that positive affect arising from feelings of control leads to 
lower risk perceptions and increased risk taking while, Moreno and Kida (2003) 
notes that, in general, positive affect induces risk taking.

The relationship between ambiguity and perceived risk has been the focus of a 
number of studies by Sarin and Weber (1992), Hogarth and Kunreuther (1995), 
Huber (1995), Ghosh and Ray (1997), Lauriola (2001), and Ho and Keller (2002). 
They find that risk perceptions vary directly with ambiguity and that risk percep-
tions tend to increase with perceived decision complexity. Alhakami and Slovic 
(1994), Jordan and Kass (2002) and Finucane and Holup (2006) note that risk 
perceptions often are inversely related to expectations of return because of affect. 
Good (bad) things are seen as being low (high) in risk and high (low) in return. 
Eiser (2002) suggests that trust can have this effect as a positive affective risk 
attribute but that affective and cognitive risk dimensions appear to have indepen-
dent effects on hazard acceptance.

Perhaps the most important conclusion from studies of the simultaneous opera-
tion of the two decision-making systems is that because the experiential system can 
operate outside of normal awareness, the rational system can be significantly influ-
enced because it is unaware that there is any affective influence, Berkowitz (2000), 
Frijida and Manstead (2000), Erb and Bioy (2002). A rather obvious example of 
this can be seen in the situation where the experiential system directs attention to 
more salient information and the rational system logically analyzes the information 
unaware that the information selection process was biased from the start.

Decision makers’ ability to think “rationally” appears to increase with training. 
It has been suggested that experts’ lesser perceptions of risk in their domain of 
expertise are a function of their greater ability to focus on statistical facts, with less 
affective interference, Barke (1995). Sjoberg (2002) disputes this contention. He con-
tends that experienced decision makers are similarly influenced by the same mix of 
affective and analytical influences as nonexperts. He concludes that positive affect 



54 R.A. Olsen

is the primary reason that experts rate risks as less in their domains of expertise. 
That is what they do as work is seen as “good,” and what is “good” is usually seen 
as less risky.

4.5 �  Risk: For Me or for Others Also?

To this point, I have examined the neural underpinnings of perceived risk and have 
discussed the decision-making processes that would carry its influence. I have 
implicitly assumed that risk perceptions would manifest attributes reflecting the 
singularly selfish goals of the decision maker. In this section, I will briefly survey 
research suggesting that an individual’s risk perceptions might also contain attri-
butes that are pluralistic or group focused.

Man is a social animal and it would be surprising not to find traces of sociality 
in his perceptions of risk. In particular, where personal survival and the transmis-
sion of one’s genes to the next generation are partially a function of group support, 
it would appear likely that perceived risk might contain “group traces”.

Research from Evolutionary Biology and Neuroscience suggests that humans 
have a significant proclivity to cooperate as well as compete and have evolved 
neural hardware to enhance survival through “evolutionary and psychological altru-
ism,” Cashdan (1990), Pfaff (2007), Wang and Johnson (1995), Ridley (1996), 
Sober and Wilson (1998). As a consequence, humans seem to have some inborn 
ability to detect social cheaters and free riders through observations of facial fea-
tures, body posture, and speech patterns. There is also speculation that the naturally 
occurring emotions such as anger and fear, outrage, etc. serve important roles in 
encouraging social behaviors and norms that support group relationships and non-
zero sum reciprocity. Shunning, ostracism, and disdain for hoarders are examples 
of such derivative enforcement mechanisms. Humans also demonstrate a significant 
ability to become empathetic by internally simulating the experiences of others. 
Also humans have a strong innate predisposition to be socially influenced and to 
imitate others, Dugation (2000). In this regard, “herding” and a type of “swarm 
logic” become especially prevalent in complex and uncertain situations and there is 
brain imaging evidence to suggest that it may be partly “hardwired,” Rizzolatti and 
Craighero (2004).

Game theorists also point to evidence that cooperation seems to be a natural state 
Axelrod (1997), Wright (2001), Skyrms (2004). Experimental results from “pris-
oner dilemma” type games indicate that in more natural settings, cooperation rather 
than defection seems to be normal. Even more significant is the fact that in environ-
ments that contain some irreducible uncertainty, game outcomes with cooperation 
are evolutionarily stable. That is, free riding and selfish behavior do not force 
cooperation into extinction.

Finally, it has been argued that from an evolutionary perspective, humans 
appear to have developed a feeling for a “logic of appropriate behavior,” Freeman 
(1997). Based upon these considerations, it might be expected that individual’s 
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risk attributes might be associated with group concepts such as fairness, trust, 
equality, etc. A number of studies have found elements of these concepts in risk 
perceptions, Weber and Hsee (1998), Lupton (1999), Renn and Rohrnan (2000), 
Nisbett (2003), Fehr and Fischbacher (2005), Olsen (2008).

At the most general level, a person’s “worldview” appears to influence risk per-
ceptions. Studies by Bouyer and Bagdassaian (2001) and Slovic (1993) find that 
that people with a more egalitarian or individualistic worldview tend to perceive 
hazards as riskier than those with hierarchical or fatalistic worldviews. Wang and 
Johnson (1995), Wang and Simons (2001) note that risk perceptions are related to 
the size and relatedness of the group facing a hazard. Large group size and lack of 
social relatedness are associated with lower perceived risk. In a related study, 
Scherer and Cho (2003) find that people with stronger social linkages have more 
similar perceptions of risk. Viklund (2003) finds that trust is related to perceived 
risk. Where group trust is greater, people perceive risk to be lower. Siegrist and 
Cvetkovich (2000) find that people trust most those who share their values. Renn 
(2004) and Slovic (1987, 2000) note that perceived risk is a function of other social 
factors such as perceived fairness, voluntarism, effect on future generations, and 
group control.

4.6 � Amplification

There is a growing body of literature revealing that information about hazards can 
interact with psychological, social, and institutional processes in ways that can 
amplify or attenuate perceptions of risk and return, Pidgeon and Kasperson (2006). 
Amplification can occur at two points: in the transfer of information and in the 
response of the receiver. Amplified risk perceptions in turn lead to behavioral 
responses that can have secondary impacts such as requirements for new regula-
tions or financial impacts on unrelated firms. Sometimes information about a per-
ceived risk, such as the failure of Enron, has an amplified financial repercussion 
that far exceeds the local impact, while at other times attenuation occurs. 
Attenuation of perceived risk appears to have been the case with the failure of 
Long-Term Capital Management, which went almost unnoticed by most investors 
yet it threatened the survival of the US financial system.

In communication theory, amplification (attenuation) takes place in the informa-
tion transmission stage. Each message not only has a factual content but also infer-
ential, value related, and symbolic content. These additional dimensions have 
independent influences on how a message is interpreted. For example, if the finan-
cial information comes from a highly respected and knowledgeable source, and 
concerns an issue that is important to the investing public, the impact is likely to be 
more significant than otherwise. Also, if a message is heard many times from a 
variety of sources, or comes from a personal friend, the impact is likely to be greater. 
Conversely, if the information is disputed, not very dramatic, or concerns some mar-
ginalized group, the impact is likely to be attenuated. It is especially important to 
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note that amplification is not just due to media repetition. More important is the 
degree to which one is personally perceived to be at risk and that the message comes 
from a trusted source. In extremely negative situations, the perception of risk can be 
raised to such levels that a stigma may become attached to entire classes of activities 
or financial assets. This may be seen in the labeling of lower grade bonds as “junk 
bonds” and in the negative characterization of “hedge funds” by many investors.

As just mentioned, risk amplification primarily takes place at the information 
transmission stage. Because transmission depends upon the dynamics of the infor-
mation network, it is important to be clear how the financial information network 
is structured (it’s topology). If it takes what is called a “small world” form with 
many “weak” informational ties, we would find that information would travel fast 
but be subject to considerable amplification.

First, a small world financial network describes a situation where there is a hub 
and spoke arrangement in which many nodes (investors) are clustered around 
informational hubs (advisors, financial institutions) that act as opinion leaders. In addi-
tion, there would be many “weak ties” (professional organizations and associa-
tions) that bring distant hubs into more frequent contact. Hubs tend to lower the 
threshold of new information absorption and increase retransmission velocity. 
Belief synchronization resulting in herd mentality and groupthink are enhanced in 
the small world network as a result of sequential information transmission and 
positive feedback. In addition, preferential attachment, wherein those hubs that 
appear superior gain the most followers, exacerbates contagious behavior within 
the network. Loss aversion, in the form of regret avoidance, also increases the 
tendency for network compaction. The information amplification in the small 
world network arises from positive feedback and path dependency. The significant 
macro financial market result would be nonlinear price behavior wherein informa-
tional influences would result in stock price fluctuations that were nonproportional 
to the initial informational content. That is security markets would exhibit excess 
volatility. Most standard economic models do not assume a small world network. 
Alternatively, they assume random networks where information is independently 
evaluated by investors. In the standard economic model, investors’ preferences are 
exogenous and not influenced by the “mind of the market” as formed by network 
dynamics. Network influence is implicitly neutral.

Second, there is structural and market behavior evidence that financial information 
networks are “small world networks” and subject to significant price amplification.

	1.	 Given the complexity of the investment process, most nonprofessional investors 
rely heavily upon the advice of those seen to be experts. In this regard, trust in 
the form of ability and integrity is given great weight. Affective information is 
generally given greater weight than quantitative data. Portfolio Diversification 
is generally insufficient (concentration in “good prospects”), and investment 
horizons are usually short, (less than 3 years). Capon (1996), Clark-Murphy 
(2004), DeBondt, (1998), Waynered (2001).

	2.	 Professional investors are very well connected through a web of educational, 
social, and business associations. This milieu tends to result in beliefs and methods 
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of analysis that are quite homogenous. They scrutinize competitors’ investment 
behavior in the attempt to generate superior performance. The relative ease with 
which funds can flow between financial institutions creates a relatively short 
investment mind set. Professionals make greater use of formal analytical tech-
niques but affect plays a significant role due to time pressure, informational com-
plexity, and few if any audited “fool proof” valuation/management techniques. 
Abolafia (1996), Fenton-O’Creevy (2005), Cetina (2005), Smith (1999).

	3.	 Empirical market data reveal that asset returns tend to follow power laws indicating 
lack of randomness and conformity with small world network dynamics. Asset 
returns also exhibit excess volatility that is consistent with market over reaction, 
herding, and momentum investing arising from amplification. Ormerod (2000), 
Shiller (1989).

	4.	 Survey data indicate that professional investors herd, momentum invest, over 
extrapolate trends, exhibit wishful thinking, and over estimate the return/risk 
ratio for investments believed to be familiar from an affective vantage point. In addi-
tion, they tend to be overconfident and give less weight to disconfirming evi-
dence. Cooper (2005), Dennis (2002), Karceski (2002), Sias (2004).

In conclusion, it is most likely that information amplification will influence invest-
ment valuations. Because there appears to be an inverse affective relationship 
between perceived risk and expected returns in the minds of many investors and 
because affect is a significant influence in asset valuation, it is likely that positive 
investment information will result in upwardly amplified market valuations. 
Expected return will be biased upward while risk will be biased downward. Negative 
information should have the reverse effect. However, the amplification of negative 
information is subject to two complicating influences. Loss averse investors usually 
react more strongly to identified negative information but investors often underesti-
mate the potential of negative information because of “desirability bias” (positive 
outcomes are seen as more likely than negative outcomes), Olsen (1997a).

4.7 � Implications and Evidence

By now, it may appear that the variable called “perceived financial risk” might pres-
ent market modelers with an iconoclastic nightmare. However, there are a few 
identifiable overarching general implications. This section will identify those 
important themes and briefly identify some of the more representative supporting 
research.

First and foremost, perceptions of financial risk are dominated by fear of loss. 
Although variability in potential return is also sometimes mentioned as a risk attri-
bute, more detailed probing reveals that people are not especially troubled by 
unexpected gains but instead by the low side of the return distribution. Rode and 
Wang (2000) present theory and evidence suggesting that this predisposition is an 
evolutionary adaptation. In fact, animal studies identify loss aversion as a “common 
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denominator” underlying animal foraging behavior and investment selection, Olsen 
(2008). The desire to avoid loss is also indicated in the tendency to prefer outcome 
distributions with positive skew and an extreme dislike for return distributions 
exhibiting the potential for very large losses, even where the chance of the loss is 
very low.

Loss can be manifested in different ways. Sometimes loss is perceived in abso-
lute terms, such as in dollars lost or a particular low percentage return. At other 
times, it is expressed in qualitative terms, such as a future opportunity that would 
have to be forgone. On other occasions, it is perceived in relative terms whereby the 
loss is expressed as that of falling below some desired target or aspiration level. 
Finally, it might be expressed as a fear of experiencing future regret, as in making 
a choice that yields an outcome that would be disappointing or embarrassing, 
Landman (1993). Much has been made of the observation that in some experimen-
tal situations described as “loss situations” investors tend to act as “risk takers”. 
That is, they prefer the more risky gamble that might put them much deeper into a 
financial hole if a positive alternative does not materialize. Examination of this 
behavior in “real world” settings suggests that the decision maker is still attempting 
to avoid a loss. He/she is usually trying to avoid an existing bad situation but one 
that has not as yet yielded the “final blow”. Thus, the risk-taking behavior actually 
represents a last ditch effort to avoid the impending calamity, which is not per-
ceived as being made significantly worse by any additional negative results. When 
one has his/her “back to the wall,” behavior that would be inappropriate in more 
normal situations is often quite rational. For example, military combat, firefighting, 
and even important athletic contests are rife with such behavior.

Some of the earlier studies of importance with regard to the avoidance of loss 
are those by Alderfer and Bierman (1970) Gooding (1976),Cooley(1977), Laughunn 
and Payne (1980). Later studies include those of Solt (1989), Harlow and Rao 
(1989), Unser (2000), Ippolito (1992), March and Shapira (1992), Holtgrave and 
Weber (1993), Shapira (1995), Olsen (1997a), Williman and O’Creevy (2002), 
Kermer and Driver-Linn (2006).

The second major implication of risk perception studies is that most investors’ 
risk perceptions simultaneously contain affective and cognitive elements. By affec-
tive elements, I mean risk attributes that reflect the investor’s feelings of goodness 
or badness toward an investment. These feelings can be nonconscious or conscious. 
In general, good (bad) feeling leads to perceptions of lower (greater) risk. This 
affective influence can also give rise to a negative, as opposed to a positive statisti-
cal correlation between perceived risk and expected return. Usually, affect has the 
most significance where the decision situation is complex and effortful, information 
is perceived to be incomplete or unreliable, the decision maker feels less confident, 
is female, and the time for evaluation is short. Cognitive risk attributes, such as 
statistics, tend to be more commonly used by experts and those who have been 
trained to think in more abstract terms. However, it is not the case that experts are 
uninfluenced by affective considerations.

Finally, it is important to note that current financial theory emphasizes the 
importance of correlation for risk control in a portfolio context. That is investors 
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should diversify by investing in assets that have returns that are less than perfectly 
positively correlated. Nevertheless, studies of nonprofessional investors indicate 
that people do not follow this advice, Benartzi and Thaler (1995), Fisher and Meir 
(1997). The reasons appear to be twofold. First, humans do not well understand the 
formal concept of covariance in nonnatural and abstract circumstances. Humans do 
not appear to recognize covariance unless it occurs in very repetitive and concrete 
circumstances. Second, humans tend to mentally compartmentalize decisions by 
goal and context. Thus, when they formulate an investment plan, they do not visual-
ize the task as a whole but instead see a need to make separate investments for 
retirement, the children’s education, etc. Therefore, the risk level of the individual’s 
portfolio becomes a random byproduct instead of a managed attribute, Shefrin 
(2000). “Total perceived risk” is not a naturally meaningful concept because it 
entails multiple goals, timelines, and information types.

It is interesting to consider how affective risk attributes might offer the most 
parsimonious explanation of many of the risk/return anomalies that have arisen 
from tests of current financial theories,(the CAPM in particular). Take for instance 
the observation that firm size and the ratio of book value to market value appear to 
be risk proxies, Fama and French (1993), Fama and French (1996), Jensen and 
Johnson (1997). More specifically, common stocks of small firms and those with 
high book to market values appear to yield excessively high ex post returns, after 
standard (Beta) risk adjustments. There is evidence that small firms yield higher 
compensatory equilibrium returns because they are associated with increased nega-
tive affect due to difficulty of evaluation, Olsen and Troughton (2000). Assuming 
risk aversion, these more negatively perceived firms require a higher compensatory 
risk premium resulting in a lower market value. Thus, these more negatively 
affected firms, with their higher BV/MV, yield higher conventionally risk-adjusted 
ex post returns.

The observation that investors are subject to “home bias,” a predilection for the 
stocks of “local” companies, has been widely noted, Huberman (2001), Grinblatt 
and Keloharju (2001). Again, positive affect may be a reason for this behavior. 
Affect research shows that decision makers see as more positive, and hence less 
risky, those financial assets that are more familiar, Gonzach (2000), Weber and 
Siebermorgen (2005), Cao (Cao et al. 2008). Thus, even if the “home firm” is cog-
nitively seen as identical to a nonhome equivalent, the home firm is likely to be 
favored because of the positive sentiment associated with familiarity.

There are many other anomalies that may result from affective influence, Thaler 
(2005) Shefrin (2000). Herding and over reaction are likely related to the observed 
positive affect and lower perceived risk associated with crowd following and group 
membership, Wang and Johnson (1995), Wang and Simons (2001); Scherer and 
Cho (2003). Likewise, the disposition effect is likely associated with the negative 
affect associated with the formal acknowledgment of loss, Landman (1993). 
Similarly, large IPO premiums quite probably are affect related. As an example, 
expectations of gain may have an amplified influence on stock prices due to  
the affectively induced inverse ex ante relationship between expected gain and  
perceived risk.
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Most of the studies that have investigated perceived financial risk from both 
affective and cognitive perspectives are of more recent origin. Much of this 
research has not received extensive publicity because of the traditional finance 
emphasis on statistical risk metrics. Nevertheless, important affective/cognitive 
financial risk perception research involving experts and novices, and utilizing 
many different research designs can be found in Farrelly and Reichenstein 
(1984) MacCrimmon and Wehrung (1986), Harlow and Brown (1990), 
Goszcznyska (1991), Shapira (1995), Jungerman (1997), Lopes (1997), Olsen 
(1997b), Olsen and Troughton (2000), Olsen (2001, 2002, 2004, 2008), 
Jianakoplous and Bernasek (1998), Macgregor and Slovic (1999), Williams 
and Voon (1999), Gonzach (2000), Diacon and Ennew (2001), Bohner and 
Zeckhauser (2004), Dunn (2005), Koonce and Gascho (2005), Weber and 
Siebermorgen (2005).

The third important implication of risk perception research is that risk percep-
tions can be influenced by cultural and group factors. That is investors’ perceptions 
of what is risky involves cultural values as well as considerations of the distribution 
of loss among group members. In this regard, studies by Renn and Rohrnan (2000), 
Slovic (1993) find risk attributes, such as fairness, voluntarism, effect on future 
generations, are important. Bouyer and Bagdassaian (2001) and Peters and Slovic 
(1996) find world views to be important. Those who see the world from a more 
egalitarian or individualistic perspective see hazards as posing greater risks than 
those who believe in a more hierarchical society or whom are more fatalistic. Wang 
and Johnson (1995), Wang and Simons (2001) find that risks are perceived as 
greater by small close-knit groups while Scherer and Cho (2003) find that indi-
vidual risk perceptions tend to become more similar as group interaction increases. 
Nisbett (2003) notes that Asians are more likely to perceive risk in a more affective 
fashion, be less overconfident in belief, less inclined to believe in continuity of 
returns over time, and more likely to follow group convention than Westerners. 
Finally, Viklund (2003) and Olsen (2008) note a strong inverse relationship between 
personal trust and perceived risk. Siegrist and Earle (2003) note that as decisions 
become more complex, trust appears to become the preferred affective substitute 
for risk estimated in a more probabilistic fashion.

Johnson and Grayson (2005) note that investors’ trust in their financial advisors 
appears to be influenced by both cognitive and affective attributes. “Cognitive 
trust” is based upon perceptions of competence and reliability whereas “Affective 
trust” is based upon care, concern, and familiarity.

4.8 � Entrepreneurs: Confirmation About the Risk Perception 
Process

Most discussions of entrepreneurial behavior are heavily weighted toward the subject 
of risk because the activity is viewed as involving a willing acceptance of greater 
financial uncertainty. Earlier literature suggested that entrepreneurs had a high 
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personal tolerance for risk that accounted for their risk proclivity. More recent 
research has shown that risk tolerance has little explanatory value. Instead, it 
appears that the nature of entrepreneurial activity causes budding entrepreneurs to 
select and weigh information in such a way that risk perceptions are very often “low 
side biased,” Krueger (2003).

The entrepreneurial milieu skews the decision process toward the use of more 
affective decision rules that result in more favorably perceived risk/return opportu-
nities. A critical element in this process is the affective tendency to equate oppor-
tunities with high expected return with lower levels of risk, Alhakami and Slovic 
(1994), Jordan and Kass (2002), Finucane and Holup (2006). In addition, there is 
evidence that entrepreneurs tend to give greater weight to expected outcomes as 
opposed to prospective risk in investment decisions because of the affective influ-
ence of time constraints, incomplete information, and ambiguity, Baron (1998), 
Palich and Ray Bagby (1995). Additional research has suggested that cognitive 
errors associated with overconfidence, feelings of control, and a belief in the “law 
of small numbers” further exacerbate the downward affective risk bias, Mitchell 
and Busenitz (2002), Simon and Houghton (1999). In entrepreneurial environ-
ments, we see the full influence of the dual decision process and how it can lead to 
biased risk perceptions. Entrepreneurs do not appear to have significantly higher 
risk tolerance; they just judge the perceived risks to be less threatening.

4.9 � Conclusion

In an earlier chapter, I discussed how neoclassical finance has become descriptively 
hobbled and normatively suspect by adopting assumptions that are now scientifi-
cally untenable, Olsen (2001). Neoclassical Finance incorrectly assumed that 
humans were, or at least could become, axiomatically rational optimizers, as 
implied by the now outdated psychology of behaviorism. Second, it assumed a 
deterministic reality that could be fully deciphered through reductionism; an 
assumption that has also been overturned by complexity theory and quantum theory. 
Until recently, with the reawakened interest in behavioral economics and the new 
“behavioral finance,” finance appears not to have sought the necessary nourishment 
from its social science roots while constructing elegant but fragile mathematical 
edifices.

The quantification of risk is operationally convenient and necessary for 
developing theories of market behavior. However, inattention to the more 
complex affective side of risk perception is now limiting a more profound under-
standing of risk-driven investment behavior. Individual investors, industry, and 
government are constantly looking for better ways to measure, communicate, and 
contend with financial risk. Normative processes leading to better investment 
results cannot be developed and enacted without understanding the psychology and 
limits of the investing mind. Hopefully, this chapter will stimulate further research 
along these lines.
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Abstract  The apparent limitations of rational decision-making have become 
increasingly important phenomena that are unexplained by traditional economic 
models. Initial research found that these anomalies were not just random devia-
tions from normative models, but actually, systematic physiologically driven 
psychological processes. Behavioral Finance and Economics that emerged as 
biopsychological fields began to explain how people actually use information 
when making financial decisions. In the past, behavioral economic research 
has relied on extrapolation. Choice could only be inferred from observed out-
comes through behavior. Recently, neuroscience, as powered by in-vivo brain 
imaging and our understanding of brain biology, has allowed scientists to more 
directly examine the internal landscape of decision-making. A literature review 
of applied clinical neuroscience and neuroeconomics yields a new perspective 
on decision-making – one that is driven by objective data. These data are gener-
ated by means of newly developed tools. However, these tools come with well-
defined strengths and weaknesses. Understanding the technological constraints 
is critical to appropriate data interpretation and future model building. This 
review addresses two different and independent brain operations: the reflexive 
automatic process and the reflective deliberate process. The meso-limbic and 
meso-cortical systems, which underlie each operation, are essential to under-
standing decision-making in the light of the emotional, learning, memory, and 
executive processes involved in decision-making. A significant amount of work 
has been devoted to studies of the neurotransmitter system involving Dopamine 
(DA). Dopamine seems to emerge as a key player in decision-making due to 
the association it holds with reward, attention, motivation, and error assess-
ment brain processes. In addition, DA, in concert with other neurotransmitters 
and neuro-modulators, influences affective states that play a significant role 
in regulating physiological and psychological homeostasis. An individual’s 
intrinsic processes that are genetically influenced and modulated to regulate 
homeostasis will consequently impact acute sensitivities as related to rewards 
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and punishments. Thus, the threshold and tolerance for reward and punishment 
are strongly associated with the decision-making. In line with the growing body 
of neuroeconomic research, this review presents the neuroscientific underpin-
nings of information processing and decision-making. The conclusions are not 
about the rational decision model being wrong, but rather about its potential 
limitations in light of new biologically driven data.

5.1 � Introduction

Over the past 50 years, anomalies in economic data have taxed the classical 
interpretations of economic behavior. In an effort to amend their models, 
economists’ attention has increasingly turned to explanations that psychology 
can offer. In the 1950s, Herbert Simon initially offered economic refinements 
with his ideas of “bounded rationality.” The later work of Richard Cyert and 
James March in the 1960s further elaborated and developed the rationality 
theory. The real turning point in the field of economics arose in 1978 when 
Daniel Kahneman and Amos Tversky offered the prospect theory. As psy-
chologists, their stance toward examining decision-making behavior was quite 
different than the previous investigators. They expanded the focus from “how 
people should behave” to “how people actually do behave.” Through a series of 
studies, they were able to reveal cognitive biases and heuristics that often 
contaminate decisions made by real people. This led to a new wave in economic 
thinking, which came to be called behavioral economics. As a founding developer 
of behavioral economics, Richard Thaler played an influential role in establishing 
this subfield. Other important and key players who have contributed to the 
behavioral field include: Colin Camerer, Drezac Prelec, Matthew Rabin, and 
George Lowenstein. Their revolutionary work resulted in cross-disciplinary 
contributions from fields such as psychology, which helped to further investi-
gate the behavioral inconsistencies that present in decision-making. This new 
wave of economic approach has recently forayed into the application of psycho-
logical theory in efforts to facilitate clarity within the tenets of behavioral 
economics. With applications from the fields of cognitive psychology and 
neuroscience, research has now produced a new reality for the understanding of 
inference and choice. Assumptions that were previously considered de rigueur 
in economics and finance are now speculative under the light of recent contri-
butions from the neuroscience field. What was once just inferred through math-
ematical models can now be observed directly through brain imaging. Previous 
subjective examinations of outward behavior can now be objectively measured 
through the understanding of brain activity.

This chapter will examine the contributions that neuroscience provides for 
financial decision-making. Our purpose is to discuss an overview of the findings 
that will be informative for behavioral economics and finance. Given that many of 
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the field’s contributions revolve around the considerations concerning the nature 
and dynamics of gains and losses, we will focus on the reward and punishment 
systems in the brain. Relevant and associated neurobiological processes will be 
discussed in depth. We will also fully examine the impact that the dopaminergic 
system has on individual perception, deliberation, and action as relevant to 
decision-making. Our ability to investigate these effects comes from the utilization 
of brain-imaging modalities. To appreciate the findings from a neuroscience 
perspective, it is essential to understand the mechanisms involved in the most 
popular brain-imaging techniques. In Sect. 5.2 we will explore an overview of the 
technologies and methods that are employed by the neuroscience field to measure 
brain activity. This will include highlights of the strengths, weaknesses, and 
limitations of individual approaches. In Sect.  5.3 we will emphasize two major 
brain processes and their role in decision-making. Importantly, these processes 
involve differentiating sources of motivation and therefore rely upon different 
types of neuronal networks and inputs. Further, building on these concepts, in 
Sect. 5.4, we will examine the impact that cognition and affect have on decision-
making. As dopamine (DA) is critical to understanding the operations of cognition 
and affect, we will explain its role in the decision-making processes. With this 
foundation, in Sect. 5.5, we will look at the systematic types of biases, heuristics, 
and errors that arise in decision-making and further identify how these are related 
to cognition, affect, and dopamine regulation. Sect.  5.6 presents comprehensive 
summary and relevant conclusions.

5.2 � Overview of Technologies and Methods

5.2.1 � Methods

Due to the advent of imaging tools, questions regarding the biological basis of 
behavior can be determined with greater insight and confidence. The recent shift in 
thinking has shed light on new possibilities that question the validity of old para-
digms. In this section, we will address the availability and utility of imaging tools, 
primarily focusing on the technologies that may be practically employed in the 
investigation of decision-making.

The human brain depends on very complex neuronal networks that coordinate 
activities for problem solving, mood regulation, and behavioral presentation. Given 
these underlying brain driven processes we must focus our understanding on the 
associated neuronal interactions. Neurons communicate with one another through 
complex electrical signaling identified as action potentials. This chemically medi-
ated process is an all or nothing occurrence. Meaning, if a certain threshold is not 
met for firing, the neuron will cease communication. Further, this chemical process 
involves graded characteristics that are based upon the interactions we define as 
neurotransmitters (NT) and neuromodulators (see Fig. 5.1). These chemicals, when 
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released, bind to receptor proteins and, in most instances, generate an electrical 
event. The amplitude of these events depends on the number of NT molecules 
released and the number of available receptors. In many cell types, we can record 
synchronized neuronal activity from this active brain region. Many synchronized, 
electrical, neuronal events can be recorded through EEG, then mapped in three 
dimensional space by Functional Magnetic Resonance Imaging (fMRI), and further 
quantified by nuclear medicine techniques such as SPECT and/or PET imaging (see 
Fig. 5.3). It is estimated that normal human brain contains approximately 100 bil-
lion neurons and that each neuron, as based on its function and location, will 
receive 10–50 thousand inputs.

Magnetic Resonance Imaging (MRI) technology is currently the golden standard 
for structural brain imaging. This method allows for highly defined structural defi-
nitions of brain anatomy that may be used for quantitative analyses. Due to well-
defined and visualized morphological detail of the human brain, imaging allows us 
to generate hypotheses that relate brain volume to function (see Fig.  5.3). For 
instance, significant data has shown that chronic stress is highly correlated with a 
decrease in hippocampal volume (Bremner et al. 1995). This is particularly true in 
patients diagnosed with post-traumatic stress disorder (Gianaros et al. 2007; Lupien 

Fig. 5.1  Interaction of two neurons (a) via synaptic contact (b). This figure represents two hypo-
thetical neurons interacting by synaptic contact, action potentials (AP), and chemical transmis-
sion. The enlarged section B provides a simplified schematic of the pre and post-synaptic 
structures composed of the pre-synaptic terminal with synaptic vesicles (SV) containing neu-
rotransmitter (NT), re-uptake pump (RP) where cocaine binds and prevents re-absorption of the 
NT, pre-synaptic receptors (PR) that limit NT available for release, synaptic cleft, post-synaptic 
membrane with receptors (R), and ion channels (IC)
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et  al. 2009). This literature argues that hippocampal volume decrease is directly 
related to observable and measurable behavioral consequences.

Functional Magnetic Resonance Imaging (fMRI) is a technique related to MRI 
studies. This technique allows for the functional assessment of the biological sub-
strates that are related to one’s behavior. First, an individual brain template is created 
for the patient and it is then superimposed onto a functional or normative template. 
Blood Oxygenation Level Dependency (BOLD) is the critical and differentiating 
function in this imaging modality. Brain changes in BOLD are directly related to 
neuronal activity levels. There are significant advantages to this popular method. For 
instance, the potential neuronal networks that are involved in a given task can be 
clearly observed through the co-registration of functional data into well-defined 
anatomical substrates. This data contributes to the understanding of the biological 
basis underlying a performed task. Subsequent to evaluation, theories related to 
structural and functional abnormalities can be generated. Another advantage of 
fMRI method is that the subject can be repetitively exposed to a task. Variations in 
task techniques can occur. Additionally the method is relatively safe to the partici-
pants. The utility of MRI/fMRI assessments are only limited by the participant’s 
ability to be focused, motivated, and motionless. In addition, an fMRI can be used 
in a single subject design paradigm. This enables the researcher to compare an indi-
vidual to themselves under different behavioral conditions. This paradigm provides 
significant importance to experimental designs that allow for the evaluation of indi-
vidual variability. MRI/fMRI data can also be averaged across subjects, which can 
lead to more generalizable inferences related to the behavioral outcome.

At several levels, we need to address the drawbacks of MRI studies and how the 
involved quantitative analysis relates to behavior: First it is unclear how much 
structural variability is present in the general population. Also, specific differences 
have yet to be determined on the basis of age and gender. Further, we lack norma-
tive, gender-specific databases that control for volumetric variability. The studies 
described above were reliant on controlled populations that were recruited by indi-
vidual labs. Thus, generalizability of these data could be questionable. Also, this 
technology only indirectly assesses neuronal activity patterns due to poor temporal 
resolution in fMRI techniques. Neuronal activity has a time resolution in the mil-
lisecond range whereas the BOLD signal reflects changes in seconds. In addition, 
functional imaging requires significant subject cooperation, as the participant must 
remain motionless during the designed task. Patients may find themselves relatively 
uncomfortable in the tight space of the MRI magnet, and in some cases, this pro-
vokes a significant emotional shift. During the MRI acquisition period, the partici-
pant is exposed to loud clicking, which may disrupt brain processes (see Fig. 5.2). 
One can manipulate these variables by accommodating the patient’s needs and 
masking the sound. However, because only a subpopulation may tolerate the MRI, 
this may impact the experimental design and undermine the ability to generalize the 
findings. In addition, the fMRI signal is often only acquired from focal neuroana-
tomical sites. Therefore, other brain regions and structures may be activated during 
a given task and not adequately accounted for. This can lead and contribute to poten-
tially erroneous interpretations. Moreover, during data acquisition, it is impossible 
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to assess the data’s quality. Only post-acquisition processing exposes the potential 
weakness in the acquired data. Due to these shortcomings, the subjects must follow 
precise instructions and remain motionless during data acquisition. Very recent 
developments in the software and hardware of fMRI systems facilitate online evalu-
ation of the data quality as well as control for movement artifact.

Photon emission based imaging tools are another measurement strategy. Studies 
that utilize this type of technique rely on injecting a ligand into the participant’s 
vascular system. The effect of the ligand is used to measure the process. For 
instance, if we want to measure the utilization of glucose (see Fig. 5.3d), we can 
either measure specified protein receptor binding, or bold flow. These techniques 
are invasive because they involve direct injection of a foreign radio-labeled com-
pound into the subject’s vascular system. The shorter-lived ligands, whose life 
cycle is in minutes, can be utilized. However, these studies are limited by the scarce 
availability of these ligands and one’s proximity to a cyclotron (laboratory devoted 
to synthesis of radiochemicals called ligands) facility. In addition to this technique’s 
invasiveness, one must consider the radiation exposure. The results of the studies 
using nuclear medicine techniques can be analyzed in a similar way as the data is 
acquired in the fMRI method. The conditions can be compared in the within subject 

Fig. 5.2  Sagittal section through the brain with mapped DA pathways originating in region 1 and 
2. This figure is based on the MRI sagittal section through the human brain. Two main regions are 
identified. Region 1 represents axons from dopamine containing neurons projecting from the 
ventral tegmental area (VTA) via the meso-limbic and meso-cortical pathways. These paths 
provide Dopamine input to the limbic system and include the reward area of the nucleus 
accumbens (mesolimbic). The meso-cortical pathway supplies input into the executive brain 
regions called the frontal lobes. Area 2 (substantia nigra) contains DA neurons DA neurons 
projecting to the striatum
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as well as between group design. Structural imaging may be enriched by nuclear 
medicine techniques such as PET or SPECT methods where co-registration of these 
techniques provides for additional information (see Fig. 5.3b and c).

Another technique that is currently gaining wide use is quantitative electroen-
cephalography (qEEG). This technique allows for the measurement of cortical elec-
trophysiology in true-time resolution. The method quantifies a summation of 
postsynaptic and pre-synaptic action potentials that are derived from the neuron’s 
electrical activity. This activity is measured in milliseconds, providing for high tem-
poral resolution. Historically, these measures informed us about the scalp distribution 
of electrical activities; however, new developments in electrical source analysis give 
us the ability to represent surface electrical activity maps in a three dimensional space 
that is defined by MRI. A particular tool that can be utilized for this purpose is a low-
resolution brain electromagnetic tomography (LORETA). This new software allows 
for surface activity to be analyzed in the MRI space (see Fig. 5.2a and b) (Fig. 5.4). 
Given that electrical activity analysis can be displayed on the MRI template, we can 
directly compare this modality to other functional and structural modalities such as 
MRI, fMRI, PET, and SPECT (see Fig. 5.3d and e). In the field of applied neurosci-
ence, these techniques have facilitated our current studies and allowed us the ability 
to evaluate the theoretical validity of the proposed hypothesis.

Fig.  5.3  Three imaging modalities following cocaine abuse: MRI (a), SPECT (b), MRI and 
SPECT on the same image (c), PET (d), and EEG (e) LORETA. Images were acquired with MRI, 
SPECT, PET and EEG. The a, b, and c images were obtained from two subjects. The first image 
sets may be superimposed by co-registration so not only structure but activity may be evaluated. 
The second set, d and e, were obtained from an individual who abused cocaine and presented with 
significant clinical anxiety. The increased activity in the frontal lobes is shown with PET. 
Increased glucose uptake and beta EGG activity are seen in the same brain region
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5.3 � Brain Process Involved in Decision-Making

To fully understand how the brain makes decisions, we have to first look at how the 
brain processes information. The brain operates on two different levels. Each has a 
different “motivation,” meaning that they actually pay attention to different types of 
information. Thus, they are processed through differentiating pathways. First, we 
will fully examine each, and next move on to how they operate in tandem to address 
different types of problems.

5.3.1 � The Unconscious Brain

Here we will use a computer analogy. The automatic system in the brain is the 
default setting of the organism. This system operates in an “off-line” fashion. 
Using a categorical type framework, the automatic system can quickly sort 
issues into go/no-go alternatives (Zajonc 1998). Thus, the organism is seemingly 
unaware of the actions that are being processed through this automatic system. 
These reflexive, intuitive, and subconscious processes are located underneath 
the cerebral cortex. Specifically, they can be found in the basal ganglia and lim-
bic system (see Fig. 5.3). The striatum’s neural sensitivity allows for identifying 
and seeking out what we recognize as rewarding. Operating as our interface 
between the cortex and the limbic system, the striatum mediates the reception of 
the stimuli and the analysis of what to do about it at a very primitive level (meso-
limbic).

Fig.  5.4  Mapping of the auditory response to low (a) and high intensity stimulation (b). The 
figure shows mapping of electrical brain activity from a subject who was listening to neutral 
sounds of different intensities. a represents the brain response to 60 Db (mild intensity) and 100 
Db (startling intensity). Increased brain activity is seen in response to high intensity where the 
subject’s brain activated the regions involved in movement. The electrical activity is superimposed 
on the MRI scan



775  Contribution of Neuroscience to Financial Decision-Making

The primary drive of the unconscious system is based on implicit memory 
processes. In evolution, decisions often needed to be made quickly. Thus, implicit 
memory is instrumental to survival in many situations. Clear evidence exists sup-
porting this notion. Studies (Libet 1985, 1990; Libet et al. 1979) have shown that 
electrophysiological events occur in response to a given situation without our cog-
nitive realization. For instance, a well-trained athlete may respond to the sound of 
the starting gun before he or she consciously recognizes it. In other situations, we 
may act without being unable to explain our choice. This unconscious process 
indicates our inability to evaluate behavioral consequences as they occur. The sense 
of urgency demanded by a threatening situation often results in a feeling of per-
ceived internal alarm. These described types of solutions demand intuition rather 
than normative axioms of choice.

The unconscious system maintains a vigilant watch and gives instant alarm 
when confronted with deviation from the expected. There are many events moni-
tored by this unconscious system. To ensure diligence, the reflexive system uses 
parallel processes. Different components of the brain may be working on the same 
task. Simultaneously, similar neurons may be working on different tasks. There is 
a great deal of work and a high degree of coordination needed. However, the uncon-
scious system is vulnerable; the affective states such as depression, anxiety, and 
acute conditions of drug use may modify the integration of this systemic process 
(see Fig. 5.3c and d).

5.3.2 � The Conscious Brain

The conscious brain is our “on-line” experience. The reflective processes of delib-
eration and calculation are key functions of the conscious brain. The prefrontal 
cortex and anterior cingulate gyrus are the core cortical components that are 
involved in formulating advice and shaping long term planning. Picking through 
experiences and ramifications, the reflective system makes calculated choices. It 
relies on explicit memory, which is the impression related to previous experience. 
Explicit memory is bilaterally represented in the frontal lobes; episodic memory 
(the recollection of events) relies on the right frontal and temporal lobes. Semantic 
memory (remembering and recognizing old friends, events, etc.) involves the left 
fronto-temporal regions. If resources of the conscious mind are overwhelmed, it 
will ask the reflective brain for additional input and perhaps even refer the decision 
to the unconscious brain for an intuitive response.

Repetitive and automated behaviors are the most effective for the brain. The 
conscious brain is plodding and slows as it expends a lot of effort to accomplish its 
deliberative tasks. As such, learned behaviors are more efficient than unpracticed 
ones. When compared to the learned processes, the data indicates that novel behav-
iors use significantly more brain resources. Learning depends on how one perceives 
reward. There are also potential factors related to how one uses common 
neurotransmitter systems. Researchers have shown that dopamine (DA) plays a 
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significant role in the pleasure of achievement, anticipation of rewards, and 
avoidance of punishment. Additionally, DA neurons are directly activated via 
substances such as cocaine or amphetamines (see Fig. 5.3d and e).

Previous researchers believed that brain growth ended as one entered adulthood. It 
is now known that our brains can continue to grow and generate new neurons through-
out the lifespan. Plasticity is a principle that holds as activities are practiced and rein-
forced. This influences the strength of neural connections. Also, the associated 
pathways become more dominant. The subsequent result is improved performance. 
Even the decision-making of experts can be considered a skill in this arena. But exper-
tise can be highly domain specific. For instance, Gobet and Simon (1996) investigated 
the behavior of chess masters. When the researchers presented the chessboards with 
games in action to the chess masters they were able to remember the positions quickly. 
In fact, de Groot (1965) showed that a grand master could recall 100,000 different 
configurations of games. But Gobet and Simon also found that when pieces were 
randomly placed on boards, experts were little better than non-experts in recalling their 
placement. The brain is quite similar to other muscles. Expertise attained through 
exercise and practice can result in the strengthening of specific critical areas. Draganski 
et al. (2006) studied German medical students 3 months prior to their medical exam, 
and then again after. They found that, in comparison to controls, the medical students 
showed significant increases in their parietal cortex and posterior hippocampus. 
Maguire et  al. (2006) produced MRI data to show that London cab drivers had 
increased hippocampal mass compared to controls, likely due to the occupational 
demand for memory. In examining musicians, Gaser and Schlaug (2003) were able to 
show that those who practiced at least an hour a day had increased volume in the pari-
etal cortex and temporal areas as compared with non-musicians. Elbert et al. (1995), 
using magnetic imaging, showed that string players had larger cortical areas associated 
with the digits of their left hand. This was associated with the appendages needed for 
the stringed instrument. In the linguistic field, Mechelli et al. (2004) found that bilin-
gual subjects had larger parietal cortex masses than monolingual subjects. Lo and 
Repin (2002) looked at expert behavior in foreign exchange traders. More experienced 
traders were much less aroused by market reversal, as measured by skin conductance 
and cardiovascular activity, than less experienced traders. Thus, the well-trained indi-
vidual may have developed tolerances to emotionally challenging cues. Over a host of 
domains, the evidence is substantial that brain circuits can develop, consolidate, and 
increase efficacy with increased practice and use.

5.4 � How Decisions Are Made

If decisions are the outputs generated by the brain, we need to answer two prior 
questions. First, how is the information input handled? Next, how is throughput 
processed once the initial information is received?

The cognitive focus of economics and finance has emphasized “homo eco-
nomicus.” This idea assumes that people, given the available information, will 
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behave rationally and act within their own self-interest. People make deliberative 
decisions to maximize their expected utility. Decisions can be mathematically for-
mulated to predict behavior. The cognitive nature of humans cannot be denied. 
Analysis, planning, and decision-making are strong capacities that humans possess. 
In fact, some of the critical reasons why we have evolved to this point are based in 
these capacities. Where economics has viewed the mind as a black box, cognitive 
processes and observable products of the mind have been of most interest. What 
decision did the person make and what were the data points that the person used to 
make that decision? Applied neuroscience studies have identified a more elemental 
process which identifies the affective process where intuition is dominant.

We may define motivation either as an activity driven toward reward, or as a 
means to avoid punishment. As we have said, the brain evaluates potential behavior 
outcomes based on expectation, experience, and genetics. The learning process is 
mediated by the frontal lobe, the executive function controller. Additionally, the pre-
frontal cortex is a critical but elusive component to the equation. A malfunctioning 
prefrontal cortex results in severe disruption of motivation and attention driven 
behaviors. Actions are initiated to maintain an individually defined level of homeo-
stasis. In other words, one may try to answer questions such as: What’s my level of 
discomfort? Can I tolerate it? Thus, there is a hierarchy of urgency. Individuals who 
do not have their basic needs of food and water satisfied will be unlikely to pursue 
a higher need that may be mediated, for example, by a sexual drive. However, once 
those basic needs are satisfied, sex can be pursued. Beyond the “basic” drives, moti-
vation may be understood to be an intrinsically derived process that combines emo-
tional and cognitive components. Sometimes this can promote non-intuitive actions. 
For instance, one investor may purchase and hold onto speculative stocks that have 
underperformed for a long period. Only if the investors are able to realize the con-
sequences of their risk are they able to initiate the painful act to rectify their losing 
position. The fear of loss may provide the prompt to extricate them before a total 
loss. Subsequently, this action will provide them with the rush of having survived. 
Often, we see this sensation seeking behavior in patients who engage in risky behav-
iors such as tobacco use, illegal substance use, unprotected sexual activities, gam-
bling, risky investing, etc. Sensation seeking behaviors are associated with DA 
system deregulation (see Fig. 5.3). Studies have shown a significant association with 
D2 type receptor (see Fig. 5.1) binding in the right insula and novelty seeking traits 
(Suhara et al. 2002). Further using the investment analogy, another investor may be 
intolerant of risk and never purchase speculative stocks. Their reward may be based 
on avoiding potential harm and feeling in control. So we then have to ask the ques-
tion, what makes the two scenarios different?

5.4.1 � Do People Act Primarily in Regards to Cognition?

Behavioral neuroscience has called the primacy of cognition into question. While 
not rejecting the role of cognition, neuroscience has relegated deliberation to a 
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secondary activity. The initial access to incoming stimuli has been shown to occur 
below cognitive awareness. Zajonc (1998) has shown that people have an affective 
reaction to something before they can state what it is. People often have physiologi-
cal feelings of stress about negative situations before the events register in the 
conscious mind (Bechara et al. 1994). Unfortunately, the nature of affect is often 
misunderstood. Usually the definition of affect relates to “emotional” meaning. As 
such, it has a connotation of evaluation related to how we feel about something. 
However, this is an incomplete description. While affect does assign valences 
(weights of positive and negative) its purpose is to prompt action. Affect may be 
generated rapidly. Also there may be involvement from a direct connection between 
the thalamus and amygdala (Ledoux 1996). This neuroanatomical connection may 
help us understand the affective labels we associate with objects and concepts 
(Greenwald 1992). Affect regulation may be rapidly adjusted based on changes in 
environmental cues. There may be effects on our use of language, which has been 
seen to happen in individuals suffering from depression. Thus, the emotions and 
drives are continually interacting with variable equilibrium.

Moreover, affect is the source of motivation. The word motivation comes from 
the Latin word “movere,” which means literally “to move.” Affect involves basic 
emotions such as joy, disgust, sadness, and rage. Further, our drive states are 
equally imperative in the executive of affective states. Thirst, hunger, and sex are 
prompts to action that mitigates affect. Homeostasis is the condition of equilibrium 
on the biological plane. Many biological functions have set points. These operate 
as reference points. As long as they are within tolerances, we do not have to attend 
to them. Once deviations occur, we are prompted to restore equilibrium. These 
deviations can operate below conscious awareness and create actions that are 
attempting to restore homeostasis to be misinterpreted as intentionally purposive. 
In humans, data indicates that frontal lobe myelination occurs much later than in 
any other species (Fuster 2002). This discrepancy indicates that the limbic system 
dominates significant parts of human maturation and learning. A brain system 
loaded with implicit behaviors will be adapted to pure survival and thus may not be 
suitable for “normal life.” This is because, in light of the long-term consequences, 
our capacity to delay gratification may be jeopardized. In this situation, the prefron-
tal cortex loses its influence over the emotive, primitive, and survival-directed brain 
networks (Drabant et al. 2009).

5.4.2 � The Interaction of Affect and Cognition

The key is to recognize these affective labels and develop cognitive processing 
pathways to re-categorize them. For instance, although we may have very negative 
and emotional responses to stock fluctuations, acting on these impulses may have 
detrimental consequences. Thus, we need to engage higher cognitive processes to 
avoid disaster. From an evolutionary standpoint, our ability to engage these pro-
cesses is regulated by the frontal lobes. The frontal lobe’s role in decision-making 
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is well documented. The clearest and most well established example of the frontal 
lobe’s role in managing emotive behavior is the famous case of the Phinias Gage. 
Mr. Gage suffered from an accidental lobotomy (the severing of neuronal connec-
tions to the frontal lobes). The accident left him seemingly as a different person; he 
became impulsive and unable to perceive the consequences of his behavior.

In addition to the frontal lobes, the amygdala plays a significant role in decision-
making; this subcortical structure functioning with regards to fear of an anticipated 
outcome. It is well accepted that the amygdala is chronically scanning the environ-
ment for potential danger. This brain structure then relays this information to the 
autonomic nervous system and subsequently the rest of the brain. In potentially 
threatening situations, we all experience sudden sympathetic activation due to the 
stimulation of the amygdala. An increased heart rate and shortness of breath exem-
plify this sympathetic response. Fortunately, to override this response, the amygdala 
also receives inputs from the cortex. In animal studies, it has been shown that after 
an investigator pairs a tone or light with an aversive stimulus, such as a shock, one 
can easily elicit the fear response through the associated stimulus (the light or tone). 
Conversely, one can also unlearn this process by eliminating the shock over a num-
ber of trials. One may interpret this data to mean that the connection of the 
amygdala and cortex were severed. However, after one exposure to the aversive 
stimulus the learned pattern can return (LeDoux 2000). Perhaps we can interpret 
this data by saying that the fear response was not previously eliminated at all, but 
rather masked by higher order cognitive processing.

Over the past decade, much research has been undertaken to examine a dual 
system in the brain that mediates the experience of reward and punishment. Kuhnen 
and Knutson (2005) have shown that there are actually two systems connected with 
rewards. One is a gain prediction system that is associated with the nucleus accum-
bens. The second is a loss prediction system that is associated with the anterior 
insula. Knutson et al. (2008) examined this in a consumer experiment. He gave the 
buyers a choice between different products with different prices. They found that 
the products increased activity in the nucleus accumbens while the prices stimu-
lated the insula. Purchase decisions were ultimately determined by which was more 
activated. McClure et al. (2004) concluded that two different systems are involved 
in choice. The limbic system is preferentially activated when confronted with 
immediate rewards. But the prefrontal cortex and posterior parietal cortex are uni-
formly engaged with delayed choices no matter what the timing may be. Berridge 
and Robinson (1998) found that with their incentive sensitization model it can be 
postulated that “wanting” and “liking” systems are inherently independent. It is 
possible to get what you “want” but not “like” it. Bernheim and Rangel (2004) 
expanded on this notion by looking at a hedonic forecasting mechanism and con-
cluded that addictive substances disrupt forecasting and thus impede cognitive 
control.

Recently, Matsumoto and Hikosaka (2009) have challenged the model of 
bimodal firing related to reward generation. They have shown that in different areas 
of the mid-brain (see Fig. 5.3), neurons actually increase their firing to both reward 
and punishment. Since we operate on the premise of rewards and punishments, 
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reward-based learning is important. By interfering with DA activity, Sevy et  al. 
(2006) demonstrated that there is associated impairment in emotionally based 
decision-making. He found shortsightedness in the inability to resist short-term 
rewards despite long-term consequences. In naturally defined dopamine levels, we 
are not identical. This variation may explain why individuals vary in their responses 
to a reward versus a punishment. As measured by PET scans, subjects with higher 
striatum baseline DA levels showed better reversal relearning to unexpected 
rewards than subjects with lower levels of DA (Cools et  al. 2009). This data is 
consistent with the studies of patients diagnosed with Parkinson disease, as they 
have been shown to elicit difficulties (see Fig. 5.3) in reward-based learning (Cools 
et al. 2006).

5.4.3 � Dopamine: The Neurotransmitter of Reward

Decision-making depends on the communication between different parts of the 
brain. Brain communication depends on the coordination of complex neuronal 
networks. Communication is highly dependent on chemical messengers. Dopamine 
(DA) is a neurotransmitter that appears to play a significant role in the actions of 
interest to behavioral finance. Thus, it is the neural messenger we will focus on. 
Dopamine derives from the neuronal synaptic terminals that transform Tyrosine (a 
precursor molecule) into the neurotransmitter DA. Cells that generate and release 
DA are called dopaminergic neurons. Once dopaminergic neurons release DA, 
there is an interaction between receptors that are located on adjacent nerve cells. 
There are many different types of dopamine receptors labeled as D1, D2, D3, etc. 
These are grouped into families that are related by the effects they have on the 
biochemical events in the receiving cells. Once DA is released, its action must be 
terminated. Excess dopamine must be recalled from the synapse to prevent over-
stimulation of the receiving cell. Recall primarily involves the re-uptake of dop-
amine back into pre-synaptic neuron, where it is repackaged for reuse. The 
re-uptake efficacy determines the quantity of the neurotransmitter’s availability in 
the synapse. This process points to the precise regulation of the NT content in the 
synaptic regions. The receiving cell receptors are dynamically regulated. Chronic 
exposure to DA will desensitize the cells and, conversely, the absence of DA will 
sensitize them (see Fig. 5.1).

Dopamine is an old neurotransmitter and has been well preserved by evolution. 
For example, many studies on the famous fruit fly, referred to as Drosophila, have 
demonstrated that DA is used to modulate aversive reinforcement (punishment) 
circuitry in the nervous system (Riemensperger et  al. 2005). In the mammalian 
brain, the primary source of DA comes from the brain area called the mid-brain, 
specifically, the substantia nigra and ventral tegmental region. These areas contain 
neuronal cell bodies that produce DA as a primary neurotransmitter and send axons 
to many brain regions. These regions include the basal ganglia, which regulates 
movement; limbic system, which regulates emotions; and frontal lobes, which play 
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an important role executive functioning (see Fig.  5.3). Due to the axonal 
projections, dopamine plays a significant role in a variety of human and animal 
behaviors, one being the experience of pleasure (see Fig. 5.3). Some studies have 
compared the rewarding properties of DA in relation to the continuation of sub-
stance use by chronic abusers. A recent meta-analysis by Le Foll et  al. (2009) 
focused on the D1 and D2 receptors within families who engage in addictive behav-
iors. They reported that DA receptors might play a critical role in the expression of 
different types of addiction phenotypes. Breiter et al. (2001) showed that reward 
and punishment, as related to money, stimulate the DA neurons. The potential gain 
of money (the reward) activates the brain like any other physiological reward. Its 
impact is as strong as addictive substances. It may also be related to basic drives 
such as food, drink, sex, and safety.

Dopamine’s role is also well studied in rodents, primates, and human. 
Significant data has pointed to DA’s involvement in mammalian reward reinforce-
ment (Schultz 2002). In classical learning paradigms, a stimulus is presented and 
a reward follows. The stimulus then becomes a cue for the reward. Expectation 
studies were initially preformed by Schultz et al. (1997) based on electrophysio-
logical recordings from the midbrain. The midbrain DA neurons showed surpris-
ingly high increases in firing during reward and surprisingly low levels in firing 
when the reward was withheld. It was as if the dopamine neurons anticipated the 
reward and showed disappointment if their expectation was not met. Once the pat-
terns are learned, the system becomes quite sensitive to it. If rewards follow the 
cue, the dopamine neurons remain active. But if the reward does not follow the 
cue, the dopamine neurons become deactivated. When rewards are non-conforming, 
there is an error in detecting negativity. We may see this biphasic modulation of 
DA neurons as a teaching signal that modifies the striatum modification of 
synaptic connections. The striatum has been linked to reward-based learning 
(Schonberg et al. 2007).

When neurons do not receive the expected rewards, error detection negativity 
can be seen. The error detection mechanism is located medially in the brain. The 
focal research point has been an area of the brain that has a high concentration of 
dopamine neurons, which is the anterior cingulate. This brain structure allows for 
the comparison of anticipated outcome to reality. It employs an empirical testing 
process to look for regularity in the delivery of rewards. The anterior cingulate 
mediates the communication between the conscious brain and the unconscious 
brain. The cingulate cortex communicates with the hypothalamus and is involved 
in the unconscious autonomic regulation in the periphery. For instance, the sympa-
thetic activation constricts our blood vessels and inhibits peristalsis. A racing heart 
and excited skeletal muscles prepare us to confront imminent dangers. In addition 
to the role of autonomic nervous system regulation, the anterior cingulate plays a 
role in memory functions. Upon detecting errors, anterior cingulate remembers 
what the dopamine neurons have just experienced. A pattern map is revised. As 
with other the brain systems, learning occurs at the cellular level, as the neurons are 
better able to predict a pattern more efficient they become in identifying rewards. 
Rangel et  al. (2008) have clarified the process with a computational version of 
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reward prediction errors and reinforcement prediction errors. This function is 
critical for effective decision-making. Kennerley et  al. (2006) have shown the 
effects that damage to the anterior cingulate cortex has on decision-making. 
Monkeys with damage to the anterior cingulate cortex were unable to sustain learn-
ing in a foraging task. Initial learning of a new task was not impaired. However, the 
maintenance of the behavior was significantly lower when compared to controls. 
The described implication suggests that learning from negative reinforcement may 
be different than learning form positive reinforcement.

5.5 � Looking at the Biases, Errors, and Distortions That Impact 
Decision-Making

Neuroscience research has provided evidence that suggests the particular brain 
regions and neural processes that are used to make decisions. Some of the errors 
that might occur in decision-making have been discussed but the focus will now 
turn to a more direct discussion of the specific errors that occur in decision-making 
together with the associated neurobiological underpinnings.

Behavioral neuroscience has demonstrated the neurobiological substrate of 
unconscious and conscious behavioral patterns. A critical system involved is the 
dopaminergic system. In this system the primary messenger is the neurotransmit-
ter (NT) dopamine (DA). The impact of dopamine on both the limbic system and 
the frontal cortex has been shown to influence the nature of errors in reward pre-
diction. In light of this background, errors in reward prediction significantly 
impact the conscious and unconscious processes that are involved in decision-
making.

Certainly, some errors may stem from limits in one’s cognitive capacity. 
Recent data has shown that cognitive loading may modulate frontal lobe activity. 
Shiv and Fedorikhin (1999) found that higher cognitive loading in the frontal 
region was negatively correlated with rational decision-making. Thus, as loading 
within the frontal region increased, there was a significant decline in one’s ability 
to rationally conclude on how to proceed in a given scenario. Substance use or 
sexual arousal may also modulate frontal lobe functioning (Giordano et al. 2002). 
As stress level and physiological arousal increase, our decision-making capacities 
become limited. For instance, if we are making decisions while in a stable physi-
ological state of calmness, the process is simple. However, when the same deci-
sion is made while we are in a state of hyperarousal, the rational response may 
cognitively unavailable.

Additionally, further errors have been found to stem from more systemic pro-
cesses in which there is an over-reliance on information that is either incomplete 
or mistaken. Loss aversion, as described by Kahneman and Tversky (1979), states 
that losses have a more profound impact than gains. In contrast to expected utility 
theory, they emphasized “weights,” rather than probabilities, and a personal refer-
ence point that differentiates gains and losses. The reference point determines 
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where you are now. The value curve for prospect theory is s-shaped and passes 
through the reference point. Losses have a steeper curve than gains. Gains have 
small incremental value and losses have relatively large incremental value. Thus, 
we are adverse to large anticipated effect of losses and our financial decisions can 
be affected. This can be directly applied to the influence that dopamine has in error 
prediction of rewards. Tom et al. (2007) found that when consumers make deci-
sions they exhibit a greater sensitivity for losses than for gains. Specifically, 
behaviorally endorsed loss aversion was matched by neural loss aversion in the 
ventral striatum and the prefrontal cortex (see Fig. 5.3). They found that midbrain 
dopaminergic activity was heightened for potential gains and showed decreased 
activity for potential losses.

In reward prediction, dopamine neurons operate in the assessment of when and 
where rewards will come. The aversion to loss may be altered by variables influenc-
ing our current equilibrium. In general, when positive gain is expected, DA neu-
ronal activity increases. However, when we anticipate loss, the DA activity is 
reduced. Effectiveness comes from the ability to see patterns that are emerging and 
allow for us to act on them. How do we conclude that a pattern is present? With 
heuristics we can create mental short cuts that will save much mental effort. 
According to Kahneman and Tversky, availability bias arises when we draw upon 
very small samples of data to make our decisions. Our pattern seeking behavior can 
make us particularly susceptible to errors. Huettel et al. (2002) have suggested that 
neurons begin to sense a pattern after only several exposures. This implies that 
actions often do follow patterns. By assuming regularity in events we can operate 
more efficiently. If there is randomness, our plans and methods do not work quite 
as well. Many of the cognitive biases and inferential errors that we commit are con-
nected to our lack of respect for randomness. Our tendency is to act as if regularity 
exists across the experiential board. We can leap to conclusions with an amazingly 
small degree of conscious evidence.

Rogan et al. (2005) investigated learned safety as a psychological tool to effect 
mood. In a classical learning paradigm, they taught mice to reduce learned and 
instinctive fear responses through a conditioned stimulus that was explicitly 
unpaired with an aversive stimulus. After training, the mice were placed into an 
open field. Mice typically stay near the walls in open spaces to avoid predators. 
However, the conditioned auditory sound prompted the animals to move to the 
center of the field. The safety signal from the auditory tone produced risky explora-
tion. The EEG results revealed that this exploration was associated with decreasing 
activity in the amygdala and increased activity in the striatum providing evidence 
of decreased influence of amygdala.

In a subsequent test, mice were exposed to a stressful environment. Rogan et al. 
(2005) placed the mice into a pool of water. The physiological distress felt by the 
mice was moderated in the safety-conditioned group. In fact their responses were 
comparable to untrained mice that were placed in the condition while on the medica-
tion used for treatment of anxiety and depression (fluoxetine) (Pollack et al. 2008). 
We may conclude that the safety conditioning regulated the amygdala which plays 
a role in mood modulation.
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If safety conditioning can modulate affect in the face of danger, could self 
deception be promoted if associated with the wrong stimuli? Libet (1985) has shown 
that we become consciously aware of events only after we unconsciously process 
them. With this delayed accessibility of conscious awareness, we can misinterpret 
the cause and effect relationships for our behaviors and over-emphasize personal 
control. Misattributions often arise. We have a sense of control but it is not often real. 
Our ability to learn from mistakes is compromised. This may be associated with 
another type of error, one that stems from overconfidence. The concept of overcon-
fidence was demonstrated in numerous studies (Fischoff et al. 1977; Camerer and 
Lovallo 1999; Harvey 1997). Generally, overestimation of personal abilities eventu-
ally reduces behavioral and cognitive flexibility and leads to less objective decisions. 
Overconfidence may stem from reward prediction error. As rewards accrue with 
greater regularity, the neurons are primed to continue in the pattern that has been 
established. Randomness is not something tolerated well. Distinct patterns may be 
perceived even if none actually exist. If the illusion of control is established, then 
feeling safe might encourage one to commit riskier actions. Dampening the opera-
tion of the amygdala may foster confirmation bias and hindsight bias.

The disposition effect appears to be related to the aversion of loss and reward 
prediction errors. Investors are prompted to sell their winners too soon and keep 
their losers too long. Investors are less disposed to recognize paper losses and more 
willing to recognize paper gains. Barberis and Xiong (2008) found that the utility 
of realized gains and losses posed the most parsimonious explanation for the dispo-
sition effect. “Avoiding regret and seeking pride” is how Nosfinger (2001) posed 
the dilemma. Leal et al. (2008) looked at the Portuguese stock market and found 
significant support for the disposition effect. At the individual level, market sophis-
tication as based on trade frequency, volume, and portfolio value acted to protect 
sophisticated investors more than the unsophisticated. At the market level they 
found the disposition effect more pronounced in bear market conditions rather than 
in bull markets. Weber and Welfens (2008) conducted a controlled experiment and 
produced evidence that there are actually two different brain systems acting within 
the disposition effect. “A preference for cashing in gains” and a “loss aversion 
realization” operate independently of each other. Others (Leal et al. 2008; Weber 
and Welfens 2008) have found results that seem to be in line with the previous 
discussion that describes how losses are related to insula activity and gains are 
associated with mid-brain stimulation through two different operating systems 
(Knutson et al. 2005; McClure et al. 2004).

The Endowment Effect occurs when we place a higher value on an asset than 
others because we own the asset. There is a difference between our willingness 
to accept payment for our own and our willing to pay for the same. This differ-
ence has been shown to have a neuropsychological foundation. Knutson et al. 
(2008) examined the endowment effect with fMRI data under buying, choosing 
and selling. Preferred products were found to generate increased nucleus 
accumbens activity in both buying and selling. Medial prefrontal cortex activity 
was greater when low prices were prominent in buying and selling. Susceptibility 
to the endowment effect was found in the insular activity for preferred products. 
Roth and Ockenfels (2002) examined auction behavior and found that 



875  Contribution of Neuroscience to Financial Decision-Making

experienced traders who were aware of the endowment effect sniped more than 
less experienced buyers who were more likely to participate in multiple bidding. 
In a study looking at reference dependent choices, De Martino et  al. (2009) 
asked subjects to act as buyers and sellers in a market exchange of lottery tickets. 
They found that subjects uniformly gave higher value to tickets they owned 
than to those they did not. With fMRI results, they showed that activity in 
ventral striatum scaled the degree to which stated prices varied from a reference 
point. Status quo bias thus creates the unwillingness to change unless the 
reason is compelling.

Temporal Discounting is the tendency for people to view rewards that are closer 
to now as being more desirable. In psychological terms, the delay of gratification is 
compromised. This notion has been shown to have a neurobehavioral foundation. 
Xu et al. (2009) looked at the differences between discounting losses and gains. 
Using event related fMRI, they found that the pre-frontal cortex and posterior pari-
etal cortex operate in discounting future losses and gains. The effect was stronger 
when discounting losses. With immediate losses, the dorsal striatum and insula 
were activated. This then indicated that discounting losses might involve negative 
emotions. With immediate options the posterior cingulate cortex and medial pre-
frontal cortex were activated. The authors concluded that there may be two different 
processes for discounting losses and gains, which may explain why future losses 
are less significantly discounted than future gains. Hariri et  al. (2006) examined 
delayed discounting on a computerized task using positive and negative feedback 
with a monetary reward. With fMRI measurements of ventral striatum activity, they 
found that delayed discounting related to ventral striatum activity in both positive 
and negative feedback conditions. For individuals who showed the greatest prefer-
ence for immediate versus delay rewards there was greater ventral striatum activity. 
This is in accordance with Delgado et al. (2000); Thut et al. (1997); and Knutson 
and Cooper (2005). For Harari et al., this may indicate a general over-sensitivity in 
the ventral striatum of individuals predisposed to addiction.

Mental accounting has also been shown to have a neural basis. The artificial 
asset valuation prompts people to treat the assets differently and take investments 
of varying risks based on the segmentation. For example, money won at a casino is 
treated as “house money” and treated more speculatively than money in the pocket. 
Also, money inherited can be treated differently than money earned (Holroyd and 
Coles 2002). Postponed payment, or even pre-paid expenses may affect consump-
tion levels. Credit card purchases have been shown to decrease activity in anterior 
insula (Knutson et al. 2005). Categorical differences between cash payment and 
credit card payment have a basis at the neurobiological substrate.

There are other biases and cognitive distortions that occur in economic decision-
making and behavioral finance: problems like under-reaction, over-reaction, and 
herding. Market sentiment may be related to the reward system (bubbles) or to loss 
aversion (collapses), but the evidence is as of yet abundant (Leal et al. 2008, Fisher 
and Statman 2000). These are important issues but we will leave them until the 
research has caught up.

The systematic errors in decision-making have been examined by behavioral 
neuroscience. Not only do the cognitive processes have a role in ineffective 
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decision-making, but also the psychological states. Personality has a homeostatic 
threshold that is connected to the underlying neurobiological substrate.

Acute mania is characterized by euphoria and grandiosity. Some of the classic 
examples involve highly impulsive behavior, e.g., spending sprees and sexual pro-
miscuity, and extreme risk-taking, e.g., excessive gambling and high danger activi-
ties. Mania has been found to be associated with overactive dopaminergic activity 
in the brain, particularly in the mesolimbic system (see Fig. 5.3).

Dopamine is also related to other effects of personality. One example is a 
clever study of dopamine and the placebo effects on suggestion. Researchers 
exposed the subjects to a paradigm involving anticipated response effects to 
analgesia. Pain relief from the placebo was shown to have individual differences 
related dopamine activity. There were individual differences in terms of novelty 
seeking and harm avoidance, as measured by the Temperament and Character 
Inventory (TCI) (Cloninger 1987a), which showed an inverse relationship to 
dopamine activity.

Dopamine levels in the amygdala have also been shown to modulate the process-
ing of aversive stimuli in the dorsal cingulate region. This modulation has been 
associated with individual differences in the anxious temperament (Kienast et  al. 
2008). Acute anxiety has been associated with chronic stimulation of the loss aver-
sion center (see Fig. 5.3c and d). Hypervigilance and heightened sensitivity to risk 
have been noted, and, at the extreme end of the continuum, panic. As much as the 
under-regulation of behavior, i.e., impulsivity is a problem. The other side of the 
spectrum is as problematic. Over-regulation is found with people who cannot let 
themselves go, so to speak. This is illustrated by observing the over-planned indeci-
sive who procrastinates and gets stuck when choices need to be made. Other exam-
ples can be seen in hoarders who cannot part with useless items, or individuals with 
anorexia who cannot gain weight, or workaholics who literally cannot “not work.” 
Compulsive behavior has been connected to dopamine dysfunction. People who are 
suffering from Parkinson’s disease have been found to be susceptible to compulsive 
gambling and overactive sex behavior when put on dopamine agonists.

5.6 � Summary and Conclusions

What is the nature of decision-making? How does the brain generate choice outputs? 
What are the inputs? What are the throughputs? How are decisions rendered? These 
were the questions that were addressed in this chapter. We looked at the methods and 
technologies that allow us to look into the brain and observe its functions that impact 
decision-making. The goal was to examine the elements and circuitry of the brain 
and their impact on different types of decisions. Both animal and human data were 
evaluated. We discuss the nature of the unconscious mind and its ability to intuitively 
react to environmental input, and the conscious brain and its ability to logically 
evaluate ongoing unconscious operations. In addition we showed how the dynamics 
of affect and cognition impact decision-making processes.
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For the first time, economic and financial theories of decision-making can be 
tested directly. Some of the information presented in this chapter provides evi-
dence that new imaging techniques facilitate inquiry into human brain functions 
supported by animal models. In this chapter, the focus was on reward systems, 
how gains and losses are processed. Overwhelming data has shown that DA par-
ticipates in many behavioral aspects of our lives. Each one of us is endowed with 
a genetically defined system that has an optimal performance range and an intrin-
sically established equilibrium. Throughout our lives, we are exposed to life 
events, and these become memories. When well practiced, these events find a 
place in the implicit memory systems. We respond to the environment with well-
established, fast-acting processes that involve powerful, mostly unconscious lim-
bic system. The initial perception and even the responses may not reach our 
consciousness, resulting in potentially irrational actions. With practice and matu-
rity, expertise is attainable through our abilities to recognize and modulate the 
initial responses. This is supported by brain plasticity that continues through 
lifespan. By optimizing the relationship between the limbic (emotional) and corti-
cal (rational) systems, more advantageous decisions and adaptation to the widest 
range of life events can occur.

As neuronal networks can be mapped based on defined brain regions, with syn-
aptic activity and receptor sites, we can begin to answer questions about the func-
tion of specific neurotransmitter systems. The focus in this chapter was DA based 
networks. It must be remembered there are other neurotransmitters, e.g., serotonin 
and glutamate that may influence decisions. Glutamate has particularly profound 
implications for improving decision making, with its effect on long-term potentia-
tion reflecting learning at the cellular levels. There are also a host of hormones, 
such as cortisol and testosterone, that impact human behavior and decision-making. 
Description of these processes is outside of the scope of this chapter.

The issues of personal causation and self-consistency have long been of interest 
to psychology. Control seems to be a prominent drive. Control implies that we need 
to find ways to reduce uncertainty. If events are deemed to be predictable and 
orderly, control can be asserted. The heuristics and cognitive biases appear to be 
attempts for people to control events. For instance, heuristics can be looked at as a 
way to deal with cognitively complex problems by answering a simpler one first. It 
is a process that allows us to reach a conclusion, although it might be non-optimal, 
but allow for control to be maintained. The theories of cognitive dissonance and 
attribution theory have helped to articulate the dynamics in personal, interpersonal, 
and social decision-making. Their connections to the cognitive biases that interest 
behavioral economics and finance are apparent. But they have long been neglected. 
With the reward and punishment systems in the light of individualized homeostasis 
levels, it is possible to better understand how these systems operate leading to pos-
sible understanding, and inference.

The interface of neuroscience, psychology, economics, and behavioral finance is 
consolidating. As the work of neuroscience expands, the exchange of information 
across the fields will make each stronger. It seems as though the model of brain 
circuitry may be strongly applicable for our professional lives.
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Abstract  A novel theoretic framework for examining judgments under uncertainty 
and risk is proposed based on literature examining how decision makers subjectively 
represent the concept of uncertainty, and how that representation influences the 
decision-making process. The literature suggests that “uncertainty” is conceptualized 
differently than is implied from the perspective of formal models such as the 
expected utility model. The literature further suggests that strategies used to cope 
with uncertainty are contingent upon how uncertainty is conceptualized, and also 
suggests that both cognitive and affective components of the decision influence 
how information is processed during decision making. The theoretic framework 
presented in this chapter postulates that uncertainty creates a state of psychological 
discomfort that motivates the decision maker to move the decision situation from 
a state of uncertainty toward a state of certainty in order to reduce the discomfort 
created by uncertainty, and ultimately, to make a decision. Given uncertainty is 
the main characteristic of an entrepreneurial environment, the present chapter has 
direct implications for both entrepreneurs and venture capitalists. Both theoretic 
and practical implications for future research suggested by the theoretic framework 
are outlined.

6.1 � Introduction

Decision making can be broadly characterized as a complex series of processes 
involving four steps: Setting goals, selecting options relevant for goal satisfaction, 
assessing the selected options, and finally making a choice among the options (e.g., 
Beach 1993; Byrnes 1998; Gilotti 2002). We are faced with making decisions in an 
uncertain world every day; and the entrepreneurs and venture capitalists (VCs) are 
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the best examples when it comes to decision making in the world of business and 
finance. Traditionally, a judgment is defined as an assessment of the likelihood of 
the occurrence of some outcome where that likelihood is bounded between 0 and 
1. Judgments are made under conditions of uncertainty (the objective probabilities 
of event occurrence are unknown), or they can be made under conditions of risk 
(outcome probabilities are known). The structure of a judgment is traditionally 
formalized by probability theory and its axioms. Judgments under uncertainty are 
deemed rational if they are coherent (i.e., do not violate probability theory’s axioms) 
or are well calibrated (i.e., correspond to actual event probabilities). Choices made 
under conditions of risk are rational if they lead to decisions that maximize expected 
value (under an economic model) or that maximize expected utility or subjective 
expected utility (under a psychological model).

While early research indicated that people make their judgments and choices in 
accord with probability theory (e.g., Edwards 1968; Peterson and Beach 1967), more 
recent research has found that neither probability theory nor its constituents (expected 
utility-based and subjective expected utility-based models) provide satisfactory 
descriptive models of human judgment and decision making. Violations of normative 
probability models abound in the judgment and decision-making literature with 
respect to both judgments under uncertainty (see Kahneman et al. 1982 for a compre-
hensive overview), and choices made under risk (e.g., Birnbaum and Beeghley 1997; 
Birnbaum and Martin 2003; Birnbaum et al. 1999; Diederich and Busemeyer 1999; 
Luce 2003; Kahneman and Tversky 1979; Tversky and Kahneman 1992). Indeed, the 
trend in judgment standards has moved from the purely “rational” criteria implied by 
formal models toward examining the “adaptive rationality” aspects of judgments and 
decisions (e.g., Mellers et  al. 1998; Gigerenzer 2008; Payne and Bettman 2001; 
Payne et  al. 1992; Todd and Gigerenzer 2007; and Shafir and LeBoeuf 2002). 
Alternatively, rationality can be viewed as a matter of degree that depends upon the 
recognition and application of appropriate reasoning principles most relevant to the 
given decision problem (Reyna 2004; Reyna and Brainerd 1995; Reyna and Ellis 
1994). Moreover, process models of decision-making are needed to advance our 
understanding of how decisions and choices are made (Johnson et al. 2008).

One important contribution to the field of judgment and decision making is to 
propose a decision-making framework that elaborates on several key processes that 
may underlie decisions under uncertainty.

Given the nature of this book and its main focus on the entrepreneur, the main 
focus of our literature review will be on decision making under uncertainty. 
However, we will also examine research on decisions under risk where informative. 
Moreover, given the breadth of the theoretic framework developed in this chapter, 
our literature review will necessarily be selective. First, we begin by examining 
how decision makers internally represent the decision problem. Specifically, we 
examine how they subjectively represent the concept of uncertainty, and how sub-
jective representation influences later stages of the decision-making process. We 
then examine the types of decision strategies that are used to cope with uncertainty 
as conceptualized from the decision maker’s perspective and the contingent nature 
of the strategy selection process. Next, we outline a novel theoretic framework for 
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examining judgments under uncertainty. As will be seen in the chapter, the proposed 
theoretic framework hypothesizes that: (1) uncertainty creates a state of psycho-
logical discomfort, and (2) the decision maker is motivated to move the judgment 
situation from a state of uncertainty toward a state of certainty with the goal of 
reducing the discomfort created by uncertainty. Finally, we end the chapter with 
practical implications of the proposed framework regarding decision making under 
risk, as well as some suggestions for future research.

6.2 � Forming a Subjective Problem Representation

How do people conceptualize “uncertainty?” Is it seen as “chance?” As “probability?” 
As “insufficient information?” Differences in conceptualizations of uncertainty imply 
that people may not always agree with “uncertainty” as defined by a formal model 
such as expected utility (EU). Indeed, at times, people may use some rudimentary form 
of probabilistic reasoning, demonstrating an intuitive understanding of certain proba-
bilistic concepts (e.g., Nisbett et al. 1983). Alternatively, people may see the world as 
fundamentally deterministic (e.g., Einhorn 1986), in which case their conceptualiza-
tion of “uncertainty” may drastically differ from its more formal characterization as 
probability. The point is that the manner in which uncertainty is communicated by an 
information source (e.g., an entrepreneur) may affect how it is conceptualized by the 
receiver (e.g., a VC). Related to this is the issue of how people conceptualize the 
source of uncertainty, and how the perceived source of uncertainty bears on the subjec-
tive representation of what is adopted by the decision maker (e.g., Kahneman and 
Tversky 1982; Lagnado and Sloman 2004).

The main theoretical issue here relates to the manner in which people conceptu-
alize “uncertainty.” Naïve conceptualizations of uncertainty may differ from formal 
ones; that is, those given to us by probability theory and associated formal models 
such as EU theory, subjective EU theory, and their variants. More specifically, 
while formal models of uncertainty characterize it as a unidimensional construct 
based on either relative frequency of event occurrence given some sample space or 
as degrees of belief that take on values between 0 and 1, “uncertainty” from a psy-
chological view may well be a multidimensional construct that impacts our degree 
of confidence in making causal assertions about event occurrence. Several lines of 
evidence provide converging support for the notion that decisions under uncertainty 
are subjectively represented differently, and characterized more broadly than is 
implied by formal models.

Kahneman and Tversky (1979) provide a comprehensive critique of the EU 
theory and offer prospect theory as an alternative description for decision making 
under risk. Among the inconsistencies between EU theory and choice behavior that 
their research uncovers are (1) the certainty effect – the underweighting of out-
comes that are probable in comparison with those that occur with certainty; and (2) 
the isolation effect – people generally disregard shared components in choice alter-
natives and focus on the unique aspects of the choices. Certainty effects contribute 
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to risk aversion (for gains) and risk seeking (for losses), and isolation effect leads 
to inconsistency in preference when different aspects of the same choice are made 
more or less salient by the manner in which the choice is described. Prospect theory 
is developed to account for these (and other) violations of EU theory. In particular, 
prospect theory postulates that value is assigned to changes in asset states (gains, 
losses) relative to a reference point, replacing “utility for final outcomes” as the 
maximization criterion for choice. Prospect theory also postulates that decision 
weights replace stated objective probabilities in evaluating given choice alterna-
tives. Both subjective value (n) and decision weights (p) represent psychological 
parameters in prospect theory. This reflects a significant departure from EU theory’s 
assumptions that the probability of outcome (p) and utility of outcome (u) serve to 
represent how information is encoded and combined in the decision process.

Decision weights are predicted to change as a function of changes in the descrip-
tion of the choice problem, and also as a function of the context of the choice situ-
ation. Choices may depend upon consideration of factors other than stated 
probabilities. Thus, prospect theory represents a fundamental change in scientific 
thinking about how people assess risk by underscoring the difference between the 
objective statement of the decision problem and its attendant psychological repre-
sentation. The importance of investigating the manner in which the decision situa-
tion is internally represented was reiterated in a recent review by Maule and 
Villejoubert (2007), who also point out that choice depends on factors that go 
beyond the given information, such as the content and context of the decision problem 
(see also Pitz and Sachs 1984). Moreover, they review literature suggesting that 
different decision strategies result in different choices, and may reflect differences 
in the evaluation operations performed on the internal representation of the decision 
situation.

One such contextual factor influencing how an event’s uncertainty is subjec-
tively represented may be related to its perceived “psychological distance.” Drawing 
on construal level theory (Liberman et al. 2007; Wakslak et al. 2006) proposed that 
low-probability events are mentally represented by their more central, abstract, and 
general features (i.e., represented at a high construal level), and that high-probability 
events are mentally represented by their more concrete, specific features (i.e., rep-
resented at a low construal level). Psychological distance is created when an event 
is not part of one’s “direct experience,” that is, events that belong to the past or 
future rather than the present; that happen to others rather than to ourselves; or that 
take place in foreign countries rather than in our homeland, and are perceived as 
distant. By extending such logic, the authors propose that an uncertain event can 
seem more distant than a certain event. For example, when the probability of receiving 
a job offer from a prestigious company is low, one may feel as though they will 
“never get the job.” On the other hand, when the probability of the job offer is high, 
one may feel as though they will get a call “at any moment now.”

More fundamentally, the authors suggest that perception is integral to the deter-
mination of value, and that probability will have an influence on the value assess-
ment aspect of decision making that is systematically related to how the decision 
situation is mentally represented, and which influences the processing orienta-
tion that is used to make the decision. Accordingly, the authors hypothesize that 
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low-probability events are processed more abstractly and high-probability 
events are processed from a more concrete orientation. In a series of seven studies 
using multiple operationalizations of construal level and multiple methods of 
manipulating event probability, Wakslak et al.’s (2006) findings consistently supported the 
hypothesis.

In a more direct test of construal-level theory as related to decision-making, 
Todorov et al. (2007) examined how the probability of winning a prize influences 
the manner in which the attributes of choice alternatives are weighted. According 
to the authors, the attributes of a judgment situation can be characterized along two 
dimensions: desirability of the prize (result), and feasibility of obtaining the prize 
(result). The authors hypothesized that decisions would be based on desirability of 
the prize (the “what” aspect) rather than the feasibility of obtaining it when the 
probability of winning was low. However, when the probability was high for winning 
it, feasibility became more important, giving rise to a preference reversal.

The main implication from other studies (Wakslak et al. (2006), Todorov et al. 
(2007), and Keren and Roelofsma (1995)) is that the subjective experience of 
“uncertainty” can be created by more than simply changing the probability of out-
comes. People seem to represent a choice differently depending upon whether its 
occurrence is perceived as imminent or more distant, and temporal distance in the 
decision situation can also impact choice behavior in ways similar to the impact of 
manipulating outcome probability in other studies of intertemporal choice and dis-
counting (e.g., Herrnstein 1990; Loewenstein and Thaler 1989; Loewenstein and 
Prelec 1992). Together, the findings from these studies suggest that “uncertainty” may 
be conceptualized by the decision maker as something that goes beyond its more 
“obvious” probabilistic definition. The findings suggest that participants use proba-
bility information as another piece of evidence to be incorporated into their causal 
model of the given situation, and that such information is used as a basis for providing 
a deterministic response. This type of reasoning suggests that “uncertainty” might 
be interpreted as meaning “degrees of ignorance” related to an internal source of 
uncertainty (Kahneman and Tversky 1982) that prompts the search for additional 
information upon which to base a “yes, no” response (whether such additional infor-
mation is useful or not). When participants were given an opportunity to select 
additional information, some of their selections reflected deterministic rather than 
probabilistic reasoning strategies, suggesting that “uncertainty” might be character-
ized as insufficient information in an otherwise causally based decision model.

Perhaps the strongest evidence that people use deterministic or causal reasoning 
under uncertainty comes from a series of experiments conducted by Krynski and 
Tenenbaum (2007). The authors proposed a three-stage process to describe judgments 
under uncertainty. In stage 1, people construct a causal model that structures the rela-
tionships between variables stated in the problem description. In stage 2, people set 
the values for the variables in their model using the statistical information provided in 
the problem statement. In stage 3, people make their probability judgment, via 
Bayesian inference over the variables in the model (i.e, by combining the statistical 
information in a manner consistent with the logical structure of the causal model).

Two other areas of research that bear upon the issue of how “uncertainty” is 
understood and used to structure decision problems comes from studies investigating 
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differences between verbal and numeric labels used to express probabilities, and 
whether uncertainty is presented in the context of the problem as probabilities or as 
frequencies. Findings from these two lines of research are reviewed next.

6.2.1 � Verbal Versus Numeric Probability Labels and the 
Meaning of “Uncertainty”

Research in the area of linguistic interpretation of numeric probabilities indicates 
that verbal expressions of uncertainty (e.g., unlikely, quite possible, almost cer-
tain) and numeric probability labels (e.g., .20, .70, .90) do not share the same 
meaning. Research in this area indicates that there is a large between-subject vari-
ability in how both verbal and numeric expressions of probability are interpreted 
(Beyth-Marom 1982; Wallsten et  al. 1986a), but that such variability is smaller 
around the anchor points of 0, .5, or 1 (Wallsten et al. 1986a). Moreover, verbal 
expressions of numeric probabilities are highly context dependent (Brun and 
Teigen 1988; Wallsten et al. 1986b), and influence the types of inferences that are 
based on them (Moxey and Sanford 2000; Teigen and Brun 1999). Even precise 
numeric statements of probability (e.g., 70% chance) have been found to be con-
text-sensitive in their interpretation (e.g., Flugstad and Windschitl 2003; Windschitl 
and Weber 1999).

The implications of these findings are that people have a generally vague notion 
of the meaning conveyed by either a verbal probability expression or a more precise 
numeric one, and that their understanding of “uncertainty” is subjectively repre-
sented best and understood most at the extreme ends of the probability scale.

Also noteworthy is that the meaning of both numeric and verbal probability 
expressions varies over contexts. This suggests that something other than “proba-
bility” is being judged about the given information. Wallsten et al. (1986a) suggest 
that attributes associated with the perceived reliability of the given information 
might be reflected in a membership function used to map verbal probability expres-
sions onto a range of numeric probabilities (firm “uncertainty” might produce a 
monotonic, sharply peaked function while more diffuse “uncertainty” might produce 
a more broadly shaped, single-peaked function). Sykes and Johnson (1999) suggest 
that subjective probability estimates given numerically do not fully capture the 
degree of belief in an assertion, and provide evidence that indirect measures of 
subjective probability such as surprise and difficulty imagining the truth of a coun-
terfactual may more accurately assess subjective degree of belief. Their findings 
also imply that greater weight is given to evidence based on a factual assertion 
about an uncertain event than is evidence framed as probability (e.g., the evidence 
suggests that X is liable versus there is an 80% chance that X is liable), and that the 
difficulty of imagining the counterfactual event may underlie a preference for con-
crete reasoning.
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6.2.2 � Problem Format: Frequency Versus Probability and the 
Meaning of “Uncertainty”

Probabilities can be expressed as proportions (e.g., .30), as percentages (e.g., 30%), 
or as frequencies (e.g., three out of ten). While these different forms are mathemati-
cally equivalent, evidence suggest that people make better judgments when information 
is provided to them in the form of frequencies than when the same information is 
presented in the form of probabilities (Cosmides and Tooby 1996; Fiedler 1988; 
Gigerenzer and Hoffrage 1995; Hetwig and Gigerenzer 1999; Tversky and 
Kahneman 1983). One explanation for the frequency effect is that information 
regarding event occurrence in the natural environment comes to us in the form of 
non-normalized frequencies (i.e., simple counts of events) that are experienced 
directly (so-called natural frequencies as discussed at length by Hoffrage et  al. 
(2002)). According to the natural frequency view (Cosmides and Tooby 1996; 
Gigerenzer and Hoffrage 1995), frequency information represents the mode of 
information acquisition to which the human mind has become attuned through 
evolution. Moreover, the label “probability” is a vague linguistic term because it 
carries more than one interpretation, for example, as degree of evidentiary support, 
or as the plausibility of an assertion (Fiedler 1988; see also Gigerenzer 1994 and 
Hertwig and Gigerenzer 1999 for a detailed discussion of this issue), and may foster 
a single-event problem representation over a more distributional one (e.g., Hertwig 
and Gigerenser 1999; Reeves and Lockhart 1993). Thus, presenting information in 
the form of frequencies facilitates probabilistic reasoning because frequencies are 
ecologically valid information formats (Brase 2002; Brase and Barbey 2006; 
Cosmides and Tooby 1996; Gigerenzer 1994; Hoffrage et al. 2002), and asking for 
frequencies is more likely to elicit a mathematical rather than nonmathematical 
interpretation of the judgment task (Fiedler 1988; Hertwig and Gigerenzer 1999).

Contradictory evidence and alternative explanations for the frequency effect 
have been offered (Evans et  al. 2000; Griffin and Buehler 1999; Macchi 2000; 
Mellers and McGraw 1999; Neace et  al. 2008; Sloman et  al. 2003; Yamagishi 
2003). In particular, the nested-sets hypothesis (e.g., Sloman et al. 2003) suggests 
that frequency effects may be an indirect consequence of inducing a set-inclusion 
problem representation, which contributes to making the problem’s logical struc-
ture transparent, and thus easily solvable. Tversky and Kahneman (1983) offered 
such an explanation for why conjunction errors are less common when frequency 
versions of probability problems were given to their participants. Both Neace et al. 
(2008) and Sloman et al. (2002) provide evidence that presenting information in a 
manner that makes set–subset relationships salient facilitates reasoning regardless 
of whether probabilities or frequencies are used. Other evidence suggests that fre-
quency problem formats facilitate mathematical rather than statistical reasoning 
(e.g., Griffin and Beuhler 1999; Neace et al. 2008), and make the judgment problem 
computationally simpler (e.g., Evans et al. 2000; Johnson-Laird et al. 1999. For an 
alternative view, see Brase 2002 and Brase and Barbey 2006). This line of research 
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provides evidence that problem format (frequency vs. probability) is less important 
than problem structure in facilitating probabilistic reasoning.

In sum, the literature suggests that “uncertainty” is a multidimensional con-
struct, and that the manner in which a decision problem is presented results in 
making different aspects of “uncertainty” more or less psychologically salient. 
Reasoning about decisions differs depending upon which aspect of uncertainty is 
made particularly salient in the description of the decision situation or the manner 
in which probabilities are communicated. Moreover, deterministic reasoning appears 
to be the default mode used when making predictions under uncertainty or in 
explaining the occurrence of an uncertain event, and people appear to be more 
sensitive to certainty (represented by probabilities of 0 and 1) than to varying 
degrees of uncertainty. The manner in which uncertainty is conceptualized by the 
decision maker should have an influence over the types of decision strategies and 
actions that are taken to cope with it during the decision-making process. We turn 
our attention to strategy selection in the next section.

6.3 � Decision Strategies and Coping with Uncertainty

In their review, Payne et al. (1992) call attention to several lines of evidence culled 
from the risk, probability judgment, and choice literatures that converge in support 
of their conclusions that (1) decision strategies are contingent upon task character-
istics and decision-making context, and (2) that decision makers actively construct 
preferences during the decision-making process. They also point out that researchers 
often assume decision makers take the information they are given at face value but 
point out some evidence suggesting that given information is actually restructured 
during the process of deciding. As noted earlier, decision makers may not adopt the 
same definition of uncertainty that is often taken for granted by researchers as being 
obvious – that is, the unidimensional operationalization of probabilistic uncertainty 
as conceptualized by decision researchers may not reflect the multidimensional 
nature of “uncertainty” as conceptualized by the decision maker. In extending 
Payne et  al.’s (1992) view of contingent decision strategy used to include how 
uncertainty is subjectively represented, it is both theoretically and practically mean-
ingful to examine the relationship between how “uncertainty” is conceptualized and 
the various strategies that are used to cope with “uncertainty” as defined from the 
point of view of the decision maker.

Lipshitz and Strauss’ (1997) proposed that uncertainty can be broadly defined 
as “… a sense of doubt that blocks or delays action” (p. 150). Further, they proposed 
that the type of uncertainty with which decision makers must cope depends upon 
the decision-making model that they adopt. The authors broadly characterize 
decision-making models according to the types of action they entail: Consequentialist 
actions (those actions that address a set of questions related to identifying what the 
choice alternatives are, what the outcomes of each alternative are, and what conse-
quences are associated with the outcomes of the choice alternatives – the focus of 
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traditional decision research), and obligatory actions (those actions that address a 
set of questions related to understanding the current decision situation, what the 
decision maker’s role might be in the situation, and what actions might be “required” 
in such situations as dictated by social norms or prescribed rules). The authors 
also propose that different types of uncertainty can be classified along two dimen-
sions: The issue of uncertainty (what the decision maker is uncertain about), and the 
source of the uncertainty (what causes the uncertainty). Issues include uncertainty 
about outcomes, situation, alternatives, and source includes uncertainty related to 
incomplete information, inadequate understanding of the situation, and to undif-
ferentiated alternatives (i.e., conflict between similar choices in which one choice 
does not clearly dominate the other).

Evidence to support their proposals comes from the narratives of participants 
who were asked to write about one personal experience of decision making under 
uncertainty. The definition of “uncertainty” was left up to the participants. The study’s 
findings indicated that participants’ conceptualizations of “uncertainty” fell into 
three main categories: Inadequate understanding, conflict among alternatives (i.e., 
undifferentiated alternatives), and lack of information. The findings also suggested 
that participants’ conceptualizations of uncertainty lie mostly within the domains 
of lacking a complete understanding of the situation or lack of clarity as to what 
role they should play in the situation, rather than uncertainty being related to the 
outcomes and their consequences as maintained by the expectancy-based theories 
(e.g., EU, SEU, and their variants). Only one-third of the participants mentioned 
using a “pros-and-cons” strategy, and those that did based it on a qualitative rather 
than a quantitative assessment of outcome likelihood and consequences. Moreover, 
most participants’ responses indicated that they were either uncertain about the 
situation or about their role in the situation, compared to about one-third of partici-
pants whose responses reflected uncertainty about outcomes and their conse-
quences. Of particular interest is that participants’ responses favored qualitative 
assessments of uncertainty over quantitative ones (indeed, no participant’s response 
indicated any form of quantification of uncertainty). This suggests that assessments 
of uncertainty take a primarily qualitative form, which runs contrary to the focus of 
many traditional decision-making models that tend to quantify uncertainty.

Five coping strategies were identified from participants’ responses: Reduction of 
uncertainty, putting off the decision (“forestalling”), assumption-based reasoning 
(filling in gaps in available information with reasonable assumptions), weighting 
pros and cons (a strategy more in line with traditional judgment and decision-
making theories, such as multiattribute choice models), and otherwise ignoring or 
failing to deal directly with uncertainty. Most of the coping strategies participants 
engaged in centered on seeking additional information about either the situation or 
their role in the situation, rather than involving a quantitative assessment of out-
come likelihood. The data also indicated that different coping strategies were used 
depending upon the type of uncertainty that was incorporated into the participant’s 
subjective representation: Inadequate understanding was most often managed by 
uncertainty reduction (operationalized as collecting additional information, seeking 
advice from others, or relying on standard operating procedures or social norms); 
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incomplete information was most often managed by assumption-based reasoning 
(operationalized as constructing a mental model that is constrained by what is 
firmly known while incorporating other information that goes beyond what is given 
but which is logically constrained by the decision situation); and conflict was most 
often managed by weighting pros and cons (operationalized as evaluating the 
potential gains vs. losses associated with the choice alternatives).

Based on such findings, Lipshitz and Strauss (1997) criticize the way in which 
traditional judgment and decision-making theories have viewed the process of making 
a decision under uncertainty. Of particular relevance is that the authors point out that 
traditional judgment and decision-making theories do not address the qualitative 
nature of conceptualizing “uncertainty” from the decision maker’s perspective. 
In addition, they argue that mainstream judgment and decision-making theories often 
fail to acknowledge that different conceptualizations of uncertainty are related to dif-
ferent strategies that are used to cope with it. The implications of such criticisms are 
that subjective representations of uncertainty are linked to specific corresponding 
actions taken to move forward in the decision process, and that additional research is 
needed to more fully explore the issue of how decision makers’ strategies are contin-
gent upon how they represent uncertainty in the decision problem. Moreover, such 
criticisms have implications for the types of interventions that might be used to assist 
people in improving their decision making. There is evidence that decision aids tra-
ditionally recommended typically meets with resistance, skepticism, and appear 
untrustworthy (e.g., Dawes et al., 2000; Yates et al. 2003). If a better understanding 
of how uncertainty is conceptualized can be achieved, then research could work 
toward decision aids that formalize uncertainty in a manner that takes into consider-
ation the needs of the decision maker, and informs strategies that people naturally use 
to cope with uncertainty. That is, decision aids could be made more “user-friendly.”

6.4 � Uncertainty and Psychological Discomfort

Mainstream judgment and decision-making research has recently begun to 
acknowledge the role that affect, mood, and emotions play in the decision-making 
process (e.g., Loewenstein et al. 2001; Schwarz 2002; Slovic et al. 2002). Affective 
states experienced during and after the decision-making process are important addi-
tions to the cognitive components of decision making. Examining the role that 
affect plays in decision making highlights some of the consequences of the psycho-
logical discomfort that uncertainty may create. A short list of some of these conse-
quences includes regret and disappointment (e.g., Bell 1982, 1985; Loomes and 
Sugden 1986), loss aversion (Tversky and Kahneman 1991), anxiety created by 
disproportionately allocating attention to the least probable outcome (Wu 1999), 
worry that influences decisions regarding follow-up medical testing (e.g., Gurmankin 
et al. 2004), fear of negative side effects associated with choosing a medical treatment 
(Amsterlaw et al. 2006), and doubt about what action to take that may leave the 
decision maker indecisive for a prolonged period (Lipshitz and Strauss 1997).
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In the mainstream judgment and decision-making theories have incorporated 
affect into expectancy-based choice models by arguing that they carry value for the 
decision maker in addition to the usual outcome utility, and that standard decision-
making models need to be revised to reflect the consideration given to affect in 
order to more accurately describe decision-making processes (e.g., Wu 1999). That 
is, mainstream judgment and decision-making theories have attempted to model 
affective components of decision making by incorporating them into consequentialist 
models (cf. Loewenstein et al. 2001). Consequentialist models assume that decision 
makers carefully consider all aspects of the decision situation (including anticipated 
affect) before arriving at a choice. In contrast, other theorists view affect in the 
decision process from a nonconsequentialist perspective, in which affective reac-
tions may diverge from cognitive appraisals to directly effect choice behavior 
(Loewenstein et al. 2001), or in which affect may serve as the basis for evaluating 
information or to guide subsequent decision processes (by determining what fea-
tures of the decision situation becomes salient) in the absence of careful cognitive 
assessment (Bechara et al. 2000; Peters et al. 2006a; Schwarz 2002; Slovic et al. 
2002).

Elaydi (2006) proposed and tested one such model of nonconsequentialist decision 
making. In his view, a nonconsequentialist decision-making process is one in which 
a decision is made in order to cope with negative emotions that are experienced as 
part of trying to make a decision without regard to the attendant consequences of 
the choice. The author argues that concurrent negative emotions experienced during 
the decision-making process (which may be more aptly described as affective states 
such as regret, dread, fear, angst, anxiety) can lead the decision maker to change the 
focus of the decision-making process from careful consideration of the choices 
(a cognitive evaluation) to managing the negative emotions being experienced 
(an affective evaluation). One way to manage such emotions is to make a premature 
decision as a way of coping with the negative emotions being experienced without 
regard to the consequences of the choice.

Drawing from past research suggesting that decision difficulty has a direct effect 
on choosing an option just to manage the negative emotions experienced (e.g., Janis 
and Mann 1977; Lazarus and Folkman 1984), the author proposed a model in which 
direct relationship is fully mediated by indecisiveness. The author defines indeci-
siveness as a state that occurs when “… the decision maker becomes stuck in the 
decision-making process (undecided) while experiencing concurrent negative emo-
tions …” (p. 46). Therefore, difficult decisions can lead to indecisiveness (which is 
really an emotionally unpleasant state to tolerate), and the decision maker attempts 
to reduce the state of indecisiveness by making a decision based on the need to 
reduce negative concurrent emotions rather than based on a carefully reasoned 
assessment of the decision situation.

The findings indicated that only anticipated regret was significantly and positively 
correlated with indecisiveness, suggesting that the other hypothesized components 
of decision difficulty (e.g., preference instability, poor decision structure) were  
not predictive of indecision. The findings also indicated that the relationship 
between anticipated regret and nonconsequentialist dysfunctional coping behaviors 
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(e.g., shifting responsibility, biased information seeking, narrowly focusing on 
options that promise immediate relief to the negative emotional state) was fully 
mediated by indecisiveness. Thus, the findings indicated that anticipated regret 
produces a negative emotional state that creates indecisiveness, and the decision 
maker is motivated to attend to the emotional state at the expense of a more careful 
cognitive assessment of the choice alternatives and their consequences.

Although decision processes can be influenced by purely cognitive assessments 
on the one hand, and purely affective assessments on the other, their effects may 
blend during decision making (see, for example, Peters et al. 2006b). Evidence that 
affect and cognition interact during decision making comes from studies showing 
that risk-averse and risk-seeking behavior (cognitive elements of prospect theory 
discussed earlier) can emerge in the absence of a deliberative decision strategy 
(Franken et  al. 2006), and that affective reactions can have a greater impact on 
choices than do purely cognitive assessments (Rottenstreich and Hsee 2001). Peters 
and Slovic (2000) found that participants placed more weight on immediate outcomes 
(gains and losses) in a simulated gambling task than they did on the expected value 
of the choice alternatives, suggesting that affective reactivity to those outcomes 
influenced choice behavior more than did deliberative cognitive strategies.

Evidence indicates that positive affect is related to heuristic processing, and that 
negative affect is related to more systematic processing (e.g., Bless et  al. 1990; 
Schwarz and Bless 1991), suggesting that information processing differs along an 
affective valence dimension (good, bad; happy, sad). Other evidence indicates that 
the level of uncertainty produced by particular affective states influences the depth 
of cognitive processing along an emotional certainty–uncertainty dimension 
regardless of the affect’s valence. Tiedens and Linton (2001) produced evidence 
that the certainty–uncertainty appraisal of an emotional experience influenced the 
certainty with which participants felt about their predictions regarding an unrelated 
future event, and also influenced the depth of information processing they used. 
An affective state related to emotional uncertainty (e.g., fear) produced systematic 
processing while an affective state associated with certainty (e.g., anger) produced 
greater heuristic processing. The authors suggested that people might prefer cer-
tainty over uncertainty, and that their certainty preference might motivate them to 
resolve the uncertainty by processing the available information more deeply.

Decisions have both affective and cognitive components, and these components 
may be weighted differentially in the decision-making processes. Moreover, there 
appears to be a tension between cognition and affect that impacts the manner in 
which information is processed, and ultimately, should influence what decision is 
made. Such tension may even underlie the manner in which the decision situation 
is psychologically represented, and especially how uncertainty is conceptualized by 
the decision maker. The psychological impact of uncertainty forms a central element 
in the theoretical treatment of decisions under uncertainty that is proposed in this 
chapter. In the final section, we propose a theoretical framework that attempts to tie 
together the various aspects of the decision-making process that are identified from 
the foregoing literature review. We then suggest avenues for future research that are 
implied by such a framework.
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6.5 � A Proposed Theoretic Framework for Studying  
Judgments Under Uncertainty

Figure  6.1 presents a preliminary theoretical framework for more extensively 
examining decision-making processes under uncertainty in light of issues raised in 
our literature review in this chapter. The proposed framework begins with the 
assumption that information is provided to the decision maker, and that posing the 
decision problem marks the start of the decision-making process. In any given deci-
sion situation, people have at their disposal information that they may use to form a 
judgment and, ultimately, to make a decision. The given information must then be 
encoded to form a subjective representation of the decision situation. The subjective 
representation need not necessarily recognize “uncertainty” as an element of the 
decision. When “uncertainty” is made part of the subjective problem representa-
tion, however, it must be conceptualized or defined by the decision maker. 
“Uncertainty” may be conceptualized in a variety of ways. It may be subjectively 
represented as a lack of information, as a lack of clarity as to one’s role in a situation, 
or as doubt about what action to take in a given situation, reflecting epistemic 
uncertainty. Uncertainty may also be characterized as an acknowledgement of 
“chance” processes that reflects a rudimentary understanding of “probability.”

The theoretic framework proposes that uncertainty under any conceptualization 
has the potential to create a state of “psychological discomfort,” and it is the need 
to reduce such discomfort that motivates the decision maker to move forward in the 
decision-making process.

The framework further proposes that the “discomfort” must be resolved by moving 
the decision problem from a state of uncertainty toward a state of certainty.  

(Strategy Selection Process)

Judgment
Situation
(Input)

Uncertainty Resolve
Uncertainty

Subjective
Problem
Representation

(Encoding process)

Psychological
“Discomfort”

Reduce
“Discomfort”

Actions Taken to Reduce
Uncertainty:

1. Seek additional information
2. Avoidance
3. Appeal to Authority
4. Use of Heuristics
5. Employ RDO’s
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Fig. 6.1  A proposed theoretic framework for judgment and decision making under uncertainty 
and risk
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This proposal comes from evidence that decision makers tend to view “uncertainty” 
as an impediment in an otherwise causal assessment of the decision problem. When 
the uncertainty cannot be resolved, the decision maker’s default is to maintain the 
status quo or otherwise avoid making a choice altogether by, for example, forestalling 
or seeking alternatives not explicitly mentioned in the choice set.

The proposed process relating uncertainty to psychological discomfort should 
not be mistaken as a form of cognitive dissonance that was originally proposed by 
Festinger (1957), see also Festinger and Carlsmith (1959), or as has been revised 
over the years (see the recent review by Harmon-Jones and Harmon-Jones (2007). 
In dissonance theory, an unpleasant cognitive state is created by a general inconsis-
tency between two relevant but opposing attitudes, or between a behavior and an 
attitude that are inconsistent. Such dissonance motivates an individual to reduce the 
inconsistency by changing the behavior, by changing the attitude, or both to make 
them more congruent with one another. In contrast, the psychological discomfort 
proposed within the present theoretical framework is created simply by the perception 
of “uncertainty” in the given decision situation, and the need to cope with that 
uncertainty in order to make a decision.

The theoretic framework also proposes that actions taken to reduce the psychological 
discomfort created by uncertainty depend, in part, upon how the decision maker 
conceptualizes “uncertainty.” Such actions may be contingent upon the perceived 
source of uncertainty, with internal uncertainty leading to actions that increase the 
amount of available information or that otherwise clarify the relationship between 
the choice alternatives and their consequences, and external uncertainty leading to 
actions that attempt to control or to mitigate undesirable consequences in the 
choices offered. Where there is no clear solution, the decision maker may attempt 
to appeal to an authority (e.g., an experienced entrepreneur or advisor) for advice. 
This process of reducing psychological discomfort may or may not contain components 
of both a consequentialist perspective (i.e., a cognitive appraisal of the decision situ-
ation) and nonconsequentialist elements (appeal to authority, avoidance, seeking 
information in a biased manner, etc.), depending upon the degree of “discomfort” 
experienced by the decision maker, as well as on the degree to which such discomfort 
produces an affective state.

Accordingly, the present theoretical framework posits a continuum balanced at 
one end by cognitive processing and at the other end by affective processing. High 
levels of psychological discomfort move the decision maker more toward the affec-
tive end of the continuum, while low levels move the decision maker more toward 
the cognitive end, thereby providing a psychological mechanism for linking “hot” 
and “cold” decision-making processes to actions taken to cope with uncertainty. 
Affective states may be a significant component of decision making under some 
circumstances, leading to the experience of negative affect whose resolution takes 
precedence over more reasoned, cognitive assessments, and which results in making 
choices or decisions without regard to their consequences (hence the dotted connection 
in the link between resolve, uncertainty, consequences, and decision in Fig. 6.1). On 
the other hand, lack of affect may be detrimental to decision making since evidence 
indicates that affect might serve as a signal that directs subsequent information 
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processing (e.g., efficient use of limited attentional resources). Cognitive components 
may predominate in the decision-making process under other circumstances, which 
may result in selecting strategies differently than primarily affect-directed processing 
by influencing the manner of information processing that ensues. The interplay 
between affect and cognition has implications for the weight given to these compo-
nents, which in turn may influence the types of strategies that are used to resolve 
uncertainty during decision making.

The proposed “psychological discomfort” might be analogized as a “mental itch” 
– some form of (cognitive) annoyance that is persistent, and which must be attended 
to until it is resolved. This notion is akin to a physiological itch. There are levels of 
physiological itches that, while experienced as uncomfortable, are nonetheless experi-
enced at levels below what might be experienced as “pain.” Such “itches” are neverthe-
less intense and persistent. Using the physical analogy, the present conceptualization 
of “psychological discomfort” might be described as “an intense and persistent psy-
chological state that requires attention.” Like a physical itch, the “mental itch” persists 
until it is resolved. Also like a physical itch, the “mental itch” may become intense 
enough to invoke an affective state but need not always have an affective component.

The theoretic framework proposes that “uncertainty” causes the mental itch, and 
its resolution is what motivates the decision maker to take some type of action to 
resolve it (whether such action is searching for additional information, appealing to 
authority for an “answer,” avoidance, and other actions listed in Fig. 6.1). How the 
“mental itch” is “scratched” depends, in large part, upon the manner in which 
uncertainty is subjectively represented (e.g., issue/source from Lipshitz and Strauss 
1997; as internal or external, namely, Kanheman and Tversky (1982); or as invoking 
a distributional vs. a singular representation as in the “inside” vs. “outside” view 
proposed by Legnado and Sloman (2004)), and the attendant reasoning processes 
(probabilistic vs. deterministic) that such representations invoke.

When causal reasoning fails (i.e., when uncertainty or risk in the decision situa-
tion is unavoidable), then uncertainty may create a disruption in the decision maker’s 
sense of certainty, and this disruption may underlie the attendant “psychological 
discomfort.” In that case, we believe that the “discomfort” motivates the decision 
maker toward reducing the “uncertainty” by bolstering elements of their internal 
“causal model” representation, which may lead to nonconsequentialist decision 
strategies (as proposed by Elaydi (2006)) even in the absence of concurrent nega-
tive emotions, depending upon where the decision maker is located along the cog-
nitive-affective continuum.

6.6 � Implications of the Proposed Framework and Some 
Suggestions for Future Research

The theoretic framework proposed for judgment and decision making under risk 
and uncertainty in Fig.  6.1 has both theoretical and practical implications. 
Theoretically, developing and testing models of the decision processes that people 
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use adds significantly to our basic understanding of the psychology of judgment 
and decision making by making explicit assumptions that have not been empirically 
tested, and by identifying gaps in our present knowledge of those underlying decision 
processes. Practically, increasing our understanding of how people make decisions 
under uncertainty and risk can be used to increase the efficacy of those decisions. 
Some of these implications are highlighted below.

6.6.1 � Implications for the Subjective Representation  
of Uncertainty

The manner by which people internally represent the given information in a decision 
problem is an important aspect of the initial decision-making phase that should not 
be overlooked. In particular, it is important not to make assumptions about how 
“uncertainty” is conceptualized from the decision maker’s perspective. The need to 
address the process by which given information is encoded and internally repre-
sented is made explicit in the proposed theoretic framework, and points to an area 
of research that has not received sufficient empirical attention. We derive three 
implications regarding how people subjectively represent uncertainty.

One implication is that “uncertainty” may be a multidimensional construct 
whose psychological representation is quite different than its formal one (i.e., psy-
chologically, “uncertainty” is more than a value in the range of 0–1). “Uncertainty” 
means different things in different contexts, and it can represent different aspects of 
the same decision problem depending upon how that problem is presented. A related 
issue is the extent to which two individuals like an entrepreneur and a VC share a 
common representation of the decision, and how their representation may differ 
relative to the circumstances surrounding the decision. Such theoretical understanding 
becomes of practical importance when we decide to raise capital for a venture, 
invest in a new venture, seek the advice of experts, etc. Moreover, individual differ-
ences related to gender, age, education level, professional training, and others (e.g., 
Stanovich and West 2000) might impact the encoding process, and influence the 
manner in which uncertainty is represented and understood by different people. It is 
important to consider such differences in order to more fully understand how best 
to make a decision. Moreover, this points to the need for developing a shared under-
standing of the decision situation among all parties involved.

A second implication is that people have a rather vague understanding of what 
“uncertainty” means; whether such uncertainty is conveyed by a verbal probability 
expression or by a more precise numeric statement. Understanding “uncertainty” 
appears to be best at the extreme ends of the probability scale, with probabilities 
near 0 reflecting psychological certainty that an event will not occur, and proba-
bilities near 1 reflecting psychological certainty about an event’s occurrence. 
People tend to be insensitive to probabilities in the mid-range of the scale, except 
at the .5 anchor point, where, psychologically, it reflects epistemic uncertainty 
rather than “even odds.” That is, people may translate information about probabilities 
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(formal uncertainty) onto a psychological “certainty” scale, and adjust mid-range 
probabilities toward one of these three psychologically meaningful anchor points 
(a process that differs from the anchor-and-adjustment heuristic described by 
Tversky and Kahneman (1974)). The adjustment process may be driven, in part, 
by the degree of psychological discomfort experienced. People may feel less 
discomfort, for example, with probabilities of .7 or .3 than they do with probabilities 
of .5 because the high and low probabilities can be adjusted to create a sense a 
certainty, whereas the .5 probability anchor offers no opportunity to reduce 
uncertainty.

Understanding this implied adjustment process is of practical importance when 
people must decide on a course of action or make a choice among several options 
that carry unwanted consequences but that differ by mid-range probabilities to 
which people appear insensitive. Part of the difficulty in making trade-offs, for 
example, may lie with being forced to choose the best of a set of bad alternatives, 
or in trying to choose among alternatives that, on the surface, appear equally 
acceptable. Such choices may become clearer, in part, by making the small differ-
ences in probabilities psychologically meaningful.

A third implication is that people seem to use deterministic reasoning to structure 
their representation of the decision problem, even when it should be clear from the 
problem statement that no causal mechanism exists to explain outcome occurrence. As a 
result, they may place undue weight on information that is irrelevant to predicting 
an outcome, underweight relevant information, or overlook altogether information 
that would, if used properly, lead to better choices and decisions. Gaining a better 
understanding of how the information in a decision problem is subjectively struc-
tured, and what factors influence the degree to which casual reasoning is used to 
make decisions under uncertainty, is an important first step toward explaining why 
people often fail to use statistical reasoning. Practically, such understanding can be 
used to develop and assess decision aids whose implementation has traditionally met 
with resistance. It is therefore important to more fully examine how types of infor-
mation input (verbal or numeric; frequency or probability) are related to the manner 
in which given information is structured. By gaining a better understanding of these 
processes, relevant information that might otherwise be discounted or ignored can 
be presented in a way that makes it more useful for the decision maker.

6.6.2 � Implications for Strategy Selection During  
Decision Making

Strategy selection is another key element of the decision-making process that is 
highlighted in the proposed theoretic framework. Choices and decisions are pur-
poseful in the sense that the termination of the decision process results in the deci-
sion maker taking some form of action or settling for inaction that still results in 
consequences. “Uncertainty” may be seen as an impediment to decision making 
that must be resolved before a choice is made. Thus, selection of decision strategy 
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to cope with uncertainty is closely linked to how uncertainty is conceptualized by 
the decision maker in the proposed theoretic framework. Three implications are 
derived from this notion.

First, by building upon existing evidence that decision makers actively construct 
preferences during decision making, and that their strategies tend to be contingent 
upon task characteristics (e.g., number of alternatives, imposed time constraints, 
etc., see Payne et al. 1992), one implication is that strategy selection may also be 
contingent upon how a decision maker conceptualizes uncertainty. A preliminary 
list of strategies for coping with uncertainty consists of using heuristics to simplify 
the decision (e.g., Kahneman et  al. 1982), seeking additional information (e.g., 
Konold 1989; Huber et al. 2001), appealing to an authority (e.g., experienced entre-
preneur, financial advisor, etc.), taking action to reduce uncertainty or taking pre-
cautions in preparing for the worse case (Huber et al. 2001), weighting positive and 
negative aspects of the choices, or otherwise ignoring or failing to directly deal with 
uncertainty (avoidance, maintaining the status quo, etc.; e.g., Anderson 2003; 
Lipshitz and Strauss 1997). Understanding the circumstances under which each of 
these strategies is used, either individually or in combination, in relation to how 
people conceptualize the decision problem is theoretically meaningful. At a more 
practical level, additional research in this area has the potential to identify which 
strategies tend to be successful, and the circumstances under which they work best 
for the decision maker. On the other hand, such research can also determine when, 
and under what circumstances, unsuccessful or potentially deleterious strategies are 
used, thus providing practical guidelines for assisting decision makers with moving 
forward in the decision-making process.

A second implication is that strategies tend to result from qualitative, rather than 
quantitative, assessments of the decision situation. Of theoretical interest is to 
examine factors that move strategy selection toward cognitive assessments, and 
how those assessments bear upon the types of choices that are made. Further, com-
paring the efficacy of cognitive (quantitative) versus affective (qualitative) assessments 
on aspects of decision quality and satisfaction with outcomes is important in order 
to increase our understanding of what works best from the point of view of the 
decision maker, and to uncover circumstances under which each predominates during 
the process of decision making. Determining factors that influence how much 
weight is given to quantitative versus qualitative information, and under what cir-
cumstances, becomes practically important when decision makers must combine 
available information in the process of making a final choice or decision, and likely 
impacts the type of strategy they use in that process.

A third implication regarding strategy selection is that different types of personality 
characteristics might be more or less prone to use a particular strategy. For example, 
differences in locus of control or in need for cognition might be related to the 
degree to which people adopt an information-seeking strategy or appeal to authority 
in attempting to reduce uncertainty. Moreover, such personality characteristics 
might be related to how uncertainty is subjectively represented and understood, which 
may in turn influence the types of strategies that are used to cope with it during the 
decision-making process. It would be meaningful to examine such differences.
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6.6.3 � Implications for Cognitive Versus Affective  
Components in Decision Making

Decisions can have both cognitive and affective components, and these components 
may be weighted differently in the process of deciding on a course of action or in 
anticipation of the consequences of making a choice. Moreover, the degree to which 
these components are weighted may impact the nature of information processing that 
ensues during the decision-making process as proposed in many dual-processing theo-
ries (e.g., Chaiken et al. 1989; Kahneman and Frederick 2002; Petty and Cacioppo 
1986; Reyna et al. 2003; Sloman 1996; Stanovich and West 1998). The potential polar-
ization of cognitive and affective components may create a tension in the decision 
maker, and such tension may underlie the manner in which the decision situation is 
subjectively represented, especially affecting how uncertainty is conceptualized. 
Uncertainty may then give rise to a state of psychological discomfort for the decision 
maker. The psychological impact of uncertainty forms a central element linking the 
subjective representation component of the proposed theoretic framework to the strategy 
selection process. The psychological discomfort is what we believe largely motivates 
the decision maker to select a strategy to cope with uncertainty. The decision maker 
ultimately selects the strategy that reduces their level of discomfort, and by extension, 
the perceived uncertainty in the situation, in order to make a decision. Three implica-
tions derived from this aspect of the theoretic framework are outlined below.

One implication is that decisions can follow from purely consequentialist pro-
cesses in which the decision maker carefully weighs all aspects of the decision situation 
(both cognitive and affective components) and potential consequences associated 
with the choice alternatives, or they can be the result of purely nonconsequentialist 
processes in which the decision maker attempts to manage the attendant affect cre-
ated by the decision situation (i.e., makes a purely “emotional decision”) at the 
expense of a more “reasoned” choice. More likely, however, is that both cognitive 
and affective components play a role in decision making, and the degree to which 
one or the other predominates during the decision making process may be influ-
enced by the degree of psychological discomfort that is experienced by the decision 
maker. Examining the role that psychological discomfort plays in the decision-
making process informs theory regarding the degree to which affective consider-
ations might tend to outweigh cognitive considerations, and how that impacts the 
strategy selection aspect of the decision-making process. More practically, research 
can provide useful information on the extent to which people will go to avoid expe-
riencing a negative outcome, such as regret or disappointment, and the extent to which 
they will go to maintain the promise of a positive outcome by holding on to hope 
or prolonging the experience of anticipation. Such information can be used to set 
reasonable limits on decision-making activities, and to provide for a reasonable 
stopping point in the decision-making process. One source of worry or anxiety 
might be in not knowing when to stop and make a decision.

A second implication is that decisions will differ depending upon the degree 
to which affective and cognitive components are consistent with one another. 
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Where consistent, the decision maker may experience a sense of certainty about 
their decision (e.g., Tiedens and Linton 2001). Where inconsistent, however, 
people may have a sense that “I know I should do one thing but I feel as though 
I should do another.” It is theoretically meaningful to examine the nature of inter-
play between cognition and affect in order to more fully understand their relative 
influence on decisions. Choices that appear irrational from one perspective (cog-
nition) may appear to be rational from another (affective). Theoretically, then, 
new and different standards of assessing rationality might be gleaned from 
research investigating the interaction between affect and cognition on the deci-
sion-making process. On a more practical level, bringing affective and cognitive 
components into synchrony may be one way to resolve the psychological discom-
fort associated with uncertainty, and allow the decision maker to move forward in 
the decision process by alleviating the nagging sense of unease that might other-
wise prevent them from making a choice. Here, cognitive dissonance theory 
(Festinger 1957) and the proposed theoretic framework may share a small piece 
of common ground. It would be interesting to determine whether dissonance 
reduction occurs during the process of aligning cognitive and affective elements 
of the decision.

A third implication is that differences in perceived source of the uncertainty 
(e.g., internal vs. external) might produce different levels of psychological discom-
fort. People might experience less discomfort if they perceive the source of uncertainty 
as internal (i.e., lack of information, knowledge) because they may believe they 
have control over such uncertainty. They can always seek additional information or 
turn to an authority for advice. On the other hand, where uncertainty is perceived 
to be external, there might be a perceived loss of control and, as a result, more 
psychological discomfort will be experienced.

6.7 � Conclusion

We hypothesize that the desire to live in a certain world, and the inevitability of 
encountering uncertainty, can create a tension that manifests itself as psychological 
discomfort. Such discomfort resonates throughout the decision-making process, 
from initially representing the decision situation and selecting strategies to cope 
with it, to managing the interplay between affect and cognition that drives us toward 
making our decisions and living with the consequences of our choices. At two 
extremes, the said discomfort can also end up with either inaction or total chaos for 
individuals. In most cases however, the psychological discomfort, if not managed 
satisfactorily, can lead to incorrect decisions in life and in business. We hope that 
the theoretic framework developed in this chapter provides a fresh perspective in 
the area of judgment and decision making under uncertainty. We also hope that the 
proposed framework stimulates research to address the gaps in our present under-
standing of these decision processes.
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Abstract  This chapter reflects on the changes in financing small firms during the 
past 25 years by reviewing the extant literature on how small businesses are financed 
at their inception, how continuing operations are financed, and how changing tech-
nologies have shaped capital markets for small firms. Our review of a unique small 
firm time series data set shows that many of the obstacles small firms faced in the 
early 1980s have mostly disappeared. New firm formations continue to depend on 
owner savings, friends, and family, while venture capital remains a microscopic 
proportion of total new firm financing in any given year. Once operating, small firms 
depend primarily on banks for operating support and capital investment, but the use 
of credit cards (business and personal) and nonbank sources (finance/leasing compa-
nies) is increasing in importance. We end with a discussion of two current issues in 
small firm finance: the cumulative impact of banking consolidation in the USA and 
the effect of the current financial crisis in the USA on small firm access to capital.

7.1 � Introduction

The financial crisis in the USA that began in the summer of 2007 provides a 
reminder of the importance to small business of external capital from the banking 
system.1 Start-up firms always rely heavily on personal savings and family, with 
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1 The Small Business Administration (SBA) defines a small business as one that employs less than 
500. According to the SBA Office of Advocacy, small firms represent 99.7% of all employer 
firms, employ over half of all private sector employees, pay 44% of total US private payroll, have 
generated 64% of net new jobs since 1993, and created more than half of non-farm private gross 
domestic product (see http://web.sba.gov/faqs/faqindex.cfm?areaID=24).

http://web.sba.gov/faqs/faqindex.cfm?areaID=24


122 W. Dunkelberg and J.A. Scott

external equity injections a rare occurrence – even for ventures that have highly 
valuable but uncertain growth opportunities (Reynolds and Curtin 2008; Robb et al. 
2009). Although banks are not the direct primary source of capital for starting a 
new firm, they are the primary source of funds for small firms once started, providing 
working capital and funding for investment in plant and equipment (Berger and Udell 
1998). The ongoing consolidation of the US banking industry since the early-1990s, 
however, continues to raise concerns about the availability of bank financing for 
small firms because the merged bank generally devotes a small percentage of total 
assets to small business loans (Peek and Rosengren 1998). Yet during the past 15 
years the number of new charters expanded by over 1,500 and the total number of 
bank offices increased as a result of a boom in branch openings. In addition, a small 
group of large banks expanded their lending to small firms via another channel – 
credit cards – while other large banks focused on mid-market lending to replace the 
lower interest margins from highly competitive large-company financing.

Since the mid-1990s, scholars directed their attention to the financing of small 
firms through two distinct channels. The first channel is the special role banks play in 
resolving the information asymmetry associated with small firm lending that can 
otherwise lead to credit rationing (Stiglitz and Weiss 1981). While the intellectual 
foundations of this literature date back to Diamond’s (1984) idea of a delegated moni-
toring role for banks, much of the work since then is empirical. Beginning with 
Berger and Udell (1995), the idea of relationship banking was established, where 
banks accumulate private hard and soft information to mitigate the inherent informa-
tion asymmetry associated with lending to information-opaque small firms. They 
empirically documented how stronger relationships – using length of time at their 
primary bank as a proxy for relationship strength – can improve the credit availability 
and pricing for information-opaque small firms. This paper was also one of the first, 
along with Petersen and Rajan (1994, 1995), to use the newly initiated Board of 
Governor’s of the Federal Reserve System Survey of Small Business Finances 
(SSBF). An entire literature subsequently developed based largely, but not exclu-
sively, on the SSBF surveys that examines the role of private information acquisition, 
bank size, and bank distance on small firm credit availability and pricing.

The other channel is the role of venture capital in financing innovation. This work, 
mostly the legacy of pioneering work by Gompers (1995), Gompers and Lerner (1996) 
and Lerner (1994, 1995), began by addressing such issues as the structure of limited 
partnership funds, the staging and syndication of investments and the performance of 
venture-backed IPO offerings. More recent studies rely on hand-collected data to per-
form more firm-level analysis, addressing such questions as characteristics of term 
sheets (Kaplan and Stromberg 2003; Kaplan and Strömberg 2004), venture-capital 
returns (Kaplan and Schoar 2005), the evolution of companies from start to becoming 
public, (Kaplan et al. 2007), and the geography of venture-capital expansion (Chen 
et al. 2009). Although the supply of venture capital continues to grow – especially with 
institutional demand for alternative investments, the number of principals per firm 
remains constant and the total number of principals has been stagnant since 2000 
(Metrick, Chap. 2). With less attractive exit economics (attributable by many to 
Sarbanes-Oxley) and the low returns in the 2000s (NVCA 2010), VC financing is 
likely to remain a very limited channel for financing entrepreneurial firms.
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The operating environment for small firms is much different than in the mid-1990s 
when scholars began a serious investigation into the special challenges of small firm 
finance. Deregulation (e.g., Riegel-Neal, Gramm-Leach-Bliley), new regulation (e.g., 
Sarbanes-Oxley), the growth in entrepreneurship programs at universities, along 
with scholarly documentation of their role in the job generation process (Birch 1979, 
1981) attracted the interest of policy makers. Unlike the securities markets where 
comprehensive secondary market data is widely available for analysis (e.g., CRSP, 
Dealscan, etc.), no such source exits for small business finance that allows analysis of 
the effect of changes in regulation or macroeconomic conditions on small firm 
financing. This interest dramatically increased in 2009 because of concerns in the 
USA and elsewhere about the ability of small firms to obtain the credit they need 
(Spors and Flandez 2008; Eckblad 2009; Thirwangadam 2009; Chan 2010).

The primary sources of data on small firm financing are panel studies and periodic 
surveys of various small firm populations. The Fed’s SSBF surveys conducted in 
1987, 1993, 1998, and 2003 are the most comprehensive sources of information on 
existing firms but the surveys have been discontinued because of the cost. Although 
US bank call reports (FFIEC, Consolidated Reports of Condition and Income) have 
a line item for small business lending, these data only allow scholars to look at 
aggregate changes, without the ability to relate changes to local market conditions 
or the credit quality of the borrowers. In addition, the definition of “small” for the 
loan size categories includes two loan size categories: under $100,000 and $100,000 
to $1 million. Given that the average loan sizes in the SSBF have generally been 
under $50,000, loans in the latter category are likely to be capturing the activity of 
firms that do not fall within the typical definition of a small- and medium-sized 
enterprise. The Panel Study of Entrepreneurial Dynamics, (PSED) (Reynolds and 
Curtin 2008), has a wealth of data on nascent entrepreneurs, that is, those in the 
start-up process. More recently, the Kauffman Foundation launched a panel study 
of new firms with a focus on high-technology businesses (Robb et al. 2009). The 
National Federation of Independent Business (NFIB) conducts monthly surveys of 
its membership (since late 1973) that ask questions about credit availability and 
terms, as well as periodic surveys of its membership on issues related to bank 
credit. Venture-capital data sources are largely aggregate numbers (e.g., National 
Venture Capital Association), although some research uses hand-assembled confi-
dential data sets (e.g., Kaplan and Strömberg 2004; Kaplan and Schoar 2005) to 
investigate both the structure of term sheets and rates of return on private equity 
investments.

This chapter summarizes the current state of knowledge about small firm 
finances and then offers some perspectives on future research opportunities. Our 
focus is primarily on empirical studies and data sets, but we also identify key theo-
retical work that forms the basis for many of the most widely cited empirical 
papers. We begin with an historical analysis of small firm credit availability (over 
the past 35 years) using the National Federation of Business’ Small Business 
Economic Trends survey. We provide a perspective on the current policy debates 
regarding small firm credit availability with a time series analysis of the experience 
of over 500,000 small firms. This section also provides a chronological review of 
new firm financing panel studies, including the Kauffman Firm Survey and Panel 
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Study of Entrepreneurial Dynamics, as well as the key trends identified in the 
Board of Governor’s SSBF. This section also addresses the evolution of credit cards 
(both business and personal) as a source of funds, the role of real estate collateral 
in shaping small business credit availability, and the limited, but special, role of 
venture capital (including angel financing). Finally, we examine current issues in 
small firm finance. Among the topics addressed are the effect of bank consolidation 
and changes in market structure on small firm access to credit, the role of market 
structure on availability and pricing of small firm loans, the increasing distance of 
small firms from their primary lenders, the unique role of community banks in 
facilitating small firm finance, and recent survey evidence on the impact of the 
credit crisis of 2007–2009 on small firm credit availability.

7.2 � Time-Series Perspective on Credit Availability and Cost

The National Federation of Independent Business (NFIB) began economic sur-
veys of its membership in 1973. Since that time, a virtually identical three-page 
questionnaire is mailed to a sample of the NFIB’s small business owner members: 
from October of 1973 through 1985 the survey was mailed on the first day of every 
quarter and since January 1986, the survey is mailed on the first day of every month. 
The yield is between 1,300 and 2,300 responses in the first month of each quarter 
and 500–900 in each of the following 2 months. A report based on the findings 
of the survey, “Small Business Economic Trends” (SBET), is produced each month 
and is available from the NFIB at nfib.com/research. These data are meaningful 
because they apply to about half a million employer firms (out of an estimated 6 
million employer firms) and NFIB members have been shown to be reasonably 
representative of the population of small business in the USA (Dunkelberg and 
Scott, 1983).

The SBET includes a number of questions related to credit availability: (1) “If you 
borrow regularly, at least once a quarter, are loans easier or harder to get than they 
were 3 months ago?” (2) “Do you expect to find it easier or harder to obtain your 
required financing during the next 3 months?” (3) “During the last 3 months was 
your firm able to satisfy its borrowing needs?,” and (4) “What is the most important 
business problem facing your business today (with “financing and interest rates” as 
one of ten choices provided)?” The survey also asks regular borrowers how the 
interest rate on their most recent loan compares to 3 months ago and the rate they 
are paying on loans for maturities of 1 year or less. Figures 7.1 through 7.5 show 
the time-series responses to these questions.

Figure 7.1 reports the percent of owners who reported borrowing at least once a 
quarter (which includes accessing lines of credit). Regular borrowing activity was 
highest during the pre-1983 period when exceptionally high nominal interest rates 
and inflation that created a need for borrowing because of the pressure that high infla-
tion rates (input prices) put on cash flows. Even with interest rates near 20%, small 
firms continued to borrow to operate their businesses but endured much lower margins. 
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As inflation declined, nominal interest rates fell, profit margins and cash flow 
improved, and the number of firms borrowing on a regular basis fell (Figs. 7.1 and 
7.2).

Regular borrowers are asked if their last loan was “easier” or “harder” to get than 
the previous attempt (Fig. 7.3). Loans were most difficult to arrange in the pre-1983 
period, with reports of “harder” (net of those reporting “easier”) rising to 27%. 
Since then, reports of difficulty in accessing credit follow a predictable pattern 
shown in Fig. 7.3. Reports of credit problems start off at low levels at the beginning 
of an expansion and then become “harder” as the economy peaks, the Fed tightens, 
and a recession sets in. While not shown in Fig.  7.3, small business difficulties 
accessing credit generally lag reports of credit tightening by the Fed survey of 
money center banks (Senior Loan Officer Opinion Survey on Bank Lending 
Practices).2 The recent (2007–2009) increase in those reporting net “harder” shows 
a much quicker increase since the early-1980s and through 2009 continues to per-
sist at post-1983 high levels. An apparent leveling off appears to be taking place in 
early 2010. The nature of the connection between thousands of smaller community 
and regional banks to the money center banks in terms of credit cost and availability 
and the impact of monetary policy merits a more careful examination.
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Fig. 7.3  Credit availability versus last try (% harder to get – % easier) (Small Business Economic 
Trends NFIB)

2 Dunkelberg et  al. (2003) find that changes in credit availability reported in the Senior Loan 
Officer Survey takes about 17 quarters to have its maximum effect on credit availability for small 
firm owners.
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All small firms are asked to report the most important problem facing their business. 
Figure 7.4 shows that financing and interest costs are barely on a small firm’s radar. 
Even as credit became harder to obtain in the last two economic slowdowns (1991 
and 2001), financing costs and difficulties did not rise to the top of their list of concerns. 
The data in Fig. 7.4 clearly indicate that in the recent recession (2007–2009), the 
state of the economy as reflected in weak sales is threatening small business survival, 
not the fragile condition of many banks and the financial markets in general.

Starting in 1993, the survey asked owners if all of their credit needs were met 
in the prior quarter (Fig. 7.5). Unfortunately, this series covers only one reces-
sion, 2001, that was a rather mild event. Focusing on the percent of owners who 
reported “No,” the incidence of complaints did not move out of the recent histori-
cal range until the first quarter of 2009. At its worst in 2009, only 10% reported 
that all their credit needs were not met (turned down or didn’t receive all the 
credit the desired or credit terms were unsatisfactory). Still, the percent reporting 
needs not meant doubled in a very short period of time. The true number is likely 
to be higher (in all periods) if discouraged borrowers could be identified, that is, 
those who did not apply for fear of being turned down. For the remaining 90% of 
owners, they either received the credit they wanted or didn’t want to borrow.

Overall, the SBET data suggest that many of the problems small firms faced in the 
early-1980s have largely disappeared. Much of the improvement is due to a more 
stable macroeconomic environment with lower inflation and less severe cyclical con-
traction – at least until 2008–2009. The number of competitors in many markets is 
much greater because of deregulation that began with the lifting of many branching 
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restrictions in the 1980s. Although the number of charters has fallen dramatically and 
deposit concentration has been increasing in some markets, new charters continue to 
provide alternatives for small firms. And finally, advances in information technology 
have opened several new channels of borrowing for small firms, of which business 
credit cards are the most important. We address these topics in more detail below.

7.3 � Current Sources of Funding

Any analysis of funding in the context of entrepreneurial finance needs to distinguish 
between nascent firms, that is, firms in the start-up process as described by Reynolds 
and Curtin (2008), new firms, and existing (or established) firms. Even with this clas-
sification, a further cut of new/existing firms should be based on “growth opportuni-
ties.” The term growth opportunity generally differentiates entrepreneurial finance 
from small business finance, but a widely accepted definition of entrepreneurial 
finance remains elusive. With these caveats in mind, we begin this section with a 
summary of the findings (in chronological order) related to start-up financing, regard-
less of whether the firm is nascent (PSED) or established (Kaufmann and NFIB 
surveys), and present conclusions about the availability of start-up financing. Next, 
we summarize the trends for existing small firm financing from the Fed’s Survey of 
Small Business Finances with a focus on the importance of credit cards versus direct 
bank lending.
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7.3.1 � Start-up Financing

In a 1979 NFIB study of how new firms were financed, Dunkelberg and Cooper 
(1983) report that 47% of the owners cited personal savings as the major source of 
capital (“major” is not defined as a percentage), with 28% depending on financial 
institutions and 13% on friends and relatives.3 Only 4% cite independent investors 
as their major capital source. For owners reporting more than one source, personal 
savings accounts for 63% of the major financing sources (as reported by the owner), 
financial institutions for 47% and friends, and relatives for 26%. Reports of 
venture-capital use are virtually nonexistent and government sources accounted for 
1%.

In 1985, the National Federation of Independent Business undertook a panel 
study of all its members who reported starting a business within the past 18 months 
(Cooper et al. 1990). In the panel’s first year, of the 3,951 eligible survey respon-
dents, 71% start their business from “scratch” and 29% start by purchasing an 
existing firm. For those starting from scratch, 49% provide at least 50% of the start-
up investment from their own funds (primarily savings).4 Thirty percent report bank 
loans as the major source of funding (since banks are not venture capitalist, these 
loans are likely secured by personal assets).

The Panel Study of Entrepreneurial Dynamics II, which began in 2004, tracks 
the sources of informal and formal funding for emerging firms. Reynolds and 
Curtin (2008) report that informal financing of 882 nascent firms is most likely 
from personal savings (84%), followed by personal credit card, bank, and mortgage 
loans (27%), and then personal, family, and friend loans (23%). Thirteen percent of 
these firms report no financing for their nascent firm. Formal financing for 435 
established firms, that is, after a firm is legally registered, is led by personal loans 
from team and family members (39%), followed by additional team equity (27%), 
and financial institution lending via credit cards, bank loans, or working capital 
loans (20%). SBA-guaranteed loans, which are through bank lenders, are reported 
by 26% of new firms. Reynolds and Curtin (2008) note that the firms with the largest 
outside funding are not closely associated with significant growth opportunities, for 
example, a technology focus or market innovation. His observation is another piece 
of evidence illustrating the difficulty of identifying entrepreneurial finance oppor-
tunities ex-ante.

The Kauffman Firm Survey (Robb et al. 2009) may come closest to identifying 
entrepreneurial start-up firms but with a focus on high-technology status, which 
excludes most “Main Street” types of businesses. But their choice of North 
American Industrial Classification System codes includes some rather prosaic 
industries such as chemicals and allied products (identified as high tech) and 

3 These data were obtained from a survey of the membership of the National Federation of 
Independent Business.
4 The amount invested was defined as the total amount of funds invested in the firm at the time the 
first dollar of revenue was received.
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cigarettes (identified as medium tech). Commercial bank lending plays an 
important role for the firms in this survey as well, confirming the findings in the 
PSED and NFIB panel studies. Forty-five percent of over 4,000 start-up firms in 
2004 reported outside debt with an average amount of $85,681 (Robb and 
Robinson, 2008). Most of this debt is bank-related (either business/personal loans 
or business/personal credit cards), with very few respondents reporting a nonbank 
loan or reporting a government business loan. The low incidence of government 
loans stand in contrast to the high incidence of SBA-guaranteed loans in the PSED. 
Many of the bank loans reported in the Kaufmann survey are SBA guaranteed but 
may not be reported as such. The average business bank loan is $9,357 ($150,704 
for those reporting a loan), while the average credit line is $3,237 ($62,156 for 
those reporting a line). Personal bank loans to the owners (survey respondent plus 
other owners) almost equal the total for business bank loans with an average of 
$147,932. During the first year of operations, 48% report new personal debt, while 
28% report new business debt.

Despite the difficulties involved in direct data comparisons, several conclusions 
can be drawn from the above studies. First, start-up businesses rely heavily on 
owner (and founding team) equity, along with significant contributions from what 
is affectionately known as “family, friends, and fools.” Second, both business and 
personal credit cards have become an important source of financing for start-ups. 
And third, banks continue to remain an important source of external capital outside 
of credit cards, either through working capital lines, asset-backed (mortgage) loans 
on business property, or other loans (e.g., equipment).

All of the panel studies report a very low incidence of venture capital as a source 
of financing. In 2004 (the base year of the Kauffman and PSED II surveys), there 
were only 192 seed/start-up deals, 862 early-stage investments, 1,205 expansion 
investments, and 765 late-stage investments (PWC Moneytree 2009). The 192 seed 
investments pale in comparison to the over 600,000 business starts for 2004 
estimated by the SBA, as well as the total venture-capital investments – just over 
3,000 – compared to some 6 million small firms with employees in 2005 (SBA). 
Another source of early-stage capital is angel funding. Shane (2008) reports that 
angel investment was approximately $23 billion per year between 2001 and 2003, 
an amount that is very close to the $21.8 and $19.7 billion invested by venture capital-
ists in 2002 and 2003, respectively. The typical angel investment is $10,000, usu-
ally an early-stage investment, and frequently placed in companies not considered 
to have high growth opportunities. For example, Shane (2008) reports that 25% of 
the angel investments made between 2001 and 2003 went into retail firms and 
12.5% into personal services firms.

7.3.2 � Ongoing Small-Firm Financing

The Board of Governor’s Survey of Small Business Finances (SSBF) is the most 
comprehensive and most recent source of information about ongoing small firm 
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financing. These surveys, conducted in 1987, 1993, 1998, and 2003, focus on small 
firm sources and uses of financial services along with data on firm and owner char-
acteristics. Although the structure of financial markets changed dramatically since 
the first Fed survey in 1987, small firms continue to rely on commercial banks as 
their primary source of external capital. Ou and Williams (2009) report that almost 
90% of small businesses in 2003 use some form of credit, with 48% using com-
mercial banks and 22% using finance companies. Commercial banks continue to be 
the most important source of lines of credit (80%), mortgage loans (53%), and 
equipment loans (48%). While the Kaufmann Firm Survey provides a look at start-
up financing over a short window, the reliance of start-ups on bank financing (per-
sonal bank loans and business credit cards) for surviving firms is reported by over 
40% of the respondents in that survey. This figure from Kaufmann is not that far 
from the average experience of existing small firms reported in the Fed’s 2003 
SSBF.

Mach and Wolken (2006) identify two important changes in the SSBF since the 
first survey in 1987. First, small firms are diversifying their providers of financial 
services, with an increase in importance of non-depository institutions such as 
finance and leasing companies – especially for larger small firms. By 2003, about 
41% of the respondents to the SSBF obtain credit from the banking sector, down 
from 44% in 1987 (Cole et al. 1996). Between 1987 and 2003, small usage of lines 
of credit from banks increase to 29.5% from 19.5%, but usage falls in all other 
credit categories (mortgages, vehicle loans, equipment loans, capital leases). By 
2003, commercial banks supply more credit lines and mortgages than non-deposi-
tory institutions, but non-depository institutions supplied more vehicle loans and 
capital leases. These diversified sources suggest that small firms now have more 
choices among lending technologies (Berger and Udell 2006) that have moved 
beyond pure relationship lending to different types of transaction lending (e.g., 
leasing).

The second change Mach and Wolken (2006) noted is a big increase in the 
importance of business credit cards. Ou and Williams (2009) conjecture that this 
increased business credit card importance is related to the activity of a small num-
ber of large-bank credit card issuers. They find a decline of small banks’ share of 
small loan markets, especially in the smallest loan markets, where small firm lend-
ing is defined as loans under $1 million in the bank call reports and the CRA 
reports. Using 2007 CRA data, Ou and Williams (2009) find that about 12 banks 
comprise 75% of the loans in the smallest category (under $100,000) and the aver-
age size in June 2007 was $3,200 compared with $20,000 from other lenders. These 
large credit card lenders have limited participation in other small loan markets 
accounting for only 3% of loans between $100,000 and $1 million.5

Credit cards, whether business or personal, are important to new firms. Scott 
(2009) reports that almost 60% of new firms in the Kauffman Firm Survey used 

5 The Small Business Administration’s annual study of lending to small and micro businesses 
(2009) confirms these results.
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credit cards in their first year of business and about one-third of the firms carried 
balances through the first year. Mach and Wolken (2006) report that the percent of 
small firms using personal credit cards remained about the same in 2003 (47%) but 
those firms using business credit cards increased by 14 percentage points to 48% 
since 1998. Confirming evidence regarding credit card usage is provided in a recent 
(2008) NFIB poll conducted by the Gallup Group (Dennis 2008a) where 84% of 
the respondents use credit cards for their business (business or personal cards). 
Interestingly, over one-third of the respondents with business or personal credit 
cards in the NFIB poll do not report any other line of credit at another financial 
institution. The Poll also reports that about 75% of small firms pay their balances 
in full every month, indicating that the credit card is more a transaction service than 
a line of credit. These firms that rely on credit cards without a local bank lender 
may contribute to findings of an increasing distance between small firms and their 
primary lenders over time (Petersen and Rajan 2002; Agarwal and Hauswald 2008; 
Brevoort and Hannan 2006; Hannan 2003; DeYoung et al. 2007). However, Brevoort 
(2006) finds that increases of out-of-market lending in MSAs is largely attributable 
to either large banks and/or smaller loans, which suggests that the impact of 
distance on competition may be limited to a small set of banks and borrowers that 
are related to credit card lending. In addition, Brevoort et al. (2009) using the 2003 
SSBF find that while distances increased in the early 1990s, they decreased in the 
latter half and that a wide variation in distance exists depending upon the supplier 
of financial services.

7.4 � Current Issues in Small Firm Financing

7.4.1 � Bank Consolidation and Small Firm Finance

With the start of an easing in bank branching restrictions in the early-1980s, 
considerable consolidation in the US banking system left small firms with 
fewer choices among independent banks, often forcing them to a larger banking 
organization as their primary financial institution. Between 1989 and 2006, the 
number of small banking organizations decreased by 36%, while large banks’ 
share of domestic assets increased from 66% to 80% (Jagtiani 2008). Yet at the 
same time, advances in information technology increased both the range of 
services offered, as well as the ability of financial institutions to offer credit 
services to small firms outside their local market. This extended reach is cer-
tainly seen in the widespread market penetration of business credit cards during 
the past 15 years.

Concerns over this consolidation led to a change in the call reports in the mid 
1990s. A new section (currently Schedule RC-C part II) requires banks to report the 
number and amount of small business and farm loans. Scholars using these data 
initially found that the proportion of small loans in a bank portfolio declined with 
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bank size, raising concerns that mergers reduce the supply of small firm credit 
(Peek and Rosengren 1998; Strahan and Weston 1998). Other papers showed that 
this static analysis of balance sheet proportions could be misleading and needed to 
take into consideration the response of other lenders in the market. For example, 
Berger et al. (1998) find that in markets where mergers took place and resulted in 
the combined banks lending less to small firms, the increase in small firm lending 
by banks that did not merge offset most of the merged banks’ decline. Consolidation 
also triggers new market entry by de novo banks as documented by Berger et al. 
(2004).

Scott and Dunkelberg (2002), using data from the NFIB membership collected 
in early 1995, find that bank mergers had no significant effect on the ability of small 
firms to obtain a loan or the contract loan rate on the most recent loan. However, 
mergers are more likely to result in an increase in non-price terms and increased 
shopping for a new bank. A subsequent survey in 2001 confirmed the earlier findings 
(Scott et al. 2003).

Recent work by Berger et  al. (2007) finds a more nuanced impact of market 
structure on the availability of new lines of credit for small firms. They document 
how the presence of a large-bank branch in local markets, not size or deposit con-
centration, affect credit availability. Along a similar line, Scott and Dunkelberg 
(2010) identify that lender actions, in addition to deposit concentration, affect small 
firm credit availability, loan terms, and non-credit service quality.

While an individual small firm may have had problems with mergers over the 
past 20 years, no systematic relationship can be found between credit availability 
with mergers and firm size, firm age, location, or industry. Part of the reason for 
this finding may be an increase in the number of new charters by over 2,500 
between 1990 and 2008 (or over 140 per year) as well as an increase in the use 
of business credit cards by small firms, often issued on the basis of proprietary 
commercial credit-scoring models. All of these new charters are small banks by 
definition, and usually referred to as “community banks” in the scholarly litera-
ture as well as the statutes.6 Community banks, typically banks with assets less 
than $1 billion, play a special role for small firms because of their flatter organi-
zational structure (Berger and Udell 2002; Scott 2004). As such, they can make 
quicker decisions and can give private hard and soft information significantly 
more weight in the credit granting decision. This underwriting approach stands in 
stark contrast to a larger bank with a more structured, less flexible underwriting 
system. Several papers (e.g., Cole et al. 2004; Berger et al. 2005) show that the 
use of private information, the basis of relationship lending in the literature, by 
community banks gives them a comparative advantage over larger banks in this 
type of lending.

6 The Housing and Economic Recovery Act of 2008 defined a community financial institution as 
one having assets less than $1 billion. Previously, the Financial Services Modernization Act of 
1999 had set the threshold at $500 million, with subsequent adjustments for CPI inflation.
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7.4.2 � Credit Crisis of 2007–2010 and Small Firm Finance

The global credit crisis that began in the summer of 2007 and its impact on small 
firm financing is critical according to business press reporting. However, as noted 
above, there is no evidence over time that financing has become the most important 
problem for small firms, but the difficulty in obtaining credit has reached the highest 
level since in the early-1980s. The percent of small firms experiencing financing 
problems has crept up since mid-2007 as the duration of the recession lengthened 
and the net percentage not able to satisfy their credit needs in the late-2009s twice 
as high as it was in early 2007 (see Figs. 7.3 and 7.5). A NFIB poll conducted by the 
Gallup Group in early September 2008 asks a sample of small firms drawn from the 
Dun & Bradstreet file about their recent credit experiences as the economy, stock 
market, and property values headed towards a freefall (Dennis 2008b). At that time, 
only 32% of the sample report applying for credit, 59% report they do not want 
credit, and 8% reporting that do not think they can get credit. This survey identifies 
a somewhat higher incidence of problems with credit availability based on those 
who tried to get credit: 41% of small employers report obtaining all the credit they 
wanted, 22% most or some, while 34% report obtaining none of what they want.

The primary finding of the survey, however, is the importance of business and/or 
personal real estate as a source of collateral to provide capital for their business. 
Ninety-six percent own their personal residence, 49% own all or part of the building 
and/or land on which their business sits (excluding the one-quarter who operate pri-
marily from the home), and 41% own investment real estate, excluding their resi-
dence and business.7 Real estate, particularly home mortgages, is frequently used to 
finance or collateralize other business assets. Seventy-six percent have at least one 
mortgage on the real estate they own with 13% having three or more mortgages and 
22% with at least one mortgage to finance business activities. Sixteen percent use real 
estate to collateralize other business assets, including 10% who use their homes as 
collateral. About one in 10 (9%) own at least one currently upside-down property, that 
is, a loan where the unpaid loan balance exceeds the market value of the property.

The widespread use of real estate collateral for business loans and the falling real 
estate values creates a very different problem for small firm financing than previous 
recessions – even in the early-1980s. More heavily mortgaged owners and those 
who are upside-down are less likely to obtain all the credit they wanted (for those 
trying to get credit) after controlling for sales growth, business size, and age. Real 
estate values also play a role in determining which owners report not trying for 
credit. After controlling for firm characteristics, more heavily mortgaged owners 
and those who are upside-down are more likely to report not applying for fear of 
being turned down (as this shows up on credit reports). In other words, owners 
experiencing falling real estate values self-select out of applying, knowing that they 
have insufficient collateral for borrowing. These results suggest that the adjustment 

7 Reynolds and Curtin (2008) report that 6% of nascent firms and 10% of new firms report asset-
backed loans (primarily mortgages).
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of real estate values back to their fundamental values in the most severely affected 
areas in the USA (California Central Valley, Las Vegas, Florida, Atlanta, Michigan, 
and Ohio) will be a significant obstacle for small firm access to capital.

The 2008 NFIB poll conducted by the Gallup Group was repeated in September 
2009 and the results are basically unchanged from a year earlier (Dennis 2010). 
Fifty-one percent of small employers cite slow or declining sales as their most 
immediate economic problem, followed by uncertainty about the economy for 22%. 
Access to credit is the most immediate problem for only 8% of small employers, as 
was falling real estate values (8%). Fifty-five percent of the owners report applying 
for credit and 40% received “some” (13%), “most” (12%), or “all” (22%) of what 
they require. Slightly fewer than 20% are unsuccessful in obtaining the credit 
they required, either because of a turndown, a rejection of the terms offered, or not 
applying for fear of rejection. The results of these two polls show a clear disconnect 
between the extent to which small business credit availability is affecting their 
business outlook as well as the business press reporting of small business credit 
rationing by banks. The most telling result of the 2009 poll is that twice as many 
owners who could not get credit cite poor sales as the reason versus credit rationing. 
Credit rationing would suggest that “bankable” small firms are denied credit, 
whereas the reports from the NFIB polls suggest that credit may be harder to get 
for small firms because of the perilous state of their balance sheets.

7.5 � Suggestions for Future Research

The theoretical underpinning for much of the work on small/new firm access to 
credit relies on the idea of information opacity and its role in creating an information 
asymmetry between lenders and small/new firm owners. The result of extreme 
information asymmetry is credit rationing where credit is not granted to otherwise 
creditworthy firms because the lender cannot adequately assess the risk. The nature 
of the information opacity that leads to information asymmetry problems needs to 
distinguish between business risk and management risk. Many small firms (and 
start-ups) are in businesses where enough data exists to estimate the probability of 
default and loss given default (e.g., restaurants). In other words, the source of the 
information opacity is unlikely to be with the characteristics of the business. 
In these cases, the primary uncertainty is the ability of the manager/owner to navigate 
the business through the challenges of start-ups and business cycle fluctuations. 
However, for other endeavors (such as biotechnology), business risk is very difficult 
to assess because the outcomes are dominated by uncertainty, not risk (Knight 
1921). In these cases, both business and owner/manager uncertainty contribute to 
the information opacity. Future empirical work would benefit from a better model 
of the interaction of business versus manager risk. With such a model, testable 
hypotheses involving soft versus hard information could be better specified.

The association between bank size and small firm credit outcomes needs further 
research. While small banks have an advantage over large banks in the production 
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of soft information and the attendant benefit in granting credit, these results may be 
due to the rapid consolidation of the banking system from the 1990s through the 
early 2000s. While consolidation is accelerating with the FDIC case resolutions 
attributable to the current credit crisis (2007–2009), the future pace will likely 
resemble the mid-2000s, rather than the frenetic pace of the mid-1990s. Large 
banks specialize in small firm lending but often times via credit cards or credit scoring. 
Presented with these opportunities, small firms could be selecting banks depending 
on their specific loan needs and the least cost lending technology.

A related issue with bank size is the role of technology and the importance of 
distance in small firm lending. Whether or not the “tyranny of distance” (Petersen 
and Rajan 2002) is removed because of credit-scoring and business credit cards 
remains to be seen. In the venture-capital market, proximity of the venture capitalist 
to their investment’s success is still an important determinant (Chen et al. 2009). 
This topic can be a fruitful area for empirical research, especially focusing on how 
credit card use and the implementation of new credit card regulations (Credit 
CARD Act of 2009) might affect small firm access to capital.

Finally, the recent credit crisis has generated a tremendous amount of focus on 
the problems small firms have with access to capital. The data presented in this 
chapter show no pervasive, persistent problem with access at the same level small 
firms faced in the early 1980s. However, when compared to the 1990s and 2000s, 
the recent experience of small firms reveals a marked increase in credit access 
difficulty. While some firms will always have difficulty accessing capital, many of 
the access problems identified in the early 1980s appear to be resolved through 
technology, the quest for profitability (large banks focusing on small firms), or the 
continuing chartering of new banks (new small firm lenders). The ongoing consoli-
dation that has increased the market share of the largest banks, along with much 
tighter restrictions on credit cards and small firm reliance on real estate collateral, 
suggests the need for a clear, data-driven analysis of small business credit avail-
ability and whether a public policy response is necessary.

7.6 � Conclusions

The title of this chapter, The Changing Landscape of Small Firm Finance, is an 
appropriate point of departure for concluding remarks. How much has the land-
scape changed in the past 20 years for small firm finance? In some ways, the 
changes are dramatic when viewed through the lens of the number and distribution 
of banks and changes in lending technologies. The consolidation of the US banking 
system reduced the number of banking organizations by one-third over this period, 
many of which were small banks that served the financial needs of small firms. Yet 
the number of banking offices increased by almost 30,000 (www.fdic.gov/hsob) as 
a result of increased branching. Over the same period, the costs of information 
technology fell just as dramatically, enabling the rapid growth of business (and 
personal) credit card lending that expanded credit access to small firms, either at 

http://www.fdic.gov/hsob
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the business or personal level. The growth in personal credit card lines is clearly an 
enabler for nascent firms based on the PSED data. Unfortunately, these credit card 
lenders were concentrated in a few very large banks, many of which have incurred 
large losses resulting in a contraction in this source of funds during the Great 
Recession of 2008–2009.

The macro environment for small business financing is much improved since the 
early-1980s. The elimination of inflation in the early 1980s and the associated 
reduction in interest rates was a benefit to small firms. Since that time financing 
costs receded as an important problem for small firms. Although periodic tighten-
ing of credit by the Fed has been felt by small firms attempting to obtain credit, 
their difficulty is nowhere the level of the early 1980s. The recent uptick in reported 
problems with credit availability is not due to higher rates but reflects the impact of 
a weak economy on small firm financial strength. In addition, many small firms 
have relied on the rapid rise in real estate values as collateral for loans and the burst-
ing of the property bubble has significantly affected their ability to offer additional 
business or personal collateral for loans.

But in other ways, the landscape has remained the same when viewed through 
the typical sources of funds for start-up firms. Personal savings and funds (equity) 
from friends and family still remain the most important source of start-up funding, 
while venture capital and other outside equity will continue to be available only for 
exceptional growth opportunities. Banks still remain a primary source of outside 
capital for new firms despite the dramatic industry consolidation during the past 25 
years. The mix has changed, however, from direct lending to a mix of direct lending 
and credit cards, where the credit card is likely to be issued by a different bank. 
Despite – or perhaps because of – consolidation, approval of new bank charters by 
state banking regulators continues. These new banks are an important alternative to 
large banks for many small firms and have a comparative advantage in relationship 
lending that large banks cannot provide.
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Abstract  A key dimension of entrepreneurship is risk-taking behavior, and often 
it is assumed that entrepreneurs exhibit a higher tolerance for risk than non-
entrepreneurs. However, empirical evidence provides mixed findings, raising the 
question whether entrepreneur’s judgment is influenced by emotion and heuristics 
which leads them to misperceive the risk in the market. Our findings support this 
idea. Empirical results indicate these investors generally take more risk than would 
be anticipated. Higher risk propensity is due to probability weighting and is also 
consistent with the idea that entrepreneurs and possible venture capitalists perceive 
risky situations more optimistically than non-entrepreneurs.

8.1 � Introduction

Proprietary traders are market participants who trade commodities, bonds, futures 
and options contracts, or other financial instruments using their own resources to 
make profit. They are self-employed, act independently, and can be characterized 
as “flesh-and-blood business owner-managers” (Davidsson 2007). Patrick Arbor1 
says that “They [traders] are people who know how to take a risk and want to be in 
business for themselves. They embody the American spirit of entrepreneurship. 
These are people who come to the CBOT [Chicago Board of Trade], every day, to 
try to carve out a living” (Bronstein 2008, p.10).

One of the key dimensions of trading and entrepreneurship is risk-taking behavior. 
Trading involves decisions under conditions of uncertainty and traders can be seen as 
specialists who handle risk (Zaloom 2004). An important topic in the entrepreneurship 
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literature is how entrepreneurs face risk. A traditional hypothesis is that entrepre-
neurs exhibit a higher tolerance for risk than non-entrepreneurs. However, empiri-
cal evidence provides mixed results on whether entrepreneurs exhibit higher risk 
propensity (Busenitz 1999; Stewart and Roth 2001; Miner and Raju 2004; Stewart 
and Roth 2004). The inconsistency between empirical findings and the notion of 
higher risk propensity among entrepreneurs motivated new approaches to explain 
behavior. Busenitz (1999) and Busenitz and Arthurs (2007) argue that entrepre-
neurs might use emotion, bias, and heuristics in their judgment, making them mis-
perceive the amount of risk in the market. For instance, an individual may believe 
himself to be averse to risk but still behave in a risk-seeking manner because he 
misperceives the amount of risk in a given situation.

The traditional framework to investigate behavior is the Expected Utility Theory 
(EU). However, experimental evidence has demonstrated the EU assumptions are 
often violated when people make decisions under conditions of risk (Schoemaker 
1982; De Bondt and Thaler 1995; Starmer 2000; Hirshleifer 2001; Barberis and Thaler 
2003). As a consequence, researchers have developed alternative theories to explain 
choice. In financial applications Prospect Theory (PT) developed by Kahneman and 
Tversky (1979) and Tversky and Kahneman (1992) appears to offer the most promis-
ing non-expected utility theory for explaining decision making under risk (Barberis 
and Thaler 2003). Prospect theory differs from the expected utility paradigm in that 
choice is influenced by probability weighting and loss aversion. Probability weighting 
reflects the notion that decision makers use transformed probabilities rather than 
objective probabilities in making choices. Loss aversion posits that decisions are made 
in terms of gains and losses rather than final wealth, and individuals react differently 
to gains and losses. The choice model under prospect theory has two fundamental 
components: a weighting function that reflects a nonlinear transformation of probabil-
ity, and a value function that incorporates loss aversion.

Several studies suggest that probability weighting plays an important role in 
behavior. Tversky and Kahneman (1992) discuss a fourfold pattern of decision mak-
ing frequently found in empirical work, i.e., risk aversion for gains and risk seeking 
for losses at high probabilities, and risk seeking for gains and risk aversion for losses 
at low probabilities. This pattern cannot be explained solely by EU’s utility function. 
To explain a fourfold pattern, probability weighting must be incorporated (Tversky 
and Kahneman 1992). In financial settings Fox et al. (1996) conduct a laboratory 
experiment with professional investors in stock options markets and find that their 
decisions exhibit probability weighting. Langer and Weber (2005) demonstrate that 
probability weighting can make individuals behave differently than their risk prefer-
ences suggest. They show behavior characterized by risk aversion over gains and 
risk seeking over losses, as implied by a typical value function in prospect theory, 
can change dramatically when probability weighting is taken into account. Further, 
they provide evidence that models incorporating probability weighting are more 
consistent with observed behavior, which is also in line with Blavatskyy and 
Pogrebna (2005), Davies and Satchell (2005), and Mattos et al. (2008).

While the importance of probability weighting in decision making is generally 
accepted, no attempt has been made to measure the degree to which behavior can 
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change in its presence. A number of studies use laboratory experiments to elicit 
weighting functions and estimate their parameters. While estimated parameters 
provide information on the magnitude of deviation from objective probabilities, 
they do not offer a measure of how risk-taking behavior changes in the presence of 
probability weighting.

The objectives of this chapter are to investigate the importance of probability 
weighting in trading decisions and examine the degree to which risk aversion is 
modified when investors exhibit probability weighting. We use a group of 15 pro-
prietary traders in the CME Group who participate in a computer experiment, 
whose outcomes provide information about their risk attitude and degree of prob-
ability weighting. The experiment is conducted in the form of computer-based 
sessions. Traders are seated in front of a personal computer and answer choice 
questions that appear on the screen. The trade-off method adopted by Abdellaoui 
(2000) and Abdellaoui et al. (2005) is used to elicit value and weighting functions 
under risk (when probabilities of uncertain events are known) and uncertainty 
(when probabilities of uncertain events are unknown). Based on their elicited value 
and weighting functions, risk and uncertainty premiums are calculated to identify 
the impact of probability weighting on behavior. Three premiums are calculated: 
expected utility (EU) premium, standard premium, and behavioral premium. The 
EU premium is the traditional risk premium, which assumes that probabilities are 
treated linearly. The standard premium considers the effect of probability weighting 
on risk attitude and reflects whether individuals perceive themselves to be risk 
averse or risk seeking. The behavioral premium shows actual behavior.

8.2 � Theoretical Framework

Prospect theory is used to investigate trading behavior. The choice model is based 
on a function V(x

i
) with two components (Eq.  8.1): a value function v(x

i
) and a 

probability weighting function w(p
i
) where x is the argument of the value function, 

and p is the objective probability distribution of x.
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The value function measures value in terms of gains and losses (changes in 
wealth) with respect to a reference point. The shape that typically arises from pros-
pect theory is S-shaped, allowing for risk-averse behavior (concavity) in the domain 
of gains (x > 0), and risk-seeking behavior (convexity) in the domain of losses (x < 0) 
(Fig. 8.1).2 Risk seeking in the loss domain has empirical support and arises from 
the idea that individuals dislike losses to such a degree (loss aversion) that they are 
willing to take greater risks to make up their losses.

2 Figure 8.1 assumes that the reference point is zero.
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A second component of prospect theory is a probability weighting function, 
which was developed from observation that individuals do not treat probabilities 
linearly. Empirical evidence shows probabilities can be overweighted or under-
weighted, meaning individuals make decisions based on perceived probabilities that 
are either larger or smaller than what really exist. For example, Fig. 8.1 shows the 
weighting function of a person who consistently underweighs probabilities, meaning 
that w(p) < p for the whole probability scale.3 If the individual is able to clearly dis-
tinguish probabilities and use them objectively, there is no curvature in the weighting 
function, represented by the linear dotted line in Fig. 8.1. In this situation, w(p

i
) = p

i
 

in Eq. 8.1 and risk-taking behavior is determined solely by the risk preferences in 
the value function. However, when objective probabilities are not used, then w(p

i
) ¹ p

i
 

and decisions are based on transformed probabilities and the value function.
The effect of the weighting function in decision making depends on its structure 

and strength. For instance, the weighting function in Fig. 8.1 depicts an individual 
who underestimates the likelihood of uncertain events and thus believes that proba-
bilities are smaller than actual. In this situation, a person is less willing to take risks. 
Now, consider the value function in Fig. 8.1, which shows risk aversion for gains and 
risk seeking for losses. In this situation, the weighting function enhances the risk 
aversion for gains and reduces (or eliminates) the risk seeking for losses. Consequently, 
in the presence of probability weighting actual behavior can differ from what might 
be expected based on the risk attitude observed in the value function.

8.3 � Previous Studies

Empirical evidence suggests probability weighting is an important determinant of 
individual behavior. In financial investment settings several studies show how it 
can lead to patterns of behavior which differ from those based solely on risk and 
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Fig. 8.1  Prospect Theory’s value and weighting functions

3 In empirical studies, a variety of shapes have been identified.
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loss aversion. They also provide evidence that models incorporating probability 
weighting yield results consistent with observed behavior. Levy and Levy (2002) 
investigate whether risk aversion characterizes investors and the effect of probabil-
ity weights on risk premium. They conclude that risk aversion is not present over 
the entire wealth domain, and behavior may be explained either by risk attitude or 
the presence of a probability function. They argue that even if individuals are risk 
averse, they can still act as risk-seeking investors due to probability weighting. In 
some situations, their results indicate that probability weights can enhance risk 
aversion.

Blavatskyy and Pogrebna (2005) and Langer and Weber (2005) introduce prob-
ability weighting to extend the analysis of the effect of myopic loss aversion on 
investment decisions. Blavatskyy and Pogrebna (2005) demonstrate that probability 
weighting can make investors increase the proportion of risky assets in their port-
folios, which is the opposite conclusion reached by Berkelaar et  al. (2004) and 
Hwang and Satchell (2005) who considered just the effect of myopic loss aversion. 
Hence in this situation, probability weighting leads the investor to buy more risky 
assets as opposed to buy less risky assets when only myopic loss aversion is con-
sidered. Similarly, Langer and Weber (2005) find that myopic loss-averse investors 
who also transform probabilities may decide to increase rather than decrease the 
proportion of risky assets in their portfolios.

Weighting functions for professional options investors have been investigated by 
Fox et al. (1996). They conduct two experiments and their findings indicate inves-
tors exhibit probability weighting. The first experiment focuses on pricing and 
matching prospects over gains with known objective probabilities. Their results 
yield a linear weighting function, which indicates investors about price-risky 
prospects by their expected actuarial value according to expected utility theory. 
A second experiment involves pricing prospects over gains with unknown probabili-
ties and assessing the probabilities of uncertain events. The results for both decision 
weights and judged probabilities reveal subadditivity, meaning investors’ weighting 
functions are not linear and expected utility theory is violated in the presence of 
uncertain prospects. Hence, when investors evaluate prospects weighting functions 
are affected by whether probabilities are known or unknown.

The reviewed studies illustrate an extensive literature that shows probability 
weighting is an important component of decision making. A natural extension is 
to explore how much probability weighting changes behavior, and Hilton (1988) 
and Davies and Satchell (2007) propose a theoretical framework to perform this 
task using risk premiums. Despite the evidence about the importance of proba-
bility weighting and the existence of a framework to investigate its impact on 
behavior, no attempt has been made to measure the degree to which probability 
weighting changes behavior using experimental data. The next section presents 
investor data used to investigate the importance of probability weighting and the 
extent to which behavior is modified in its presence. This is followed by a sec-
tion that discusses procedures based on Hilton (1988) and Davies and Satchell 
(2007) that are used to measure the effect of probability weighting in monetary 
terms.
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8.4 � Data

Decision making is investigated in a sample of 15 professional traders. They are 
all male, have a college degree and trade agricultural contracts at the CME Group. 
Their age ranges from 23 to 54 years, with an average (median) age of 31.8 (31.0). 
The most experienced subject has been trading for 30 years, while the least has 
5  months of market experience. The average (median) trading experience is 
7.2 (5) years.

Among the traders, 12 trade futures and options, two trade only futures, and one 
trades only options. In terms of trading platform, eight trade only in the pit, two 
trade only electronic, and five trade both pit and electronic. Finally, six traders work 
only in corn, two trade only soybeans, two trade only soybean oil, one trades only 
wheat, three trade corn and soybeans, and one trades corn, soybeans, wheat, soybean 
oil, and soybean meal. They trade independently and only for their own portfolios, 
and profits are used to pay transaction and overhead costs.

Data consist of sets of value and probability points elicited using computer 
experiments conducted with each trader between December of 2006 and May of 
2007. The trade-off method proposed by Wakker and Deneffe (1996) is used to 
elicit value and weighting functions in the gain and loss domains. This method is 
designed to elicit a sequence of outcomes x

1
,…,x

n
 that are equally spaced in terms 

of value, and draws inferences from indifferences between two-outcome gambles 
(Appendix 1). The focus on decision making under risk and experimental procedure 
follows Abdellaoui (2000). Initially, two sequences of ten outcomes are elicited: 
x

1
, x

2
,…,x

10
 in the gain domain, and x

−1
, x

−2
,…,x

−10
 in the loss domain. Additional 

sequences of nine probabilities are assessed: p
1
, p

2
,…,p

9
 in the gain domain, and 

p
−1

, p
−2

,…,p
−9

 in the loss domain. So for each trader in each domain there are ten 
pairs of outcomes and value points (x

i
, v(x

i
)) to identify their value functions, and 

nine pairs of probabilities and weights (p
i
, w(p

i
)) to identify their weighting 

functions.
To explore decision making under uncertainty, the experimental procedure fol-

lows Abdellaoui et  al. (2005). It is similar to the procedure described above, 
except that probabilities are not provided. Gains and losses are affected by the 
occurrence of uncertain events E

i
 and traders make their own assessment of the 

probabilities of those events. Thus subjects first need to judge the probability of 
the uncertain event, generating a choice-based probability which will differ for 
each individual. Then choice-based probabilities are used to elicit weighting func-
tions. The output of this experiment is two sequences of ten outcomes: x

1
, x

2
,…,x

10
 

in the gain domain, and x
−1

, x
−2

,…,x
−10

 in the loss domain; and two sequences of 
nine choice-based probabilities: q(E

1
), q(E

2
),…,q(E

9
) in the gain domain, and 

q(E
−1

), q(E
−2

),…,q(E
−9

) in the loss domain. So for each trader and in each domain 
there are ten pairs of outcomes and values (x

i
, v(x

i
)) to assess their value functions, 

and ten pairs of probabilities and weights (q(E
j
), w(q(E

j
)))to assess their weight-

ing functions.
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8.5 � Research Method

8.5.1 � Risk Premiums

Risk premiums are used to explore the effect of probability weighting on behavior. 
Risk premium is defined as the sure amount of money that an individual would require 
to be indifferent between an uncertain prospect x and a sure amount EV(x)−r where 
EV(x) is the expected value of prospect, x and r is the risk premium. Following the 
ideas of Hilton (1988) and Davies and Satchell (2007), we consider prospect theory’s 
function V(x

i
) and a value function v. Risk premium then is calculated as the solution 

to V(x) = v(EV(x)−r) and therefore can be represented as r = EV(x)−v−1(V(x)) = EV(x)−C
E(x), which is equivalent to the difference between the expected value of x and its 
certainty equivalent CE(x). Intuitively, they refer to the amount of money that investors 
are willing to forego in order to avoid the risk associated with an uncertain prospect. 
A positive risk premium is associated with risk aversion since an individual requires a 
sure amount of money in order to take risk. In contrast, a negative risk premium is 
associated with risk seeking as an individual is willing to pay to take risk.

In the calculation of risk premiums a power value function with a reference 
point separating gains and losses (Eq.  8.2) and the weighting function 

( )( ) exp lnw p p
dq = − − 

 (Prelec 1998) are adopted. Assuming a prospect x that 
yields outcomes x

1
 with probability p and x

n
 with probability 1 − p, the two compo-

nents of the risk premium are given by EV(x) = px
1
 + (1 − p)x

n
 and v−1(V(x)) = v−1 

(w(p)v(x
1
) + w(1 − p)v(x

n
)).

Initially we consider that there is no probability weighting (w(p) = p and calculate 
expected utility (EU) risk premiums. EU premiums are expressed in Eq. 8.3 for 
gains ( )EU

Gr  and Eq.  8.4 for losses ( )EU
Lr  (see Appendix  2 for details of the 

calculation).

	 ( )
( )

 >= 
− − ≤

0

0

x x
v x

x x

a

bl
	 (8.2)

	 ( ) ( )( )1/

1 11 1EU
G n nr px p x px p x

aa a= + − − + − 	 (8.3)

	 ( ) ( ) ( )( )
1/

1 11 1 .EU
L n nr px p x p x p x

bbb = + − + − + − −  	 (8.4)

In a prospect theory framework, two other risk premiums can be developed 
following the ideas of Hilton (1988) and Davies and Satchell (2007). The standard 
risk premium assumes that probability weighting is incorporated in the V(x) com-
ponent but not in the v(EV(x) − r) component. It shows how individuals perceive 
their own risk attitude relative to the objective expected value of the prospect. 
Standard risk premiums are calculated for gains ( )S

Gr and losses ( )S
Lr according to 

Eqs. 8.5 and 8.6.
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	 ( ) ( )( )1/

1 11 ( ) 1S
G n nr px p x w p x w p x

aa a= + − − + − 	 (8.5)

	 ( ) ( ) ( )( )
1/

1 11 ( ) 1S
L n nr px p x w p x w p x

bbb = + − + − + − −  	 (8.6)

The behavioral risk premium assumes that probability weighting is incorporated 
in both V(x) and v(EV(x) − r components, and shows risk behavior, where the evalu-
ation of the prospect x is measured against a probability weighted expected value 
of x. Using Prelec’s weighting function, behavioral risk premiums are calculated for 
gains ( )B

Gr and losses ( )B
Lr as in Eqs. 8.7 and 8.8.

	 ( ) ( )( )1/

1 1( ) 1 ( ) 1B
G n nr w p x w p x w p x w p x

aa a= + − − + − 	 (8.7)

	 ( ) ( ) ( )( )
1/

1 1( ) 1 ( ) 1 .B
L n nr w p x w p x w p x w p x

bbb = + − + − + − −  	 (8.8)

If probability weighting is relevant in explaining behavior, then the three risk 
premiums will differ. In particular, the difference between the behavioral risk 
premium and the other risk premiums provides a reflection of how much probability 
weighting influences actual behavior. The difference between behavioral and stan-
dard risk premiums indicates the degree to which individuals’ actions contradict 
their beliefs about their own risk attitude. For instance, a person may believe him-
self to be risk averse but still act in a risk-seeking manner. The difference between 
behavioral and EU risk premiums represents how much actual behavior deviates 
from what is predicted by expected utility theory because of probability 
weighting.

The three risk premiums are calculated for each trader from the data obtained in 
the laboratory experiment under conditions of risk. Points x

1
 and x

n
 are the first and 

last points of the value function elicited in each experiment. The coefficients a and 
b of the value function are estimated by fitting a power function to the elicited 
points. The transformed probabilities w (p) and w(1 − p) are also generated in the 
experiment, and coefficients d and q are estimated by fitting Prelec’s function to the 
elicited probability points.

Since the magnitudes of premiums depend on the individual’s risk attitude and 
on the distribution of outcomes, premiums calculated under different situations 
cannot be compared in absolute terms. Therefore, the effect of probability weighting 
on behavior is assessed by examining proportional risk premiums – the risk premi-
ums expressed as a proportion of the expected value of the prospect (p, $1,000, 
1 − p, x

n
). Proportional risk premiums (PRP) are calculated as /=j j

i i iPRP r EV , 
where j = EU, standard, behavioral and i = gain, loss. In the gain (loss) domain, 
proportional risk premiums are positive (negative) for risk-averse individuals, 
negative (positive) for risk-seeking individuals, and zero for risk-neutral 
individuals.4

4 By construction, EV
G
 > 0 and EV

L
 > 0.



1498  Applications of Behavioral Finance to Entrepreneurs

8.5.2 � Uncertainty Premiums

Proportional uncertainty premiums (EU, standard, and behavioral) are also calculated 
for each trader in the gain and loss domains. The method to calculate uncertainty 
premiums is the same as explained in the previous section, except that x

1
, x

n
, a, b, 

w(p), and w(1 − p) for each trader in Eqs. 8.3–8.8 are based on a data set obtained 
from the experiment under uncertainty. Thus the differences between uncertainty and 
risk premiums arise from distinct value and probability points elicited in each experi-
ment, which reflect diverse behavior under conditions of risk and uncertainty.

8.6 � Results

8.6.1 � Value and Weighting Functions Under Risk

Estimation of value functions under risk reveals that traders are essentially risk 
averse for gains and risk seeking for losses. In the gain domain, 12 of 15 traders 
show concave functions, while in the loss domain 10 of 14 traders display convex 
functions (Table  8.1).5 Elicited risk attitudes suggest traders follow the standard 

5 Answers to utility-elicitation questions were invalid for traders 9 (gains) and 12 (losses). 
Therefore 14 utility functions were elicited for each domain in the experiment, even though there 
were 15 traders. This problem will also affect the calculation of risk and uncertainty premiums for 
these two traders.

Table 8.1  Estimated parameters of value and weighting functions under risk

Trader

Weighting function

Value function Gains Losses

Gains Losses Elevation Curvature Elevation Curvature

  1 0.77 1.16 1.08 1.29 0.98 0.80
  2 0.74 1.31 0.09 0.00 0.52 0.53
  3 0.93 0.69 0.33 1.87 1.54 1.47
  4 0.58 0.75 0.83 0.43 0.39 1.04
  5 0.89 0.62 0.80 0.67 0.65 0.75
  6 0.81 0.73 1.73 0.73 1.46 0.65
  7 0.87 0.83 0.75 0.77 1.07 0.88
  8 0.78 0.83 1.26 0.73 1.43 0.91
  9 − 0.71 1.00 0.09 0.83 0.70
10 1.19 1.27 1.42 1.17 0.66 0.59
11 0.82 0.93 0.92 0.75 1.01 0.63
12 0.63 − 1.29 0.49 1.00 0.00
13 0.72 0.91 0.95 0.62 0.97 0.73
14 0.81 0.66 1.98 1.03 0.70 0.77
15 1.60 1.08 1.39 0.32 0.67 0.34

Value function – gains: concave (convex) if parameter is less (greater) than 1; losses: 
concave (convex) if parameter is greater (less) than 1
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structure in prospect theory; behavior also depends on the weighting function.  
In the gain domain, estimation of weighting functions under risk indicates that nine 
of 15 traders exhibit inverse s-shaped functions. The remaining traders exhibit 
s-shaped curves (two traders), concave curves indicating complete overweighting 
of probabilities (two traders) and convex curves indicating complete underweight-
ing of probabilities (two traders). In the loss domain, 11 of 15 traders exhibit 
inverse s-shaped functions. Then each of the remaining four traders exhibits an 
s-shaped curve, a concave curve, a convex curve, and a straight line. On balance, 
most traders show an inverse s-shaped curve, suggesting that small probabilities are 
overweighed and large probabilities are underweighted. This behavior indicates 
that they tend to be more willing to take small-probability risks and less willing to 
take large-probability risks. Nevertheless, individual results show large heterogene-
ity across traders (Appendix 3). Despite traders exhibiting some degree of over-
weighting and underweighting, the inflection points indicating the switch from 
underweighting to overweighting (or vice versa) vary largely across traders.

8.6.2 � Risk Premiums

Three proportional risk premiums are calculated: expected utility (EU) premium, 
standard premium, and behavioral premium. The EU premium is the traditional 
risk premium which assumes that probabilities are treated linearly. The standard 
premium considers the effect of probability weighting on risk attitude and reflects 
whether individuals perceive themselves to be risk averse or risk seeking. The 
behavioral premium shows actual behavior. As discussed earlier, risk premiums 
represent the amount of money that a trader is willing to forego in order to avoid a 
prospect yielding x

1
 with probability p and x

n
 with probability 1 − p, where x

1
 and 

x
n
 represent monetary values elicited for each trader during the computer 

experiment.
Initially, proportional risk premiums are calculated based on probability p = 0.67, 

which was the level used in the computer experiment. Table 8.2 shows premiums for 
gains and losses for each trader. Focusing first on EU and behavioral premiums, both 
suggest that traders are mainly risk averse for gains and risk seeking for losses 
(Table 8.2). However, the introduction of probability weighting indicates that behavior 
can be different from what expected utility theory would predict. In the gain domain 
behavioral premiums show that nine traders take more risk than their EU premiums 
suggest,6 while five traders take less risk than their EU premiums suggest. 7 In the loss 

6 This means behavioral premiums are less positive or more negative than EU premiums. In our 
sample two traders switch from risk aversion to risk seeking, five become less risk averse, and two 
become more risk seeking.
7 This means behavioral premiums are more positive or less negative than EU premiums. In our 
sample, all become more risk averse.
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domain behavioral premiums show that seven traders take more risk and another 
seven traders take less risk than EU premiums indicate.8

Contrasting behavioral and standard premiums also helps understand the effect 
of probability weighting on behavior by comparing how traders actually behave to 
how they perceive they would behave. In the gain domain ten traders are risk averse 
and four are risk seeking according to both behavioral and standard premiums 
(Table 8.2). However, in the gain domain, seven traders take more risk and another 
seven traders take less risk than their beliefs about their own risk attitude would 
suggest.9 In the loss domain, standard premiums show that traders are mainly risk 
averse while behavioral premiums show that they are essentially risk seeking, sug-
gesting while they believe themselves to be risk averse they behave in a risk-seeking 
manner (Table 8.2). In effect, ten traders take more risk and four traders take less 
risk than their beliefs about their own risk attitude would indicate.10

8 For traders who take more risk, one switches from risk aversion to risk seeking, two are less risk 
averse and four are more risk seeking. For traders who take less risk, two switch from risk seeking 
to risk aversion, one is more risk averse and four are less risk seeking.
9 For traders who take more risk, two switch from risk aversion to risk seeking and five become 
less risk averse. For traders who take less risk, two switch from risk seeking from risk aversion, 
three become more risk averse, and two become less risk seeking.
10 For traders who take more risk, three switch from risk aversion to risk seeking, five become less risk 
averse, and two become more risk seeking. All traders who take less risk become less risk seeking.

Table 8.2  Proportional risk premiums when p = 0.67

Gains Losses

Trader EU Standard Behavioral EU Standard Behavioral

  1 0.10 0.17 0.10 −0.08 −0.12 −0.09
  2 0.24 −1.77 −0.03 −0.02 −0.36 0.04
  3 −0.04 −0.93 −0.01 0.27 0.66 0.37
  4 0.38 0.16 0.33 0.11 −0.88 −0.04
  5 0.04 −0.17 0.03 0.03 −0.41 −0.09
  6 0.18 0.67 0.30 0.19 0.56 0.31
  7 0.08 −0.22 0.06 0.11 0.18 0.12
  8 0.19 0.40 0.24 0.15 0.50 0.21
  9 n/a n/a n/a 0.03 −0.11 0.01
10 −0.09 0.24 −0.13 −0.19 −0.61 −0.11
11 0.12 0.02 0.11 0.04 0.04 0.05
12 0.07 0.45 0.25 n/a n/a n/a
13 0.14 0.10 0.15 0.04 0.02 0.05
14 0.17 0.76 0.32 0.15 −0.25 0.07
15 −0.15 0.09 −0.38 −0.03 −0.41 −0.02
Number of traders who exhibit:
Risk aversion 11 10 10 4 8 5
Risk seeking 3 4 4 10 6 9

Gains: Positive (negative) premiums indicate risk aversion (seeking). Losses: Positive 
(negative) premiums indicate risk seeking (aversion)
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The discussion can be expanded by looking at proportional risk premiums for all 
levels of probability. Figure 8.2 depicts the behavioral and EU premiums for trader 
2. Probability p in the graphs refers to the prospect (p, $1,000; 1 − p, x

n
) where x

n
 

varies across traders but is always positive and greater than or equal to $1,000 in 
the gain domain (for losses x

n
 is equal to or more negative than −$1,000). The EU 

premium (large dashed line) indicates that trader 2 is risk averse for gains and 
losses, but the behavioral premium (dark line) shows that he is risk seeking for 
gains and losses. Thus the introduction of probability weighting changes behavior 
completely. His actual behavior is consistent with his elicited weighting functions 
which show probability overweighting for almost all probabilities in both gain and 
loss domains (Appendix 3), indicating a higher propensity to take risks. Further, in 
the gain domain standard premium indicates that trader 2 believes himself to be 
more risk seeking than his behavior shows for most probability levels, while in the 
loss domain he believes himself to be risk averse despite behaving in a risk-seeking 
manner. Similar situations are found for other traders (Appendix 4), suggesting that 
the presence of probability weighting can make actual behavior dramatically differ-
ent from what expected utility theory predicts and also from individuals’ perception 
of their own risk attitude.

It is possible to explore the monetary effect of probability weighting by compar-
ing the differences between proportional risk premiums. Going back to the case 
with p = 0.67 (Table 8.2), in the gain domain, the expected utility theory says that 
trader 14 would have to receive the equivalent of 17% of the expected value to take 
the risky prospect, while his standard premium suggests he would require 76% to 
take this risk. However, his behavioral premium shows he would actually be willing 
to take the prospect for 32% of the expected value. Using the expected utility risk 
premium in the loss domain, trader 14 would be willing to pay 15% of the expected 
value to take the risky prospect, while using the behavioral premium he would actu-
ally be willing to pay 7% to take this risk. Differences exist for other traders along 
the whole range of probabilities, varying substantially across traders and also with 
respect to the probability adopted in the calculation (Appendix 4).

Gains 
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Fig. 8.2  Proportional risk premiums for trader 2. EU proportional risk premium (large dashed 
line), standard proportional risk premium (small dashed line) and behavioral proportional risk 
premium (dark line)
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8.6.3 � Value and Weighting Functions Under Uncertainty

Estimation of value functions under uncertainty reveals similar patterns to the 
shapes found under risk. In the gain domain, 12 of 15 traders exhibit concave 
curves, while in the loss domain, nine of 15 traders show convex curves (Table 8.3). 
Again, the risk attitudes elicited in the computer experiment suggest that most trad-
ers follow the standard behavior suggested by prospect theory, with risk aversion 
for gains and risk seeking for losses. On the other hand, estimation of weighting 
functions under uncertainty reveals a different pattern compared to the findings 
under risk. In the gain (loss) domain only 7 (5) of 15 traders exhibit inverse s-shaped 
curves, which were predominantly found under risk. Further, apparently due to the 
increase in uncertainty, many traders’ weighting functions (five for gains and seven 
for losses) showed a low sensitivity to changes in probability. Consequently they 
tend to give similar weights to different probabilities, accounting for nearly flat 
curves seen in some graphs of weighting functions (Appendix 5). Finally, in the 
gain (loss) domain two (one) traders exhibit concave curves indicating complete 
overweighting, one (one) trader exhibits a convex curve indicating complete under-
weighting, and no (one) trader shows an s-shaped curve. As identified for situations 
under risk, individual results under uncertainty also show large heterogeneity across 
traders (Appendix 5). While most traders exhibit some degree of overweighting and 
underweighting along the probability range, inflection points indicating the switch 
from underweighting to overweighting (or vice versa) vary largely.

Table 8.3  Estimated parameters of value and weighting functions under uncertainty

Trader

Weighting function

Value function Gains Losses

Gains Losses Elevation Curvature Elevation Curvature

  1 0.47 0.85 0.53 0.00 0.83 0.00
  2 0.70 1.85 2.48 0.28 0.57 0.30
  3 0.45 0.51 0.37 0.00 0.47 0.00
  4 1.11 1.29 1.14 1.00 1.11 1.00
  5 0.40 0.50 0.50 0.00 0.30 0.00
  6 0.67 0.98 0.78 0.19 0.43 0.43
  7 0.47 0.78 0.50 1.00 0.79 1.00
  8 0.78 1.09 1.21 0.02 0.81 0.00
  9 0.65 3.74 0.76 0.00 0.81 0.00
10 1.25 1.10 0.99 0.04 0.56 0.00
11 0.79 0.81 0.65 0.03 0.76 0.09
12 0.46 0.54 0.38 0.00 0.33 0.00
13 0.61 0.70 0.88 0.92 1.44 2.58
14 0.83 1.00 1.20 0.01 0.99 0.58
15 1.13 0.93 1.24 0.36 0.97 0.69

Value function – gains: concave (convex) if parameter is less (greater) than 1; losses: concave 
(convex) if parameter is greater (less) than 1



154 F. Mattos and P. Garcia

8.6.4 � Uncertainty Premiums

Three proportional uncertainty premiums are calculated: expected utility (EU) 
premium, standard premium, and behavioral premium. Their definitions are the 
same as what was discussed for risk premiums. The proportional uncertainty premi-
ums based on probability p = 0.67 are presented in Table 8.4.11 Both EU and behav-
ioral premiums reveal that traders are mainly risk averse for gains, but split between 
risk aversion and risk seeking for losses (Table 8.4). Again comparisons between 
EU and behavioral premiums point to divergences between actual behavior and 
what expected utility theory would predict. In the gain domain behavioral premiums 
show that ten traders take more risk and four traders take less risk than their EU 
premiums indicate.12 In the loss domain behavioral premiums reveal that six traders 
take more risk and seven traders take less risk than EU premiums indicate.13

Comparing standard and behavioral premiums in Table  8.4 shows in the gain 
domain six traders are risk averse and eight are risk seeking using standard premiums, 

Table 8.4  Proportional uncertainty premiums when p = 0.67

Gains Losses

Trader EU Standard Behavioral EU Standard Behavioral

  1 0.21 –0.26 0.14 −0.07 0.10 −0.09
  2 1.05 3.86 0.60 0.19 0.45 0.12
  3 0.09 −0.71 −0.27 −0.19 0.36 −0.09
  4 −0.04 0.09 −0.04 0.13 0.03 0.14
  5 0.27 −0.25 0.18 −0.15 0.64 0.11
  6 0.10 −0.06 0.12 −0.01 0.41 0.01
  7 0.26 −0.29 0.13 −0.16 0.05 −0.16
  8 0.14 0.43 0.21 0.03 0.22 0.04
  9 n/a n/a n/a 0.72 0.85 0.65
10 −0.09 −0.11 −0.13 0.02 0.33 0.01
11 0.08 −0.23 0.07 −0.08 0.14 −0.09
12 0.17 −0.54 −0.06 n/a n/a n/a
13 0.30 0.18 0.30 −0.38 −1.05 −0.24
14 0.06 0.43 0.13 0.00 −0.01 0.00
15 −0.07 0.18 −0.09 −0.04 0.00 −0.04
Number of traders who exhibit
Risk aversion 11 6 9 8 2 6
Risk seeking 3 8 5 6 12 7

Gains: Positive (negative) premiums indicate risk aversion (seeking). Losses: Positive 
(negative) premiums indicate risk seeking (aversion)

11 Recall under uncertainty traders had to make their own assessment of probabilities, since no 
specific probability was provided.
12 For traders who take more risk, two switch from risk aversion to risk seeking, five become less 
risk averse, and three become more risk seeking. All traders who take less risk become more risk 
averse.
13 For traders who take more risk, three become less risk averse and three become more risk seeking. 
Among traders who take less risk, two switch from risk seeking to risk aversion, two become more 
risk averse, and three become less risk seeking.
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in contrast to nine risk averse and five risk seeking traders using behavioral premiums. 
However these numbers do not fully reveal that seven traders have premiums switch 
signs: two move from risk aversion to risk seeking and five move from risk seeking to 
risk aversion when behavioral and standard premiums are compared. This comparison 
shows in the gain domain six traders take more risk and eight traders take less risk than 
their beliefs about their own risk attitude would suggest.14 In the loss domain standard 
premiums indicate that 12 traders are risk seeking, while behavioral premiums present 
mixed evidence as six traders are risk averse, seven are risk seeking, and one is risk 
neutral. Eleven traders take more risk and three traders take less risk than their beliefs 
about their own risk attitude would indicate.15 As can be seen in Appendix 6, examina-
tion of uncertainty premiums for all levels of probability suggests that the presence of 
probability weighting can lead to behavior dramatically different from what expected 
utility theory predicts and also from individuals’ perception of their own risk attitude.

Finally, the monetary effect of probability weighting under uncertainty resembles 
that discussed under risk. As Table 8.4 shows for p = 0.67, in the gain domain, expected 
utility theory suggests trader eight would have to receive 14% of the expected value to 
take the risky prospect, while his standard premium suggests he would require 43% to 
take this risk. However, his behavioral premium suggests he would actually be willing 
to take the prospect for 21% of the expected value. In the loss domain expected utility 
theory suggests that trader 8 would be willing to pay 3% of the expected value to take 
the risky prospect, while his standard premium suggests he would pay 22% to take it. 
His behavioral premium indicates he would actually be willing to pay 4% to take this 
risk. Appendix 6 illustrates the substantial degree to which traders can deviate from 
expected utility theory and misperceive their own risk attitude along the whole range 
of probabilities. These differences vary substantially across traders and also with 
respect to the probability adopted in the calculation, but they all show that behavior 
can change substantially in the presence of probability weighting.

8.6.5 � Comparison Between Behavioral Premiums 
Under Risk and Uncertainty

Results show that proportional uncertainty premiums are generally larger than pro-
portional risk premiums (Appendix 7). It appears that risk aversion (or risk seeking) 
tends to be enhanced under conditions of uncertainty compared to risk. For example, 
behavioral premiums for gains suggest that trader 11 is risk averse under risk and 
uncertainty, meaning he requires a premium in order to take risk (Fig.  8.3). 
However, this premium is larger when he faces uncertainty based on unknown 

14 For traders who take more risk, two switch from risk aversion to risk seeking, three become less 
risk averse, and one becomes more risk seeking. For traders who take less risk, five switch from 
risk seeking to risk aversion, one becomes more risk averse, and two become less risk seeking.
15 For traders who take more risk, five switch from risk aversion to risk seeking and six become 
less risk averse. For traders who take less risk, one switches from risk seeking to risk neutrality, 
one becomes more risk averse, and one becomes less risk seeking.
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probabilities than when he faces risk based on known probabilities. He requires a 
proportionally larger premium to take risk under uncertainty than he does under 
risk. Similarly, behavioral premiums for losses indicate he is risk seeking, thus he 
is willing to pay a premium to take risk (Fig. 8.3). The proportional premium is 
larger under uncertainty, implying he would pay a proportionally larger premium 
under uncertainty than he would under risk.

8.7 � Summary and Conclusions

Three primary findings emerge from our study. First, professional traders exhibit 
probability weighting in their choices. This is consistent with the experiment con-
ducted by Fox et al. (1996) under different market conditions and using different 
types of securities. The fact that both studies find that probability weighting is an 
important determinant of investment decisions emphasizes its significance in 
understanding the nature of risk and the resultant risk-return behavior that follows 
Prospect Theory. Furthermore, the implications for other types of investors such as 
venture capitalists and even entrepreneurs are clear.

Second, probability weighting has a substantial impact on behavior. Many situ-
ations exist in which premiums change sign when probability weighting is intro-
duced. For instance, risk aversion (risk seeking) changes to risk seeking (risk 
aversion) in the presence of probability weighting. In other situations probability 
weighting enhances dramatically the intensity of risk aversion or risk seeking.

Third, risk-averse or risk-seeking behavior is more intense under conditions of 
uncertainty – a major characteristic of entrepreneurial environments – than it is 
under conditions of risk. This finding is consistent with previous studies including 
Tversky and Fox (1995), who find that the effect of probability weighting is more 
pronounced under uncertainty than risk. They argue that departures from expected 
utility theory are amplified by ambiguity. Similarly Fox et  al. (1996) find that 
investors who participate in their experiments tend to follow expected utility theory 
in decisions where objective probabilities are known, but depart from expected 
utility theory in decisions involving a subjective assessment of probabilities. 
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0.2 0.4 0.6 0.8 1.0
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0.2
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0.4
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Losses 

0.2 0.4 0.6 0.8 1.0
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0.06

0.08
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Fig. 8.3  Behavioral proportional premiums under risk and uncertainty for trader 11. The dashed 
line is the premium under risk; the dark line is the premium under uncertainty
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Clearly, larger deviations from expected utility theory emerge when individuals 
need to make their own assessments about the likelihood of events.

Our findings support the existence of bias and heuristics when entrepreneurs and 
investors make decisions under conditions of risk, as suggested by Busenitz (1999) and 
Busenitz and Arthurs (2007). Empirical results identify investors generally take more 
risk than would be anticipated, since behavioral premiums tend to show a larger pro-
pensity to take risk as opposed to standard and EU premiums. In our experiment under 
risk (uncertainty) 9 (10) traders in the gain domain and 7 (6) traders in the loss domain 
take more risk than expected utility theory would predict. Seven (6) traders in the gain 
domain and 10 (11) traders in the loss domain take more risk than their beliefs about 
their own risk attitude would indicate. The higher risk propensity due to probability 
weighting found here is also consistent with the idea that entrepreneurs and possibly 
venture capitalists perceive risky situations more optimistically than non-entrepreneurs 
(Palich and Bagby 1995). Kliger and Levy (2010) argue that investors’ optimism is 
reflected in their weighting functions and lead to overconfidence, making risky choices 
more attractive. In this context, entrepreneurs’ optimism can influence their weighting 
function in a way that their behavior exhibits higher propensity to undertake risks.

This study also sheds light on the inconsistency between empirical findings show-
ing mixed risk attitudes and the notion that entrepreneurs exhibit a higher risk propen-
sity (Busenitz 1999; Stewart and Roth 2001; Miner and Raju 2004; Stewart and Roth 
2004). The differences between behavioral and EU premiums indicate behavior can 
deviate largely from what would be expected based on risk attitudes. For example, an 
individual can behave in a risk-seeking manner even if his risk attitude suggests he is 
risk averse. This analysis can explain why empirical studies might find some entrepre-
neurs are risk averse even though they are involved in risk-taking activities.

Additionally, the research contributes to the literature in two ways. First, it com-
bines two previous approaches to non-expected utility behavior – the trade-off method 
and behavioral risk premiums – to gather experimental data and uses them to empiri-
cally explore the importance of probability weighting. No other study has investigated 
the effect of probability weighting on behavior using experimental data collected from 
real decision makers and the risk premium concepts developed by Hilton (1988) and 
Davies and Satchell (2007). This combination provides a measure of how actual 
behavior deviates from expected utility behavior. It also allows us to assess the cost of 
deviating from expected utility theory, and the cost of misperceiving our own degree 
of risk aversion. Second, the results provide insights on the effect of probability 
weighting in financial decisions, which is important not only to understand market 
movements but also evaluating any other business opportunity such as a startup by an 
entrepreneurs or funding a venture by a venture capitalist. Fehr and Tyran (2005) con-
sider the interaction between rational and irrational agents and discuss evidence that 
even a small degree of individual irrationality (such as probability weighting) can 
cause large deviations from aggregate predictions in rational models. Here, we find a 
high degree of heterogeneous behavior across investors, which suggest the nature and 
magnitude of individual irrationality may be highly diverse, making it quite difficult 
to predict its effect on aggregate market behavior. Importantly, understanding indi-
vidual behavior is of value in its own right in many settings. For instance, a manager 



158 F. Mattos and P. Garcia

of professional traders may need to understand individual investor behavior to properly 
train and advise them. In this context, our measures can provide an indication of the 
value of reducing the effect of probability weighting on trading decisions.

Finally the importance of probability weighting is highly consistent with recent 
work by Blavatskyy and Pogrebna (2005), Langer and Weber (2005), and Davies and 
Satchell (2005) that also suggest behavior can change considerably in its presence. 
Behavior and its determinants need to be explored using these measures and possibly 
new methodologies to gain deeper insights into how investors and entrepreneurs, who 
are effectively among the major investors in their own ventures, respond. Such inves-
tigations would be in the spirit of Blavatskyy and Pogrebna (2005) and Langer and 
Weber (2005), who find that behavior can change dramatically when probability 
weighting is considered in decision-making models, and also consistent with Barberis 
and Thaler’s (2003) call for a more integrated assessment of behavioral phenomena.

8.8 �Appendix 1

The trade-off method is explained for the case of positive outcomes (gains), but its 
use for negative outcomes (losses) is straightforward. The first step is to determine 
probability p, reference outcomes R and R*, and the starting outcome x

0
. Those 

values are set by the experimenter such that x
0
 > R > R*, and they are held fixed 

through the whole experiment. Given x
i−1

, x
i
 is elicited such that the subject is indif-

ferent between prospects (x
0
, p, R) and (x

1
, p; R*). The elicitation of each outcome 

in the sequence x
1
,…, x

n
 is obtained through an iterative procedure in which elicited 

outcomes are derived from observed choice rather than assessed by subjects. For 
example, as can be seen in Table 8.5, x

1
 is the value that makes the subject indifferent 

between prospects (x
0
, p; R) and (x

1
, p; R*). The next step is to elicit X

2
 such that 

the subject is indifferent between prospects (x
1
, p; R) and (x

2
, p; R*) (X

2
, p; R*). 

Outcomes x
3
,…, x

n
 can be elicited by following the same steps.

The elicitation of each outcome in the sequence x
1
,…, x

n
 is obtained through an 

iterative procedure in which elicited outcomes are derived from observed choice 
rather than assessed by subjects. After the sequence of outcomes x

1
,…, x

n
 is obtained 

it is possible to use the same procedure to elicit probabilities p
1
,…,p

n−1
. In the prob-

ability elicitation process subjects are asked a new series of choice questions, and 

Table 8.5  Trade-off procedure to elicit sequence of outcomes x
1
,,xn under 

risk

Step Fixed values Prospect A Prospect B
Elicited 
outcome x

i v(x
i
)

1 R, R*, p, x
0

(x
0
, p; R) (x

1
, p; R*) x

1
1/n

2 R, R*, p, x
1

(x
1,
 p; R) (x

2
, p; R*) x

2
2/n

3 R, R*, p, x
2

(x
2
, p; R) (x

3
, p; R*) x

3
3/n

4 R, R*, p, x
3

(x
3
, p; R) (x

4
, p; R*) x

4
4/n

     
n R, R*, p, x

n−1
(x

0
, p; R) (x

1
, p; R*) x

n
1
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probability p
i
 is determined such that the subject is indifferent between the certain 

outcome x
i
 and a prospect (x

n
, p

i
, x

0
), as illustrated in Table 8.6. Similar to the elici-

tation of outcomes, the process to assess probabilities is also based on an iterative 
procedure in which elicited probabilities are derived from observed choice.

The design of the experiment is critical for a good assessment of values and 
probability weights. Hershey et  al. (1982) discuss several steps for selecting an 
elicitation procedure in order to reduce the occurrence of bias. The choices related 
to the decision context and also the dimension of outcomes and probabilities are 
made based on conversations with the manager of the traders participating in the 
experiment, along with the experimental procedures adopted by Abdellaoui (2000) 
and Abdellaoui et al. (2005). The experiment should be as close as possible to the 
subjects’ environment, which means that in the current study it should reflect trading 
decisions commonly experienced in the CME Group markets. Traders are asked to 
choose between two trading strategies (x

i
, p; R) and (x

i+1
, p; R*) yielding different 

monetary outcomes, where x
i
, R, x

i+1
, and R* represent possible gains or losses and 

p is the probability associated with the outcomes. Based on numbers discussed with 
the manager of the trading group participating in this study, small traders usually 
make profits (losses) in a range between US$800 and US$1,000 per trade, while 
large traders can make (lose) up to US$15,000 per trade. Therefore, in the initial 
step of the elicitation procedure x

0
 is set to $1,000 (−$1,000), which then increases 

(decreases) from x
1
 (x

−1
) through x

n
 (x

−n
) according to each trader’s choices during 

the experiment. The values of R and R* are set to $500 (−$500) and $0, respectively.
When the procedure is finished there is a sequence of outcomes x

1
,…,x

n
 and their 

respective values v(x
1
),…,v(x

n
), and also a sequence of probabilities p

1
,…,p

n−1
 and 

their respective weights w(p
1
),…,w(p

n−1
). These values are used to estimate the 

parameters of a power value function and Prelec (1998)’s weighting function.
An extension of the experiment deals with decision making under uncertainty, 

and the experimental procedure in this part follows Abdellaoui et al. (2005). The 
procedure is very similar to the previous elicitation, except that probability p is now 
replaced by an event E representing some occurrence which traders are familiar 
with, and an extra step is added to elicit probability functions. Now participants 
need to infer the probability of the event based on their own capabilities. Based on 
Abdellaoui et al. (2005) and conversations with the trading manager of the group 
participating in this study, two types of events will be used. For the elicitation of 
v(x

i
) event E will be “USDA report is bullish,” while for the elicitation of w(q(E

j
)) 

Table 8.6  Tradeoff procedure to elicit sequence of probabilities P
1
, …, P

n−1
 under risk

Step Fixed values Prospect A Prospect B
Elicited 
probability p

i Probability weight w(p
i
)

1 x
0
, x

1
, x

n
x

1
(x

n
, p

1
; x

0
) p

1
1/n

2 x
0
, x

2
, x

n
x

2
(x

n
, p

2
; x

0
) p

2
2/n

3 x
0
, x

3
, x

n
x

3
(x

n
, p

3
; x

0
) p

3
3/n

4 x
0
, x

4
, x

n
x

4
(x

n
, p

4
; x

0
) p

4
4/n

     
n − 1 x

0
, x

n−1
, x

n
x

n−1
(x

n
, p

n−1
; x

0
) p

n−1
n−1/n



160 F. Mattos and P. Garcia

event E will be the percentage change of the Dow Jones Industrial Average (DJIA) 
stock index over the next 6 months. Four elementary events will be defined based 
on historical performance of the DJIA: ∆DJIA < −4%, −4% < ∆DJIA < 0%, 0 < ∆DJIA 
4%, and ∆DJIA > 4%. Five other events will also be defined from all unions of ele-
mentary events that result in contiguous intervals, yielding a total of nine events. The 
output of this second experiment will be two sequences of ten outcomes: x

1
, x

2
,…,x

10
 

in the domain of gains, and x
−1

, x
−2

,…,x
−10

 in the domain of losses; and two sequences 
of nine choice-based probabilities: q(E

1
), q(E

2
),…,q(E

9
) in the domain of gains, and 

q(E
−1

), q(E
−2

),…,q(E
−9

) in the domain of losses. So for each trader and in each 
domain there will be ten pairs of outcomes and values (x

i
, v(x

i
)) to assess their value 

functions, and ten pairs of probabilities and weights (q(E
j
), w(q(E

j
))) to assess their 

weighting functions. Again, these values are used to estimate the parameters of a 
power value function and Prelec (1998)’s weighting function.

Research on Trading Behavior: Experiment in  
Decision Making Under Risk

Instructions

This is an experiment in the economics of decision making under risk. The 
experiment is simple and should take approximately 60 min. Please remember that 
there are no right or wrong answers in this experiment and you are expected to 
make decisions as honestly as possible.

During the whole experiment you will be asked to choose between two strate-
gies. Each strategy is based on gains or losses, and all values refer to monetary 
amounts. You should think of those strategies as decisions you make every day in 
the market. Example 1 provides an example of the kind of choice you will be faced 
with during the experiment. If you choose strategy A you have a 67% chance to 
gain $1,000 and a 33% chance to gain $500. If you decide to follow strategy B you 
have a 67% chance to gain $3,500 and a 33% chance to gain nothing.

Example 1

Strategy A Strategy B

Gain Probability Gain Probability

1,000 67% 3,500 67%
500 33% 0 33%

In Example 2 you have strategies involving losses. If you choose strategy A you 
have a 50% chance to lose $18,000 and a 50% chance to lose 1,000. If you decide 
to follow strategy B you have a 100% chance to lose 5,500.

Example 2

Strategy A Strategy B

Loss Probability Loss Probability

−18,000 50% −5,500 100%
−1,000 50%
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The two examples above provide a very accurate picture of the kind of choices 
you will be faced during the experiment. The experiment is computer-based and all 
you need to complete the experiment is to use the mouse to choose your strategies. 
Please don’t use the keyboard.

The first few questions in the experiment are for practice purposes so that you 
can become more familiar with the program. Feel free to ask the researcher any 
questions you might have about the experiment.

Research on Trading Behavior: Experiment in 
Decision Making Under Uncertainty

Instructions

This is an experiment in the economics of decision making under uncertainty. 
The experiment is simple and should take approximately 40 min. Please remember 
that there are no right or wrong answers in this experiment and you are expected to 
make decisions as honestly as possible.

During the whole experiment you will be asked to choose between two strategies. 
Each strategy is based on gains or losses, and all values refer to monetary amounts. 
You should think of those strategies as decisions you make everyday in the market. 
Examples 1 and 2 provide an example of the kind of choice you will be faced with 
during the experiment.

Example 1: USDA report refers to the market(s) you trade.

Strategy A Strategy B

Gain/Loss If: Gain/Loss If:

0 USDA report is bullish 3,500 USDA report is bullish
−500 USDA report is 

bearish
−1,000 USDA report is bearish

If you choose trading strategy A you will make nothing if the coming USDA 
report is bullish, and you will lose $500 if the coming USDA report is bearish. If 
you decide to follow strategy B you will make $3,500 if the coming USDA report 
is bullish, and you will lose $1,000 if the coming USDA report is bearish.

Example 2: ∆DJ refers to the percentage change you expect in the  
Dow Jones Industrial Average Index (DJ) over the next 6 months.

Strategy A Strategy B

Gain/Loss If: Gain/Loss If:

−11,000 ∆DJ £ 4% −5,000 ∆DJ £ 4%
0 ∆DJ > 4% −5,000 ∆DJ > 4%

If you choose trading strategy A you will lose $11,000 if the DJ changes by 4% 
or less over the next 6 months, and you will lose nothing if the DJ changes by more 
than 4% over the next 6 months. If you decide to follow strategy B you will lose 
$5,000 either if the DJ changes by 4% or less or if the DJ changes by more than 4% 
over the next 6 months.



162 F. Mattos and P. Garcia

The two examples above provide an accurate picture of the kind of choices you 
will be faced during the experiment. The experiment is computer-based and all you 
need to do to complete the experiment is to use the mouse to choose your strategies. 
Please don’t use the keyboard.

The first few questions in the experiment are for practice purposes so that you 
can become more familiar with the program. Feel free to ask the researcher any 
questions you might have about the experiment.

8.9 �Appendix 2

Assuming a prospect x that yields outcomes x
1
 with probability p and x

n
 with prob-

ability 1−p, the two components of the risk premium are given by EV(x) = 
px

1
+(1 − p)x

n
 and v−1(V(x)) = v−1(w(p)v(x

1
)+w(1−p)v(x

n
)). Considering the absence 

of probability weighting (w(p) = p) and a power value function with a reference 
point separating gains and losses as in Eq. 8.9, the expected utility (EU) premium 
can be calculated as in Eqs. 8.10–8.13 for the gain domain and Eqs. 8.14–8.17 for 
the loss domain.
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The premiums are calculated from the data obtained in the lab experiment with 
traders. Points x

1
 and x

n
 are the first and last points elicited in the experiment. The 

first point is always 1,000 but the last point depends on how each trader makes 
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choices during the experiment. In the experiment for risk, x
n
 ranges from 4,200 to 

41,900 for gains and from −2,100 to −31,500 for losses. In the experiment for uncer-
tainty it goes from 4,500 to 38,800 for gains and −1,000 to −36,200 for losses.

8.10 � Appendix 3

Figure 8.4
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Fig. 8.4  Risk – Weighting function for gains (gray line) and losses (dark line)
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8.11 �Appendix 4

Figures 8.5 and 8.6
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Fig. 8.5  Proportional risk premiums in the gain domain – EU (large dashed line), standard (tiny 
dashed line), and behavioral (dark line)
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Fig. 8.6  Proportional risk premiums in the loss domain – EU (large dashed line), standard (tiny 
dashed line), and behavioral (dark line)
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Figure 8.7
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Figures 8.8 and 8.9
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Fig. 8.8  Proportional uncertainty premiums in gain domain – EU (large dashed line), standard 
(tiny dashed line), and behavioral (dark line)
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Fig. 8.9  Proportional uncertainty premiums in loss domain – EU (large dashed line), standard 
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Figures 8.10 and 8.11

Trader 1 

0.2 0.4 0.6 0.8 1.0
probability

0.2

0.4

0.6

0.8

1.0

1.2

proportional premium
Trader 2 

0.2 0.4 0.6 0.8 1.0
probability

2

4

6

8

10

proportional premium
Trader 3 

0.2 0.4 0.6 0.8 1.0
probability

0.8

0.6

0.4

0.2

proportional premium

Trader 4 

0.2 0.4 0.6 0.8 1.0
probability

0.2
0.4

0.6
0.8
1.0
1.2

proportional premium
Trader 5 

0.2 0.4 0.6 0.8 1.0
probability

0.5

1.0

1.5

2.0

2.5

proportional premium
Trader 6 

0.2 0.4 0.6 0.8 1.0
probability

1

2

3

4

5
proportional premium

Trader 7 

0.2 0.4 0.6 0.8 1.0
probability

1

1

2

proportional premium
Trader 8 

0.2 0.4 0.6 0.8 1.0
probability

0.2

0.4

0.6

0.8

1.0

proportional premium
Trader 9 

n/a 

Trader 10 

0.2 0.4 0.6 0.8 1.0
probability

0.4

0.3

0.2

0.1

proportional premium
Trader 11 

0.2 0.4 0.6 0.8 1.0
probability

0.1

0.2

0.3

0.4
proportional premium

Trader 12 

0.2 0.4 0.6 0.8 1.0
probability

1.0

0.8

0.6

0.4

0.2

proportional premium

Trader 13 

0.2 0.4 0.6 0.8 1.0
probability

1

2

3

proportional premium

Trader 14 

0.2 0.4 0.6 0.8 1.0
probability

0.2

0.4

0.6

0.8

1.0

proportional premium

Trader 15 

0.2 0.4 0.6 0.8 1.0
probability

0.30

0.25

0.20

0.15

0.10

0.05

proportional premium

Fig. 8.10  Gain domain – Behavioral proportional premium: risk (dashed line) and uncertainty 
(dark line)



170 F. Mattos and P. Garcia

References

Abdellaoui, M. 2000. Parameter-free elicitation of utility and probability weighting functions. 
Management Science 46: 1497–1512.

Abdellaoui, M., F. Vossmann, and M. Weber. 2005. Choice-based elicitation and decomposition 
of decision weights for gains and losses under uncertainty. Management Science 51: 
1384–1399.

Trader 1 

0.2 0.4 0.6 0.8 1.0
probability

0.10

0.05

0.05

proportional premium
Trader 2 

0.2 0.4 0.6 0.8 1.0
probability

0.20

0.15

0.10

0.05

0.05
proportional premium

Trader 3 

0.2 0.4 0.6 0.8 1.0
probability

0.1

0.2

0.3

proportional premium

Trader 4 

0.2 0.4 0.6 0.8 1.0
probability

0.15

0.10

0.05

0.05

proportional premium

Trader 5 

0.2 0.4 0.6 0.8 1.0
probability

0.10

0.08

0.06

0.04

0.02

proportional premium

Trader 6 

0.2 0.4 0.6 0.8 1.0
probability

0.05

0.10

0.15

0.20

0.25

0.30

proportional premium

Trader 7 

0.2 0.4 0.6 0.8 1.0
probability

0.05

0.10

0.15

0.20

0.25

proportional premium

Trader 8 

0.2 0.4 0.6 0.8 1.0
probability

0.05

0.10

0.15

0.20

proportional premium

Trader 9 

0.2 0.4 0.6 0.8 1.0
probability

0.6

0.5

0.4

0.3

0.2

0.1

proportional premium

Trader 10 

0.2 0.4 0.6 0.8 1.0
probability

0.25

0.20

0.15

0.10

0.05

proportional premium

Trader 11 

0.2 0.4 0.6 0.8 1.0
probability

0.02

0.04

0.06

0.08

proportional premium

Trader 12 

n/a 

Trader 13 

0.2 0.4 0.6 0.8 1.0
probability

0.05

0.10

0.15

0.20

proportional premium

Trader 14 

0.2 0.4 0.6 0.8 1.0
probability

0.02

0.02

0.04

0.06

0.08

0.10
proportional premium

Trader 15 

0.2 0.4 0.6 0.8 1.0
probability

0.02

0.01

0.01

0.02

0.03

0.04

proportional premium

Fig. 8.11  Loss domain – Behavioral proportional premium: risk (dashed line) and uncertainty 
(dark line)



1718  Applications of Behavioral Finance to Entrepreneurs

Barberis, N., and R. Thaler. 2003. A survey of behavioral finance. In Handbook of the economics 
of finance, ed. G.M. Constantinides, M. Harris, and R.M. Stulz. North-Holland: Elsevier 
Science.

Berkelaar, A.B., R. Kouwenberg, and T. Post. 2004. Optimal portfolio choice under loss aversion. 
The Review of Economics and Statistics 86: 973–987.

Blavatskyy, P., and G. Pogrebna. 2005. Myopic loss aversion revisited: the effect of probability 
distortions in choice under risk, Working Paper 249. Institute for Empirical Research in 
Economics, University of Zurich.

Bronstein, A.M. 2008. My word is my bond: Voices from inside the Chicago Board of Trade. 
Hoboken: Wiley.

Busenitz, L.W. 1999. Entrepreneurial risk and strategic decision making: It’s a matter of perspec-
tive. The Journal of Applied Behavioral Science 35: 325–340.

Busenitz, L.W., and J.D. Arthurs. 2007. Cognition and capabilities in entrepreneurial ventures. In 
The psychology of entrepreneurship, ed. J.R. Baum, M. Frese, and R.A. Baron, 131–150. 
Mahwah: Lawrence Erlbaum.

Davidsson, P. 2007. Method challenges and opportunities in the psychological study of entrepre-
neurship. In The psychology of entrepreneurship, ed. J.R. Baum, M. Frese, and R.A. Baron, 
287–323. Mahwah: Lawrence Erlbaum.

Davies, G.B., and S.E. Satchell. 2005. Continuous cumulative prospect theory and individual 
asset allocation, Working Paper, University of Cambridge.

Davies, G.B., and S.E. Satchell. 2007. The behavioural components of risk aversion. Journal of 
Mathematical Psychology 51: 1–13.

De Bondt, W.F.M., and R.H. Thaler. 1995. Financial decision-making in markets and firms: 
A behavioral perspective. In Finance handbooks in operations research and management sci-
ence, Vol. 9, ed. R. Jarrow, V. Malsimovic, and W.T. Ziemba, 385–410. North Holland: Elsevier 
Science B.V.

Fehr, E., and J. Tyran. 2005. Individual irrationality and aggregate outcomes, Working Paper 252. 
Institute for Empirical Research in Economics, University of Zurich.

Fox, C.R., B.A. Rogers, and A. Tversky. 1996. Options traders exhibit subadditive decision 
weights. Journal of Risk and Uncertainty 13: 5–17.

Hershey, J.C., H.C. Kunreuther, and P.J.H. Schoemaker. 1982. Sources of bias in assessment pro-
cedures for utility functions. Management Science 28: 936–954.

Hilton, R.W. 1988. Risk attitude under two alternative theories of choice under risk. Journal of 
Economic Behavior and Organization 9: 119–136.

Hirshleifer, D. 2001. Investor psychology and asset pricing. The Journal of Finance 56: 
1533–1597.

Hwang S., and S.E. Satchell. 2005. The magnitude of loss aversion parameters in financial markets, 
Working Paper, University of Cambridge.

Kahneman, D., and A. Tversky. 1979. Prospect theory: An analysis of decision under risk. 
Econometrica 47: 263–291.

Kliger, D., and O. Levy. 2010. Overconfident investors and probability misjudgements. The 
Journal of Socio-Economics 39: 24–29.

Langer, T., and M. Weber. 2005. Myopic prospect theory vs. myopic loss aversion: How general 
is the phenomenon? Journal of Economic Behavior & Organization 56: 25–38.

Levy, H., and M. Levy. 2002. Arrow-Pratt risk aversion risk premium and decision weights, The 
Journal of Risk and Uncertainty 25: 265–290.

Mattos, F.L., P. Garcia, and J.M.E. Pennings. 2008. Probability weighting and loss aversion in 
futures hedging. The Journal of Financial Markets 11: 433–452.

Miner, J.B., and N.S. Raju. 2004. Risk propensity differences between managers and entrepre-
neurs and between low- and high-growth entrepreneurs: a reply in a more conservative vein. 
The Journal of Applied Psychology 89: 3–13.

Palich, L.E., and D.R. Bagby. 1995. Using cognitive theory to explain entrepreneurial risk-taking: 
Challenging conventional wisdom. Journal of Business Venturing 10: 425–438.

Prelec, D. 1998. The probability weighting function. Econometrica 66: 497–527.



172 F. Mattos and P. Garcia

Schoemaker, P.J.H. 1982. The expected utility model: Its variants purposes, evidence, and limita-
tions. Journal of Economic Literature 20: 529–563.

Starmer, C. 2000. Developments in non-expected utility theory: The hunt for a descriptive theory 
of choice under risk. Journal of Economic Literature 38: 332–382.

Stewart, W.H., and P.L. Roth. 2001. Risk propensity differences between entrepreneurs and man-
agers: a meta-analytic review. The Journal of Applied Psychology 86: 145–153.

Stewart, W.H., and P.L. Roth. 2004. Data quality affects meta-analytic conclusions: A response to 
Miner and Raju (2004) concerning entrepreneurial risk propensity. The Journal of Applied 
Psychology 89: 14–21.

Tversky, A., and C.R. Fox. 1995. Weighting risk and uncertainty. Psychological Review 102: 
269–283.

Tversky, A., and D. Kahneman. 1992. Advances in prospect theory: Cumulative representation of 
uncertainty. Journal of Risk and Uncertainty 5: 297–323.

Wakker, P., and D. Deneffe. 1996. Eliciting von Neumann-Morgenstern utilities when probabilities 
are distorted or unknown. Management Science 42: 1131–1150.

Zaloom, C. 2004. The Productive life of risk. Cultural Anthropology 19: 365–391.



173R. Yazdipour, Advances in Entrepreneurial Finance: With Applications  
from Behavioral Finance and Economics, DOI 10.1007/978-1-4419-7527-0_9,  
© Springer Science+Business Media, LLC 2011

Abstract  Entrepreneurs derive lower risk-adjusted returns than non-entrepreneurs, 
but are compensated through non-pecuniary benefits. This chapter reports on findings 
from survey evidence. The main findings are as follows: A key non-pecuniary 
benefit to entrepreneurs is achieving greater control over their working environment. 
Doing so leads entrepreneurs to report achieving higher affect and well-being than 
non-entrepreneurs. Entrepreneurs report that they are more skilled socially than non-
entrepreneurs. This might provide a partial explanation for why entrepreneurs have 
a higher marriage rate and larger families than non-entrepreneurs. Entrepreneurs 
exhibit greater dispositional optimism than non-entrepreneurs. However, in the 
study sample, the difference is not statistically significant. In terms of preference 
for lottery-like outcomes, entrepreneurs find prospects offering high returns with 
low probability attractive, but regard control of their environment as more important 
than the preference for positive skewness.

9.1 � Introduction

On the surface, entrepreneurs appear to make suboptimal financial choices. 
Hamilton (2000) establishes that entrepreneurs accept lower median life-time earnings 
than similarly skilled wage-earners. Moskowitz and Vissing-Jorgensen (2002) 
establish that entrepreneurs earn low risk-adjusted returns.1 Moreover, entrepreneurs 
appear to hold poorly diversified portfolios. Instead they concentrate their wealth 
in their own private business: See Gentry and Hubbard (2001), Moskowitz and 
Vissing-Jorgensen (2002), and Heaton and Lucas (2000). In light of the evidence, 
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1 The average return to all private equity is actually similar to that of the public market equity 
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Bitler et al. (2004) investigate the structuring of incentives for entrepreneurs and 
ask why people would choose to become entrepreneurs.

Puri and Robinson (2008) provide some insight into why people would choose 
to become entrepreneurs. They ask whether entrepreneurs are risk-takers. They 
suggest that entrepreneurs might derive substantial non-pecuniary benefits from 
self-employment. They hypothesize that entrepreneurs might be optimistic about 
their entrepreneurial prospects.

Puri and Robinson’s analysis of the data in the Survey of Consumer Finances 
(SCF) leads them to a series of conclusions. First, they find that entrepreneurs are 
more risk-loving and optimistic than the rest of the population. Second, these traits 
are separable in that the correlation between risk tolerance and optimism is low. 
Third, entrepreneurs tend to have long planning horizons, good health practices, 
and strong family ties. In respect to planning, entrepreneurs are almost three times 
more likely to indicate that they never intend to retire. Moreover, people who do not 
plan to retire work about 3% longer per week.

Consider how the configuration of entrepreneurs’ characteristics relates to the 
suboptimality of the returns, which they earn. Unless entrepreneurs are actually 
risk-seeking, being more risk-loving than the general population does not explain 
why entrepreneurs earn suboptimal risk-adjusted returns.

Notably, optimism might provide part of the explanation. Puri and Robinson 
focus on dispositional optimism as opposed to unrealistic optimism. They point out 
that the psychology literature distinguishes between dispositional optimism and 
optimistic bias. The former views optimism as a positive personality trait associated 
with positive generalized expectations of the future: See Scheier and Carver (1985). 
The latter views optimism as a negative, domain-specific bias in expectations: See 
Weinstein (1980).

It is straightforward to see how optimistic bias can lead to inferior returns. Of course, 
dispositional optimism can also involve optimistic bias, and therefore produce inferior 
returns as well. This is not to say that the net impact of dispositional optimism is nega-
tive. In this regard, Bitler et al. (2004) find that effort increases firm performance.

In their analysis, Puri and Robinson (2008) focus on dispositional optimism. They 
do not measure optimism bias directly, but infer it from self-reported estimates of own 
life expectancy. This chapter extends their analysis by surveying entrepreneurs for 
dispositional optimism and comparing their responses to non-entrepreneurs.

Puri and Robinson (2009) is a retitled, revised version of their 2008 paper, 
discussing the combined effects of dispositional optimism, risk tolerance, and non-
pecuniary benefits. While the combination of risk-seeking choices and optimism 
possibly explains why entrepreneurs earn low risk-adjusted return, to my mind it 
seems far more plausible that non-pecuniary benefits lie at the heart of the issue. 
After all, entrepreneurs work longer hours and plan to retire later than their non-
entrepreneur counterparts. What might those non-pecuniary benefits be?

I suggest that a major non-pecuniary benefit for entrepreneurs is the exercise of 
control over their working environment, the control that derives from starting a new 
business and managing that business. In this regard, I hypothesize that the desire 
for control is a psychological need, which might be higher among entrepreneurs 
than non-entrepreneurs.
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Puri and Robinson (2008) document that relative to non-entrepreneurs, entrepre-
neurs are more likely to be married and have larger families. See also Wadhwa et al. 
(2009). This suggests that entrepreneurs might be more socially focused than others. 
I hypothesize that this is the case. In particular, I test whether entrepreneurs are less 
anxious in social settings than non-entrepreneurs, and more aware of social cues 
and their own behavior.

If entrepreneurs derive significant non-pecuniary benefits from entrepreneurial 
activity, then it seems plausible that entrepreneurs would report being happier than 
their non-entrepreneurial counterparts. I test whether this is the case using two 
instruments, one pertaining to well-being (life satisfaction) and the other pertaining 
to degree of affect (positive, neutral, or negative).

The major findings of this study are as follows: Entrepreneurs exhibit more 
dispositional optimism than their non-entrepreneurial counterparts, although in my 
small sample, the difference is not statistically significant at the 95% confidence 
level. The most significant difference between entrepreneurs and non-entrepreneurs 
is the desire for control: Entrepreneurs place much more emphasis on control. 
Entrepreneurs appear to be more comfortable in social situations, and feel that they 
are more sensitive to social cues. They also report being more positive and more 
satisfied with their lives. Finally, entrepreneurs report that they have a preference 
for positively skewed returns. Taken together, these findings suggest that the non-
pecuniary benefits that entrepreneurs experience are substantial.

9.2 � Analysis

9.2.1 � Data

The data for this study involve responses to a series of psychological surveys. 
The surveys relate to instruments for measuring dispositional optimism (Scheier 
1985), desirability of control (Burger and Cooper, 1979), social anxiousness (Leary, 
1983), self-monitoring behavior (Snyder 1974; Lennox and Wolfe 1984), life satis-
faction (Diener et al. 1985), and affect (Watson and Clark 1988).
The surveys were administered to three different groups: (1) a group of entrepre-
neurs; (2) a group of MBA students, almost all of whom are working professionals 
who take evening classes; and (3) a group of undergraduate business students. 
The surveys were administered in the autumn of 2008 and winter of 2009. The group 
of entrepreneurs is affiliated to the Center for Innovation and Entrepreneurship at 
Santa Clara University. The students were enrolled in regular academic courses at 
Santa Clara University.

The demographic characteristics of the groups differed in respect to age and 
gender. The number of respondents who identified themselves as entrepreneurs was 
53. Of these, 6 were female. The average age of the entrepreneurs was 36.9, with 
the standard deviation being 12.9. In contrast, the number of MBA students was 45, 
of which 27 were female. The average age of the MBA students was 32.3, and the 
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standard deviation was 5.7. The number of undergraduate students was 16, of 
which 3 were female. The average age of the undergraduate students was 21.7.2

9.2.2 � Desire for Control

Puri and Robinson (2008) classify respondents to the SCF as entrepreneurs if they 
own some or all of at least one privately owned business, and are full-time self-
employed. It seems plausible to suggest that people who fit this description exert 
more control over their working environment than others, and that part of the appeal 
of being an entrepreneur is achieving this degree of control. Put somewhat differ-
ently, entrepreneurs possess a strong need for control, which leads them to choose 
a career in which they seek to meet that need.

Burger and Cooper (1979) introduce a survey instrument (DC) which is designed 
to measure the desirability of control. The survey instrument consists of twenty 
questions. Two representative questions are: “I prefer a job where I have a lot of 
control over what I do and when I do it,” and “I would prefer to be a leader than a 
follower.” The range of possible responses varies from 1 to 7 where 1 means “The state-
ment does not apply to me at all,” and 7 means “The statement always applies to 
me.” For 15 of the questions, 7 is associated with the strongest desire for control, 
while for 5 of the questions, 1 is associated with the strongest desire for control. For 
sake of consistency, the score for each of the 5 questions is replaced by 8-scores.

In terms of results, the average DC score per question is 5.4 for entrepreneurs 
and 4.6 for students. To interpret these results, note that 4 means “I am unsure about 
whether or not the statement applies to me or it applies to me about half the	
time,” 5 means “The statement applies more often than not,” and 6 means “The state-
ment usually applies to me.” The difference between entrepreneurs and students is 
statistically significant (t statistic = 4.5). Notably, the above result is not driven by 
gender. For students as a whole, the desire for control is very similar for males (4.7) 
as for females (4.5). Hence, the difference points to an entrepreneur effect rather 
than a gender effect.

The results suggest that desire for control is a major non-pecuniary benefit asso-
ciated with being an entrepreneur, a result consistent with the theory of motivation 
developed by Deci and Ryan (1985) and articulated by Pink (2009).

9.2.3 � Social Anxiousness and Self-Monitoring

Consider psychological attributes that relate to the finding that entrepreneurs marry 
at a higher rate than non-entrepreneurs and have more children. This finding suggests 

2 Although the results described below feature demographic effects, meaning that gender and age 
are germane, demographic effects do not subsume the entrepreneurial effect.
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that entrepreneurs like people. This section considers two psychological instruments 
that relate to interpersonal relationships. The first stems from the work of Leary 
(1983), who studied social anxiousness, the degree to which people are uncomfort-
able in social situations. The second relates to self-monitoring, a concept studied by 
Snyder (1974) and Lennox and Wolfe (1984).

The survey instrument used to study social anxiousness (SA) features 15 ques-
tions. Two of the questions are: “I often feel nervous even in casual get-togethers,” 
and “I get nervous when I speak to someone in a position of authority.” Responses 
are on a 5-point scale where 1 means “Not at all characteristic,” and 5 means 
“Extremely characteristic.”

A lower SA score signals less social anxiety. Entrepreneurs have a mean SA 
score of 2.0, whereas students’ mean SA score is 2.9. A score of 2 means “Slightly 
characteristic” and a score of 3 means “Moderately characteristic.” The difference 
between 2.0 and 2.9 is statistically significant (t-statistic = −3.5).

Self-monitoring involves being sensitive to social cues, and being able to adapt 
to those cues. The self-monitoring survey instrument is SM. It features questions 
such as the following: “I am often able to read people’s true emotions correctly 
through their eyes.” “In social situations, I have the ability to alter my behavior if 
I feel something else is called for.” The range of possible responses comprises a 
6-point scale from “Always false” to “Always true.”

The mean score for entrepreneurs is 4.4 and for non-entrepreneurs is 3.9. Here 
3 means “Somewhat false, but with exception,” 4 means “Somewhat true, but with 
exception,” and 5 means “Generally true.” The difference between 4.4 and 3.9 is 
statistically significant (t-statistic = 2.4).

9.2.4 � Affect and Well-Being

Are entrepreneurs happier than non-entrepreneurs? What makes this question 
especially interesting is that entrepreneurs work more than non-entrepreneurs and 
earn lower risk-adjusted returns on their investments. To investigate the question, 
I use survey instruments based on the work of Watson and Clark (1988), who study 
affect, and Diener et al. (1985), who study life satisfaction or well-being. I refer to 
the associated instruments as AF and WB, respectively.

The affect survey asks respondents to indicate how frequently they experience a 
variety of emotional states such as “interested,” “distressed,” and “excited.” 
Responses are on a 5-point scale, in which 1 means “very slightly or not at all,” and 
5 means “extremely.” Some states connote negative affect and some connote posi-
tive affect. An AF score of zero connotes neutral overall affect. The mean AF-score 
for entrepreneurs was 1.2 and the mean AF-score for students was 0.8. The differ-
ence is statistically significant (t-statistic = 2.5).

The life satisfaction survey asks respondents 25 true/false questions such as “I 
always seem to have something pleasant to look forward to,” and “Often I get irritated 
at little annoyances.” Of the 25 questions, 11 relate to feelings of positive life satisfaction 
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and 14 to negative feelings. Relative to an adjusted neutral score of 0, the mean 
WB-score for entrepreneurs was −1.0 and for students was −1.2. Entrepreneurs score 
higher on the WB-survey. However, both groups’ mean scores are negative responses, 
and the difference is not statistically significant (t-statistic = 1.7).3

Overall, the evidence indicates that entrepreneurs are happier than non-entrepreneurs.

9.2.5 � Optimism

Using their life expectancy proxy for optimism, Puri and Robinson find that 
entrepreneurs exhibit more dispositional optimism than non-entrepreneurs. I augment 
their analysis by using an instrument to measure dispositional optimism: See 
Scheier (1985).

The optimism instrument (OP) consists of eight questions whose responses fall 
on a five-point scale where 1 means “strongly disagree” and 5 means “strongly 
agree.” Two of the questions are: “I’m always optimistic about my future,” and “I hardly 
ever expect things to go my way.”

Adjusting for signs, the mean OP-score for entrepreneurs was 3.5 and for 
students it was 3.2. Notably, both groups feature OP-scores between Neutral and 
Agree, and are therefore optimistic. Although entrepreneurs appear to be more 
optimistic than students, the difference in scores is not statistically significant 
(t-statistic = 1.5). However, the results are quite similar to the larger sample described 
in Puri and Robinson (2008) where the differences are statistically significant.

9.2.6 � Demographics and Correlations

The data reveal some interesting patterns about demographics and correlations. 
Although only 11.5% of the entrepreneur sample is female, the mean responses for 
males and females are similar on almost all instruments. To the extent that there are 
differences, females are more optimistic than males by 0.3, exhibit less social anx-
iousness by 0.2, and report higher social monitoring by 0.4.

The differences are interesting, but there are too few female entrepreneurs in the 
sample to draw meaningful conclusions from these numbers alone. Therefore, con-
sider what information can be gleaned from the student responses. For students, the 
differences between male responses and female responses are small for all instru-
ments. The major differences are across groups. Entrepreneurs are different from 
students. MBA students are different from undergraduate students. For every instru-
ment, mean undergraduate responses lie between the responses for entrepreneurs 
and the responses for MBA students.

3 Interestingly, the correlation between AF and WB scores is above 50% for both groups, a point 
to which I return below.
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Table  9.1 below displays the correlation matrices for both entrepreneurs and 
students. The correlations are markedly similar across the two groups.

The correlation between affect and well-being is high enough to suggest that the 
two reinforce each other in respect to measuring happiness. Likewise, self-monitoring 
and social anxiety are negatively correlated, suggesting that these two reinforce each 
other as measures of social skills. Notably, optimism and desire for control are posi-
tively correlated, but the relationship is weak. Consistent with the idea that desire for 
control provides major non-pecuniary benefits to entrepreneurs, the correlation 
between DC and affect (AF) is positive and reasonably strong. Notably, desire for 
control is negatively associated with social anxiousness (SA), suggesting that those 
who are high in the desire for control are comfortable in social settings. Finding that 
the correlation ran the other way would be worrisome with regard to productivity.

9.2.7 � Preferences

Puri and Robinson find that entrepreneurs are more risk-loving and optimistic than the 
rest of the population, although the correlation between risk tolerance and optimism is 
low. The analysis in this chapter suggests that desire for control is a major motivator 
for why people choose to be entrepreneurs, stronger than risk attitude and optimism.

In terms of risk, it is also possible that people choose to be entrepreneurs 
because they have a preference for lottery-type returns. To test for this possibility, 
I ran a supplementary survey,4 based on the concepts in SP/A theory, which posed 
the following two questions to entrepreneurs:

Table 9.1  Correlation matrices for both entrepreneurs and students

Correlation matrix for entrepreneurs

SM DC SA AF WB OP
SM 100.0%
DC 30.8% 100.0%
SA −23.0% −40.9% 100.0%
AF 23.4% 44.5% −69.4% 100.0%
WB 1.3% 25.4% −41.9% 58.3% 100.0%
OP 4.9% 25.4% −37.8% 47.5% 44.7% 100.0%

Correlation matrix for students

SM DC SA AF WB OP
SM 100.0%
DC 21.1% 100.0%
SA −42.5% −48.0% 100.0%
AF 31.4% 56.8% −73.5% 100.0%
WB 31.5% 15.9% −55.7% 53.2% 100.0%
OP 26.8% 27.5% −39.9% 42.8% 52.4% 100.0%

4 The supplementary survey is based on responses from 40 people who classify themselves as 
entrepreneurs. The total number of responses was 48.
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	1.	 On a scale of 1–7 where 1 is unimportant and 7 is extremely important, how 
important to you is upside potential as a reason being an entrepreneur?

	2.	 On a scale of 1–7 where 1 is unimportant and 7 is extremely important, how impor-
tant to you is being in control of your work world as a reason being an entrepreneur?

The mean response to the first question was 5.8 and to the second was 6.3. Clearly, 
both factors are important. However, between the two, control is more important.

The supplementary survey also posed qualitative questions designed to elicit 
features emphasized by a SP/A theory, a psychologically based framework for 
understanding the impact on risky choice from emotions such as fear, and hope, and 
the achievement of specific aspirational goals.

The responses indicate that entrepreneurs feel that fear is a weak emotion for 
them, hope is a moderately strong emotion, and aspirational goals are strong. Many 
indicate that they would accept lottery-type returns if the downside is small, but are 
more reluctant if the downside is not small, of if doing so significantly diminishes 
the probability of achieving their specific aspirations.

9.3 � Conclusion

Entrepreneurs derive lower risk-adjusted returns than non-entrepreneurs, but are 
compensated through non-pecuniary benefits. The most important benefit is achiev-
ing greater control over their working environment. Doing so leads entrepreneurs to 
report achieving higher affect and well-being than non-entrepreneurs. Entrepreneurs 
report that they are more skilled socially than non-entrepreneurs. This might provide 
a partial explanation for why entrepreneurs have a higher marriage rate and larger 
families than non-entrepreneurs. Finally, entrepreneurs exhibit greater dispositional 
optimism than non-entrepreneurs. However, in my small sample, the difference is 
not statistically significant.5
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Abstract  This chapter first argues that the literature on financial distress and 
failure prediction has totally ignored the cause of failure – managers and owner-
managers as decision makers – and instead has almost exclusively focused on the 
effect of failure, the financial data. The chapter then provides a review of the current 
state of the failure prediction literature. Recent studies that focus on small and 
medium-sized enterprises (SMEs) are covered next. We arrive at the same conclu-
sion that after 35 years of academic inquiry into bankruptcy prediction, and despite 
all the sophisticated models and methodologies used in studies of the effects of 
firm failure, there is “no academic consensus as to the most useful method for 
predicting corporate bankruptcy.” At the end, the chapter discusses how psychological 
phenomena and principles, also known as heuristics or mental shortcuts, might be 
utilized in building more powerful success/failure prediction models.

10.1 � Introduction

If we consider that all firms, large or small, are made up of two crucial elements 
One, the human element, as represented by the management that makes decisions, 
and the other, the commerce element, where these decisions are implemented and 
business is conducted, then it becomes clear that almost all existing research on 
financial distress or business failure has focused on the commerce side of the firm. 
Existing research has almost completely ignored the most crucial side of the 
process: management’s decision-making process (the cause side).1 In fact, the way 
that many researchers have approached the study of business failure can be 
compared with the practice by a group of physicians who focus on the symptoms 

Chapter 10
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1 Studies conducted by scholars like Kahneman and Lovallo (1993), Camerer and Lovallo (1999), 
and Wu and Knott (2005) are among the few exceptions in this respect; as will be further discussed 
in this chapter.
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of a given disease (the effects) while forgetting to identify the possible sources of 
the disease (the causes) that would provide information that can help society 
prevent similar cases from happening in the future.

It could be argued that a one-sided approach to the study of corporate failure that 
focuses only on the effects might, to some extent, make sense for large publicly traded 
companies since those firms are controlled by well-established business systems and 
processes that reduce the importance of a single person’s behaviors and actions (the 
cause side). In addition to the diverse range of expertise available within the modern 
corporation, top executives at Fortune 1,000 companies can easily tap into other sophis-
ticated talent pools for advice on key decisions by using external consultants and mem-
bers of the Board of Directors, a group referred to as the “Outside View” in the 
behavioral finance literature.2 Finally, the extent of easily available computerized finan-
cial information about public firms has made it a relatively easy process for researchers 
to access and study this data using sophisticated statistical tools ranging from MDA and 
LOGIT and PROBIT models to even more sophisticated artificial intelligence (AI) and 
expert systems (ES) approaches. By making the simplifying assumption that manage-
ment in a public corporation acts to maximize shareholders’ wealth, coupled with the 
market efficiency assumption, it is easy for researchers to focus on the effects of the 
management process (the financial distress), as revealed by the financial data, rather 
than to try to focus on the management’s decision-making process that caused the 
financial problems in the first place.3 Because of such unrealistic assumptions, most 
research has used the approaches mentioned above to attempt to make predictions about 
the success or failure of given publicly traded companies.4 Such a method becomes even 
questionable when attempts are made by some researchers to follow the same method-
ology in cases of non–publicly traded firms and even recent IPO firms.

While this chapter does provide an up-to-date review of the mainstream empirical 
research into the financial effects associated with distress and failure, it also argues 
that in the future, researchers cannot ignore the human/managerial side of the 
equation for any company, large or small! It is obviously wrong to do so for start-ups, 
early-stage ventures, and even some pre-IPO companies because the majority of such 
companies rely heavily on individuals for both operational and strategic decisions. 
But in the wake of recent financial crises, it is also becoming more important to 

2 Theoretically, the significance of a board of directors lies in the fact that such a body can “debias” 
many of the top management’s cognitive biases that could lead to very expensive errors in judg-
ment, including errors leading to failure and bankruptcy. This is also an example regarding the 
forgotten human/managerial side in failure studies that we intend to emphasize in this chapter.
3 We are not denying the possible roles that macro elements such as economic conditions and 
regulatory factors can play in a given company’s failure. However, we believe our “two element-
model” contains the factors that are among the most relevant for explaining why firms develop 
financial distress or fail.
4 It should be noted that despite all the sophisticated models and methodologies used in studies of 
the effects of firm failure, it is not surprising that a comprehensive review of the related literature 
concludes that after 35 years of academic research into bankruptcy prediction, there is “no aca-
demic consensus as to the most useful method for predicting corporate bankruptcy.” See Aziz and 
Dar (2006), p. 26.
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realize that managerial attitudes toward risk and return and related managerial 
decisions in even the largest public firms can endanger the very existence of those 
firms. Fortunately, new theoretical and empirical breakthroughs in the field of cogni-
tive psychology might help us to develop effective and realistic models to help predict 
successes or failures for not only the small and entrepreneurial firms, but also for large 
publicly traded corporations. Such approaches, especially if coupled with what we 
have already learned about failure prediction, have the potential of further enabling 
us to gain better insights regarding problem areas that might cause financial distress 
and failure later on. The present chapter first provides a review of the current state of 
the failure prediction literature. It then discusses the recent failure studies that focus 
on small and medium-sized enterprises (SMEs). Finally, the chapter discusses how 
psychological phenomena and principles, also known as heuristics or mental short-
cuts, might be utilized in building more powerful success/failure prediction models.

10.2  �Classical Statistical Models

Ever since the nineteenth century, analysts have calculated financial ratios of 
public and private firms, compared those ratios to industry benchmarks, and used 
the results of their analysis to make value judgments about the viability and future 
prospects of those firms. With the advent of accessible computing power and the 
development of statistical tools for analyzing financial data in the latter half of 
the twentieth century, both academic researchers and financial analysts have been 
developing and improving methods to analyze financial ratios and to use those 
ratios to forecast future firm performance.

This section focuses on the use of financial data as inputs for various classical 
statistical methods that are used to predict the possibility of financial distress or 
failure. Beaver (1966) is often cited as being the first to use a formal statistical 
approach applied to financial ratios for the purpose of predicting firm failure. But 
he, himself, cites earlier studies published in 1932, 1935, and 1942 that examine 
financial ratios in a systematic way.5 Beaver builds on these earlier studies and cre-
ates a matched pair sample of 79 failed firms and 79 non–failed firms where matching 
is based on industry affiliation and asset size. The data come from Moody’s 
Industrial Manual and covers 5 years. Beaver examines the ability of 30 financial 
ratios to discriminate between failed and non–failed firms and selects six ratios that 
have the best discriminating ability. The six ratios are cash flow to total debt, net 
income to total assets, total debt to total assets, working capital to total assets, current 
assets to current liabilities and something called the “no-credit interval,” which is 

5 Beaver cites Fitzpatrick (1932), Winakor and Smith (1935), and Merwin (1942) . These studies 
were unavailable for review for this article but Beaver describes the Fitzpatrick and Merwin stud-
ies as comparisons of mean ratios from failed and non-failed firms and the Winakor and Smith 
study as an analysis of ratio trends over 10 years prior to failure.
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defined as the ratio of “defensive assets minus current liabilities to fund expenditures 
for operations.”6 The approach Beaver employs is a univariate analysis where each 
ratio’s relationship to failure is examined individually. At the end of his paper, 
Beaver suggests that a multivariate approach might provide a better predictive 
model than the approach he uses.

10.2.1 � Multiple Discriminant Analysis

Two years after Beaver’s work, Altman (1968) published the first empirical study 
that applied a multivariate approach to predicting firm failure using a dataset covering 
66 firms (33 failed and 33 non–failed firms) with data constructed from Moody’s 
Industrial Manuals and published annual company reports. In that paper, Altman 
uses multiple discriminate analysis (MDA) to define his “Z Score” model that used 
his coefficient estimates and the five related ratios. Altman originally examined 22 
different financial ratios and he then settled on the five ratios that had the most 
explanatory power. His model and estimation procedure became a standard for 
defining such multivariate prediction models. Altman’s original Z Score model 
with estimated coefficients for X

1
–X

4
 presented in decimal format (rather than as a 

percentage) and X
5
 presented as a turnover ratio is as follows7:

1 2 3 4 50.012 0.014 0.033 0.006 0.999Z X X X X X= + + + +

where:

X
1
 = working capital/total assets,

X
2
 = retained earnings/total assets,

X
3
 = earnings before interest and taxes/total assets,

X
4
 = market value of equity/book value of total asset,

X
5
 = sales/total assets (a turnover ratio).

The resulting Z score allows the classification of firms on a continuum from least 
likely to enter bankruptcy to most likely. In Altman (2000), the author notes that 
over the years, this original model is usually presented in terms in which variables 
X

1
–X

4
 are presented in percentage while X

5
 is still presented as a turnover ratio and 

is rounded to 1.0, so the discriminant function becomes:

1 2 3 4 51.2 1.4 3.3 0.6 1.0= + + + +Z X X X X X

6 Beaver does not explain this calculation in any detail but the “no-credit interval” is defined as 
“immediate assets (current assets excluding inventory and prepaid expenses) minus current liabili-
ties, divided by total operating expenses excluding depreciation” on p. 419 of Palepu et  al. 
(2007)
7 Altman discusses the history and evolution of his work with classical statistical models in Altman 
(2000), a working paper, and provides discussions of the links between these ratios and the risk of 
bankruptcy.
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He explains that the lower the calculated Z score, the higher is the risk of bankruptcy 
with a Z score of between 1.81 and 2.675 as being defined as a “zone of ignorance” 
where the model cannot discriminate between the two classes of firms.

Altman tested his original model’s ability to correctly categorize firms des-
tined for bankruptcy for 1–5 years before the event and used a hold-out sample 
for testing the ability of the model to predict out of sample results. In the years 
following his original work, Altman refined his original model and tested it over 
a number of different samples drawn from different time periods.8 Altman (2000) 
also reports a reestimation of the model coefficients using a sample of private 
firms after replacing the market value of equity with the book value of equity in 
the X

4
 variable and finds the model is only “slightly less” reliable than the original 

model.9 The Z score model and estimated coefficients for the private firm data are 
as follows:

1 2 3 4 50.717 0.847 3.107 0.420 0.998′ = + + + +Z X X X X X

where:

X
1
 = working capital/total assets,

X
2
 = retained earnings/total assets,

X
3
 = earnings before interest and taxes/total assets,

X
4
 = book value of equity/book value of total asset,

X
5
 = sales/total assets (a turnover ratio).

Altman et al. (1977) eventually developed what he refers to as a second-genera-
tion model called the Zeta® Credit Risk Model, which he argues is a significant 
improvement over his original model and coefficient estimation approach. Public 
information about this new model is limited since the newer version of his model 
is proprietary and only available through his consulting firm.

Altman’s application of MDA to bankruptcy prediction created an empirical 
framework that became the standard for the majority of the empirical studies to 
follow.10 It was the first application of a multivariate statistical model applied to the 
prediction of bankruptcy. Even today, many studies still use MDA as the chosen 
method of analysis in a number of different applications.

10.2.2 � LOGIT Models, PROBIT Models, and Other Classical 
Statistical Models

The first major break from Altman’s MDA-based approach in the literature is the 
LOGIT approach presented by Ohlson (1980). Ohlson argues that MDA’s required 

8 See Altman (2000) for a summary of these developments and the predictive accuracy of the 
model using different samples.
9 Altman (2000) notes his lack of a large private firm database prevented him from performing out 
of sample evaluations of this private firm model.
10 See Altman (1993) for an extensive survey of this work.
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assumptions on the distributional characteristics of the input data make the method less 
than optimal. The shortcomings of the MDA method identified by Ohlson include: (1) 
MDA assumes normally distributed predictor variables and this prevents the use of inde-
pendent variables that are structured as dummy variables, (2) the variance-covariance 
matrices of the two groups under examination should be identical and this is not usually 
the case for failed and non–failed firms, and (3) MDA does not provide the probability 
of failure for a particular firm, it only provides a potential classification of “more or less 
likely to fail.” Ohlson presents a conditional LOGIT model that avoids these problems 
associated with MDA and allows the determination of the probability of failure. His 
original model examines nine financial ratios, many of which are similar to those used 
by Altman, and focuses on the predictive ability 1 and 2 years before the event using 
data from COMPUSTAT. He also applies the MDA model to his data set and compares 
the performance of the two models. He concludes that the LOGIT approach outper-
forms the MDA approach without suffering from the theoretical shortcomings associ-
ated with MDA. His resulting “Y” score provides the logistic function probability of 
membership in the bankrupt group of firms. The Ohlson (1980) model is as follows:

1.3 0.4 6.0 1.4 0.1 2.4 1.8 0.3 1.7 0.571 2 3 4 8 95 6Y X X X X X X X X X= − − + − + − − + − −

where:

X
1
 = ln(total assets/GNP price level index),

X
2
 = total liabilities/total assets,

X
3
 = working capital/total assets,

X
4
 = current liabilities/current asset,

X
5
 = 1 if total liabilities > total assets or = 0 otherwise,

X
6
 = net income/total assets,

X
7
 = funds from operations/total assets,

X
8
 = 1 if net income negative for 2 years or = 0 otherwise, and

X
9
 = change in net income calculated as (NI

t
 − NI

t−1
)/(I NI

t
 I + I NI

t−1
I).

Ohlsonm’s work was followed a few years later by Zmijewski (1984) who 
introduced the PROBIT model as an alternative method to use to predict bank-
ruptcy. Zmijewski argues that previous empirical work is based on non–random 
samples, a process that results in biased estimations of model coefficients and the 
probability of bankruptcy. He explores this sampling issue in great detail and then 
using COMPUSTAT and CRSP data, he examines the ability of a PROBIT model 
to estimate the probability of bankruptcy for firms using the following model:

*
o 1 2 3ROA FINL LIQ= + + + +B a a a a u

where:

B* = the probability of bankruptcy,
ROA = net income to total assets (return on assets),
FINL = total debt to total assets (financial leverage), and
LIQ = current assets to current liabilities (liquidity).
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While LOGIT, PROBIT, and MDA models are the classical statistical mod-
els that still dominate the finance and accounting literature today, there are 
other statistical models that have been explored. For example, Linear Probability 
Models, pioneered by Meyer and Pifer (1970), focus on changes in financial 
ratios over time to predict bankruptcy. Cumulative sum procedures that use 
changes in the mean/variance characteristics of ratios, stock prices, or both 
through time to identify shifts in the data that are associated with approaching 
bankruptcy have been used.11 While many other approaches have been explored, 
the three approaches discussed above have become standards.12 These approaches 
all have shortcomings that have been discussed by a number of authors.13 The 
one shortcoming of these classical approaches that is always overlooked, how-
ever, is that these models almost always rely on published financial data from 
public firms. The data from Moodys, COMPUSTAT, and/or CRSP are easily 
available and easily accessed with the statistical packages used to apply these 
classical methods, and so most studies focus on public firm studies and ignore 
the important issue of prediction of distress and failure in private firms. Newer 
statistical approaches are discussed in the following section, and the recent 
literature that focuses on SME failure is discussed in greater detail in 
Sect. 10.3.

10.2.3 � Artificial Intelligence and Expert Systems Approaches

In the 1990s, advances in both computer speed and power and new developments 
in artificial intelligence and expert systems (AI/ES) software programming gave 
rise to a new family of failure prediction models and methods. In general, the AI/
ES software programs are designed to learn from both their input data and their 
previous experience in solving a particular problem. In the case of bankruptcy or 
default prediction applications, the problem is the proper classification of a set of 
firm data into the proper category. The software systems actually learn and improve 
their prediction and categorization abilities through an iterative process as they 
explore the nonlinear relationships between the input data.14 Following the research 

11 Ramaswami (1987), Dugan and Forsyth (1995), and Kahya and Theodossiou (1999).
12 Aziz and Dar (2006) provide a table that summarizes the main characteristics of many different 
statistical approaches that have been used by various authors.
13 See Balcaen and Ooghe (2006) for an extensive review of these shortcomings. See Grice and 
Dugan (2003) for a discussion of the problems related to LOGIT and PROBIT. See Platt and Platt 
(2002) for a discussion of the problems associated with the sample selection methodologies used 
in most studies.
14 See Aziz and Dar (2006) for an excellent overview of these various AI/ES approaches as they 
are applied to bankruptcy prediction.
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design approach developed in the MDA literature, most applications “train” their 
model on one sample and then test the model parameters on a hold-out sample or 
“test” set of data.

The most common AI/ES approach is that of a neural network (NN) that is 
designed to replicate the learning and classification processes carried out by the 
human brain. The NN approach is essentially nonparametric and nonlinear in the 
model building process. While some of the earliest applications of a NN system for 
failure prediction in the finance literature appeared in the early 1990s (see Coats 
and Fant 1993 and Altman, Marco, and Varetto 1994), many of the recent develop-
ments of these new AI/ES approaches appear in computer and operations research 
journals rather than finance and accounting journals.15

Zhang et al. (1999) provide a clear discussion of the general framework of the 
NN approach and how the underlying statistical theory is related to the theory 
supporting the use of MDA. They provide an excellent literature review of NN 
applications to bankruptcy prediction in the early literature, and they develop 
their own NN model using COMPUSTAT data. They also compare the perfor-
mance of their NN model to a LOGIT model developed on the same dataset and 
find that the NN model outperforms the LOGIT approach.

Atiya (2001) provides another excellent survey of the literature that is more 
recent. He focuses his discussion on the most common AI/ES approach, that of a 
multilayered NN, to the prediction of bankruptcy and financial distress. He also 
provides a discussion on the reasons an NN approach is superior to more tradi-
tional statistical approaches based on the nonlinear characteristics of the input 
data typically used in prediction studies and he presents results of his own NN 
models that incorporate both financial and equity market information into the 
analysis.

Angelini et al. (2008) also provide an excellent discussion of the basics of NN 
design and operation (for the non-programmer) and they also develop a NN system 
and apply it to a sample of small firm data obtained from an Italian bank. The data 
represent 76 small firm clients of the bank, and the focus of the study is the predic-
tion of bank loan defaults. Their final NN model produces a very low classification 
error rate that is much lower than is typical with classical statistical approaches.16

While neural network approaches are the most common model used, there 
are other AI/ES approaches that have been explored. One approach, used by 
Lee et al. (1996), is to build hybrid MDA/NN models where MDA is used to 
decide what variables to use in the NN model training stage. Another approach 
used by Varetto (1998) involves the use of genetic algorithms (GA) that are 
similar to NN in that they “learn” from the data but are different in that they are 
structured to follow an evolutionary logic that reflects Darwinian evolution. 
Etemadi et al. (1990) use another AI approach, Genetic Programming (GP), and 

15 See, for example, Salchenberger et al. (1992), Zhang et al. (1999), and Serrano-Cinca (1996).
16 There have actually been a number of studies that apply AI/ES approaches to SME data. These 
studies are discussed in greater detail in Sect. 10.3.
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apply it to data from the Tehran Stock Exchange in order to compare the GP 
approach and MDA. They report significant improvement in model prediction 
using the GP model over MDA. Other authors such as Dimitras et al. (1999) use 
“rough set” theory approach while Chen et al. (2009) build a model that incor-
porates both a NN and “fuzzy logic,” appropriately named a “neuro-fuzzy” 
approach.

Some finance researchers argue that the application of these AI/ES models 
lacks a theoretical basis grounded in finance or accounting theory and that they 
do not improve on the performance of traditional statistical models.17 Authors 
familiar with the statistics used in these approaches disagree. For example, Zhang 
et  al. (1999) explain in detail the statistical theory underlying the relationship 
between the Bayesian classification rules and the multilinear discriminant func-
tion that is the basis of MDA when the assumption of normally distributed vari-
ables is made. They argue that since Bayesian classifiers are the basis for the 
training of a neural network, NN approaches are as statistically valid as MDA as 
a classification method. On the issue of performance, Aziz and Dar (2006) examine 
89 different empirical studies that use either classical statistical methodologies, 
AI/ES methodologies, or other theoretical models for bankruptcy prediction. In 64% 
of the studies, classical statistical models were used, and in 25%, AI/ES 
approaches were used.18 One of their conclusions from their analysis of these 
studies is as follows:

While MDA and LOGIT models are the methods of popular choice in bank-
ruptcy prediction, it is not evident that this popularity is entirely warranted by their 
relative accuracy…..the IAES approach actually provides the best overall accuracy 
rates at 88%.19

Furthermore, Aziz and Dar report that the average Type I error rates from the 
studies examined for MDA, LOGIT and NN approaches are 15%, 15%, and 17%, 
respectively, indicating the classical approaches only slightly outperform NN 
approaches when considering the percent of failed firms wrongly classified as non–
failed firms. When Type II average error rates are considered (non–failed firms 
classified as failed), the average error rate for NN approaches is only 6% while the 
MDA and LOGIT approaches exhibit average error rates of 12% and 10%, 
respectively.

One of the final conclusions in the Aziz and Dar paper echoes the conclusion of 
this discussion as well; after 35 years of academic research into bankruptcy predic-
tion, there is “still no academic consensus as to the most useful method for predicting 
corporate bankruptcy.”20

17 See Altman, Sabato and Wilson (2009) for a discussion of these complaints about AI/ES 
approaches.
18 The remaining studies were based on theoretical models not discussed in this paper.
19 See Aziz and Dar (2006), p. 26.
20 See Aziz and Dar (2006), p. 26.
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10.3  �Small Firm Failure Prediction Studies

10.3.1 � The Early Literature

Most small firm studies focus on loan default and credit scoring models since this 
is the type of classification problem facing the entities that are the usual source of 
data from small private firms. The earliest study performed on small firm sample 
data was published by Edmister (1972). Using small firm financial data from a 
Small Business Administration’s (SBA’s) guaranteed loan database and Robert 
Morris and Associates Annual Statement Studies data, he constructs a number of 
dummy variables, some of which are designed to reflect deviations of the ratios 
from industry benchmarks. He then uses these variables with an MDA approach to 
examine the ability of his model to predict either loan repayment or loan default. 
His sample contains information from 42 different firms; 21 firms that repaid their 
loans and 21 firms that failed to repay. He examines a number of different variable 
construction methods including single year ratio variables as predictors, dummy 
variables representing the trend of changes in ratios over a 3-year period, and 
3-year average ratio variables. His final model using the 3-year average ratio data 
is as follows:

= − − − + − − −2 4 531 6 70.951 0.423 0.293 0.482 0.277 0.452 0.352 0.924Z X X X X X X X

where:

X
1
 = 1 if annual funds flow/current liabilities ratio is <.5, or = 0 otherwise,

X
2
 = 1 if equity/sales is <.07, or = 0 otherwise,

X
3
 = �1 if net working capital/sales ratio relative to the appropriate RMA bench-

mark ratio is <−.02 or = 0 otherwise,
X

4
 = �1 if current liabilities/equity ratio relative to the appropriate SBA bench-

mark ratio is <.48 or = 0 otherwise,
X

5
 = �1 if inventory/sales ratio relative to the appropriate RMA benchmark ratio is 

in an uptrend and still <.04 or = 0 otherwise,
X

6
 = �1 if quick ratio relative to the appropriate RMA benchmark ratio trend is 

down and is <.34 or = 0 otherwise, and
X

7
 = �1 if quick ratio relative to the appropriate RMA benchmark ratio trend is up 

or = 0 otherwise.

Edmister finds his first three variable coefficients (X
1
–X

3
) are significant predictors 

for loan default at the .01 significance level and that the coefficients for variables X
4
, 

X
5
, and X

7
 are significant at the .05 level. His final model with estimated coefficients 

correctly classifies 39 of 42 firms (93% accuracy).
Most of the later studies use more traditional types of financial ratios and many 

focus on variable sets that reflect, as closely as possible, the variables that Altman’s 
various studies examine. Some studies, however, do examine unique predictive 
variables. Kallberg and Udell (2003) focus on the added value of private firm credit 
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information available from Dun & Bradstreet Corporation (D&B) and examine 
whether it is of additional value to lenders when evaluating the probabilities of 
credit default. They use a LOGIT approach to examine 241 failed firms and 2,482 
non–failed firms and in addition to the standard types of financial ratios, they 
include the D&B “PAYDEX” score that reflects the average number of days the 
firm was “past due” on any trade credit obligation. They also include dummy variables 
representing age, negative uniform commercial code filings, and the existence of 
secured lending agreements. Their results provide a model with predictive ability 
of about 89% in both the estimating sample and a hold-out sample and the results 
indicate the D&B variable adds significant predictive power above and beyond the 
variable constructed from public information.

In a series of papers, Keasey and Watson argue studies of small firm failure are 
usually driven by data availability rather than theory and they focus on the addition 
of non–financial data to the analysis and prediction of firm failure.21. Abouzeedan 
and Busler (2004) develop a Survival Index Value® (SIV®) model that incorporates 
both financial and non–financial variables into the predictive process where the 
non–financial variables are chosen based on the Keasey and Watson work. They 
also provide a review of traditional MDA-based models and a good discussion of 
past studies that apply MDA to SMEs. While they provide an interesting discussion 
of the financial versus non–financial variable issue, they do not provide any 
comparison of the performance of their model relative to the performance of more 
common variable specifications and model approaches.

10.3.2 � Impact of Basel II and Recent Small Firm Studies

Basel II, the recommendations on new banking regulations, were developed in the 
late 1990s and the final recommendations were originally published in 2004. 
Since then, many banking regulatory authorities around the world have been 
adopting the new proposed regulations. One aspect of the new regulations is that 
banks are allowed to use internal models to assess the risk of credits they have 
extended to their banking clients and to use these risk assessments to calculate 
their risk-adjusted capital requirements. This shift in the regulatory framework 
for banks has created a renewed interest in applying failure prediction models to 
SME data both in the US and in foreign countries.

Mramor and Valentincic (2002) examine private firm data from 19,627 very 
small private companies operating in 28 different industries in Slovenia in order to 
predict which firms will develop liquidity problems. The dataset contains both 
financial statement data and data on cash balances held by these firms in their 
banks, and they compare the performance of PROBIT, LOGIT, and MDA models 

21 See Keasey and Watson (1986), Keasey and Watson (1987), Keasey and Watson (1988) and 
Keasey and Watson (1991).
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on industry subsamples. Their results indicate that, in general, the PROBIT and 
LOGIT models perform significantly better than the MDA models.

Grunert et al. (2004) examine SME credit data using client data obtained from 
four German banks using a PROBIT methodology and examine whether the inclu-
sion of non–financial firm data improves the model’s ability to forecast credit 
defaults. Their non–financial data include measures of management quality and 
market position. They find inclusion of these qualitative data variables significantly 
improves the model’s predictive ability.

Pompe and Bilderbeek (2005) examine private firm data from annual reports 
filed with the Belgian National Bank using both an MDA approach and a NN 
approach. Their data contain both young firms and older, established firms. They 
find similar predictive results with both methods of analysis. They also report that 
using trends in ratios failed to increase the predictive power of the models, predic-
tive ability is weaker when analyzing younger firms, and almost every ratio examined 
had some predictive power.

Altman and Sabato (2007) focus on modeling credit risk for SMEs in the US 
market using a LOGIT approach on a sample of over 2,000 firms that have annual 
sales of less than $65 million. They compare their SME model to a later version 
of Altman’s Z score model developed in Altman and Hotchkiss (2005), which 
they term a “generic” corporate MDA model. While the research focus is on 
SMEs, the data are financial data drawn from the COMPUSTAT database. While 
all firms have sales of less than the cutoff mentioned earlier, detailed statistics on 
the final sample are not given and it is hard to determine just how representative 
of small firms the final sample is. Their results indicate that with a log transfor-
mation of the input variables, predictive accuracy of the LOGIT model reaches 
89%, which outperforms the MDA model that they also run for comparative 
purposes.

Wiklund et al. (2008) focus on the factors related to SME firm failure in the first 
7 years of operations. Using data from 37,782 incorporations filed with the Swedish 
government agency that regulates these firms, they tracked the firm performance 
either to the time of failure or to the end of the 7-year period. Using a discreet time 
LOGIT analysis, they find that greater liquidity, lower leverage, and greater profit-
ability are extremely important determinants of early success for new firms with the 
importance of these factors decreasing through time.

In Altman, Sabato and Wilson (2009) the authors test the model developed in 
Altman and Sabato (2007) on a dataset from the UK and they expand the model 
to include the addition of qualitative variables to the model. Qualitative data 
included in the analysis represent “default events” such as court filings for unpaid 
debts, the timeliness of the filing of financial information with the government 
agency collecting the data, a dummy variable for whether the financial accounts 
are audited, the age of the firm, and dummy variables representing whether a firm 
has been recently established or has existed for more than 3 years. Their results 
indicate that inclusion of qualitative variables improves the predictive accuracy 
of the models.
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Vallini et al. (2009) apply MDA, LOGIT, and NN approaches to data representing 
over 6,000 small Italian firms. The data are drawn from the CERVED database in 
Italy that contains data collected by local Chambers of Commerce on private firms 
throughout the country. While predictive accuracy of the models examined was low 
(in the 60–70% accuracy range) for the entire sample, the NN model narrowly 
outperformed the MDA and LOGIT approaches. When the data are partitioned by 
some combination of size, geographic location within Italy, and business sector, the 
predictive accuracy of all three methods improves but the NN predictive accuracy 
improves significantly more than the other approaches. For example, when parti-
tioned by size, the NN approach provided predictive accuracy of over 71% while 
the MDA and LOGIT approaches only provided accuracy of 64% for the larger 
private firms in the sample.

Using one of the newest AI/ES approaches called Support Vector Machines 
(SVMs), Kim and Sohn (2010) examine both financial data and non–financial firm 
variables that are combined with economic variables in order to predict default rates 
in a sample of 4,590 Korean technology firms. The firm data examined come from 
a government technology credit guarantee program, and their results indicate that 
the SVM approach outperforms both standard neural network approaches and 
LOGIT models.

10.3.3 � Existing Research on Small Business Failure

While there have been a number of studies using small private firm data in 
foreign countries, very little of the recent research has focused on small private 
firms in the USA. This may be partially due to the ease of access that US 
researchers have to large databases of public firm data such as CRSP and 
COMPUSTAT. Finding the necessary data to perform studies on small private 
firms is not always easy. There is not a central data source in the USA for small 
private firm data similar to the Italian data based used by Vallini et al. (2009) 
or the Belgian Central Bank data used by Pompe and Bilderbeek (2005). One 
starting point for US researchers is to look into the data sources discussed in 
this book written by Charles Ou. Another source of small private firm data 
might be large commercial banks. Researchers may be able to approach the 
banks and access data collected from bank’s loan customers as Grunert et  al. 
(2004) did when they created their sample from loan data supplied by German 
banks. Given the banking industry’s new interest in modeling the credit risk of 
their customers, they may be more amenable to making the effort to provide 
researchers with data. Finally, small firm researchers need to consider incorpo-
rating the newer AI/ES modeling techniques into their research. Many studies 
have concluded that these newer empirical approaches are more efficient at 
forecasting distress and failure, so they should be considered in future 
research.
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10.4  �Psychological Phenomena as Possible Predictors  
of Business Success or Failure

10.4.1 � The Importance of the Human Decision

As we have seen from some of the previous chapters in this book, the findings from 
the fields of cognitive psychology and neuroscience have fundamentally changed 
the way we now look at how financial decisions are made. For example, an entre-
preneur might assign a low-risk assessment to an otherwise high-risk project if they 
particularly like that individual project and subsequently take on a riskier project 
then the potential return justifies. While the riskier project has a higher chance of 
failing, the entrepreneur does not see it that way mainly because of the affect heu-
ristics. Since it is usually the human decision that makes or breaks a private com-
pany, our focus in this section shifts from the commerce (effect) side of failure 
analysis to the human/managerial (cause) side of it.

10.4.2 � The Role of Heuristics

Starting, financing, managing, and growing any private venture is a rather compli-
cated decision and if the venture is launched, it will bring further uncertainty and 
ambiguity for the decision maker. These types of ambiguities also exist in large 
publicly held corporations when, for example, a CEO contemplates entering into a 
new market or acquires another company. It is because of such complexities and 
uncertainties, and the added fact that the human brain is not wired to handle very 
complex scenarios, that both entrepreneurs and managers resort to a limited set of 
mental shortcuts (or heuristics) to simplify things and move forward. While heuris-
tics are very beneficial in such cases and can get things accomplished, their use also 
introduces cognitive biases into the decision process that may lead to errors in 
judgment.

While arguments for shifting the focus away from the commerce (effect) side of 
failure analysis to its human/managerial (cause) side have some novelty, the idea of 
applying psychological factors and heuristics to economic activities such as busi-
ness entry is not new. For example, Roll (1986), through a comprehensive literature 
review and analysis, forwarded “The Hubris Hypothesis of Corporate Takeovers.” 
Cooper et al. (1988) documented the existence of overconfidence in entrepreneurs. 
Kahneman and Lovallo (1993) and Camerer and Lovallo (1999), respectively, sug-
gested and directly tested the prevalence of overoptimism and overconfidence and 
concluded that their findings were consistent with the prediction that both phenomena 
would lead to excessive business entry and failure. Simon et al. (1999) tested the 
role that three key cognitive biases play in starting up a business. More recently, Wu 
and Knott (2005) discussed in detail the entrepreneur’s overconfidence relative to 
entry decisions. While some recent work has focused on these important issues, the 
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failure literature lacks a comprehensive framework that allows for modeling decision 
process variables. This is exactly the area where we see much potential for improving 
our failure/success prediction models.

Building upon the literature discussed above and borrowing from the findings in 
the field of behavioral finance and economics, it is apparent that there exists a rela-
tionship between the probability of failure at any given venture and the intensity of 
the cognitive biases of the entrepreneur or manager behind that venture. Recognizing 
that “cognitive biases” is a catch all variable that needs to be deconstructed into a 
subset of relevant biases that can be empirically tested, we provide a call to action 
for a shift in research method in future failure-oriented studies. Specifically in 
future business failure studies, and especially those that involve start-ups, SMEs, 
and IPO companies, primary attention should be placed on the individual decision 
maker responsible for the companies’ well-being. It is only then that we can study, 
and possibly “debias” the decision makers’ cognitive biases that could make or 
break their companies. Given the limited nature of our analysis here, the balance of 
the section will discuss some key psychological factors that prior research has 
shown can play an important role in the individual decision-making process, 
including those that could lead to business failure.22

10.4.2.1 � The Affect Heuristic

Simply stated, the very powerful affect heuristic has been defined as a feeling state, 
such as “goodness or badness,” when one faces an investment opportunity or a start-
up potential. Affect can also be viewed as a quality, such as acceptable and unaccept-
able, when associated with a risky business venture. Additionally, affect can be 
described as behavior that places heavy reliance on intuition, instinct, and gut feeling..23 
Affect heuristic is probably among the top mental short cuts employed because it 
has been able to explain the otherwise peculiar negative relationship between 
expected risk and expected return or gain in investment situations.24 For example, a 
“good feeling” toward a high-risk proposition like a start-up would lead to a higher 
perceived benefit in that start-up and a lower risk perception in that venture.

New research has shown that “affective reactions to stimuli (like venture proposals) 
are often the very first reactions, occurring automatically and subsequently guiding 
information processing and judgment.”25 Based on such findings, it follows that 
entrepreneurs start businesses they like (and not necessarily the ones they consider as 

22 This section is built upon the discussion on cognitive biases in Yazdipour (2009).
23 For a good coverage of the latest literature on the issue see Slovic (1972), Slovic (1987), Slovic 
and Peters (2006), Olsen (2008) and Sheffrin (2007)
24 Normally, in investment situations investors in high risk assets require high returns. However, 
from what we have learned from psychology, if an individual develops a “good feeling” (positive 
affect) for a high-risk investment, she/he may require low return from such an investment.
25 Finucane et al. (2000), p.2 note that it was Zajonc (1980) who first made this argument.
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high potential) and venture capitalists (VCs) finance ventures they find attractive 
(and not necessarily the ones they consider as highly profitable).

10.4.2.2 � The Representative (Similarity) Heuristic

According to Tversky and Kahneman (1974), many of the probabilistic questions 
that people are concerned with can be characterized by “what is the probability that 
object A belongs to class B” or “what is the probability that event A originates from 
process B?” To answer questions like these, people utilize the representative heu-
ristics, in which probabilities are evaluated by the degree to which A resembles B. 
For example, when A is highly representative of B, the probability that A originates 
form B is judged to be high.

In such cases, the representative heuristic assists in evaluating the probabilities 
dealing with objects or processes A and B. As an example, when A is highly rep-
resentative of B, the probability that A originates from B is judged to be high. The 
problem is that representativeness (similarity) should not affect the judgment of 
probability. What should be considered in the judgment to probability is “prior 
probability” or “base rate.” However, the latter is not the case in practice (violation 
of Bayes’ rule).

The key aspects of the Representativeness Heuristic:

	1.	 The “representativeness heuristic” is a built-in feature of the brain for producing 
rapid probability judgments, rather than a consciously adopted procedure.

	2.	 As humans, we are not aware of substituting judgment of representativeness for 
judgment of probability.

10.4.2.3 � The Availability or Recency Heuristic

To understand this judgment heuristic, it is important to understand that people 
disproportionately recall the salient events that they have observed; those that are 
very recent or those that individuals are emotionally involved with in the very 
recent past are considered more important. The more salient an event is, the more 
likely the probability that the event will be recalled. With the availability heuristics, 
people search their memories for relevant but recent information and data. The 
result is that this sort of bias prevents managers and entrepreneurs from considering 
other potential information and possible related outcomes that may not have 
occurred recently. For example, a San Francisco Bay Area entrepreneur may assess 
the risk of starting a new venture by recalling all the positive reports on successful 
start-ups that they have recently been reading about in the business section of the 
Silicon Valley Mercury News. The problem, however, is that not all memories are 
equally retrievable (or available) and this leads to error in judgment. In the above 
example, more recent incidences and more salient events (all positive reports on 
successful start-ups) will weigh more heavily than possible reports of failures and 
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non–reported incidences and this will, in turn, lead to prediction biases that would 
distort one’s judgment or estimate of a future outcome.

10.4.2.4 � Anchoring and Adjustment

Anchoring refers to a tendency to anchor on, and stay around, an initial arbitrary 
value, which may be suggested by the way a proposition is presented or by some 
initial computation. When forming estimates and predictions, perceptions can be 
influenced by such prior suggestions. In addition, people adjust away from an ini-
tial value suggested to them (the anchor) insufficiently to arrive at the true value of 
the subject under consideration.26 An example would be the way an investment 
banker uses the Relative Valuation model (multiples method) to arrive at an IPO 
price; or a Venture Capitalist (VC) uses the same method to price a venture capital 
deal. In both cases, prevailing multiples which are chosen and adjusted up or down 
on an arbitrary basis are used to come up with a price and this “anchored” adjust-
ment introduces a bias. A more sensible alternative would be to look at the risks 
involved and the types of cash flows expected from the business and then come up 
with a value while ignoring anchors suggested by past experience.

From the VC’s point of view, anchoring bias can be used to statistically argue 
that an entrepreneur may overestimate the chances of success of the business. 
Following Tversky and Kahneman (1973, 1974) and Minniti and Levesque (2008), 
it follows that starting a new venture is a conjunctive event; meaning that for a start-
up to succeed, it must succeed in all the steps that are needed for its success as a 
whole. For example, in order for a start-up to succeed, it must first succeed in pro-
ducing a working prototype, then employing the needed resources including financ-
ing to actually manufacture the product, and later to hire a marketing and sales 
force to bring in revenue. However, from a statistical point of view, the overall 
probability of a conjunctive event like a start-up is lower than the probability of 
each elementary component event if such events are independent. This means even 
if each of the steps is very likely, the overall probability of the venture’s success as 
a whole is low. This leads to excessive optimism by entrepreneurs as they take the 
probabilities of elementary events as a reference point and adjust them up or down 
insufficiently to arrive at a desired overall probability for the venture as a whole.

10.5  �Summary and Some Suggestions for Future Research

To summarize, research from the fields of cognitive psychology and neuroscience 
has shown that individuals, including entrepreneurs and corporate managers, use 
mental short cuts like the ones discussed above when the decisions are overly 

26 See Tversky and Kahneman (1973, 1974).
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complex. While such heuristics simplify the decision-making process and reduce the 
decision maker’s anxiety level, they also introduce biases that can lead to errors in 
judgment. This is why we encourage failure researchers to focus their attention on 
the decision maker, the entrepreneur and/or the manager, in addition to the financial 
data. Zeroing in on the commerce (effect) side of failure, as has been the case for 
almost all the research up to this point, only reveals to us a half-image of the founda-
tion of the firm under consideration. To see the whole foundation, we must also 
consider information about the decision maker and especially her/his predisposition 
toward the known heuristics. The challenge, then, is to develop research methodolo-
gies that satisfy such requirements that are dictated by behavioral finance while 
building on the empirical methodologies that have developed in the more traditional 
failure prediction literature. But that task is beyond the scope of this current chapter, 
and hopefully, will be the subject of many research papers to come.
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Abstract  We have evolved “as if” reproduction is the sole goal for which human 
beings were “designed,” and everything else is a means to that end. However, natural 
selection is a slow process, and Homo sapiens originated about 200,000 years ago, 
so our minds today are adapted to maximize gene replication in the Pleistocene. 
Meanwhile, an investor seeking to maximize wealth, Homo economicus, should 
behave according to expected utility theory. Aspects of the behavior of Homo 
sapiens that differ from Homo economicus include the endowment effect, loss aver-
sion, risk aversion, overconfidence, optimism, the representativeness heuristic, the 
availability heuristic and herding. This chapter speculates how these heuristics and 
biases may have evolved, and focuses on their effect on entrepreneurs and venture 
capitalists.

11.1 � Introduction

11.1.1 � Background and Overview

Taking an evolutionary psychology perspective informs us that our minds today are 
adapted to maximize gene replication in the environment of evolutionary adapted-
ness (the Pleistocene). Meanwhile, an investor seeking to maximize wealth should 
behave according to the normative model from economics, expected utility theory. 
In practice, the key to maximizing wealth lies in identifying the differences between 
the (descriptive) behavior exhibited by Homo sapiens and the (normative) behavior 
exhibited by the hypothetical and rational Homo economicus (or Economic man), 
and seeking to avoid the uncovered cognitive biases (so-called behavioral “anomalies”) 
so that behavior is consistent with the normative model.
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In common with all individuals, entrepreneurs and venture capitalists (VCs) are 
susceptible to cognitive biases, and likely exhibit behavior that distinguishes them 
from other individuals, which may exacerbate or mitigate the various biases. This 
chapter speculates how various heuristics and biases may have evolved, and focuses 
on their effect on entrepreneurs and VCs. The exposition implicitly provides a pre-
scriptive approach for both groups for overcoming biases and maximizing wealth.

11.2 � Normative Model

11.2.1 � Uncertainty

First, we must decide how best to deal with uncertainty. A Dutch book is a gam-
bling term for a set of odds and bets that guarantees a profit, regardless of the out-
come of the gamble. At the very least, one who practices self-consistent reasoning 
should not be susceptible to having a Dutch book made against them. If an indi-
vidual is not susceptible to a Dutch book, their previsions are said to be coherent. 
A set of betting quotients is coherent if (Ramsey 1926; de Finetti 1937; Shimony 
1955) and only if (Kemeny 1955; Lehman 1955) they satisfy the axioms of prob-
ability. On this basis, it is my view that probability is both necessary and sufficient 
when dealing with uncertainty. This is the philosophy of a Bayesian. A person is 
said to be well calibrated if his or her subjective probabilities match observed 
relative frequencies.

11.2.2 � Expected Utility Model

From the field of economics, expected utility theory (also known as von Neumann–
Morgenstern utility) (Bernoulli 1738; von Neumann and Morgenstern 1944; 
Bernoulli 1954) is a normative model of decision making under risk. Expected util-
ity theory states that when making decisions under risk, people choose the option 
with the highest utility, where utility is the sum of the products of the utility of each 
potential outcome and the probability of occurrence of the outcome. For an investor, 
an outcome would be final wealth. In terms of how an investor should behave, he 
must determine his utility function and evaluate probabilities.

11.2.3 � Risk Attitude

The problem of how to maximize growth of wealth has been solved (maximize the 
expected value of the logarithm of wealth after each period (Kelly 1956; Breiman 
1961), but most investors are unwilling to endure the volatility of wealth that such a 
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strategy entails. For this reason, a compromise between an optimal growth strategy 
and the security of holding cash has been suggested (MacLean et al. 1992). In con-
trast, McDonnell (2008) recommends combining the use of logarithms for maxi-
mum growth of wealth (Kelly 1956) with the logarithmic utility function (Bernoulli 
1738), resulting in an iterated log function, log

e
(1 + log

e
(1 + r)), where r is return.

11.3 � The Evolution of Cognitive Biases

11.3.1 � Evolutionary Psychology

Evolutionary psychology (Buss 2008) proposes that human psychology can be bet-
ter understood in the light of evolution. Homo sapiens originated about 200,000 years 
ago, and natural selection is a slow process, so human beings today are better 
equipped to solve the problems faced by our ancestors. The environment to which 
a species is adapted is known as the environment of evolutionary adaptedness (the 
EEA) which, for modern man, is the Pleistocene (which lasted from 1.8 million to 
12,000 years before the present) where we lived in hunter-gatherer tribes on the 
African savannah. From a gene’s eye view, evolution is survivorship bias, so our 
minds have adapted to ensure that we propagate our genes in an environment that 
dealt with predators, food acquisition, interpersonal aggression, diseases, mate 
choice, child rearing, etc. For example, in the present, we are more afraid of snakes 
and spiders than cars, despite the fact that cars cause more deaths and injuries than 
creatures in developed countries.

It should not be overlooked that the most significant feature of humans that 
distinguishes them from other animals is their high intelligence. Such high intelli-
gence was likely sexually selected (Miller 2001), and leads to greater complexity 
among heuristics and biases.

Evolutionary psychology is the study of human universal nature, but also sex-
specific male human nature and female human nature. When compared to the 
simplicity of asexual reproduction, sexual reproduction seems inefficient. More 
precisely, as they don’t give birth to offspring, what is the point of males? Atmar 
(1991) posits that the purpose of males in most species is to act as a genetic filter 
with the function of eliminating deleterious genetic material from the lineage. In 
this sense, it should be of no surprise that in relative terms, the majority of men fail, 
while a small minority succeed. Correspondingly, the distribution of success (e.g. 
wealth) of men has a positive skew.

11.3.2 � Risk Preferences

What sort of biases are likely to have evolved? Firstly, why are we generally risk 
averse? In order to propagate our genes, we need to survive. By definition, I have 
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survived thus far, everything that I have already experienced cannot be fatal because I 
am alive. I have never eaten that berry before, and I have survived, so why should I risk 
eating it? The most fundamental bias, therefore, is the status quo bias (also known as 
conservatism). Haselton and Nettle (2006) demonstrate the evolutionary benefits of 
paranoia. Sinn and Weichenrieder (1993) considered the evolution of risk preferences 
and showed that it is better to have 4 offspring rather than 2 or 6 (because 4n > 2n/2 × 6n/2 
for n ∈Z+), thus justifying risk aversion for gains. Similarly, when wealth is generated 
by a multiplicative process such as a financial market, it is log

e
(wealth) that is additive. 

If one is risk neutral in terms of log
e
(wealth), because the log utility function is 

concave, it follows that one must exhibit a small degree of risk aversion regarding 
wealth. We also exhibit a preference for known risks over unknown risks, that is, we 
prefer known probabilities.1 This is known as ambiguity aversion.

The status quo bias can lead to another cognitive heuristic, known as anchoring 
(Tversky and Kahneman 1974), which describes the common human tendency to 
make decisions based on an initial “anchor.” We prefer relative thinking to absolute 
thinking. The conservatism/anchoring/status quo bias can cause underreaction.

The idea of loss aversion is that losses and disadvantages have a greater impact on 
preferences than gains and advantages. The endowment effect (Thaler 1980) is the 
phenomenon in which people value a good or service more once their property right 
to it has been established. In a reversal of the cause and effect in previous hypotheses, 
Gal (2006) proposes that the status quo bias explains the endowment effect and risk 
aversion, and that the principle of loss aversion should be abandoned, in other words, 
apparent “loss aversion” is actually due to a preference for the status quo. Living in 
groups meant that respect for private property would have likely evolved as a Nash 
equilibrium, and Gintis (2007) shows how the evolution of private property gave rise 
to the endowment effect, and thus loss aversion. To summarize, I hypothesize that the 
endowment effect, an example of the status quo bias, leads to both loss aversion and 
risk aversion.  It could be that we are merely conservative.

The most cited paper ever to appear in Econometrica, the prestigious academic 
journal of economics, was written by the two psychologists Kahneman and Tversky 
(1979). They present a critique of expected utility theory as a descriptive model of 
decision making under risk and develop an alternative model, which they call pros-
pect theory. Kahneman and Tversky found empirically that people underweight 
outcomes that are merely probable in comparison with outcomes that are obtained 
with certainty; also that people generally discard components that are shared by all 
prospects under consideration. Under prospect theory, value is assigned to gains 
and losses rather than to final assets; also probabilities are replaced by decision 
weights. The value function is defined on deviations from a reference point and is 
normally concave for gains (implying risk aversion), commonly convex for losses 
(risk seeking) and is generally steeper for losses than for gains (loss aversion). 
Decision weights are generally lower than the corresponding probabilities, except 

1As the subjective Bayesian Bruno de Finetti famously noted, “probability does not exist,” but the 
point here is that we prefer to assign a subjective probability with ease.
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in the range of low probabilities. The theory – which they confirmed by experiment – 
predicts a distinctive fourfold pattern of risk attitudes: risk aversion for gains of 
moderate to high probability and losses of low probability, and risk seeking for 
gains of low probability and losses of moderate to high probability.

Tversky and Kahneman (1992) superseded their original implementation of 
prospect theory with cumulative prospect theory. The new methodology employs 
cumulative rather than separable decision weights, applies to uncertain as well as 
to risky prospects with any number of outcomes, and it allows different weighting 
functions for gains and for losses.

Note that there are two fundamental reasons why prospect theory (which calculates 
value) is inconsistent with expected utility theory. Firstly, while utility is necessarily 
linear in the probabilities, value is not. Secondly, whereas utility is dependent on final 
wealth, value is defined in terms of gains and losses (deviations from current wealth). 
However, Harrison and Rutström (2009) propose a reconciliation of expected utility 
theory and prospect theory by using a mixture model. More recent developments have 
improved upon cumulative prospect theory, such as the transfer of attention exchange 
model (Birnbaum 2008).

Risk preferences may vary across time. As, ultimately, men are competing with 
other men, and women with other women, it is our status or wealth relative to others 
that counts. In that sense, it seems reasonable that our risk tolerances should also be 
dependent on the wealth and risk preferences of those against whom we are compet-
ing with, so may vary over time. For example, appetite for risk may vary according 
to whether a nation is in a period of prosperity, or going through a recession.

11.3.3 � Overconfidence and Optimism

Due to conflicts between predator and prey, group living, and the competition for 
reproduction, deception has evolved under natural selection; and as a consequence, 
so has the capacity to detect deceit (Cosmides 1989). The easiest way of avoiding 
detection is to effectively lie to ourselves. This is known as self-deception. So, not 
only do we wish to appear (genetically) fitter than others (this has obvious advan-
tages when it comes to sexual selection), but we actually believe that we are. We 
will also attribute successful outcomes to our own skill but blame unsuccessful 
outcomes on bad luck, this is known as self-attribution bias. An apparently genuine 
belief that we can provide a rosy future is another trait that increases our fitness. 
Self-deception leads to overconfidence and optimism.

Due to sexual dimorphism vis-à-vis parental investment, men and women do not 
differ in degree but differ in kind. In all species, the relative investment that is made 
by the male and the female in their offspring determines the degree of discrimination 
exercised by the individual when selecting a mate. In humans, females give birth to 
their offspring, while men do not, so females can be expected to be the more dis-
criminating sex. Females limit the reproductive success of males, and men compete 
with other men for access to women. Men form a dominance hierarchy, while 
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women exist in a more equitable social network. Men are forced into a lifetime of 
competing for status in order to attain a high-fitness mate. See Moxon (2008) and 
Sewell (2008). The need for men to maximize their rank in the dominance hierarchy 
led to greater overconfidence (via self-deception) in men than women (Barber and 
Odean 2001). For a classic text on the evolution of optimism, see Tiger (1995).

To clarify the difference between optimism and overconfidence, consider the 
following contemporary example: if you believe that the stock market will rise, you 
are an optimist; if you believe that you can forecast the stock market with greater 
accuracy than you actually can, then you are overconfident. Overconfidence causes 
individuals to overestimate how well calibrated they are.

11.3.4 � Representativeness

Recall from your school days that the finite frequency theory of probability defines the 
probability of an outcome as the frequency of the number of times the outcome occurs 
relative to the number of times that it could have occurred. A quick count of the num-
ber of predators approaching is likely to be a useful heuristic for survival, which may 
explain why we make fewer errors when dealing with relative frequencies than when 
we are faced with (Bayesian) probabilities. Fast and frugal frequency-based probabil-
ity, rather than Bayesian methods, has evolved (Gigerenzer and Hoffrage 1995; 
Cosmides and Tooby 1996). This leads to failing to take sufficient account of, or even 
ignoring, prior probabilities, which is known as base rate neglect.

Base rate neglect combined with overconfidence can lead to decisions being 
made based on how representative a given individual case appears to be indepen-
dent of other information about its actual likelihood. This is the cognitive heuristic 
known as representativeness (or similarity) (Tversky and Kahneman 1974) and is 
essentially stereotyping. Representativeness, via underweighting the base rate, is 
likely to cause overreaction.

11.3.5 � Availability

What is the effect of newspapers and other media reporting news? News, by 
definition, is unpredictable (otherwise, it would have been reported yesterday). If we 
cannot predict something, it will be a surprise. So news is surprising, the most likely 
to be reported news, therefore, is the most surprising. This means that rare events, 
such as a man being killed by a shark, are likely to be heavily reported. While, for 
example, dying of diabetes is much more common, but goes unreported. In other 
words, the media creates a biased impression of the world around us. Our ancestors 
lived without the luxury of the media, and the ease with which they remembered an 
event would have been more representative of the probability of it recurring. Of 
course, “extreme” events have always been more memorable than mundane events, 
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but in the EEA, one would only experience or witness events (whether surprising or 
mundane) taking place within the environment of one’s own tribe, so it made sense 
to remember the extreme or important events. To summarize, modern man is far 
more likely than his ancestors to recall events that he is unlikely to experience (such 
as an airplane crash). I hypothesize that this is how availability (or saliency) 
(Tversky and Kahneman 1973) evolved. Availability is a cognitive heuristic in which 
we rely upon knowledge that is readily available, rather than examine other alterna-
tives or procedures. That is, we make decisions based on how easily things come to 
mind (which is usually something that is likely to be newsworthy).

11.3.6 � Underreaction and Overreaction

There are occasions when different biases can work against each other. For 
example, as we have seen, the conservatism/anchoring/status quo bias causes 
underreaction, while representativeness is likely to cause overreaction. If 
“strength” represents the extremeness of some information, and “weight” repre-
sents the credence or reliability of the information, Griffin and Tversky (1992) 
have shown that, in general, a combination of high strength and low weight will 
generate overreaction, whereas a combination of low strength and high weight 
tends to lead to underreaction. There is also evidence that we expect underreac-
tion to news, but an overreaction to a series of good or bad news (Barberis et al. 
1998).

11.3.7 � Herding

The aforementioned biases can affect individuals in isolation; in contrast, the fol-
lowing bias concerns an individual’s response to their peers, so addresses group 
behavior. There is both greater safety and improved efficiency with task sharing in 
numbers, so human beings have always tended to live in groups. The size of social 
groups was likely to have been constrained by the information-processing capaci-
ties of the brain, with 150 people being a good average. This led to the type of 
conversation that helped our ancestors, such as information about food sources, 
dangers, or (most importantly) other people – tips and recommendations.2 Today, 
due to faster and wider means of communication, such behavior can lead to infor-
mation cascades and create herding (the crowd effect) with many people behaving 
in a similar manner, all following the trend.

2Gossip was of great importance from an evolutionary perspective, see Dunbar (1996).
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11.4 � The Effect of Cognitive Biases

11.4.1 � Entrepreneurs

The task of an entrepreneur is seemingly straightforward: to search for a profit 
opportunity and exploit it. Until recently, economists had little to say about 
entrepreneurs, possibly because the behavior of entrepreneurs is inconsistent 
with the models of neoclassical economics. If entrepreneurs’ behavior is irrational 
in this sense, it makes them ripe for studying in terms of behavioral economics. 
Below, we consider what characteristics and traits entrepreneurs exhibit that set 
them apart from nonentrepreneurs, and how the various previously discussed 
evolved heuristics and biases affect entrepreneurs.

Risk taking is at the heart of entrepreneurialism. Unlike risk-averse employees, 
entrepreneurs bear the risks associated with the business. Indeed, Sahakian et al. 
(2008) studied the brains of entrepreneurs and managers and found that, compared 
to their managerial counterparts, entrepreneurs are highly risk tolerant. Relative to 
others, entrepreneurs seem unlikely candidates for the conservatism/anchoring/
status quo bias, but if susceptible are likely to underreact to news. As an example 
of the endowment effect, entrepreneurs are strongly attached to their companies, 
and habitually talk about their “babies”.

Globally, the majority of entrepreneurs are male (Bosma et al. 2009). Sixty per-
cent of small businesses fail within the first 6 years (Headd 2003), which is consis-
tent with Atmar (1991)’s theory of males functioning as a “genetic filter” leading 
to many men failing.3 Note that even if nine out of ten entrepreneurs lost $10,000, 
so long as one in ten entrepreneurs made $100,000, a risk-neutral individual would 
still consider becoming an entrepreneur a good bet. This would be consistent with 
the majority of men failing, and a positive skew of success.

If intelligence is the ability of an individual to perform a novel cognitive 
task, and an entrepreneur is “somebody who offers an innovative solution to a 
(frequently unrecognized) problem” (The Economist 2009), intuitively one 
would expect successful entrepreneurs to be of above average intelligence. 
Hartog et  al. (2007) found that an individual’s level of general intelligence 
increases both entrepreneurs’ and employees’ incomes to the same extent. 
Interestingly, there is a higher incidence of dyslexia in entrepreneurs than in 
both the normal corporate management population and the population as a 
whole (Logan 2009).

Although entrepreneurship has a reputation for excitement, successfully finding 
a gap in the market may be better achieved by focusing on something mundane. For 
example, in the USA, Fred Smith built a billion-dollar business by improving the 

3Another important implication of the failure rate is that any study of entrepreneurs suffers from 
survivorship bias.
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delivery of packages, and in the UK, Peter Jones became a multimillionaire in the 
mobile phone industry, not through mobile phone innovation, but by focusing on 
the distribution of the phones.

Entrepreneurs exhibit greater overconfidence than managers in large organiza-
tions (Busenitz and Barney 1997), and this is likely to lead entrepreneurs to over-
estimate how well calibrated they are. Bernardo and Welch (2001) argue that 
overconfident individuals (entrepreneurs) persist because they broadcast valuable 
private information to others. Excess overconfidence among males in particular is 
consistent with the larger proportion of male entrepreneurs.

Entrepreneurs exude optimism (Cooper et al. 1988; Cassar 2010). Optimism natu-
rally creates a “bullish” tendency, so increases the number of entrepreneurs, as they 
have an often irrational belief that their new business venture will prosper. Brocas and 
Carrillo (2004) argue that optimism among entrepreneurs can be optimal as it avoids 
inefficient procrastination.

The availability bias could, for example, cause entrepreneurs to start a company 
selling a product because it has been featured in the media, when there would likely 
be less competition selling other products. To counter this, the customers may well 
be susceptible to the same bias and purchase the product on that basis. Traditionally, 
companies first established themselves in their local markets and then expanded 
abroad slowly, while more recent entrepreneurs sometimes span the globe from the 
very beginning.

Entrepreneurs manifest the representativeness bias more extensively in their 
decision-making than managers within large organizations (Busenitz and Barney 
1997), so have a tendency to overgeneralize from limited information.

William Baumol, one of the leading economists in the area of entrepreneurial 
finance, defined an entrepreneur as “the bold and imaginative deviator from estab-
lished business patterns and practices,” which seems to imply that entrepreneurs are 
less prone to exhibit herding almost by definition. Indeed, it seems reasonable to 
assume that entrepreneurs exhibit herding to a lesser degree than the population as 
a whole. However, herding can lead entrepreneurs to create a bandwagon effect, 
with entrepreneurs mimicking each other. This would cause a particular market to 
become saturated, while other opportunities would be missed. Entrepreneurs may 
be more independent than the usual company employees who follow the rules, but 
they almost always need social networks to succeed. However, entrepreneurs are 
surprisingly unlikely to have (business) partners (Cooper and Saral 2010). 
Entrepreneurship flourishes in clusters. A third of American venture capital flows 
into two places, Silicon Valley and Boston, and two thirds into just six places, New 
York, Los Angeles, San Diego, and Austin as well as the Valley and Boston (The 
Economist 2009). One of the effects of entrepreneurial clusters may be that the 
increased networking and contact among the entrepreneurs works to create a culture 
that normalizes a more risk-tolerant type of decision making.

An entrepreneur’s success will likely depend on the degree to which his proba-
bilistic reasoning is calibrated and the degree to which his decision making is 
consistent with the normative expected utility theory.



214 M. Sewell

11.4.2 � Venture Capitalists

A venture capitalist’s job is to select entrepreneurs according to their assessment of 
the potential performance of the business conditioned on the VC’s own contribu-
tion, while considering the opportunity cost (in terms of both money and time) and 
their personal risk profile. The VC must also consider if and how the performance 
of a business will be correlated with his existing business interests, as positively 
correlated businesses increase risk.

Another term for “venture capital” is “risk capital,” which gives a clue as to how 
the industry is perceived with regard to risk tolerance. However, the conservatism/
anchoring/status quo bias is likely to prevent VCs from investing in risky ventures, 
so would work against the optimism bias.

VCs are overconfident (Zacharakis and Shepherd 2001). Overconfidence is 
likely to lead VCs to overestimate how well calibrated they are and therefore under-
estimate their chances of choosing start-ups that fail. As was the case with entre-
preneurs, excess overconfidence among males is consistent with the larger 
proportion of male VCs (over 90% of VCs are male) (Brush et al. 2004).

VCs are less likely to be as optimistic as entrepreneurs, as they are taking the 
other side of the contract, and their overconfidence lies in their own talent, not in 
that of their entrepreneurs. However, optimism would lead VCs to overinvest in 
entrepreneurs, as they would expect a rosy future, which would include being bull-
ish about potential start-ups.

The availability heuristic could lead to VCs investing in entrepreneurs in industries 
or markets that they are familiar with, which is quite rational, but could also mean that 
VCs ignore those in other markets or countries, potentially missing lucrative start-ups.

Representativeness leads VCs to predict future events by looking for familiar pat-
terns and taking a short history of data and assuming that future patterns will resemble 
past ones. For example, a VC may invest in a particular industry because their last 
venture in the same industry did well, when the market may now be saturated.

There is evidence of herding by VCs (Lerner 2002). In the 1990s, Silicon Valley’s 
VC’s believed that they should invest “no further than 20 miles from their offices,” 
and most venture capital goes into just a small number of business sectors: computer 
hardware and software, semiconductors, telecommunications, and biotechnology 
(The Economist 2009). Herding can lead VCs to chase after the same entrepreneurs, 
with the risk of missing out on less popular but profitable new ventures.

In common with that of an entrepreneur, a VC’s success will likely depend on 
the degree to which his probabilistic reasoning is calibrated and the degree to which 
his decision making is consistent with the normative expected utility theory.

11.5 � Conclusion and Implications

It should now be clear that the unboundedly rational economic man who seeks to 
maximize utility is consistent with Homo sapiens if and only if his utility coincides 
with gene replication. Wealth is a proxy for the mate value of males, so economics 
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is an approximation of psychology. Economics is certainly a science as it focuses 
on first principles, and science is the pursuit of knowledge that allows us to general-
ize, so first principles, such as general laws, are key.

This chapter contains some messages important for future research and implica-
tions for actual entrepreneurs and venture capitalists. We have seen that the success 
of both entrepreneurs and VCs will likely depend on the degree to which his or her 
probabilistic reasoning is calibrated and the degree to which their decision making 
is consistent with the normative expected utility theory.

The research explicated here is based on theory, only some of which has empiri-
cal support. A lot of what we believe about the Pleistocene and evolutionary psy-
chology is probably wrong (although in the absence of any viable alternative 
hypotheses, the broad hypothesis that our minds are the product of evolution is not 
controversial). The research would be strengthened by more empirical data support-
ing some of the predictions.
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Abstract  Academic and policy makers’ interest in start-up business financing 
originated from two areas of concern – capital requirements for a start-up and the 
availability of external sources of private financing for a start-up. The former is 
important because underestimation of capital requirements has been mentioned by 
most small business management professional as one of the most critical deficien-
cies in start-up planning affecting the prospect for success or survival of a start-up 
(Studies on “new firm creation” using the Panel Study Entrepreneur Dynamics 
(PSED) data concluded that majority of nascent entrepreneurial start-ups failed 
to become operational businesses (Reynolds 2007).) Many nascent entrepreneurs 
have lost their lifetime savings in starting a business by being overly optimistic 
about the time and the resources it takes to develop and operate a viable business. 
The amount of capital required relative to the availability of internal resources will 
determine the need for external sources of capital. (Internal resources include 
monetary resources such as personal savings, other income (from the spouse as 
well), personal credit lines, as well non-monetary resources such as an office/work 
place at home, office equipment and telecommunication facilities, and personal 
transportation.) Unavailability of external sources of financing from private capital 
markets has been blamed for the high failure rate among start-ups.

This chapter updates information about the databases available for researchers 
in conducting financial research on small and startup firms. Three major databases 
on startup financing are discussed in detail, including comments on the strengths 
and weaknesses of each of the three major databases regarding their uses for 
conducting different types of research. It is followed by a review of major data 
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sources for small firm financing, including time-series information, on activities in 
specific financing markets for small firms.

12.1 �Introduction

Research on small business financing issues has been much hampered by the lack 
of statistics. Financial data come from the users of financial services – the small 
business borrowers – and/or the suppliers – the lenders and investors. Small firms 
are reluctant to provide information about their finances, and lenders/investors have 
been unwilling or unable to provide lending data classified by the size of the bor-
rowing businesses. Except in the case of data compiled from administrative records 
and reports submitted by businesses and financial institutions, obtaining informa-
tion on small firms’ financing activities usually requires special surveys.

Policymakers and researchers need information to answer a variety of questions 
concerning the financing of small- and medium-sized enterprises: What is the struc-
ture of the financial market for small firms? Who are the participants, and how 
important are they to the lenders and borrowers? What are the costs? What factors 
affect participants’ decisions in the market? How are the markets responding to 
changes in external conditions, such as economic conditions, deregulation, reregula-
tion, etc.? How are the markets performing? How are the markets serving subgroups 
of borrowers such as minority- and women-owned firms, and start-up firms? Are 
there financing gaps and if so, what are the causes of the market imperfections – 
discrimination by the suppliers, underdevelopment of the market, high transaction 
costs as a result of high search costs? What has the government done to help? How 
successful have any such efforts been?

Different kinds of data are needed to investigate different issues. Cross-sectional 
data on the types of borrowers and lenders, the classes of products, geographic 
distribution, etc. are most useful for profiling the structure and characteristics of the 
market and its participants. A longitudinal or panel-type database is needed to examine 
a firm’s decision and actions at different life-cycle stages. A cross-sectional database 
updated regularly over time with consistent data collection criteria and methods for 
a defined population offers opportunities for time-series analysis.1

Another issue that impinges on the availability of data is confidentiality. Micro-
firm data enable researchers to investigate individual firms’ decision-making pro-
cesses – a firm’s borrowing decision and a lender’s lending decision. But many 
statistics collected by government agencies come as part of administrative records 
such as tax returns and unemployment insurance program filings, and are made 
available only in aggregate statistics.2 It has been difficult to obtain permission to 

1 A database conducive to time-series analysis requires consistency in both the definition of vari-
ables and the statistical methodology of data collection.
2 Preserving the privacy of the subjects of research – avoiding revealing the identity of individual 
reporting units – is a major concern of statistical collection agencies.



22112  Statistical Databases for Research on the Financing of Small and Start-Up Firms

access micro-data because of confidentiality issues. Some public use files have 
been created by these agencies to make the micro-firm data available to the public 
for research, however.3

This chapter will provide a survey of statistical databases available for research 
on small business financing in the USA.

12.1.1 � What Is a Statistical Database?

A statistical database is a database for a well-defined population. Populations can 
be of varying sizes as long as they are well defined. The Office of Advocacy 
estimates that there are 23 million small firms, but only 5.7 million small 
“employer” firms, based on estimates from the Bureau of the Census.4 There are 
subgroups of small firms – by race, industry, and special business characteristics. 
For example, statistics are regularly collected for members of one of the largest 
small business trade associations in the USA, the National Federation of 
Independent Business (NFIB).

Information for a population can be collected from all known members of the 
population – so-called census data – or from a statistically representative sample of 
the population that the data are intended to describe or depict. A statistically repre-
sentative sample requires that a generally acceptable survey methodology has been 
utilized to generate unbiased estimates of the population. The sampling methodol-
ogy should meet requirements such as that the respondents are randomly selected 
rather than self-selected, nonresponse bias is known, etc. In short, the estimation 
must be capable of being duplicated.

The information collected must be for a specific time frame – during a certain 
time period (for flow information) or at a certain point in time (for stock 
information).5

In addition, the variables to be estimated should be defined and interpreted con-
sistently by the respondents and data-collection organizations. This is especially 
important with financial data from small firms as many small business owners are 
unfamiliar with financial terminology. For example, a business’s net worth is 
obtained by subtracting the value of debts from total assets owned by the business. 
This value does not exist until the business owner takes account of the firm’s assets 

3 Examples include IRS Statistics of Income Division’s individual income tax public use files and 
the Bureau of the Census Business Information Tracking Series files.
4 US Small Business Administration, Office of Advocacy, Small Business by the Numbers.
5 For example, flow information might include output, sales, and profits during a given quarter or 
a given year, as contrasted with stock-type information on the number of employees, value of total 
assets, or value of debts outstanding as of a certain date. This is one reason statistics collected in 
many commercial databases are not used by researchers as aggregated statistics for comparisons 
over time. For example, employment data from the Dun & Bradstreet file are not suitable for 
analysis of job creation over time by small firms in the USA.
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and liabilities. Moreover, the value of net worth can vary since assets can be based 
on either cost or market value.6

The present chapter includes two main parts. Part I discusses three major data 
sources for research in startup financing in the United States. (Sections 12.2.1 to 
12.2.3). Part II provides a comprehensive summary of major statistical databases 
available in the USA for financial research on small businesses in the United States. 
(Sections 12.4.1–12.5.8).

12.2 �Major Statistics on Start-up Financing in the USA

12.2.1 � The Kauffman Firm Survey (KFS)

The KFS is a longitudinal survey of new businesses in the USA (Table 12.1). This 
survey collected information on some 5,000 firms that started in 2004 and have 
been surveyed for additional years since the 2004 baseline survey (conducted in 
2005). The database contains detailed information on the characteristics of both the 
firm and the business owners (for up to ten owners per firm) on their age, gender, 
race, ethnicity, education, previous industry experience, as well as their previous 
start-up experience. Detailed business information on industry group, physical 
location, employment, profits, intellectual property for the firms were also col-
lected. For financial condition, financial capital (for both equity and debts) used at 
the start-up year and several follow-up years were collected as well as major items 
on a firm’s balance sheet (on the firm’s assets and liabilities) and the income state-
ment (on revenues and expenses items).7

In the KFS survey, a business start-up is defined operational as a firm’s first 
appearance on a “registry list” as follow:

To be eligible for inclusion in the KFS, at least one of the following activities had to have 
been performed in 2004 and none performed in the prior year: a. Payment of state unem-
ployment (UI) taxes; b. Payment of Federal Insurance Contributions Act (FICA) taxes; c. 
Presence of a legal status for the business; d. Use of an Employer Identification Number 
(EIN); and e. Use of Schedule C to report business income on a personal tax return.

While this definition of a business start did not use those specific economic or business 
events discussed in Part II, detailed business and financial information collected 

6 In this respect, data collected through interviews are more accurate than that obtained through 
mail surveys, unless the questions in the mail survey are simple and easily understood. Data 
collected in the SCF and SSBF are examples – all terms were well defined and interviewers were 
well trained to explain the terms when necessary.
7  For more information about the KFS survey design and methodology, please see Ballou et al. 
(2007). A public use dataset is available for download from the Kauffman Foundation’s website 
and a more detailed confidential dataset is available to researchers through a secure, remote access 
data enclave provided by the National Opinion Research Center (NORC). For more details about 
how to access these data, please see www.kauffman.org/kfs.

http://www.kauffman.org/kfs
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under the longitudinal data collection approach allows a researcher to adopt a dif-
ferent start-up definition.
Strengths and weaknesses of the KFS

Strengths:

A survey of “start-up” firms defined based on very specific criteria; although •	
there are arguments about the appropriateness of the definition used;
A longitudinal survey for at least 3 years since start-up (it has been decided that •	
the panel firms will be surveyed for a total of 8 years beginning in 2004);
All sources of “financial” resources were asked – formal, informal, inside, and •	
external sources;
Additional financial information are collected – e.g., income and expenses of •	
business operation, during the start-up and subsequent years, were collected as 
well as major balance sheet items (on assets and debts).
A very large sample of “nationally” representative start-ups; though there are •	
major disagreement about the coverage of firms in the D&B Business 
population8

Table 12.1  Kauffman Firm Survey (2004)

Unit of analysis Businesses

Data type Micro-data from individual firms
Longitudinal data (for 2004 through 2007: additional years of 

follow-up data will be collected)
Time-series analysis – not possible

Population All small business start-ups identified from the D&B Business 
Profile file (in 2004)

Coverage: population or sample A sample of 4,928 firms
Definition of start-up A start-up with fewer than 100 employees meeting the 

definition as specified
Data elements on small business 

financing
Sources and the amount of equity investment and debt funding 

from internal and external sources during the first year 
and the subsequent years in 2005, 2006, and 2007; sales/
revenues and major expenses; profits during first and 
subsequent years; major assets and debts items at the end 
of the survey year. (Balance sheet data)

Time frame:
a. Collection frequency One time (2004)
b. Time period/date Subsequent surveys of panel firms every year until 2012
Time lag in data availability
Source www.kauffman.org/kfs
Remarks

8  The D&B business master list is one of the most comprehensive privately maintained business 
registry in the USA (some 10 million business entries). However, there are 25 million businesses 
in the USA in 2004 and many of these businesses are non-employer firms (19.5 million of them) 
and majority of them had annual revenues below $10,000. See Office of Advocacy, US Small 
Business Administration, The Small Business Economy-2008, Table A.1, July, 2009.

http://www.kauffman.org/kfs
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Weaknesses:

A start-up as defined, an entry to the registry directories, will omit much infor-•	
mation on start-up financing for those pre-start-up” stages.9 Although, there was 
a question on the amount of cash and other assets the business had at the “start-
up time” the sources of these cash and other assets would not be known because 
no question on the sources was asked; a question on the detailed sources of these 
assets would be most revealing;
Little information was asked about the uses of non–monetary resources before •	
(and even after) the start-up – non–monetary resources such as personal and 
household assets used for business purposes as well as non–paid labor services 
contributed by the owner(s). The availability or unavailability of these resources 
affects the success or failures of many business start-ups.10

To conclude, this database will provide much-needed information on start-up financing 
for a large sample of start-ups in the USA, especially for start-up financing informa-
tion since and after the start-up year (as defined in the data collection project).

12.2.2 � Panel Study of Entrepreneurial Dynamics (PSED II)

The first Panel Study of Entrepreneurial Dynamics (PSED I) is a multiyear effort 
to follow a representative sample of 685 people who were involved in the business 
formation process in 1998 and 1999, and who were surveyed in 1999 and were 
recontacted at 12, 24, and 36 months after the initial survey.11 Limited information 
was collected on start-up financing items, though, for a detailed analysis of start-up 
financing issues. The second Panel Study (PSED II), a replication of PSED I, was 
initiated in 2005 under the support of Kauffman Foundation, and was designed to 
collect more detailed information about start-up outcomes, including both business 
and financial outcomes.12 Similar to the approach adopted under the PSED I, the 
database was developed in three stages – first, a random sample of some 32,000 
households was screened (with landline phones) to identify “nascent entrepreneurs 
active in the start-up phase”; second, 60-min phone interviews on the start-up-up 
initiative (for 1,214 respondents) were conducted; finally, two follow-up surveys 
(12 and 24 months after the initial survey) were conducted to collect information 
on “start-up effort outcome.”

9  Those nascent entrepreneurs that never become a start-up as defined by KFS will, of course, not 
be covered at all.
10 The ability of the owner(s) to carry out a time-consuming start-up with no monetary compensa-
tion is much more constrained to a low-income, unemployed potential nascent business owners.
11  The survey collected detailed information for a comprehensive assessment of the business 
creation process by a nascent entrepreneur. Data collected included factors that affect an entrepre-
neur’s decision to create a business as well as those factors that “may be associated with 
completing the start-up process with a new firm” (Reynolds 2007).
12  Reynolds (2009).
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Though not as adequate as a national statistical source to derive national esti-
mates on the magnitudes of start-up financing for small businesses in the USA, 
much insight can be gained from the survey’s collection of information on start-up 
financing. Particularly useful is the survey’s broad definition of a start-up, i.e., 
covering all stages of start-up operations from start-up preparation – possibly busi-
ness birth, and pre-start-up financing. For example, detailed questions were asked 
about the amount and the sources of financing to the start-up before it establishes 
as a legal entity, to the new business as a legal entity, and to the new business 12 
and 24 months after the start-up.13

Strengths and weaknesses of PSED (II)
Strengths:

Though the “start-up” was defined as a firm established as a legal entity, detailed •	
information on pre-start-up period were asked;
A longitudinal survey for the base year and two follow-up years was conducted. •	
This allowed for the collection of additional start-up financing information dur-
ing the long process of start-up operation;
Information on financial resources used as well as other information on financial •	
outcome income and expenses of the business during the survey year were col-
lected (though these are not as detailed as those collected by the KFS).

Weaknesses:

Small sample size for subsequent surveys (in 2006 and 2007) makes this survey •	
an inadequate database to provide accurate national estimates on the magnitudes 
and the uses of start-up capital by start-up firms in the USA.14

Small sample size also makes it difficult to provide start-up analysis for subsec-•	
tors/groups such as women, minority, etc.
It is a cost inefficient approach to collect start-up financing data because it is •	
very expensive to identify and collect information from those “nascent” entre-
preneurs; the marginal costs of collecting start-up financing data on the very 
early stage of start-up process are very high.To summarize, this database pro-
vides useful insights about the importance of collecting detailed information on 
start-up activities over a relatively long period. However, although detailed 
information on start-up financing was collected after entry year through two 
follow-up surveys, the large fall-off in the sample size from 1,200 to 660 makes 
it difficult for using the survey for finding national estimates of the sources and 
the uses of capital by start-up firms in the USA. A larger sample and possibly an 
effort to recapture those missing firms, especially those failed, would make this 
survey more useful (Table 12.2).

13  With questions on: additional equity provided by the start-up team members; additional loans to 
business from such sources as personal asset backed loans; lease commitments on physical assets; 
working capital loans; supplier credit;owners’ personal loans; personal loans from of spouses, 
relatives, kin personal loans; employee and other persons; credit card debt to the new business; 
bank loans to the new business; and government agency loans.
14  See Reynolds (2009).
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12.2.3 � Survey of Business Owners (SBO) 2002

The SBO is a consolidation of two prior surveys, the Surveys of Minority- and 
Women-Owned Business Enterprises (SMOBE/SWOBE), and the inclusion of 
questions from a survey discontinued in 1992 on Characteristics of Business 
Owners (CBO). As part of the Economic Census (of the Bureau of Census), the 
SBO is conducted every 5 years, for years ending in “2” and “7.” The 2007 SBO is 
in the final stage of preparation and is ready for the field test.15

Types of Available Data
The 1992 CBO is the first national survey that provided very detailed informa-

tion on both the characteristics of business owners as well as the characteristics of 
their businesses. As a replication, the SBO collected detailed statistics that 
describe the characteristics of business owners – e.g., gender, race, veteran status, 

Table 12.2  Panel study on entrepreneur dynamics (PSED II)

Unit of analysis Nascent entrepreneurs

Data type Micro-data from nascent entrepreneurs/business owners; 
Longitudinal data (for two additional years in 2006 and 
2007); Time-series analysis – not possible

Population All nascent small business start-ups identified from a 
population of households with landline phones in the USA

Coverage: population or sample A final sample of 1,218 nascent entrepreneurs (for base year)
Definition of start-up A nascent entrepreneur; an additional definition was 

introduced to include that “a legal entity is established”;
Data element on small business 

financing
Sources and the amount of equity investment and debt funding 

from internal and external sources before, during the 
start-up, and two follow-up years after start-up)

Sales/revenues and major expenses; profits during first and 
subsequent years; Major assets and debts items at the end 
of the survey year (Balance sheet data).

Time frame:
a. Collection frequency One time (2005)
b. Time period/date Follow-up surveys of panel firms for 2006 and 2007
Time lag in data availability 12 months
Source www.psed.isr.umich.edu
Remarks Data available in either SAS transport file or in ASCII flat 

file.

15  SBO statistics describe the characteristics of US businesses by ownership category, i.e., by 
gender, Hispanic or Latino origin, and race of principal owners; by geographic area at the national, 
state, and sub-state regional levels; by 2-digit industry sector based on the 2002 North American 
Industry Classification System (NAICS); and by size of firm (employment and receipts). Summary 
reports of the 2002 SBO include – the Company Summary, released on September 14, 2006, and 
two additional reports on Characteristics of Businesses and Characteristics of Business Owners, 
released on September 27, 2006. (www.census.gov/econ/sbo/index.html), See also Fairlie and 
Robb (2008).

http://www.psed.isr.umich.edu
http://www.census.gov/econ/sbo/index.html
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immigrant versus native born, the owner’s age, education level, and business expe-
rience as well as their primary function in the business – the employment status in 
the business and their business interest. The SBO also collected detailed informa-
tion about the characteristics of the businesses the owner(s) owned.16 Information 
on businesses’ characteristics and activities such as family-based versus home-
based businesses, types of customers and workers, sources and purposes of financ-
ing are collected and made available in the report(s).

To obtain information on start-up financing, three questions were used:17

First to identify the start-up – “In what year was this business originally estab-•	
lished? (For owner(s), the year the ownership was established through “start-up, 
purchased, or inherited”);
Second, the sources of start-up capital used – “(for the owners) as of December 31, •	
2007, what was the source(s) of capital used to start or to acquire this business?”;
Third the amount of “start-up capital” used – “for the owners as of December 31, •	
2007, what was the total amount of capital used to start or to acquire this business 
(capital includes savings, other assets, and borrowed funds of owner(s)?”

Strengths and weaknesses of the SBO
Strengths:

A national survey of a very large statistically representative sample of small •	
business owners and the firms they owned; high response rates were achieved 
for this mail survey because it is mandatory survey from a government agency, 
(the Bureau of Census of the US Department of Commerce).
Availability of administrative records (on sales, etc.) to supplement the survey •	
collected data.
A very large sample of start-ups, though with a vaguely defined “start-up year”•	

Weaknesses:

Difficulties in collecting useful financial data from a one-time mail survey, as •	
was discussed in the previous sections, because most start-up processes occur 
over an extended time period and many of them require additional capital 
injection years after the “start-up” year, however defined.18

16  However, several important pieces of information on the characteristics of start-up firms and 
their owners asked in 1992 CBO were omitted in the SBO (2002) (see also Fairlie and Robb 
2008). Since information about the owners was derived from the business populations based on 
the tax returns files, basic business information such as business organization forms, etc. was col-
lected from administrative records.
17  The questions on start-up financing asked in 2002 survey were found deficient in collecting the 
needed information on various sources of financing, in addition to the problems related to defining 
a “start-up” in an one-time survey. Though improved, problems remain in the new survey instru-
ment for the upcoming 2007 SBO.
18  Some 10% of “start-ups” in the PSED-II became “new firms” (initial profitability) after two 
follow-up interviews (i.e., 24 months after entry to start-up process). See Reynolds (2009). 
Consequently, the majority of the start-ups will continue to require injection of additional capital 
several years after the start-up year, however, defined.
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A vaguely defined and/or understood “start-up time” with no reference to •	
specific start-up events created much doubt regarding the usefulness of the 
start-up financing data collected. A question such as “in what year was this 
business originally established (i.e., started, purchased, or inherited)?” is likely 
to be interpreted differently by different respondents. As a result, the capital 
requirements estimated from information provided by the respondents could 
widely differ because of the different start-up definitions used.
Without collecting other information about financial conditions and activities of •	
the owners/business at start-up, financing information collected under this sur-
vey will be difficult to interpret.To conclude, start-up financing information 
collected by SBO (in 2002 and the upcoming survey for 2007) may not provide 
much useful information to enhance our understanding of start-up financing in 
the USA. A reconsideration of the methodology and the approaches in collecting 
this information is warranted (Table 12.3).

12.3 � Conclusions 

The availability of Kauffman Firm Survey provides small business financial 
researchers with a most promising database on financing of business start-up in the 
USA. Many aspects of start-up financial research cannot be carried out because of 
the unavailability of panel data—a micro-firm database that traces financial devel-
opments of individual firms overtime. Financial information made available in the 

Table 12.3  Survey of Business Owners (2002)

Unit of analysis Business owners and their businesses

Data type Micro-data from individual owners. However, 
it is difficult for researchers to access the 
micro-data at the Census;

No longitudinal data
Time-series analysis – not possible

Population All business owners in the IRS
Coverage: population or sample A sample of 20,561 business owners
Definition of small firm
Small business data elements Information on the characteristics of business 

owners and their businesses; Sources of 
financing used at start-up and during the year of 
survey (2002)

Time frame:
a. Collection frequency Irregular years (1992 and 2002)
b. Time period/date End of the survey year and for the survey year
Time lag in data availability 3–4 years after data collection
Source www.census.gov/econ/sbo/
Remarks Data available in tabulated format. Special request 

to Bureau of Census for special tabulation can 
be considered

http://www.federalreserve.gov/boarddocs/surveys/
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Kaufman Firm Survey enable an examination of the life cycle patterns of small 
growing firms.

In the following sections, a detailed review of key statistical databases for financial 
research on small firms in the USA will be provided.

12.4 �Major Statistical Databases for Small Firm Financial 
Research in the USA—A Summary

Six major statistical databases will be described first in this section in terms of their 
coverage, the regularity of data collection, and strengths and limitations with 
respect to various small business research efforts. They include:

	1.	 The Survey of Small Business Finances (NSSBF, 1987 and 1993 and SSBF, 1998)
	2.	 Statistics on Loans to small businesses by depository institutions – a. call reports 

(June edition) and b. Community Reinvestment Act (CRA) reports (since 1997)
	3.	 Consumer Finance Survey (by the Board of Governors of the Federal Reserve 

System)
	4.	 Tax return data from the Statistics of Income (SOI) division of the Internal 

Revenue Service (IRS)
	5.	 The National Federation of Independent Business (NFIB) studies of Credit, 

Banks, and Small Business, a survey of a special group of small firms – the 
members of the NFIB.

		  This will be followed by brief discussions of several time series databases (in 
sections 12.5.1–12.5.8).

12.4.1 � Survey of Small Business Finances  
(NSSBF, 1987 and 1993 and SSBF, 1998)

The Survey of Small Business Finances (formerly National Survey of Small 
Business Finances) collects information on small business finances from a nation-
ally representative sample of small firms with fewer than 500 employees in the 
USA. The Board of Governors of the Federal Reserve System conducted three 
national surveys on small business finances in 1988 (using 1987 information), 
1994–1995 (using 1993 information), and 1999–2000 (using 1998 information) 
(Table 12.4).19

19  The first two surveys were called the National Survey of Small Business Finances (NSSBF). 
The Small Business Administration co-sponsored the first two surveys in 1988 and 1993. The 
Federal Reserve Board conducted a new survey covering information for the year 2003 during 
2004–2005. The 2003 SSBF has been available for public use since 2007. For details, please visit 
www.federalreserve.gov/pubs/OSS/OSS3/nssbftoc.htm
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The SSBF (or NSSBF) is the most comprehensive source of data available 
on small businesses’ use of financial services and the suppliers of these services. 
The survey collects detailed information about a firm’s uses of all types of services 
and credit and their respective suppliers; characteristics of the firm and its primary 
owner (for example, firm and owner age, industry, and type of business organiza-
tion); and the firm’s income statement and balance sheet. The survey also asks for 
information about the firm’s most recent borrowing experience, as well as its use of 
trade credit and capital infusions in the most recent period.

For the 1998 SSBF, a cross-sectional sample of 3,561 for-profit, non-financial 
business enterprises responded to the telephone interview (compared with 4,637 for 
1993). These firms are a sampling of about 5.2 million small businesses in opera-
tion at the end of 1998.20

A consistent definition and a majority of identical questions used across all three 
of the NSSBF/SSBF surveys permits an analysis of changes over time. However, as 
with other data collections of general purpose statistics, the NSSBF/SSBF database 
will not provide information to investigate many other financing issues that are of 
interest to researchers and policymakers.

A small final sample is one of the major deficiencies of the 1998 SSBF.21 
This deficiency makes a detailed investigation of the financing issues for subgroups 

Table 12.4  Survey of Small Business Finances (1998)

Unit of analysis Businesses

Data type Micro-data from individual firms
Cross sectional;
No longitudinal data
Time-series analysis – possible with a carefully designed 

research methodology
Population All small businesses in the D&B Business Profile file (5.2 

million in 1998)
Coverage: population or sample A sample of 3,561 firms
Definition of small firm A firm with fewer than 500 employees
Small business data elements Uses of financial services and credit with link to the suppliers; 

detailed information on the most recent loan applied/used; 
financial statement data

Time frame:
a. Collection frequency Once every 5 years (1987; 1993; 1998)
b. Time period/date End of the survey year and for the survey year
Time lag in data availability 1 and 1/2 years after data collection
Source www.federalreserve.gov/boarddocs/surveys/
Remarks Data available in either SAS transport file or in ASCII flat file.

20  See Bitler et al. (2001). See also US Small Business Administration (September 2003).
21  Despite an extra effort extended to increase the response rates for minority-owned firms in the 
1998 survey, the outcome was a disappointment to the Federal Reserve Board’s project director. 
The final count of small minority-owned firm respondents was 273 African-American owned 
firms, 214 Asian-origin firms, and 260 Hispanic-origin owned firms.

http://www.federalreserve.gov/boarddocs/surveys/
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such as small firms owned by African-Americans, Asians, etc., difficult, if not 
impossible. Another problem with the survey, a problem faced by all surveys 
directly collecting financial information from small firms, is the long average 
interview time. In a survey for a comprehensive profile of a firm’s financing 
sources, this is inevitable. However, high costs have reduced the likelihood of 
increasing the frequency of conducting the survey, say, every 2 or 3 years instead 
of every 5 years.22

Interim surveys using a shorter questionnaire covering more up-to-date develop-
ments in small business financing would be a very useful supplement to the present 
data collection effort. More information on lenders, especially commercial banks, 
could be included in the public use database. Finally, questions could be revised to 
obtain better information on the uses of equity capital.

Financial researchers at the Federal Reserve Board and the Federal Reserve 
Banks have utilized extensively the survey data, supplemented by internally avail-
able banking data for research on small business financing issues. The Office of 
Advocacy of the US Small Business Administration has also sponsored contract 
research with special emphasis on utilizing “large database,” including this survey.23 
For a listing of research conducted using this database by researchers at the Federal 
Reserve, the Small Business Administration, and other small business researchers, 
see the “Survey of Small Business Finances abstract” www.federalreserve.gov/
publs/oss/oss2/abstract.html/

12.4.2 � Loans to Small Businesses by US Depository Institutions

Two databases are available for statistics on loans to small businesses by insured 
depository institutions (banks and thrifts or savings and loans). They are the 
Reports of Condition and Income (the call reports) submitted by all insured institu-
tions and reports submitted under the Community Reinvestment Act requirements 
(the CRA reports) by larger depository institutions.

12.4.2.1 � June Call Reports on Lending to Small Firms

Since 1993, the Federal Reserve Board and other regulatory agencies have required 
all insured depository institutions to report on small business lending in mid-year 

22  It is always expensive to collect financial information from small businesses – because of the 
high costs of reaching the potential respondents, obtaining successful responses, editing the 
responses, etc. The costs are belied to have amounted to several hundred dollars per successful 
response for the 1998 and 2003 surveys. High cost has been one of the major considerations in the 
Federal Reserve Board’s decision on conducting this survey.
23  www.sba.gov/advo/research/

http://www.federalreserve.gov/publs/oss/oss2/abstract.html/
http://www.federalreserve.gov/publs/oss/oss2/abstract.html/
http://www.sba.gov/advo/research/
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Reports of Condition and Income (June call reports).24 These data are collected to 
measure the extent of insured depository institutions’ lending to small businesses. In 
June 2002, there were 7,949 commercial banks submitting the reports (Table 12.5).

In the June edition of the call reports, insured depository institutions report on 
two types of business loans: (1) commercial and industrial loans outstanding to US 
businesses and (2) loans secured by non-farm non-residential properties, by loan 
size. That is, the annual June reports cover, for each type of business loan, the 
number and amounts outstanding for loans with origination amounts of less than 
$100,000, $100,000–$250,000, and $250,000 to less than $1 million.25

Attractive features of the call report data set are:

	1.	 It is an administrative record submitted by all institutions under reporting 
requirements.26

	2.	 It is fairly timely; data are available within 3–4 months.
	3.	 With a well-defined population, annual data can be collected over time to permit 

a time-series analysis of small business lending activities;

Table 12.5  Call reports submitted by banks and thrifts to regulatory authorities

Unit of analysis Depository institutions – banks and thrifts
Data type Micro-data from individual institutions

Cross sectional
Longitudinal data possible but only with great effort
Suitable for time-series analysis

Population All insured depository institutions in the USA
Coverage: population or sample All reporting insured institutions
Definition of small firm By loan size, not by borrower size.
Small business data elements Loans outstanding; number and dollar amounts of business 

loans; commercial and industrial and non-residential 
mortgage loans by three loan sizes (<$100,000; $100,000 
to <$250,000; and $250,000 to <$1 million)

Time frame:
a. Collection frequency Once a year in the June edition of the call reports
b. Time period/date End of June
Time lag in data availability 4 months after report submission
Source www.chicagofed.org/economic_research_and_data/

commercial_bank_data.cfm
Remarks Knowledge and experience in accessing and manipulating 

data files are essential in efficiently conducting statistical 
research using this and related files

24  Major reporting problems occurred in the first year (1993), but since 1994, the data have been 
mostly reliable.
25  Origination amounts are the larger of the loan extension, loan commitment, or total loan value 
if the extension is part of a loan participation.
26  However, a member of a bank holding company (BHC) can file a separate report or report its 
activities in the consolidated report filed by the parent BHC.

http://www.chicagofed.org/economic_research_and_data/commercial_bank
http://www.chicagofed.org/economic_research_and_data/commercial_bank
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	4.	 Longitudinal studies could be attempted by creating panel data. However, exten-
sive efforts would be required, including the uses of other banking files main-
tained by the federal regulatory institutions – the Federal Reserve System, the 
Federal Deposit Insurance Corporation, etc. because of extensive merger and 
acquisition activities of major banks during the past two decades.27

12.4.2.2 � The Community Reinvestment Act (CRA) Database

The Community Reinvestment Act (CRA), enacted in 1977, was intended to 
encourage and monitor banks to meet the credit needs of the local communities 
from which they obtain deposited funds. The geographic location of loans made by 
the depository institutions is identified in the reports submitted to federal financial 
regulatory agencies. In 1994, the federal banking supervisory agencies revised the 
regulations implementing the CRA. The revisions included a requirement that 
banks report data on small business lending by census tract (Table 12.6).28

Table 12.6  CRA reports submitted by banks and thrifts to regulatory authorities

Unit of analysis Depository institutions – banks and thrifts
Data type Micro-data from individual institutions

Cross sectional
Longitudinal data possible for selected institutions;
Time-series analysis – not yet

Population Large insured depository institutions in the USA
Coverage: population or sample All large reporting institutions – 900 larger banks and BHCs, 

2002
Definition of small firm By loan size, not by borrower size; also, small firms with 

receipts of less than $1 million.
Small business data elements Amount of loans for the year. Number and dollar amounts of 

business loans; C&I and non-residential mortgage loans 
by three loan sizes (<$100,000; $100,000 to <$250,000; 
and $250,000 to <$1 million)

Time frame:
a. Collection frequency Once a year
b. Time period/date Calendar year
Time lag in data availability May or June in the following year.
Source Federal Financial Institution Examination Council; website 

(http://www.ffiec.gov/cra/default.htm). 
Remarks In ASCII flat file.

27  See, KeyPoint Consulting, LLC, (by Hancock, Wilcox, and Peek) the Effects of Mergers and 
Acquisitions on Small Business Lending by Large Banks, a report prepared for the US Small Business 
Administration, Office of Advocacy (March 2005). www.sba.gov/advo/research/banking.html
28  For more information about the history of the CRA, see Home purchase lending in low-income 
neighborhoods and to low-income borrowers, Federal Reserve Bulletin, 71–105, February 1995, 
and New information on lending to small businesses and small farms: the 1996 CRA data, Federal 
Reserve Bulletin, 1–35, January 1998.

http://www.ffiec.gov/cra/default.htm
http://www.sba.gov/advo/research/banking.html
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To minimize the paperwork burden on small banks, the bank regulatory authori-
ties require only banks with assets over $250 million or any member banks of a 
bank holding company (BHC) with assets over $1 billion to provide this informa-
tion. For 2001, some 900 banks and BHCs filed CRA reports. These banks made 
73% of the small business loans under $ 1million. However, they accounted for 86 
percent of total domestic assets and 87 percent of all business loans (based on June 
2002 call reports for these banks).29

A Comparison of the Two Data Sets. The call report and CRA data complement 
each other, but are not comparable, in that they provide different kinds of loan 
information, are identified differently by location, and cover different banks (not all 
banks are required to report under the CRA program) (Table 12.7).

CRA data reflect the loans being made during a given year (the flow of credit), 
while the call reports cover all the loans outstanding as of June 30 of the year (the 
stock of credit). The call reports attribute all lending of a banking organization to 
the state where the headquarters of the reporting bank is located,30 while the CRA 
data report actual lending in a given census bloc.31

One major limitation of the banking data is that only very limited information is 
available about the loan contracts – nothing about the business borrower, loan type, 
loan terms (including maturity, loan costs, etc.), or the location where the loans 
were made (for call report data). Small loan size is used as a proxy for lending to 
small firms.32

Table 12.7  Comparison of the call report and CRA databases

Call report data CRA data

Loan information 
provided

Stock of business loans 
outstanding, for 
example, as of June 
2002

Flow of business loans over 
entire calendar year, for 
example, for 2001

How location is identified Bank headquartered in the state Lending activity in the state by 
a CRA reporting bank or 
BHC

Categories of banks 
covered

All reporting commercial 
banks and bank holding 
companies

Banks with $250 million or 
more in assets or members 
of BHCs with more than $1 
billion in assets

29  See Table G in US Small Business Administration (December 2003).
30  Given the recent increase in interstate mergers, call report data become less relevant and CRA 
data become more relevant in understanding the lending activity in a given state.
31  For example, in the call report database, Wells Fargo is shown as located in California, but the 
CRA database shows Wells Fargo lending in all 50 states. Consequently, CRA data are important 
in analyzing the state-by-state lending behavior of the larger banks.
32  However, this assumes that small loans are initiated with small firms. In some situations, this 
assumption may not be tenable. The 1997 revision to the CRA required banks to report loans to busi-
nesses with annual revenues under $1 million. This should provide useful reference information.
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Second, depository institutions make loans to small businesses through different 
channels – indirectly through personal loans to business owners in the forms of 
home equity lines, home equity loans, and personal credit cards or credit lines, as 
well as directly through loans to businesses per se. Personal loans used for business 
purposes will not be booked as commercial and industrial loans or non-farm, non-
residential property loans.

Additional problems arise in attempts to use the CRA database for time-series analy-
sis. As the number of reporting banks and the component banks of a BHC changes over 
time, the reporting population is not defined. Caution is needed to conduct a time-series 
analysis of aggregate trends in small business lending by CRA-reporting banks.

Another major problem is that the CRA database provides only loan data. Other 
information about a bank’s lending activities and performance can be obtained by 
linking the CRA data files to the call report files. While it is easier now to link the 
two databases, the results have not been totally successful.33

Comparisons of figures in the two databases are also difficult, as CRA data 
reflect annual flows, and call report data reflect loans outstanding as of June 30, and 
there is no information about the maturity structure of the loans made.

Finally, the number of credit card loans issued by major banks has been increas-
ing. The amount of these loans reflects line limits, while the loans outstanding are 
amounts drawn down. Since many banks do not report credit card operations sepa-
rately (for example, Wachovia, US Bankcorp, Wells Fargo, and others), the rela-
tionship between loan flows and loans outstanding becomes rather complex.

Of course, the data would be more useful if firm size rather than loan size is 
available. In addition, for banks that issue considerable credit in the form of busi-
ness credit cards and that maintain separate accounting operations for these activi-
ties, credit card activities should be reported separately from other C&I lending.

Despite the limitations of these data, a sizeable body of literature has used the call 
reports and the CRA database to examine issues centering around bank consolidation 
and the effects of bank size on small business lending. Examples: papers by Peek and 
Rosengren (1998); Strahan and Weston (1998); Berger et  al. (1998); Walraven 
(1997); Kolari (2003) Symolic and Avery (2002); Avery, Bosatic, and Canner on 
CRA Special Lending Programs, Federal Reserve Bulletin, November 2000.34

12.4.3 � The Survey of Consumer Finances (SCF)

The Survey of Consumer Finances (SCF) is a triennial household survey sponsored 
by the Federal Reserve Board with cooperation from the Statistics of Income 

33  In the 2000 version of The Bank Holding Company Study, matching was successful so that both 
the Call Report and CRA information on BHCs could be ranked using Advocacy’s four-variable 
methodology.
34  Data became available in 1997. See also annual analyses of banks’ lending to small firms by the US 
Small Business Administration (December 2003), and editions for years from 1994 through 2001.
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Division (SOI) of the Internal Revenue Service (IRS). Detailed data are collected 
on household finances – sources of household income and expenses, details of 
holdings of assets and debts, as well as employment status, household characteris-
tics, and risk-taking attitudes. The most recent survey, the 2001 SCF, collected 
information between June and December of 2001 (Table 12.8).

While most interviews were obtained in person, about 35% were conducted by 
telephone, generally as an accommodation to respondents’ preferences.35 Since data 
are collected on certain items that are not always widely distributed in the popula-
tion (e.g., ownership of privately held businesses or tax-exempt bonds), the SCF 
combines two techniques for random sampling. The sample is selected from a dual 
frame that is composed of a standard, multistage area-probability (AP) sample and 
a list frame.36

SCF is the best database to investigate the financial behavior and investment 
activities of owners of, and investors in, privately held businesses in the USA. It 
allows the researchers to develop a profile of household heads that own and invest 
in privately held businesses, including the number and changes in the number of 
households that own privately held businesses; profiles of different types of 
business owners and non-business owners, including multiple business owners/
investors and career-oriented self-employed individuals. (The table provides a brief 

Table 12.8  The survey of consumer finances, 2001

Unit of analysis Households – head of the household; Job of the spouse also
Data type Micro-data from individual firms

Cross sectional
Longitudinal data – No
Time-series analysis – possible for certain topics

Population All households in the USA (110 million households in 2001)
Coverage: population or sample A sample of 4,449 households
Definition of small firm “Privately” held businesses
Small business data elements Holdings of various assets and debts of business owners and 

“investors” in privately held businesses.
Time frame:
a. Collection frequency Once every 3 years (1988; 1992; 1995, 1998, and 2001).
b. Time period/date End of the survey year and/or the survey year;
Time lag in data availability 1 and 1/2 years after data collection
Source www.federalreserve.gov/boarddocs/surveys/
Remarks Data available in either SAS transport file or in ASCII flat file.

35  For the 2001 Survey of Consumer Finances, the median-length interview required approxi-
mately 79 min, although complicated cases took substantially longer.
36  See Kennickell and McManus (1993) for a discussion of the sample design. The list frame is 
based on statistical records derived from tax returns. The list sample is designed to over-sample 
relatively wealthy families (excluding the Forbes’ 400 wealthiest in the USA). Of the 4,449 
completed interviews in the 2001 survey, 2,917 families came from the AP sample and 1,532 came 
from the list sample. The response rate for the AP sample was about 68%. The overall response 
rate for the list sample was about 30%.

http://www.federalreserve.gov/boarddocs/surveys/
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description of these owners for 1989 through 2001).37 Since the SCF included questions 
on detailed household financial transactions – investment in personal and business 
assets as well as the sources of financing – it is an invaluable source of information 
on the intermingling of owners’ personal and business finances. (See Avery and 
Haynes on wealth as collateral versus uses of personal financing sources (HELC), 
etc. for business purposes).38

Since the unit of observation is the head of a household, information collected 
has more relevance to the activities of the business owner than to the business(es) 
they own. While the survey also collects information about the businesses house-
holds own – including the number of employees, type of business, industry, gross 
revenues, net income, how and when the business was acquired – the database is 
not an important source of information on the small business population (privately 
held businesses) in the USA. The data provide a profile of the “first” businesses 
identified by the business owners for the 1998 survey. Of a total of 13 million first 
businesses owned by 13 million business owners, 6.5 million are sole proprietor-
ships – 3.75 million non-employer sole proprietorships and 2.8 million sole propri-
etorships with employees. That is, of a total of 7.23 million employer firms 
identified as the first business owned, 2.8 million were sole proprietorships. In 
1998, the US business population had 5.2 million employer firms, fewer than the 
7.2 million identified in the SCF. Apparently, many businesses have multiple own-
ers and many business owners owned multiple businesses.39

For working papers and articles using the SCF, visit the Federal Reserve Board 
website at www.federalreserve.gov/pubs/oss/oss2/methods.html/ See also Haynes 
(2003), and Ou and Haynes (2003).

12.4.4 � Tax Return Data from the Statistics of Income Division of 
the Internal Revenue Service

Tax returns submitted by business taxpayers containing statements of revenue and 
expenses and balance sheet statements (for assets and liabilities) are the most com-
prehensive data on the financial conditions of businesses in the USA.40 The Internal 
Revenue Service’s Statistics of Income division annually conducts a sampling of 

37  See Haynes and Ou (November 2003) (www.sba.gov/advo/research/).
38  See also Haynes et al. (1999).
39  The database could be an useful source of information on small sole proprietorships owned by 
American households—those that have yet to be captured in the Census Bureau file. In the 2010 Survey, 
the Federal Reserve has included an extensive survey on the sources and the uses of financing the busi-
nesses owned by business owners. The 2010 SCF data should be available to the public in 2011.
40  Internal Revenue Service, Statistics of Income Division, Sole Proprietorship Returns, various 
years; Partnership Returns, various years; Corporation Income Tax Returns, various years, and 
Corporate Source Book, various years. However, no balance sheet information is required in the 
sole proprietorship tax filings. See also the SOI Division’s SOI Bulletin for articles about these 
publications, as well as an analysis of the developments in these sectors.

http://www.federalreserve.gov/pubs/oss/oss2/methods.html/
http://www.sba.gov/advo/stats/
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tax returns (for different company organizations) for information on the financial 
condition of business operations in a given calendar or fiscal year for the business 
(Table 12.9).41 Aggregate data are tabulated by industry code and by firm size and 
are made available to the public through publication of the reports.

The SOI database has been used by various federal statistical agencies as the 
basis for estimates of various economic and business activities in the USA.42 
Various traditional financial ratios have been computed for use by financial analysts 
(for corporations and partnerships that are required to file balance sheet statements 
with the IRS).43

Overall, the database is not very useful for doing research on issues related to 
the availability of financing to small firms and the role different suppliers play in 

Table 12.9  Corporation source book of the internal revenue Servicea

Unit of analysis C and S corporations
Data type Micro-firm analysis – no

Cross-sectional analysis
Longitudinal – no
Time-series analysis by size and industryb

Population All corporations submitting tax returns to the IRS (4.7 
million in 2000)

Coverage: population or sample A sample of about 12,000 tax returns
Definition of small firm Asset size of corporations – varying asset sizes provided
Small business data elements Major items in the income/expense statement and major 

assets and liabilities in the balance sheet plus tax-related 
variables

Time frame:
a. Collection frequency Once every year (fiscal or calendar year depending upon 

company accounting practices)
b. Time period/date Calendar or fiscal year
Time lag in data availability 2 to 2 1/2 years after tax filing
Source SOI Bulletins, various issues, and SOI Division of IRS 

www.irs.gov/taxstats/index.html?portlet=5
Remarks No micro-data on business tax returns is available for 

public uses. Requests to the Office of Statistics of 
Income division (SOI) for special tabulations are 
accepted.

aSee also Corporation Tax Returns, Partnership Returns and Sole Proprietorship Returns prepared 
by the US Department of the Treasury, Internal Revenue Service, Statistics of Income Division
bSee Dynamics of Women-Operated Sole Proprietorships – 1990–1998, Office of Advocacy, US 
Small Business Administration, March 2003

41  The sample sizes are around 12,000 for corporate tax returns and 50,000 for sole proprietorship 
returns.
42  The US Department of Commerce’s Bureau of Economic Research and Bureau of the Census 
have made much use of the SOI database. SOI data on corporations have also been essential for 
reaching high-income households in the USA for the Survey of Consumer Finances.
43  Prentice Hall, Financial ratios for US Business, various years (until 1985?).

http://www.urs.gov/taxstats/
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the small business financing markets. One major limitation of the database is that 
since the data are for tax filing purposes, the asset and liability items are grouped 
in a general purpose accounting format – e.g., debts in the balance sheets filed are 
grouped with reference to maturity – current, short-term, and long-term debts (with 
maturities of over 1 year), and by debt type such as bonds, trade debts, or mortgage-
related debt. No reference is made to other debt types, such as credit lines, or to 
debt sources or suppliers of the funds.

The database also offers limited information about the sources of equity capital 
for small firms. Only one source of internal equity – retained earnings – can be 
identified from these annual statements.44 Moreover, the value of net worth is not 
well defined because it is a residual item in accounting, defined after both the 
values of total assets and liabilities are established.45 This also explains why a 
large number of small corporations show negative net worth in the tax returns, 
even though these corporations continue to operate with positive cash flows and 
vitality.

Finally, confidentiality (and disclosure) issues remain a major obstacle hindering 
researchers’ access to more details or microdata in the SOI databases.

12.4.5 � NFIB Survey of Credit, Banks, and Small Business

The National Federation of Independent Business (NFIB) initiated a survey on 
credit market activities and attitudes of its members in 1980. Subsequent surveys 
were conducted in 1982, 1984, 1987, 1995, and late autumn of 2001. The findings 
of the recent survey appear in Credit, Banks, and Small Business—the New 
Century (Table 12.10).46 This constitutes the longest time series on small business 
finances, longer than the National Survey of Small Business Finances conducted 
by the Federal Reserve Board (beginning in 1987). While there is some overlap 
in content between these two perspectives on small business finances, they are on 
the whole complementary. The NFIB credit and banking survey is designed more 
to collect information for investigation of the changing market conditions and 
their impact on small business financing. The Federal Reserve Board survey 
collects statistics on broader areas of small business financing – detailed informa-
tion on the uses of all types of credit and financial services, with specific links to 
the suppliers.

From the beginning, the survey sample for Credit, Banks, and Small Business 
has been drawn from the NFIB membership, and this is also true of the 2001 

44  See The State of Small Business: A Report of the President, 1987, Chap. 2, 72–74.
45  Consequently, it is not very meaningful to calculate one important indicator – the debt-to-equity 
ratio. The broad NAICS industry grouping does not help either.
46  NFIB Research Foundation, Credit, Banks, and Small Business – the New Century, at www.nfib.org

http://www.nfib.org
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edition.47 More attention has been devoted to obtaining information on borrower 
and lender characteristics, changes in credit market conditions and lending prac-
tices, and the experience of small business owners in the banking markets. 
Information collected covers sources of financing for small firms; types of 
financing, such as credit cards, trade credit, and other products and services; 
technology and product/service use; credit availability and terms; the credit 
search, including the effects of mergers and acquisitions on banking competition; 
and the prices for and quality of the financial services used by small firms.

12.5 �Statistics for Time-Series Analysis of Small Business 
Financing Issues in the USA

The data described above are more comprehensive data-collection efforts, intending 
to provide a more detailed description of the markets – market activities as well as 
factors that affect the behaviors of the market participants. Most of these databases 

Table 12.10  NFIB survey of credit, banks, and small firms, 2001

Unit of analysis NFIB member firms
Data type Cross-sectional analysis

Time-series analysis for many variables
Population Over 500,000 members of the trade association (NFIB)
Coverage: population or sample A sample of about 12,500 for the 2001 survey; A 

response rate of 18% for 2,220 responses
Definition of small firm NFIB members
Small business data elements Detailed items on the uses of credit by member 

firms, especially their experience; demographic 
characteristics of firms

Time frame:
a. Collection frequency Once every 3–7 years
b. Time period/date Most current year and/or during the past year of past 3 

years.
Time lag in data availability 1 ½ to 2 years
Source www.nfib.org/research

47  NFIB, “The Credit, Banks…” micro-data are available for researchers wishing to use them. 
While the NFIB membership is large and generally reflects the broader population, the sample 
inevitably creates questions about whether it is representative of the small business population in 
the USA. The authors of the studies discussed weighting the data in response. A set of weights 
appears in the dataset for those who are more concerned about whether the sample is representa-
tive and less concerned about change over time. The weights were created by the authors from a 
three-axis matrix consisting of employee size of the business (four classifications), industry (eight 
major SIC codes), and geographic region (seven regions). The matrix was produced by the Office 
of Advocacy of the U.S. Small Business Administration.

http://www.nfib.org/research
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are not designed to provide time-series information for the analysis of trends and 
cyclical fluctuations in the market activities. It is true that there are enough years of 
annual call report data to portray some trends, but not cyclical changes. Because of 
the short duration of recessions in the US economy over the past 30–40 years, only 
quarterly data permit an analysis of small business financing issues during these 
periods.48

Data have been collected and estimates made for financing activities in some 
specific markets used by small firms to examine trends and cyclical changes in the 
credit conditions confronted by small businesses. For example, quarterly data are 
available only on a very limited basis from the Flow of Funds Accounts data pre-
pared by the Federal Reserve Board. Quarterly surveys on the banks’ lending con-
ditions and small firms’ perceptions of credit availability are conducted by the 
Federal Reserve Board and the NFIB (from their member survey). Quarterly esti-
mates are now also available for venture capital funding.

Some of these databases are collected with a lower degree of comparability with 
other comprehensive databases – that is, with different small business definitions, 
a less comprehensive small business population, and for some, the sample may not 
be statistically representative, etc. The data collected, or estimates provided, how-
ever offer more current information about developments in the markets and changes 
in activities in the markets for small business financing. These series include:

	1.	 Federal Reserve Board, “Flow of Funds Accounts”
	2.	 Federal Reserve Board, “Senior Loan Officer Opinion Survey”
	3.	 Federal Reserve Board, “Survey of Terms of Business Lending’ (Statistical 

Release E2) on bank loan rates by loan size
	4.	 US Department of Commerce, Bureau of the Census, Quarterly Financial 

Reports
	5.	 National Federation of Independent Business (NFIB), quarterly (and monthly) 

surveys of business expectations
	6.	 National Venture Capital Association (NVCA)/Thomson Financial Corporation, 

Venture Capital Yearbook
	7.	 Center for Venture Research, University of New Hampshire, angel capital
	8.	 Thomson Financial, initial public offerings (IPOs) of small issuers

12.5.1 � Flow of Funds Accounts for Non-farm, Non-corporate 
Business in the USA

The Federal Reserve Board’s Flow of Funds data provide estimates of the sources 
and uses of funds by non-financial corporate businesses and by non-farm, non-
corporate businesses. Commercial mortgage loans and bank loans not elsewhere 

48 See Joel Popkin and Company (July 2003), and PM Keypoint (June 2003).
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classified are identified as the sources of funds in the flow of funds accounts. Since 
no breakdown for small corporations is available in the non-financial corporation 
accounts, only the information on accounts for non-farm, non-corporate businesses 
is useful for understanding the small business financial markets.49

For more information, see Board of Governors of the Federal Reserve System, 
“Flow of Funds Accounts,” various issues. (www.federalreserve.gov/releases/)

12.5.2 � Senior Loan Officer Opinion Survey on Bank Lending 
Practices

The Senior Loan Officers’ Survey, conducted quarterly by the Federal Reserve 
Board, solicits, among other things, information on changes in bank-lending policies 
toward small- and medium-sized to large firms.50 Small firms are defined as firms 
with less than $50 million in annual sales. The sample consists of approximately 60 
large domestic banks and 24 US branches and agencies of foreign banks. The three 
questions relevant to small business borrowers relate to loan standards, the spread of 
the lending rate over the banks’ cost of funds, and the demand for loans.

One major limitation of the survey is that since only loan officers of large banks 
(and branches of foreign banks in the USA) are included in the survey, and small 
businesses are defined as those with annual sales of under $50 million, information 
collected in this survey does not cover the majority of small businesses in the USA.

For more information, see www.federalreserve.gov/boarddocs/surveys/

12.5.3 � Survey of Terms of Business Lending

The Survey of Terms of Business Lending collects data on details of the terms of 
borrowing for gross commercial and industrial (C&I) loan extensions made by 
commercial banks during the first full business week in the middle month of each 
quarter (February, May, August, and November). The authorized panel size for the 
survey is 348 domestically chartered commercial banks and 50 US branches and 
agencies of foreign banks. However, the estimates reported here are not intended to 
measure the average terms on all business loans in bank portfolios.

49  The usefulness of this account is further diminished by its “residual” nature – that is, many of 
the estimates are derived from the subtraction of other accounts from the total. The result is that 
larger than average estimates are observed for several items in the accounts after revision of the 
estimates.
50  The Federal Reserve Board generally conducts the survey quarterly, timing it so that results are 
available for the January, May, August, and November meetings of the Federal Open Market 
Committee. The Federal Reserve occasionally conducts one or two additional surveys during the 
year – for example, in 1998 and 2001.

http://www.federalreserve.gov/releases/
http://www.federalreserve.gov/boarddocs/surveys/
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The sample data are used to estimate the terms of loans extended during that 
week at all domestic commercial banks and all US branches and agencies of foreign 
banks. Information collected is reported by loan size (under $100,000, $100,000 to 
under $1 million, $1 million to under $10 million, and over $10 million) and by risk 
category of the loans.51 The variables provided in the statistical release include: 
maturity/repricing interval, risk category of loans; weighted-average effective loan 
rate (percent); total value of loans; average loan size; weighted-average maturity; 
and percent made under commitment, secured by collateral, subject to prepayment 
penalty, index based, etc.

The survey is the only source for information on the terms of bank loans to small 
firms (or small loans) by commercial banks in the USA. Since loan volumes are 
also estimated, it is tempting to attempt to compare the estimates with the loan 
estimates derived from the CRA reports. But as readers are cautioned, the estimates 
are not intended to measure total business loans in the banks’ portfolios.

For more information, see Federal Reserve Bulletin; Statistical Release E.2 of 
the Board of Governors of the Federal Reserve System and www.federalreserve.
gov/releases/.

12.5.4 � Bureau of the Census, Quarterly Financial Reports

The Census Bureau’s Quarterly Financial Reports provide the most up-to-date infor-
mation on the financial positions of US corporations.52 Based upon a sample survey, 
the QFR presents estimated statements of income and retained earnings, balance 
sheets, and related financial and operating ratios for manufacturing corporations 
with assets of $250,000 and over; and mining, wholesale trade, and retail trade cor-
porations with assets of $50 million and over. The statistical data are classified by 
industry and by asset size.53 The data collected are the basis for the Bureau of 
Economic Analysis’ quarterly estimates of economic activity in the USA. While 
estimates of financial activities for small manufacturing corporations continue to be 
provided in the report, information for small firms became less useful after 1985, 
when an effort to reduce reporting burden for small companies substantially reduced 
the sample size. Consequently, many variables for small manufacturing corporations 
were estimated, rather than collected quarterly. The data collection efforts have been 
transferred from the Federal Trade Commission to the Bureau of the Census.

51  Research staff at the Federal Reserve Board have usually been very receptive to suggestions 
about doing special tabulations on the database for use by the Small Business Administration.
52  The survey was conducted by Federal Trade Commission before 1984 when the Bureau of the 
Census took over the collection and publications of the database.
53  However, data are provided only on small manufacturing corporations with assets under $10 
million. Moreover, because of the small number of respondents in the survey with a shorter ques-
tionnaire, estimates were made for several variables in place of data collected.

http://www.federalreserve.gov/releases/
http://www.federalreserve.gov/releases/
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For more information, see US Department of Commerce, Bureau of the Census, 
Quarterly Financial Reports. (www.census.gov/csd/qfr/)

12.5.5 � NFIB Survey on Small Business Trends

In addition to the survey of credit, banks, and small business as discussed in the 
previous section, the NFIB Research Foundation conducts several other surveys. 
One survey that results in time-series statistics for current business conditions and 
business attitudes of small firms is the quarterly survey of small business activities 
and attitudes as reported in Small Business Economic Trends.54

The quarterly survey collects detailed information on members’ past business 
activities – sales, employment, etc., as well as their expectations of business condi-
tions in the immediate future. Questions about credit conditions include those on 
credit availability, interest rates paid, and whether financing is a factor in business-
related expectations and decisions.55 In general, the questions asked in the survey 
are subjective – for example, questions as to whether current conditions in business 
or investment are better or worse than in the past or whether certain conditions are 
expected to get better or worse in the future. Time periods referenced in the ques-
tions are not uniform, but most questions refer to the past or the next 3 months. 
(Source: www.nfib.org/research)

12.5.6 � National Venture Capital Association (NVCA)/Thomson 
Financial Venture Capital Yearbook www.pwcmoneytree.
com/moneytree/index.jsp

For a small number of emerging companies with fast growth potential, external equity 
capital plays a very critical role in financing their birth and growth. While private 
investment in dynamic ventures is very popular, very limited information is available 
about the magnitude of private equity investment. Only investment by formally orga-
nized institutions, venture capital funds, has been attempted since the mid-1970s.56

54  In fact, monthly surveys are conducted by NFIB with larger sample size for the end of the 
quarter months. The other two are: (1) Small Business Poll (special issues faced by small business) 
and (2) Survey of Small Business Problems and Priorities. Note that the Small Business Poll 
solicits information from a nationally representative sample of small firms (conducted by the 
Gallup Organization) rather than from the members of NFIB.
55  For an effort to test a possible relationship between these variables and small business economic 
conditions, see Joel Popkin and Company (July 2003).
56  SBA’s Small Business Investment Company program (SBIC) was initiated in 1963, providing a 
training ground for many promising venture capitalists.

http://www.census.gov/csd/qfr/
http://www.nfib.org/research
http://www.pwcmoneytree.com/moneytree/index.jsp
http://www.pwcmoneytree.com/moneytree/index.jsp
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Estimates of investment by private venture capital companies, financial 
intermediaries that accept private money for equity investment in fast growth 
companies, have been made and published in the Venture Capital Journal since 
mid-1970s.57 However, statistics were collected only from “independent” venture 
capital companies, mostly limited partnerships.58 What are missing were corpo-
rate-sponsored venture capital funds, which were very active during the 
IT-telecom and equity investment boom of late 1990s, and some public venture 
capital funds. Quarterly estimates are available by sector and by geographic loca-
tion (as made available in the Moneytree survey). Detailed information on the 
source of funds is available in the annual edition published by NVCA – including 
sources of capital commitments, records of exits through IPO and acquisitions, 
and fund performance.59

12.5.7 � Center for Venture Research, University of New 
Hampshire, Angel Capital

As discussed in the previous section, even less information is available for exter-
nal equity from informal investors – the angel investors.60 The market has devel-
oped significantly during the last half of the 1990s when equity investment were 
yielding high returns and with the emergence of a significant number of technol-
ogy entrepreneurs-turned-investors. As the market developed, more structured, 
“semi-formal” organizations were formed for angel investing – the formation of 
angel clubs.

Effort to estimate the flow of angel capital investment has been made by VRC 
at University of New Hampshire under the direction of Professor Jeff Sohl. It was 
estimated that informal investment amounted to $15.7 billion in 2002, about 50% 

57  Dr. Stanley Pratt was the prime mover of this database effort. The Venture Capital Journal kept 
track of the developments in the venture capital industry beginning in the mid-1970s. The com-
pany has since been acquired by Thomson Financial Co. and the data collection was performed 
by PriceWaterhouse-Cooper (in the MoneyTree project). The National Venture Capital 
Association co-sponsored this data collection effort and published the Venture Capital 
Yearbook.
58  The number of VC firms increased from 87 (in 1980) to 892 (in 2002) with VC capital under 
managed rose from $3 billion to $253 billion in 2002. See 2003 National Venture Capital 
Association Yearbook (2002 data) prepared by Thomson Venture Economics for NVCA.
59  See 2003 National Venture Capital…. Op.cit. See also, The MoneyTree Survey, a quarterly 
study of venture capital investment activity in the USA, a collaboration between 
PricewaterhouseCoopers, Thomson Venture Economics and the National Venture Capital 
Association (www.moneytree.com).
60  The angel investors invest in private businesses without the use of investment professionals such 
as partners and their associates in VC companies. They rely on informal networks and contacts for 
investment opportunities.

http://www.moneytree.com
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of the amount of $30 billion in 2001.61 Some 30,000 ventures received financing 
from angel clubs.

12.5.8 � Thomson Financial, Initial Public Offerings (IPOs)  
of Small Issuers

Finally, equity capital was provided to small firms from the public equity market. 
Only IPOs registered with US Securities Exchange Commission (SEC) are avail-
able.62 IPOs by venture capital-funded companies are also available. Offerings in 
the limited offering markets – Reg A offering, small business offerings, etc. – are 
not available when the SEC discontinues recording the filing information in digital 
format.63

12.6 �Conclusion

Researchers have come far in locating statistical information about small business 
financing activities. Comparing the statistical sources used in the discussions in 
the financing chapters of The State of Small Business reports of the early 1980s 
to those of the past several years, one realizes the significant progress made over 
the past 25 years. Availability of the Kauffman Firm Surveys, a panel database, 
provides great promise for many interesting researches on startup financing.  
However, data on financial conditions and the financing behaviors of small busi-
nesses are still very limited. Many aspects of small business financial research 
cannot be carried out because of the unavailability of data. For example, limited 
panel data are available on most small and growing firms for an examination of 
the life cycle patterns of small growing firms; limited information is available 
about the costs of financing and its impact on small firms during high interest-rate 
periods; little is available on the risk and profitability of small business lending 

61  See “The Angel Investor Market in 2002: Investment Activity and Growth Prospects” in www.
unh.edu/cvr/ Information was obtained through mail survey of managers of angel club/alliances 
and individual investors. Of 108 confirmed angel clubs, 45 surveys were returned, representing a 
response rate of 42%. The respondents represented a diverse set with respect to geographic loca-
tion and organizational structure and as such, the sample appears to adequately represent the dis-
bursement of angel activity in the USA.
62  See Table “Common Stocks Initial Public Offerings by All and Small Issuers” in “The State of 
Small Business – A Report of the President,” various years.
63  SEC used to public information on these offerings for presentation at the annual Small Business 
Capital formation Forum. See US Securities and Exchange Commission, Directorate of Economic 
and Policy Analysis, “Small Business financing Trends” various years.

http://www.unh.edu/cvr/
http://www.unh.edu/cvr/
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and investment, etc. Information is also lacking on many aspects of small busi-
ness equity financing, especially on the demand and supply of internal and exter-
nal equity. Finally, there is very limited information about the lending behavior 
of another major supplier of small business financing – finance companies. As an 
industry not subject to federal regulatory supervision, finance companies provide 
very limited information about the cost and the availability of credits supplied in 
different small business credit markets.

The situations could be in at least two ways: by continuing the effort to create 
new databases through more surveys and by expanding and/or revising existing 
database collection efforts. The Federal Reserve Board, the Bureau of Census, and 
the Kauffman Foundation are three major organizations with resources that are 
active in this effort.

Among actions that can be taken to improve existing databases, the following 
suggestions are made.

12.6.1 � Survey of Small Business Finances

More information on lenders, especially commercial banks, from administrative 
records such as call reports, etc., could be included in the public use database.64 In 
addition, questions on the uses of equity capital could be revised to obtain better 
information. Finally, an interim survey (between the comprehensive surveys) on the 
most recent financing activity could be initiated (using a shorter questionnaire) for 
more up-to-date developments in small business financing. This might help reduce 
the number of questions and the average interview time to improve the response 
rates of the comprehensive survey.

12.6.2 � Call Reports and CRA Data

One immediate item of interest to banking researchers is information on small 
business credit card activity. Banks that actively extend credit in the form of busi-
ness credit cards and that maintain separate accounting operations for these 
activities should be required to report the statistics separately from other C&I 
lending. Also, in the CRA report, one loan category, loans to small firms with 
receipts under $1 million, could be improved to make the data more useful. In 
fact, a small panel of data users could be organized by the financial regulatory 
agencies to review the two databases for possible improvements in data collection 
efforts.

64  The Federal Reserve Board should be able to design a data dissemination approach that can 
resolve the privacy issues in public use database.
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12.6.3 � Survey of Terms of Business Lending

As the only source of nationwide information of the terms of small business bor-
rowing from commercial banks, the Survey of Terms of Business Lending could be 
expanded in its coverage to make it more useful to study the costs and the pricing 
of small business borrowing/lending. Expanding the numbers of banks participat-
ing in the survey, either to include all the CRA reporting banks or to increase the 
sampled banks from around 300 to, for example, 450, would allow for better under-
standing of the pricing and competition in different local markets.

12.6.4 � Survey of Consumer Finances

More questions on intermingling of business and personal finances of business-
owning households would be most useful. The survey is already constrained by the 
lengthy interview time required. One solution would be to economize on questions 
that are less important to make space for additional questions. Adding supplemen-
tary surveys are another alternative. The SCF survey is also a cost-effective way to 
provide a national profile of private business investors – angel investors – through 
a supplemental interview on investment activities of angel investors in the USA.

12.6.5 � Finance Company Survey

The Federal Reserve’s survey of finance companies, which has been conducted 
every 5 years, should be expanded to obtain information on their lending to small 
firms.

Finally, administrative records in two government agencies – the Statistics of 
Income Division of the Internal Revenue Service (SOI/IRS) and the Securities and 
Exchange Commission (SEC) – should be better utilized. A concerted effort to 
explore the best ways to utilize tax return data collected by SOI/IRS as the source 
of small business financial information is urgently needed. The SOI office has the 
most comprehensive financial information on American businesses – sole propri-
etorships, partnership, and corporations. The Master Business Files and informa-
tion on business receipts and income have long been the basis of economic and 
business statistics of government statistical and research agencies such as the US 
Treasury, the Bureau of the Census, the US Department of Commerce’s Bureau of 
Economic Analysis, etc. In addition to providing benchmark statistics on small firm 
financial activities, a public use file of data on small business taxpayers would 
contribute much to small business financial research efforts in the USA. The SEC 
receives all the applications for public offerings (and limited public offerings) in the 
USA and has financial information on the most dynamic business groups in this 
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country. However, since the late 1980s, the SEC has stopped generating informa-
tion for public on applications for public offerings.
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