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Chapter 1
Introduction

Reason is, and only ought to be, the slave of the Passions.

David Hume

1.1 Motivation

The importance of online shopping has grown remarkably over the last decade.
In 2009, every West European spent on average e483 online and this amount is
expected to grow to e601 in 2014.1 In Germany, the number of online shoppers has
almost doubled since 2000, with 44% of all adults regularly buying products online
today. In Western Europe, online sales reached e68 billion in 2009 and Forrester
research forecast it will reach e114 billion by 2014 with a 11% compound annual
growth rate.

The ease of product information acquisition for online shopping is one of the
major drivers for the growth in the online retail business (Ariely 2000; Van den Poel
and Leunis 1999). With easier access to information, the total amount of information
considered in online shopping situations increases in comparison to traditional
shopping situations (e.g., Lohse and Johnson 1996). Besides ease of information
acquisition, three other factors may also account for the fact that customers consider
an increased amount of information. In the first place, online shoppers rely solely
on product information provided on websites and cannot experience the product
physically or profit from a personal sales talk. For that reason, they may consider
the provided information more intensely and in higher volume. In the second place,
due to the anonymity in webstores, sellers do not know which customer needs which

1http://www.forrester.com/rb/Research/western european online retail forecast%2C 2009 to/q/
id/56543/t/2.

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 1, © Springer-Verlag Berlin Heidelberg 2012

1
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kind of information. Consequently, sellers tend to give a large amount of product
information per product (Ariely 2000; Donges et al. 2001). Finally, in addition to
a lot of information per product, the amount of products offered is large. That is
because a large variety in the assortment has been found to be the major criterion
to increase consumer satisfaction (Hoch et al. 1999), and, in online stores, products
can be profitably stocked, promoted and sold (Brynjolfsson et al. 2006; Hinz and
Eckert 2010).

The drawback of the large amount of information is that information overload can
become a serious threat. In many domains, such as organization science, marketing,
accounting, and management information systems, information overload has been
discussed for a long time (for an overview, see Eppler and Mengis 2004). These
studies have found that the performance of individuals (i.e., the quality of decisions)
increases only up to a certain point with the amount of information they receive.
Beyond this point, the performance of individuals will rapidly decline (Chewning
and Harrell 1990). Information overload can, for instance, have a negative effect
on the webstore’s sales, since it may prevent online consumers from making a
purchasing decision (White and Hoffrage 2009). Further consequences can be stress
or anxiety, low motivation, and a diminished decision quality (Eppler and Mengis
2004). This might be the reason why only 1–2% of online consumers who visit a
website end up making a purchase, and over 80% of web shoppers leave electronic
markets without even knowing what they want afterwards (Silverman et al. 2001;
Sismeiro and Bucklin 2004).

In order to prevent information overload, webstores face the challenge to provide
the right amount of information to every customer. If a store presents unnecessary
information, the customer’s ability to make accurate decisions is reduced, whereas,
if information is incomplete, customers have no solid basis on which to come to
a sound buying decision (Bettman et al. 1991; Jacoby et al. 1974; Malhorta 1982;
Scammon 1977). In addition, the right amount of information is customer-specific
and webstores usually do not know a priori the right amount and type of information
needed by a single customer (Ariely 2000).

In their meta-study, Eppler and Mengis (2004) argue, “IT and its use and misuse
are a major reason why information overload has become a critical issue” (p. 334).
Although – due to advances in IT – there is an abundance of information available,
it seems hard to get useful and relevant information when it is needed (Edmunds and
Morris 2000). Therefore, several authors advocate the use of intelligent information
management systems, such as decision support systems (DSS), that help decision
makers to deal with a large amount of information (Cook 1993; Edmunds and Morris
2000; Eppler and Mengis 2004). However, current DSS in the field of consumer
decision support still seem to lack an effective user support and do not satisfy users
(Song et al. 2007). Hence, the deficient function of current DSS and search software
has been made responsible for negative results for webstores (Silverman et al. 2001).
Consequently, the competitiveness in the web retailing market is compelling Web
retailers to further improve usability of their websites.
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The most common DSS for facilitating the consumers’ decision-making process
are interactive decision aids (IDA) (Wang and Benbasat 2009). In general, DSS
describe techniques that help decision makers to overcome cognitive deficits –
caused by information overload – and avoid systematic errors (Beach 1997). The
term interactive in IDA refers to the user’s possibility to access and exchange
information on demand, customize content, and receive and give real-time feedback
(Ariely 2000; Joseph et al. 1997; Zack 1993). IDA should help consumers to find
the right product with low effort by providing the appropriate information. Examples
of IDA are recommendation agents and interactive information management tools
(IIMT) (Gupta et al. 2009; Wang and Benbasat 2009; Xiao and Benbasat 2007).

Recommendation agents use question-and-answer dialogs to provide relevant
information or to make suggestions to the customer (Bettman and Zins 1979; Gupta
et al. 2009; Häubl and Trifts 2000; Qiu and Benbasat 2009; Todd and Benbasat
2000; Wang and Benbasat 2008; Wilkie 1975; Xiao and Benbasat 2007). In contrast,
IIMT are “tools which enable buyers to sort through and/or compare available
product alternatives” (Gupta et al. 2009, p. 163). IIMT leave the customers with
full control over their own information search.

In order to optimally support consumers with IDA, we have to take into account
how they process product information and how they make their purchase decision.
Usually, we assume that customers follow some kind of decision strategy when
choosing the preferred product. A decision strategy describes a decision maker’s
approach on how to select an alternative in a choice task. In the context of online
webstores, we define a choice task as the problem to choose one product out of
a finite set of products where each product is described by a number of attributes
(product features). There are many different decision strategies that can be used
in such choice tasks and both the characteristics of the decision makers as well
as situational factors can influence which strategy is applied (Payne et al. 1993).
While one consumer may make choices by choosing the product which is best on
the attribute which he or she considers to be most important, another may carefully
trade off the pros and cons of products (Adamowicz et al. 2008).

To the situational factors influencing decision-making behavior belongs the
choice task complexity. Choice task complexity describes how difficult consumers
arrive at decisions. It depends on several factors, such as the amount of product
information, the degree to which the decision maker has to trade-off product features
with each other, or how similar the products are to each other. Thus, with increasing
choice task complexity, the risk for information overload increases as there is not
only more product information but also the comparison of product information is
more difficult.

In sum, owing to all these facts concerning decision-making behavior, it becomes
plausible that only when decision processes are well understood, can we design IDA
which are adapted well to users, offer them the best possible support, lead to an
increased users’ satisfaction and thus, reduce the problem of information overload.
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1.2 Research Question and Contribution

Some researchers argue that approaches which address the information overload
problem should be interdisciplinary because many of the open research questions
in this field cross traditional disciplinary boundaries (Eppler and Mengis 2004). In
the present work, we follow this notion and take both a psychologically oriented,
behavioral perspective, as well as a design science, technological perspective to
adress our two research questions:

1. How does the complexity of a choice task influence decision-making behavior?
2. How can we consider knowledge about decision-making behavior for the design

of interactive information management tools?

As a consequence, the contribution of this dissertation is twofold. First, we con-
tribute to current theory on decision-making behavior with behavioral experiments
and, second, we develop a prototype of a decision support system which facilitates
the usage of various kinds of decision-making behavior.

Regarding the first research question, our first hypothesis is that decision makers
follow a two-stage decision process whose progression is influenced by choice task
complexity. Following other work, we suggest that in the first stage of a decision,
decision makers compare products across only few features and exclude inferior
products (Bettman and Park 1980; Gilbride and Allenby 2004, 2006; Luce et al.
1997; Olshavsky 1979; Payne 1976; Payne et al. 1988; Russo and Leclerc 1994;
Svenson 1979). If so, this behavior indicates the usage of rather simple strategies
which ignore certain product features. We suggest further that in the second stage,
decision makers evaluate all information of the remaining products in more detail.
Furthermore, instead of comparing products across certain features as postulated
for the first stage, in the second stage decision makers consider the complete
information of one product before proceeding to the next one. Thus, the decision-
making process is focused on whole products, rather than on the features of a
single product. With regard to the influence of complexity on the two-stage decision
process, we postulate that the more complex the choice task is, the more effort the
decision maker invests. We further argue that this results in a later switch from the
first to the second stage, in cases of high complexity.

Our second hypothesis does not focus on the decision process, but on the final
purchase decision. Following others, we suggest that the more complex the choice
task, the simpler strategies are applied (Bettman et al. 1991; Conlon et al. 2001;
Ford et al. 1989; Payne et al. 1992, 1993). While this notion has been studied for
a long time, we shed some light onto this field by analyzing the impact and the
interaction of different measures of complexity (amount of product information,
similarity and trade-offs) on the decision strategy applied. These different measures
of complexity are correlated with each other. We elaborate on these different
interactions of measures of complexity and their dependencies and we show how
optimization methods can be used to systematically manipulate the values of the
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different measures of complexity in an experiment despite their interdependencies.
Our approach is able to generate choice tasks with low vs. high levels of complexity
for different measures of complexity for all respondents individually by taking
into account their preferences and utility function. This controlled variation of
complexity allows for causal inference. Moreover, our approach is able to generate
choice tasks in a novel way that facilitates data analysis and reduces the number of
observations to be made. As optimization method, we apply a genetic algorithm,
which is a naturally-inspired optimization method from the field of artificial
intelligence.

The results from the two empirical studies which address the first research
question may be generalized to other contexts of multi-criteria decision making,
besides the considered purchase decisions. This is because the choice tasks in
the experiments have the same format as typical decision-making experiments
in the field of multi-criteria decision making. The products represent different
alternatives and the product features represent attributes by which the alternatives
are characterized.

To address the second research question, we consider existent knowledge from
decision-making literature as well as insights gained from tackling the first research
question. The goal is to develop a set of IIMT that lead to increased user satisfaction
and decreases the users’ effort. Furthermore, we examine whether offering only a
restricted set of decision aids influences the decision strategy chosen.

In order to reach this goal, we analyze which IIMT can support the application
of which decision strategies. We develop a theoretical framework which describes
the relationship between decision strategies and IIMT in detail. In the first step, we
break down different decision strategies into subprocesses and describe current as
well as new IIMT for supporting these subprocesses. This approach yields a close fit
between decision process and decision support system which should increase user
satisfaction and decrease effort. In the next step, we describe the process of decision
making with and without support of IIMT. By extending Payne et al.’s (1993) effort-
accuracy framework by the technological factor, IIMT, we then quantify the savings
with decision support. Finally, we implement an IIMT-prototype and evaluate the
theoretical framework, the usability of the IIMT as well as the achievement of the
two goals (user satisfaction and decreased effort) empirically.

This dissertation does not only contribute to current theory, but also implements
a prototype with high practical relevance. Hence, taking all the results from our own
prototype, our empirical studies and theories from current literature into account, we
are finally able to give recommendations for practitioners on which types of IIMT
they should offer in order to increase user satisfaction.

To sum up, besides the theoretical contribution to the field of decision making and
the influence of choice task complexity, the final product of this dissertation is an
IIMT-prototype which supports decision makers in multi-criteria choice tasks. We
call this prototype INTACMATO (INteractive inforMAtion MAnagement TOol).
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1.3 Method

Standard information systems research usually follows two different research
paradigms: behavioral science and design science (Nunamaker and Chen 1991;
Simon 1996). While in behavioral science, researchers describe, explain and
predict human and organizational behavior by developing and testing theories,
the design science approach creates innovative artifacts in a creative and goal-
oriented manner. Design science is a problem-solving approach, which belongs to
the engineering disciplines (Simon 1996). It is fundamental to information systems
since it creates, evaluates, and improves information technology (IT) artifacts. IT
artifacts can mainly be described in four ways: constructs (vocabulary and symbols),
models (abstractions and representations), methods (algorithms and practices), and
instantiations (implemented and prototype systems) (Hevner et al. 2004). They have
to be seen in an interdependent manner with humans and organizations, which –
in confluence with technology – form the realm of IS. According to Hevner et al.
(2004), the two paradigms must be seen to be interdependent, because they form a
complementary research cycle: new artifacts are designed based on current theory
(active part) which, themselves, regard the application and impact of innovative
artifacts (reactive part).

The particularity of our work is that we apply both methodical approaches
and therefore cover the whole research cycle of design and behavioral research
methods (see Fig. 1.1). We address the first research question of how complexity
influences decisions with behavioral science methods, such as laboratory and
on-line experiments. Hence, the current knowledge is not only screened in a
literature review, but new theoretical insights are also added to the knowledge base
by experimental behavioral science approaches. Consequently, the first part of the
present work represents part of the rigor-cycle. The knowledge is then incorporated
in the second part, where we build a new artifact: INTACMATO. The design of
the artifact is retrieved from theory on decision strategies and the influence of
complexity thereon. Furthermore, we follow guidelines taken from literature on how
to design IDA such that a structured engineering approach is guaranteed (build-
cycle). The newly built artefact is then evaluated with a behavioral science approach
in two qualitative and one quantitative experiment in the relevance-cycle. Moreover,
in the quantitative study, the interaction between humans and the new artifact is
observed in detail and new knowledge can be added to theory in the rigor-cycle.

Usually, in behavioral science, theories are developed and tested by applying
quantitative and qualitative methods, such as experiments, field studies, case
studies, and simulations. Hereby, the research rigor is ascertained by choosing the
appropriate data collection and data analysis methods. We extend current research
methodology in behavioral science by establishing computational intelligence
methods, specifically genetic algorithms, as a new method for the selection of
stimulus materials. In our second study, we use a genetic algorithm to systematically
manipulate choice tasks. This algorithm enables the customized generation of
choice tasks for all respondents. If choice tasks are designed such that a choice can
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Fig. 1.1 The interplay of behavioral and design science represented by the rigor-, relevance-, and
build-cycle

uniquely be explained by only one decision strategy, statements about the decision-
making behavior can be retrieved from the observations easily and unambiguously.
Furthermore, genetic algorithms facilitate the manipulation of variables describing
the complexity of the choice task. This helps when analyzing the influence of the
decision environment on the decision strategy. In other work, we have already shown
that in addition to supporting the design of experiments, methods from computa-
tional intelligence provide more possibilities for analyzing data than ordinary testing
of statistical hypotheses (Pfeiffer et al. 2009a). They are able to disclose new data
patterns illuminating the observed behavior. However, in this dissertation, we only
focus on the design of experiments. In this way, new strategies for describing the
observed behavior can be explored.

Instead of developing and justifying a theory, in design science, the focus lies
on the creative act of building an artifact and evaluating the latter with respect
to its business need. In the different stages of this process, we use a variety of
methods. While for evaluation, similar methods as for theory justification can be
used, it seems harder to find appropriate research methods for creating an innovative
artifact. In order to still assure the quality and rigor of a design science approach,
Hevner et al. (2004) provide several guidelines which we also apply in our work,
see Table 1.1. As Hevner et al. (2004) argue along with researchers in the behavioral
science (Applegate 1999), “it is possible and necessary for all IS research paradigms
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Table 1.1 Guideline for the design-science approach by Hevner et al. (2004, p. 83)

Guideline Description

1. Design as an artifact Design-science research must produce a viable artifact in form
of a construct, a model, a method, or an instantiation.

2. Problem relevance The objective of design-science research is to develop
technology-based solutions to important and relevant
business problems.

3. Design evaluation The utility, quality, and efficacy of a design artifact must be
rigorously demonstrated via well-executed evaluation
methods.

4. Research contributions Effective design-science research must provide clear and
verifiable contributions in the areas of the design artifact,
design foundations and/or design methodologies.

5. Research rigor Design-science research relies upon the application of rigorous
methods in both the construction and evaluation of the
design artifact.

6. Design as a search process The search for an effective artifact requires utilizing available
means to reach desired ends while satisfying laws in the
problem environment.

7. Communication of research Design-science research must be presented effectively both to
technology-oriented as well as management-oriented
audiences.

to be both rigorous and relevant” (p. 88). In the following paragraphs, the methodical
approach of this dissertation is further explained along these seven guidelines.

1. The first guideline is ensured by developing an IIMT-prototype. This artifact
supports decision makers when comparing and evaluating alternatives.

2. The systematic design of IIMT is of high relevance for all kinds of non-risky
multi-criteria decision making with complete information on alternatives. In the
present work, we concentrate on purchase decisions on e-commere websites but
the same artifact could, for instance, be used for strategic management decisions.

3. Four different evaluation phases alternate with creation phases, so there are
several feedback loops which focus on different criteria. In a first phase, in a
review of current IIMT in the Internet and in the literature, it is assured that
there is a lack of current consumer decision support in research and practice.
Then, in a laboratory experiment, current approaches of IDA are compared to
determine potential directions for new IDA. These first two evaluation phases
ensure the relevance of the new artifact. In the third and fourth evaluation
phase, the prototype is evaluated with a focus on research rigor. In the third
phase, which is a qualitative evaluation phase including brainstorming and think-
aloud approaches, the first version of the prototype is evaluated. Finally, in the
fourth phase, we conduct a laboratory experiment with 120 students to validate
utility, quality and efficacy of the new prototype and to validate our theoretical
framework.

4. The research contribution of the present work is the design methodology and
the application itself. In terms of the methodology, we test the feasibility of
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systematically designing and implementing IIMT which are needed to closely
assist various kinds of decision-making behavior. In terms of the design artifact,
we develop a set of IIMT which assist the decision makers in choice decisions.
The influence of the artifact on decision-making behavior can then be analyzed
and the knowledge thus acquired can supplement the research field of decision
making.

5. The fifth guideline aims at high research rigor. We ensure this guideline by
several means. First, the ideas for the artifact are based on a detailed literature
review and own empirical results. Therefore, we ensure a profound knowledge
of the requirements of the artifact, namely how to support the “natural” decision-
making process. We describe in detail the decision-making process by breaking
it down into steps. From these steps, we retrieve the IIMT needed to support
decision making. The advantage of this approach is the high degree of com-
prehensibility. Second, we extend a current theoretical framework for measuring
decision effort in case of IIMT support. We analyze in detail the effort of different
kinds of decision strategies with and without IIMT support and are thus able
to quantify the saving of effort with the proposed artifact. Third, in the three
empirical studies throughout the design process we repeatedly ensure research
rigor by carefully designing the studies according to standards of psychological
research.

6. As Hevner et al. (2004) point out, “design is essentially a search process to
discover an effective solution to a problem” (p. 8). However, effectiveness, or
optimality, is hard to reach, in particular if the problem and the environment
cannot fully be specified, for instance mathematically. This is the case for our
problem of optimal decision support for decision makers. Therefore, we follow
Simon’s suggestion to find one satisfactory approach which fits well to the given
problem environment (Simon 1996). The satisfaction of the artifact is ensured in
a lab experiment by the satisfaction consumers experience when using the new
artifact.

7. Concerning the seventh guideline, presentations in the computer science commu-
nity, the IS community, and the management community already have ensured
the communication to different research groups (Pfeiffer et al. 2009b; Pfeiffer
2010). Based on this work, several journal publications are planned. Besides
that, while you are reading the present work, you are already part of the ongoing
communication process to the research community and/or management-oriented
audience – depending on your professional background.

1.4 Structure

The structure of the present work follows our two main contributions and is
henceforth divided into two large parts. In the first part, we provide the fundamentals
on decision-making behavior (Chap. 2) and contribute to existing theory by studying
the influence of complexity on decision-making behavior in two empirical studies
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(Chaps. 3 and 4). In the second part, we apply this theory to the development of
a new DSS – an IIMT-prototype (Chaps. 5–8). Finally, we summarize the major
contributions of the present work and describe its implications, particularly for the
management-oriented audience.

Proceeding this chapter, which has motivated the two research questions and
discussed the methodology of the present work, we describe the fundamentals on
decision-making behavior in Chap. 2. Since research on decision-making behavior
is manifold, we refer to only those aspects which are relevant for the present
work. We start with defining choice tasks and decision strategies in detail because
they are the central elements of the present work. Specifically, we point out that
characteristics of choice tasks, such as its complexity, can influence which decision
strategy people apply. In order to be able to study this relationship between choice
task characteristics and decision strategies, we point out approaches for empirically
analyzing decision-making behavior in Sect. 2.3. We distinguish between outcome-
based approaches that analyze final choices, and process-tracing approaches that
analyze the decision process. Afterwards, in Sect. 2.4, we discuss the choice task
characteristic (i.e., complexity) which is central to the first part of the present
work. We distinguish between task-based and context-based complexity, which
we both address in the empirical studies throughout the rest of our work. The
main contribution of that section is a detailed literature overview about measures
of complexity and current research deficits. The identified deficits motivate the
following empirical studies.

In Chap. 3, we empirically study the influence of context-based complexity on
decision processes.2 In this study, our concern is it to both measure context-based
complexity and the decision process as accurately as possible. To this end, we
measure each subject’s preferences individually with two advanced techniques from
marketing research, rather than relying on less precise estimates of preferences.
Furthermore, we use eye tracking methodology to trace the decision processes
precisely. With eye tracking, we are able to distinguish between alternative-wise
and attribute-wise information acquisition. An alternative-wise search describes
a decision process where the decision maker first evaluates a given alternative
completely and then proceeds to the next one. An attribute-wise search, in contrary,
assumes the decision maker to compare alternatives across attributes, such as price.
Our results show that low context-based complexity leads to less information
acquisition and more alternative-wise search. Moreover, people search information
attribute-wise in the first stage of the decision process, then eliminate alternatives,
and search alternative-wise in the last stage. We also found evidence that in
situations of low context-based complexity, people switch earlier to alternative-wise
processing. In essence, our findings suggest that people not only select decision
strategies from an adaptive toolbox (Gigerenzer and Selten 2001) but that they also
switch between different strategies in situations of varying complexity.

2The experimental study was jointly carried out by Martin Meißner (University of Bielefeld),
Eduard Brandstätter (University Linz), and René Riedl (University of Linz).
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In Chap. 4, our contribution is twofold. First, we again study the influence of
complexity on decision-making behavior.3 Unlike the preceding chapter, we study
not only context-based complexity, but also task-based complexity as well as the
interaction of different complexity measures. Furthermore, we do not observe the
decision process, but analyze decision-making behavior based on the respondents’
final choice. Besides contributing to theory onto complexity of choice tasks and
decision-making behavior, our second contribution is to the field of optimal design
of experimental stimuli. Specifically, we show how to use an optimization algorithm
to design choice tasks. The proposed algorithm is able to simplify the analysis of
choice tasks, create choice tasks with a certain level of complexity, and minimize
the effects of estimation error on the generated choice tasks. In correspondence
with Chap. 3, we again find a large influence of context-based complexity as well
as interaction effects between some context-based measures of complexity, which
we were able to study due to the optimal design of experiments. We also find that
respondents exhibit sufficient propensities in their decision-making behavior that
we can cluster them according to the applied decision strategy.

In Chaps. 2–4, we address our first research question, which deals with the
influence of complexity of choice tasks on decision-making behavior. In the second
part, we incorporate the gained knowledge into the design of IDA, and in particular
IIMT.

In Chap. 5, we define IDA and distinguish between recommendation systems
with IIMT. We find a lack of research on IIMT. A lack is also present in the Internet:
a descriptive study on 100 websites reveals that only a limited number of IIMT are
offered. Moreover, in an empirical study, we compare recommendation agents as
one kind of recommendation system and IIMT. The results show that our sample
of participants prefers IIMT to recommendation agents. Thus, both the lack of
research, the lack of IIMT on current webstores, as well as people’s preference for
IIMT, motivates us to examining IIMT in detail in the next chapters.

Since there is only little research on IIMT, we assume that the main reason for
the lack of IIMT in the Internet is that online sellers do not know which IIMT they
should offer and what they should exactly look like. Hence, in Chap. 6, we address
these two aspects. We review literature on IDA in the field of human interaction
and discuss several drawbacks of current approaches as well as the resulting
requirements for the design of new IIMT. Moreover, we describe the typically-
observed decision-making process by breaking it down into steps. These steps
indicate which IIMT would offer appropriate decision support. Based on these
findings, we implement an IIMT-prototype, called INTACMATO, in an iterative
approach where two qualitative usability studies and implementation phases alter-
nate. This prototype is evaluated, first from a theoretical perspective and then in an
empirical study, in the following two chapters.

3The experimental study was conducted in cooperation with Dejan Duzevik (Icosystem Corpora-
tion, consulting agency, USA), and Koichi Yamamoto (Dentsu Incorporated, advertising agency,
Japan).



12 1 Introduction

In Chap. 7, we analyze to what extent INTACMATO meets the requirement of
low effort which has been specified in the previous chapter. We take an existing
effort-accuracy model, extend and adapt it to INTACMATO and show analytically
the savings of effort achieved. The results reveal that INTACMATO is able to
reduce effort for all different kinds of decision strategies which we could find in
the literature. The main contribution of this chapter is a new way of quantifying
both mental and system effort for all different kinds of decision strategies.

The main purpose of the empirical study which we present in Chap. 8 is to
evaluate INTACMATO empirically. The evaluation criteria are: perceived ease of
use (effort), perceived usefulness, shopping enjoyment, confidence, and satisfaction.
The results show that – compared to a control group of more than 30 students
who just saw a product-comparison matrix without any IIMTs – the webstore with
INTACMATO was evaluated more positively on all five evaluation criteria.

In the final Chap. 9, we summarize the most important results and draw con-
clusions. We have pointed out before that besides rigor, we intend to create also
relevant research. That is why, as one part of the conclusions, we discuss in detail
some practical implications of our work and give recommendations for practitioners
on the design of webstores.



Part I
Analysis of Decision-Making Behavior



Chapter 2
Fundamentals on Decision-Making Behavior

This introductory chapter describes the fundamentals for later analysis, modeling
and discussion of choice tasks and behavior. Figure 2.1 depicts the basic elements
of the choice process which are relevant for the present work. On the left hand side,
we see the general problem the decision makers are faced with: the choice task.
Generally speaking, a choice task defines the problem of choosing the preferred
out of a discrete and finite set of alternatives. The decision makers’ preferences
determine what the preferred alternative is. Thus, in Sect. 2.1, we define both choice
tasks and preferences.

In recent decades, a large stream of research has shown empirically that choice
behavior is contingent on the characteristics of both choice tasks and the decision
makers (Einhorn and Hogarth 1981; Gigerenzer and Selten 2001; Payne et al. 1993).
Following this body of literature, we assume that decision makers have a number of
decision strategies in their mind and apply them contingent upon such factors such
as the complexity of the choice task, which describes how difficult a choice task is
for a decision maker (Payne et al. 1993). Hence, in Sect. 2.2, we provide a review of
the different decision strategies which have been described in the literature so far.

In the subsequent Sect. 2.3, we then allude to different methods how researchers
can observe and measure the decision process and determine the decision strategies
which best explain the observed behavior and the final choice.

Finally, we provide a detailed literature review on different measures of com-
plexity and the influence of complexity on decision-making behavior in Sect. 2.4.

2.1 Choice Tasks and Preferences

Choice tasks belong to the class of preferential decision problems. Preferential
decision problems are characterized by the information elements which are given to
the decision maker and by the goal statement of the decision (Payne et al. 1993).
Concerning the information elements, preferential decision problems consist of
three different components: (1) a number of alternatives, (2) events or contingencies

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 2, © Springer-Verlag Berlin Heidelberg 2012
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Fig. 2.1 The choice process with its central elements discussed in this chapter

that relate actions to outcomes and the probabilities for these events, and (3) values
associated with outcomes (Payne et al. 1993, p. 20). Some information elements
might be unknown. For instance, some alternatives might not be given but have
to be generated by some optimization algorithm (Gettys et al. 1987; Keller and
Ho 1988). The goal statement describes the outcome of the decision. Either the
decision makers (1) select the most attractive alternative, or they (2) rank order
the alternatives according to their attractiveness, or (3) they give a numerical value
representing the attractiveness of every separate alternative.

In the present work, we focus on preferential decision problems in the context of
purchase decisions. Following others, we refer to them as choice tasks (Bettman and
Zins 1979). We define choice tasks as preferential decision problems with a limited
number of alternatives where all information elements are known and there are no
uncertainties. Thus, we do not deal with probabilities of events but assume that the
outcome of alternatives is known. Furthermore, the goal of a choice task is to select
the most attractive alternative, e.g., the product the consumer likes to purchase.

More formally, a choice task is a multi-alternative multi-attribute problem, which
consists of n alternatives altj ; j D 1; : : : ; n; n � 2 which are described by aij

attribute levels, one for each of the m attributes, attri ; i D 1; : : : ; m (Harte and
Koele 2001; Keeney and Raiffa 1993). Attribute levels are concrete occurrences
of the attributes, where each attribute can have a different number of possible
occurrences jAi j. As an example, imagine a set of different cell phones (alternatives)
which are described across different attributes, such as price, brand, and battery
runtime. Each cell phone is specified by the three attribute levels it takes for each
of the three attributes, such as e100, Samsung, and 48 h battery runtime for cell
phone A or e150, Nokia, and 60 h battery runtime for cell phone B. For example, if
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Table 2.1 Example of a product-comparison matrix with two alternatives and three attributes

Attribute Cell phone A Cell phone B

Price 100 150
Brand Samsung Nokia
Battery runtime 48 h 60 h

there are 10 different brands available, jAbrandj would be equal to 10, as the attribute
brand can take 10 possible levels. We assume that each alternative is described by
the same attributes.

Typically, in the context of purchase decisions, choice tasks are displayed in form
of product-comparison matrices (Häubl and Trifts 2000). A product-comparison
matrix displays each alternative in a column. An example of such a product-
comparison matrix is given in Table 2.1.

The space of attribute levels differs with respect to scales and ranges, which
makes it hard to compare and trade-off alternatives against each other; e.g., while the
price is measured as a ratio level in a currency, the color is described by words and
induces only a nominal scale.1 We assume that decision makers have preferences
over attribute levels. These preferences can have a simple ordinal form “yellow is
preferred over red”. Sometimes, it is further assumed that decision makers assign
so-called attribute values to attribute levels (Eisenfuhr and Weber 2002). These
attribute values reflect the degree of attractiveness the decision maker assigns to
the attribute level. Each decision maker hence has m value functions, vi , that assign
attribute values to all available attribute levels, vi .aij/. Typical examples of value
functions are displayed in Fig. 2.2. In this figure, vprice is a decreasing function, as
the highest attribute value is assigned to the lowest price. However, value functions
do not have to be monotonic, as is often the case for the attribute size. The figure
shows an example, where the decision maker prefers a medium sized product to
small or large ones. Finally, the right figures shows an example of the attribute color,
which has nominal attribute levels.

2.2 Decision Strategies

“The aim of research on multi-attribute evaluation processes is to describe the
process taking place between the presentation of the information and the final eval-
uation” (Harte and Koele 2001, p. 30). Many researchers have formalized common
operations which describe people’s decision-making behavior and inferred decision
strategies which describe the process of acquiring, evaluating, and comparing
information elements of choice tasks (Beach 1990; Hogarth 1987; Payne et al.

1Nominal scales use mere labels; ordinal scales indicate a relative position (e.g., graduations);
interval scales indicate the magnitude of differences without a fixed zero point (degree Celsius),
and ratio scales indicate the magnitude of differences and fix a zero point (e.g., size, price).
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Fig. 2.2 Three examples of value functions

1993; Russo and Dosher 1983; Tversky 1969, 1972). Generally speaking, a decision
strategy is defined as “a sequence of operations used to transform an initial stage of
knowledge into a final goal state of knowledge in which the decision maker feels that
the decision problem is solved” (Payne et al. 1992, p. 109). In our context, a decision
strategy describes the process which decision makers follow when choosing an
alternative in a choice task.

This section reviews decision strategies in detail, as they are the state-of-the-
art for describing consumer purchase behavior. Yet, to gain a deep understanding
of the common elements of and differences between decision strategies, we start
by pointing out decision strategy characteristics which we retrieved from another
literature review (e.g., Payne et al. 1993; Riedl et al. 2008).

2.2.1 Characteristics

2.2.1.1 Compensatory Versus Non-Compensatory

Decision strategies consist of compensatory and non-compensatory strategies. In
compensatory strategies, a low value of an attribute of a product can be compensated
by a high value on a different attribute. A typical statement of a consumer applying
a compensatory strategy would be “I would prefer a cell with integrated navigation
system, but not if I have to pay too much extra for that”. Thus, compensatory
strategies allow for trade-offs among attributes. In contrast, non-compensatory
strategies do not allow attribute values on one attribute to compensate for low values
on another attribute. An example for a non-compensatory strategy is “I choose the
cheapest product.”

2.2.1.2 Attribute Weights

Attribute weights, wi , reflect how important each attribute is. Hence, they express
how much each attribute influences a decision. For a decision maker with a high
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weight for price, for instance, the product price is a very important attribute. While
some strategies involve an explicit weighting of attributes and thus assume a ratio
scale on their values, others require an ordinal scale, assume equal importance of all
attributes, or assume no order at all.

2.2.1.3 Attribute-Wise Versus Alternative-Wise Processing

A strategy can induce an attribute-wise or an alternative-wise comparison. Attribute-
wise behavior describes a decision maker who picks one attribute, compares
its attribute levels across all alternatives, and then moves to the next attribute.
Comparing all products first regarding their color and then regarding their price
is an example of attribute-wise processing. Alternative-wise strategies, by contrast,
assume the decision maker to sequentially evaluate alternatives regarding all or at
least several of their attribute levels.

2.2.1.4 Pairwise Comparison

Some strategies compare alternatives sequentially in pairs. Usually they eliminate
the weaker alternative of that pair and keep the stronger alternative for forming a
new pair.

2.2.1.5 Aspiration Levels

In some strategies, attribute levels are compared to aspiration levels. Aspiration
levels (or cutoff-values) can be interpreted as thresholds or acceptable levels.
Formally, for each attribute level, aij, we can assign whether the aspiration level is
violated, asp.aij/ D 1, or not asp.aij/ D 0. Dependent on the strategy, an alternative
is either immediately excluded from further consideration once an aspiration level is
not met or this attribute level is marked to be negative. An example of an aspiration
level would be a maximum price we are at most willing to pay for a product.

2.2.1.6 Consistency Across Attributes/Alternatives

A consistent decision strategy evaluates the same number of attribute levels per
attribute/alternative. For an inconsistent strategy, the number of attribute levels
which is considered per attribute/alternative varies.

2.2.1.7 Complete Versus Selective

A complete decision strategy considers all attribute levels. Therefore, each complete
decision strategy is by definition consistent. A selective strategy leaves out certain
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attribute levels from consideration. This can be done in a consistent way (leaving out
the same amount of attribute levels per alternative/attribute), or in an inconsistent
way.

2.2.1.8 Elimination of Alternatives

Some decision strategies eliminate alternatives to narrow down the choice task until
only the preferred alternative is left.

2.2.1.9 Qualitative Versus Quantitative Reasoning

Decision strategies can be distinguished by the way they evaluate attribute levels.
Quantitative strategies require counting, adding, or multiplying, while qualitative
ones evaluate by simply comparing attribute levels or values with one another.

2.2.1.10 Screening Versus Choice

This characteristic describes a tendency rather than a strict characteristic. Decision
strategies differ in their goal to either narrow down a larger set of alternatives quickly
in the screening process, or to choose one out of a small set of alternatives. The
result of the screening phase is the consideration set which consists of only a few
alternatives which the decision makers prefer most. Some of the strategies are more
capable of building a consideration set than leading to a final choice. Although very
similar at first glance, this characteristic is different to elimination of alternatives.
While all screening decision strategies eliminate alternatives, choice decision
strategies can either further eliminate alternatives or just choose an alternative out
of the whole consideration set without explicit elimination of inferior ones.

2.2.2 Types

In the following paragraphs, we describe different strategies in detail. By means of
an analysis of the literature, we have identified fifteen decision strategies. Therefore,
our summary extends current overviews (Payne et al. 1993; Riedl et al. 2008).
Moreover, in contrast to current overviews, we aim at a more formal description.

Table A.1 in the appendix lists all strategies, the main literature sources, as well
as alternative name conventions of the strategies. In addition, Fig. A.1 gives an
overview of the different strategies and their characteristics.

1. EQW (Equal Weight Heuristic): Decision makers select the alternative with
highest utility, (maxj D1;:::;nŒu.altj / D Pm

iD1 vi .aij/� ). Each attribute is assumed
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to be of equal importance to decision makers. Thus, the utility of an alternative
is defined as the sum of all attribute values.

2. WADD (Weighted Additive Rule): The normative rule in the decision making
literature. It assumes that a decision maker computes a utility for each alternative.
WADD defines the utility function as the sum of the weighted attribute values
(maxj D1;:::;nŒu.altj / D Pm

iD1 wi vi .aij/�).
3. ADD(Additive Difference Strategy): When using this strategy, a decision

maker iteratively performs pairwise comparisons of alternatives until only
one candidate is left. The decision maker computes the utility difference
between two alternatives as diff .altk; altl / D Pm

iD1 wi Œvi .aik/ � vi .ail/�. If
diff .altk; altl / > 0 , altl is eliminated and altk is compared to the next alternative.
If diff .altk; altl / < 0, altk is eliminated.

4. MCD (Majority of Confirming Dimensions Heuristic): Analogous to ADD,
a decision maker compares alternatives pairwise. In contrast to ADD, how-
ever, decision makers do not assign utility values, rather they decide whether
they prefer aik over ail. The difference of two alternatives is computed as:
diff .altk; altl / D Pm

iD1 D.aik; ail/, where D.aik; ail/ D 1 if vi .aik/ > vi .ail/,
D.aik ; ail/ D �1 if vi .aik/ < vi .ail/, and 0 otherwise.

5. FRQ (Frequency of Good and/or Bad Features Heuristic): The decision
maker distinguishes between good, neutral, and bad attribute values. For this
purpose, frq.aij/ D 1 if aij has a desired attribute level, frq.aij/ D 0 if the
attribute level of aij has no influence on the decision maker’s choice decision,
and frq.aij/ D �1 if the attribute level of aij is not attractive for the decision
maker. The literature describes three variants of FRQ. A decision maker can
choose the alternative (a) with the highest number of good attribute levels, (b)
with the lowest number of bad attribute levels, or (c) a decision maker could
consider both good and bad attribute levels (maxj D1;:::;nŒ

Pm
iD1 frq.aij/�).

6. COM (Compatibility Test): An alternative altj is eliminated if its attribute
values violate the corresponding aspiration levels more than k times, where k

is specified by the decision maker:
Pm

iD1 asp.aij/ > k.
7. CONJ (Conjunctive Strategy): A decision maker removes an alternative altj if

at least one of its attribute values violates an aspiration level:
Pm

iD1 asp.aij/ � 1.
8. SAT (Satisficing Heuristic): Decision makers sequentially consider alternatives

in the order in which they occur in the choice task. They select the first
alternative where all attribute levels are above the corresponding aspiration levels
(8i asp.aij/ D 0). In contrast to CONJ, which assumes the decision makers to
evaluate every alternative, SAT stops as soon as one alternative which meets all
aspiration levels is identified.

9. SATC (Satisficing-Plus Strategy): A variant of SAT. Decision makers consider
only m� attributes. They select the alternative where all m� attribute levels are
above the corresponding aspiration levels.

10. DIS (Disjunctive Strategy): The decision makers remove an alternative altj if
all of its attribute values violate an aspiration level:Pm

iD1 asp.aij/ D m.
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11. DOM (Dominance Strategy): A decision maker chooses the alternative that
dominates all other alternatives. An alternative altk dominates altl if all attribute
levels are at least as good and at least one attribute level is better :8i vi .aik/ �
vi .ail/^9i vi .aik/ > vi .ail/. If no alternative dominates all other alternatives, the
decision maker chooses no alternative.

12. MAJ (Simple Majority Decision Rule): Same as DOM – but the decision maker
always chooses an alternative. The decision maker chooses the alternative whose
attribute levels are best on the highest number of attributes.

13. EBA (Elimination by Aspect Strategy): Decision makers sort the attributes
attri according to their weight wi . Starting with the attribute with the highest
weight, they iteratively remove alternatives altj if the value of the i th attribute
does not meet the aspiration level (asp.aij/ D 1). The strategy stops if there is
only one alternative left or all attributes are considered. In the original version,
EBA considers attributes not deterministically but probabilistically according to
attribute weights (Tversky 1972).

14. LEX (Lexicographic Heuristic): Decision makers consider the attribute attrh

with the highest attribute weight and select the alternative altj whose attribute
value has the highest value: maxj D1;:::;nvh.ahj/. If this returns more than one
alternative, they iteratively compare the remaining alternative across the next
most important attribute until there is only one alternative left.

15. LED (Minimum Difference Lexicographic Rule): This rule selects an alterna-
tive analogous to LEX, but two attribute values aij and aik are considered to be
equal if vi .aij/ � vi .aik/ < �i , where �i is the threshold above which a decision
maker notices a difference between two attribute values (Luce 1956; Tversky
1969).

2.3 Measuring Decision-Making Behavior

We aim at explaining and understanding observed decision-making behavior and
hence follow a descriptive approach. There are basically two descriptive research
paradigms for studying choice behavior. The outcome-based approach fits the
mathematical models of the relation between attribute values and evaluations of
alternatives (Harte and Koele 2001; Rieskamp and Hoffrage 1999). Structural mod-
eling and comparative model fitting are the two representatives of this paradigm.
The second research paradigm is process-oriented and focuses on the sequence of
information acquisition and evaluation steps. Representatives of process tracing
techniques are verbal protocols, Mouselab, and eye tracking which record the
attribute levels observed, the length of observation time as well as the sequence
in which they are looked at (Einhorn and Hogarth 1981).
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2.3.1 Outcome-Based Approach

2.3.1.1 Structural Modeling

Structural modeling assumes that decision makers maximize their utility. The
structural modeling approach then predominantly uses regression analysis to find
the parameters which achieve the best fit given the assigned values or the final choice
and a predefined utility model (Brehmer 1994). Usually, the assumed utility model
is the weighted additive rule (WADD, Sect. 2.2.2), which is fitted to the data by
linear regression. WADD is a very robust model and currently provides the best
fit compared to competing utility models (Dawes and Corrigan 1974; Dawes 1979;
Harte and Koele 2001).

Since the full range of decision strategies is not covered and only parameters
of utility maximizing models are estimated, researchers try to approximate non-
compensatory decision making from the parameters (Swait and Adamowicz 2001).
If, for instance, one attribute has a much higher weight than others, one could infer
that this attribute predominantly determines the decision, speaking in favor of a non-
compensatory strategy.

The basic assumption of structural modeling approaches is that the overall utility
value u.altj / of an alternative j can be decomposed into two additively separable
parts, (1) a deterministic component d.altj /, and (2) a stochastic component – the
error term �j – representing, for instance, unobserved attributes affecting choice:
u.altj / D d.altj / C �j . The deterministic component d.altj / is assumed to have an
additively separable linear form. Given m attributes with each jAi j possible attribute
levels it can be written as

d.altj / D
mX

iD1

jAi jX

kD1

ˇikXjik (2.1)

where Xjik is a binary variable indicating whether the alternative j contains the
occurrence k of attribute i . ˇik is the part-worth utility of occurrence k of attri . The
part-worth utility reflects with which value each occurrence contributes to the utility
of an alternative. In case of WADD, which assumes the weighted linear additive
utility function, for instance, if the occurrence k is included in altj , Xj ik D 1, ˇik D
wi vi .aij/. In case of EQW, it would be ˇik D vi .aij/. The part-worth utilities for each
respondent can be estimated via a Multinominal Logit model or a Hierarchal Bayes
approach (Lenk et al. 1996).

The range of part-worths for an attribute i can be used to evaluate the importance
of this attribute (Verlegh et al. 2002). If, for instance, the part-worths for price have
a high range, this indicates that prices might be very important to the individual.
While, if part-worths of, for instance, color, differ only slightly for the different
colors, this might indicate that the individual does not care much about color. Hence,
we can compute attribute weights from part-worths and

Pm
iD1

PjAi j
kD1 ˇikXjik DPm

iD1

Pn
j D1 wi vi .aij/.
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Although WADD explains large portions of the final decisions, many researchers
have examined that WADD is remote from describing the actual decision process.
First, WADD assumes no interaction among attribute values. This means that
attribute values contribute to the utility of an alternative independently from other
attribute values of the same or other alternatives. Yet people report that their value
functions depend on what other alternatives are available (Ford et al. 1989; Payne
1976). Second, weighting and summing up the attribute values of all alternatives
does not describe the actual process decision makers follow (Maule and Svenson
1993). This loose link between the assumed utility model and the observed behavior
is the main problem of structural modeling approaches. Bröder and Schiffer (2003a)
argue that structural modeling approaches can only reveal information about the
process “in case there is a clear formal link between theoretical descriptions of
these processes and the expectations about decision outcomes” (p. 195). They point
out that using regression to estimate, for instance, the WADD strategy is lacking
this formal link. Consequently, WADD is less a model to describe human decision
making but rather a kind of a general-purpose analytical tool to make general
conclusions. For further discussion on structural modeling and a description of the
analysis of variance as another method for fitting mathematical models, see Harte
and Koele (2001).

2.3.1.2 Comparative Model Fitting

Bröder and Schiffer (2003a) recently introduced the term comparative model fitting
for an approach which gains increasing interest. In comparative model fitting,
several models compete for the best explanatory power for a given data set (Dhami
and Ayton 2001; Garcia-Retamero et al. 2007; Gilbride and Allenby 2004; Hoffrage
et al. 2000). Parameters of the competing models are defined a priori including
appropriate error models, and maximum likelihood methods are used to compare
final choices with the predictions of the models (Glöckner 2009). Thus, in contrast
to structural modeling approaches, different decision strategies and not just a utility-
maximizing strategy are assumed. Furthermore, the final choice is sufficient for
comparing the explanatory power of competing models.

Bröder and Schiffer (2003a), for instance, use a Bayesian method to assess
whether a simplified variant of LEX, EQW, or WADD provide the best likelihood
function for explaining observed decision-making behavior. If for an observed
decision, the likelihood of one strategy exceeds the likelihood of the other two, it
is classified accordingly. Furthermore, the authors assume that respondents make
errors when applying one or the other strategy and they incorporate a uniform
distribution for modeling this error.

Recently, also other researchers have developed approaches for identifying non-
compensatory strategies, such as the conjunctive and disjunctive strategies and
elimination by aspects (Gilbride and Allenby 2006; Hauser et al. 2010; Kohli and
Jedidi 2007).
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According to Cutting (2000) the problems of comparative model fitting are
the specification of measures a priori and an equally balanced number of free
parameters per model to ensure that each model provides the same degree of
flexibility. Furthermore, comparative model fitting still has the same problem a
structural modeling approach has: if strategies make the same predictions, then
we cannot distinguish between different strategies (Glöckner 2009; Rieskamp and
Hoffrage 1999). Unfortunately, is it not unusual that strategies explain the same
choices (Batley and Daley 2006; Bröder 2000; Bröder and Schiffer 2003b; Lee and
Cummins 2004; Louviere and Meyer 2007; Rieskamp and Hoffrage 1999, 2008).
Thus, the authors propose to use additional measures, in particular decision times
and confidence judgment in order to differentiate between strategies.

2.3.2 Process Tracing

In contrast to outcome-based approaches, where parameters of decision strategies
are estimated such that they best explain the final choice, in process tracing,
patterns of information acquisition are observed. Thus, process tracing methods
should be able to detect which information is acquired when and for how long.
From these patterns, many of the characteristics which have been described in
Sect. 2.2.1 can be identified. Process tracing techniques can, for instance, distinguish
whether the decision maker acquires information selectively and consistently. These
characteristics, in turn, suggest that certain strategies were applied by the decision
maker (Payne 1976). Since some characteristics cannot yet be identified with
process tracing techniques, often only subgroups of strategies but not the exact
strategy can be determined. When we observe a complete, consistent and alternative-
wise information acquisition process, for instance, WADD, EQW, FRQ might have
been used (see Table A.1 for a listing of decision strategies and their characteristics).
In the following section, we describe the three most prominent techniques for
process tracing: verbal protocols, Mouselab and eye tracking.

2.3.2.1 Verbal Protocols

Verbal protocols can be recorded simultaneously or retrospectively, depending on
whether the decision makers describe their behavior during the search process or
thereafter. Retrospective processing is criticized for a potential lack of validity, as
the decision maker might describe the decision-making behavior based on their
own psychological theory rather than an accurate description of the own cognitive
steps during the search (Fidler 1983; Svenson 1989). The more common approach
is therefore to ask decision makers to think aloud simultaneously to the decision
process (Ball et al. 1998; Bettman and Park 1980; Biggs et al. 1985; Nisbett and
Wilson 1977; Selart et al. 1998; Todd and Benbasat 2000).
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An analysis of the validity of the simultaneous approach of thinking aloud
showed that although it tends to slow down the process, it does not seem to
change the sequence of thoughts during the process (Ericsson and Simon 1980,
1993). Furthermore, as long as the respondent only reports contents of the short-
term memory which are simple to verbalize, the protocol reflects the decision
making sufficiently. However, Russo et al. (1989) criticize both simultaneous
and retrospective verbal protocols. They argue that simultaneous protocols might
interfere with the decision task and found that in retrospective protocols respondents
did forget or not report truly what had actually happened.

Besides a potential lack of validity, several other disadvantages have caused a
more and more rare usage of verbal protocols. First, transcribing and coding of
statements is time-consuming (Reisen et al. 2008). Now, much more sophisticated
and automatized techniques are available due to the advancement in information
technology in recent years (see Mouselab and eye tracking). Furthermore, coding
is prone to biases since sometimes it is unclear which model to fit to the verbal
statement. Third, verbal protocols are usually incomplete and do not fully cover the
thinking process (Someren et al. 1994). Someren et al. (1994) remark, “occasionally
protocols contain ’holes’ of which it is almost certain that an intermediate thought
occurred here” (p. 33).

2.3.2.2 Mouselab and Information Display Boards

Mouselab is currently the predominant method used in research and is an improved,
automatized version of an older method, the so-called Information Display Boards
(Bettman et al. 1990; Payne 1976; Payne et al. 1993; Reisen et al. 2008). When
using Information Display Boards, decision makers have to manually pull cards out
of envelopes to retrieve the attribute level information and put them back in the
appropriate envelope afterwards. Thus, at most one attribute level is uncovered at
any one time. Besides a higher effort for the decision makers to acquire information
on the attribute levels, data observation in Information Display Boards is tedious,
as data is recorded just by observing decision makers’ behavior and there is no
automated way of data collection.

Mouselab is a software that keeps track of information acquisition, response time,
and choices by recording mouse movements in a product-comparison matrix on
a computer screen (Bettman et al. 1990). At the beginning of the choice task, all
attribute levels are hidden behind boxes. Only by clicking or moving the cursor on
each box can the respondent retrieve the attribute level. In the original version, the
box is hidden again once the cursor moves away (Payne et al. 1988).

Mouselab covers the decision process more completely than verbal protocols but
because of the complete coverage, we no longer can distinguish the pure information
acquisition stage from the cognitive evaluation stage (Svenson 1979). In a newer
version of Mouselab, the so-called MouseTrace, the authors try to overcome these
deficits (Jasper and Shapiro 2002). MouseTrace incorporates the notion of decision
stages by allowing the software to record different process measures for different
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time periods. However, as the number of stages as well as the number of mouse
clicks, movements, or choices per stage must be defined in advance, a certain
structure of the process is assumed which might not reflect the actual way of
decision making at all.

Besides the problem of ignoring the difference between pure information acqui-
sition and the evaluation and comparison of alternatives which neither Mouselab
nor eye tracking can resolve currently, a main disadvantage of Mouselab is the
potential lack of external validity as it might bias the decision process. First, moving
the mouse for turning cards causes additional effort and might therefore keep
the decision makers from considering certain attribute levels. Second, a matrix of
hidden information does not reflect the situation consumers are faced with in online
webstores and is therefore not appropriate for analyzing online purchase behavior.
For an overview on 45 studies which either used Information Display Boards or
verbal protocols, see Ford et al. (1989).

2.3.2.3 Eye Tracking

Due to the increased speed of computer processors and computer vision techniques
as well as reduced costs for the required hardware equipment, eye tracking has
become an alternative way to keep record of the decision process (Duchowski
2007; Lohse and Johnson 1996; Reisen et al. 2008). In the field of human computer
interaction, Nielsen (1993) was one of the first to provide the idea that eye trackers
could be used to infer the users’ intentions by reading their eye movements. Eye
tracking is the process of measuring eye gazes or eye movements with eye tracker
systems which differ with respect to the different video techniques they apply
(Duchowski 2007). In desktop-based human computer interaction, for instance, the
currently applied systems are head-mounted, stationary eye trackers (Pfeiffer 2010).
They consist of two units. The user wears a camera unit, while at the PC a computer-
vision system is installed.

In contrast to Mouselab or its variants, with eye trackers it is unnecessary to
hide information since the eye tracker system is able to precisely record fixations on
attribute levels or other pieces of information (Lohse and Johnson 1996; Reisen et al.
2008). It keeps track of not only the exact position and sequence of the fixations,
but also of the length of fixations. There is a pre-specified time threshold for eye
fixations which must be met in order to interpret the fixation as actual information
acquisition.

The lack of external validity of Mouselab is addressed by eye tracking as it allows
to capture information acquisition on the level of the decision maker’s visual system
and creates a situation which is closer to a natural purchasing process than other
techniques do (Russo 1978; Russo and Dosher 1983; Russo and Leclerc 1994).
Others even argue that eye tracking does not affect information acquisition costs at
all if compared to natural purchasing decisions (Lohse and Johnson 1996). Svenson
(1979) found that if the amount of information is too high (i.e., the number of
alternatives and attributes is large), process tracing is imprecise. However, in our
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days, eye tracking has become a precise method for studying user behavior and
interface design. Already in 1996, Lohse and Johnson pointed out:

It is also important to mention that the discussion of eye tracking equipment in the
literature [. . . ] is based on equipment that is over 20 years old. Just as computers have
rapidly increased in power and performance, eye tracking equipment has also improved
significantly. Old eye equipment had limited precision and accuracy for detecting small
regions on a display. Current eye tracking systems are able to detect regions as small as
1.5 square centimeters. [. . . ] Thus, it seems time to reevaluate the importance of eye tracking
equipment as a tool for process tracing studies (p. 42).

Now, in 2010 eye tracking is able to detect regions as small as 0.38 cm2.2 Typically,
current systems operate in a spatial volume of 30 cm3 around the screen and sample
with rates around 600 Hz.

Lohse and Johnson (1996) were the first to address the question whether
Mouselab and eye tracking techniques influence the decision process. In their
study, when using eye tracking, respondents needed less time for the decision,
looked more often at attribute levels already looked at before (reacquisition), but
the proportion of cells accessed at least once (breadth of search) was lower than
when using Mouselab. Furthermore, when using eye tracking, respondents had a
more inconsistent search and they looked more attribute-wise. Reisen et al. (2008)
did a comparable study and confirmed that when using eye tracking, respondents
needed less time, did more reacquisitions, accessed more cells in total and had a
more inconsistent search. However, they contradict some other findings by Lohse
and Johnson (1996). First, the percentage of attribute levels which were considered
at all was not significantly different from Mouselab. Second, they did not find
any difference in the the sequence in which information was acquired. Under both
conditions, respondents compared alternatives across their attributes. Because of
the contradicting results, the two research groups draw different conclusions. While
Lohse and Johnson (1996) concluded that the process tracing method does influence
the decision process, Reisen et al. (2008) concluded the opposite.

Negative effects stemming from Mouselab were found by Dieckmann et al.
(2009): They argue that decisions can be less effective when measured with
Mouselab since moving the mouse causes additional cognitive effort. Hence, less
effort is spent on the information acquisition itself. A consequence might be that
different decision strategies are used when Mouselab instead of eye tracking is
chosen for process measurement.

In a recent study, we compared Mouselab and eye tracking to shed more light
on the discussion. We did not only analyze whether the process tracing method
influences the decision-making process but also whether it influences the final
choice (Meißner et al. 2010). In line with Lohse and Johnson (1996) and Reisen
et al. (2008), respondents needed more time in the Mouselab condition, but in
contradiction to both studies, they acquired the same amount of information as in the

2The SMI EyeLink II eyetracker system used in the present work, for instance, has a gaze
position accuracy of 0.5ı and respondents posit themselves in 40–60 cm distance from the screen
(tan.0:5ı/ � 40 cm D 0:35 cm). A 0:35 cm radius forms a circle of 0:38 cm2.
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eye tracking condition. We confirmed all other results by Lohse and Johnson (1996)
in that when using eye tracking the respondents had a more inconsistent and a more
attribute-wise search. The difference for the search pattern was highly significant,
and in total in Mouselab respondents searched more alternative-wise than with eye
tracking. Yet, in the eye tracking conditions, respondents switched from a more
attribute-wise search to a more and more alternative-wise search, the more tasks
they had already completed. In summary, we agree with Lohse and Johnson (1996)
that the process tracing method influences the process, in particular since both the
consistency of search and the search pattern differed in the Mouselab vs. the eye
tracking condition. However, when comparing final choices, we found no significant
difference with respect to the estimated preference model. We estimated the linear
additive model (WADD) with a structural modeling approach based on the choices
respondents had made and found no differences in the estimated utility functions.
Thus, although the process tracing method influences the decision process, the final
choices were similar.

In summary, we argue along the lines of Lohse and Johnson (1996), who claim
that the relevance of the difference in the decision-making process depends on
the nature of the research question. Because of the differences, a pure descriptive
research has its limits since observed information acquisition patterns are dependent
on the used measurement instrument and, thus, generalizations should be made with
caution. However, as soon as the effect of independent variables on the decision
process is tested, the process measuring technique only affects the result if there is
an interaction between manipulation and measuring technique. If there is no such
interaction, the process measuring technique may only increase or decrease the main
effect and therefore should not influence the nature of the research conclusion.
Nevertheless, such interaction effects can hardly be anticipated in advance. We
therefore suggest that as long as resources for eye tracking are available, eye
tracking should always be the preferred method as it is able to record the decision
process more precisely (Norman and Schulte-Mecklenbeck 2010; Seth et al. 2008).

2.3.2.4 Outcome-Based Versus Process Tracing

In this section, we have discussed the differences between two methods for
determining peoples’ decision-making behavior: outcome-based and process tracing
methods. While the outcome-based approach estimates parameters of decision
strategies based on observed final choices, the process tracing approaches, Mouselab
and eyetracking, observe the sequence and the amount in which people retrieve
information. Thus, they measure information acquisition. Verbal protocols, in
contrast, also may provide information about what information the participants
actually process.

The question remains whether, in general, outcome-based or process tracing
methods should be applied when analyzing decision-making behavior. Since
outcome-based and process tracing approaches focus on different aspects of
decision making, we argue that they can complement one another well. There are
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only few studies which have used such a multi-method approach (Biggs et al. 1985;
Lohse and Johnson 1996; Rieskamp and Hoffrage 1999, 2008). Among them Covey
and Lovie (1998) conclude, “(. . . ) a skilfully combined approach can help to draw
up a more complete picture which could not be so easily achieved by either method
on their own” (p. 33).

Yet, because of cost and time restrictions experimental researchers might not
have the resources (time, money, technical possibilities, etc.) to use both approaches.
In general, we share the belief that novel steps in the study on individual decision-
making behavior should first start with the observation of final choices (a widespread
procedure in decision theory and economics, see e.g., Bröder and Schiffer 2003a;
Caplin and Dean 2010). One reason is that one has to take into account that process
tracing techniques are only able to record acquired information, which does not
necessarily mean that all this information is also processed and evaluated (Payne
et al. 1978). Second, the insights almost always relate to general categories such
as overall alternative-wise or attribute-wise information acquisition, rather than to
the level of the particular strategy used. Thus, it is hard to determine the exact
decision strategy which has been applied just based on process data (Bröder and
Schiffer 2003a). Nevertheless, as several researchers have shown, when applying
the outcome-based approach, competing models might lead to the same choices,
although they rely on different decision-making processes (Batley and Daley 2006;
Bröder 2000; Bröder and Schiffer 2003b; Lee and Cummins 2004; Louviere and
Meyer 2007). In these cases, process tracing methods are obligatory to learn about
how decision makers actually behave.3 Adomavicius and Tuzhilin (2005) point out
that in these cases, one should refrain from only using outcome-based approaches
which serve as “as if” models because they are only judged by the degree to which
they predict behavior, and not by the degree to which they actually explain real
decision-making behavior.

For studying consumer purchase decisions, predicting market shares is the
most important goal. Therefore, outcome-based based methods seem to be most
appropriate. On the other hand, for studying human decision-making behavior and
understanding cognitive processes from a psychological perspective, process tracing
methods seem to be most appropriate, as they reveal more details of the decision
process.

2.4 Complexity of Choice Tasks

2.4.1 Task-Based Versus Context-Based Complexity

Faced with a choice task, previous research has found that besides personal
characteristics (e.g., cognitive ability and prior knowledge) and the social con-
text (e.g., accountability and group membership), certain problem characteristics

3We will present a novel approach, which addresses this problem, in Chap. 4.
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influence decision-making behavior (Ford et al. 1989; Payne et al. 1993). Problem
characteristics influence how difficult the choice task itself is for the decision maker
and how much effort the decision maker needs for the decision. Similar to Payne
et al. (1993), among the problem characteristics, we distinguish between task-based
complexity and context-based complexity effects. We define task effects to be general
aspects of the decision task which are independent of attribute levels and from the
decision maker’s preferences while context effects depend on particular attribute
levels and often depend on decision makers’ preferences.

In this section, we provide a literature review of empirical studies on the
influence of task-based complexity and context-based complexity on decision-
making behavior. Since there are many different task and context effects and their
influence has been tested on many different aspects of decision-making behavior,
we have structured this section into four parts. In the first part, we explain different
task and context effects. In Sect. 2.4.2, we describe the variables which are used
to measure the effect on decision-making behavior. Thus, from a methodological
perspective, in the first section, we discuss the independent variables and in the
second part, the dependent variables of the experimental studies which follow in
the third and the fourth part. The third part summarizes studies on task-based
complexity and the fourth part studies on context-based complexity. In addition
to that, we provide a detailed summary of the reviewed literature in the appendix
in Table . This table resumes the experimental design, process tracing methods,
independent and dependent variables, and results.

2.4.1.1 Task-Based Complexity

As defined above, task-based complexity describes general aspects of choice tasks
such as the number of alternatives and attributes (amount of information), time
pressure, information display (e.g., sequential vs. simultaneous presentation of
alternatives), and the response mode (e.g., selecting one alternative vs. stating a rank
order of alternatives). There is a huge body of literature on the influences of these
different task effects on decision-making behavior (Bettman et al. 1991; Conlon
et al. 2001; Ford et al. 1989; Payne et al. 1992). Hence, it is beyond the scope
of the present work to give a complete review of all different kinds of task-based
complexity. Therefore, we need to focus on those aspects which are relevant for the
overall goal of the present work: the design of a DSS for webstores which supports
consumers’ decision-making behavior. Because of the anonymity in the Internet,
operators of online webstores have limited knowledge about some aspects of the
choice task environment of the online shoppers. For instance, they do not know
whether the online shopper is under time pressure. Other aspects are pre-specified
by the setting of an online webstore (e.g., is the response mode usually the selection
of one product rather than a rank order of products). Hence, from our viewpoint, the
most interesting factor is the amount of information displayed, that is, the number
of alternatives and attributes. For details on other effects which are not addressed in
the present work, the reader is referred to Ford et al. (1989) and Payne et al. (1993).
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As the number of alternatives and attributes increases, people use simplifying
decision strategies which neglect information rather than more effortful compen-
satory strategies (Bettman et al. 1991; Conlon et al. 2001; Ford et al. 1989; Payne
et al. 1992). An increasing number of alternatives and attributes, for example, makes
a decision more difficult since the decision maker has to consider more information
for making a choice (Biggs et al. 1985; Payne et al. 1993; Timmermans 1993) and
experiences information overload.

2.4.1.2 Context-Based Complexity

Concerning task effects, we focus on the number of attributes and alternatives.
But what information is actually shown about the products? Context effects deal
with that question. They concern the particular attribute levels, such as the price of
each product (e.g., low, medium, high price) and their relationship to one another.
Moreover, they might also require knowledge on the decision maker’s preferences
if they take into account not only attribute levels but also attribute values or weights
(see Sect. 2.1).

Payne et al. (1993) provide an overview of different context factors: Framing
effects, the quality of the alternative set, and similarity. Among them, framing
effects and the quality of the alternative set are less relevant in the context of
online purchase decisions. The quality of the alternative set plays a role in risky
decisions, for instance decisions between gambles, and are thus irrelevant for the
context of purchase decisions in non-risky environments. Framing effects usually
refer to wording effects, such as whether choice tasks are formulated as gains or
losses. In one famous study, Tversky and Kahneman (1981) asked subjects to choose
between two alternative programs to combat an outbreak of an Asian disease which
is expected to kill 600 people. In the one condition, alternatives are formulated
in positive wording, for instance, “the program will result in 200 people being
saved”, in the other condition the wording was negative “the programm will result
in 400 dead people”. Even though both alternatives resulted in the same number
of deaths, subjects decided for different alternatives, depending on the wording.
Although, framing effects are very relevant and an interesting research area, from
our viewpoint, they are less relevant for online purchase decisions. We will examine
choice tasks where alternatives (products) are described by the technical details
where the wording plays a minor role and there is little flexibility to frame the details
in either negative or positive wording.

Hence, we will now focus on the remaining factor, the similarity of alternatives.
Consider two situations: one in which the attribute values of prices, designs, and
brands are similar, and another in which several attributes vary sharply. The general
observation is that the more similar alternatives are, the harder the choice task is
(higher complexity). One reason might be that the more similar the values, the
harder it is for the decision maker to eliminate one of the alternatives based on
only few attribute-wise comparisons (White and Hoffrage 2009).
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According to Payne et al. (1993), similarity of alternatives can be measured in
different ways, namely dominance structures, trade-offs reflecting the degree of
conflicting alternatives, attribute ranges, and attractiveness differences. It is rather
unlikely that there is a dominant alternative in the context of purchase decisions,
as a lower price usually compensates low values on other attributes and vice versa
(Fasolo et al. 2003). It is therefore of little interest to investigate the influence of a
dominant alternative for the present work. Thus, we will consider only trade-offs,
attribute ranges and attractiveness differences. For details on dominance structures,
the framing effect and the quality of the alternative set, the reader is referred to Klein
and Yadav (1989), Payne et al. (1993), Garbarino and Edell (1997), and Swait and
Adamowicz (2001).

A trade-off occurs when there are two different attributes, attrl ; attrk , and two
different alternatives altp; altq , where altp is better for attrl and worse for attrk

than altq: vl .alp/ > vl .alq/ and vk.akp/ < vk.akq/. Each trade-off requires the
decision maker to balance one against another attribute level and hence increases
complexity (Payne et al. 1993). Trade-offs are measured by computing the average
pairwise correlation of attribute vectors (Fasolo et al. 2009; Luce et al. 1997),
where the attribute vector of attrl consists of attribute levels and is defined
as: attrl D .al1; al2; :::; aln). When attribute vectors are correlated positively, one
alternative beats the other alternatives on most attributes. Table 2.2 shows two
examples with three alternatives each, n D 3, and three attributes, m D 3. Instead
of attribute levels, we display their attribute values, vi .aij/ 2 Œ0; 1� for a fictive
decision maker, so the larger vi .aij/ the better is aij for the decision maker. The
price is best (0.8) for alternative 1 and gets worse for alternative 2 (0.3) and
for alternative 3 (0.2) (see Table 2.2a). The two attribute vectors price and size
are correlated positively (CORR..0:8; 0:3; 0:2/; .0:6; 0:5; 0:4// D0:93). The same
holds for the other pairs of attribute vectors, price and weight, as well as size
and weight. The average correlation of all three pairs of attribute vectors is 0:9.
Thus, the choice task has a high positive correlation and few trade-offs (in this
case, there are even no trade-offs). In Table 2.2b price and size have a negative
correlation (CORR..0:8; 0:3; 0:2/; .0:4; 0:7; 0:9// D �0:97). Prize and weight also
have a negative correlation of �0:36, while weight and size have a slightly positive
correlation of 0:11. On average this choice task is correlated negatively (�0:4). This
negative correlation indicates strong trade-offs.

Table 2.2 Example of positive and negative correlation of attribute vectors

Attribute alt1 alt2 alt3
(a) Positive correlation of attribute vectors
Price 0.8 0.3 0.2
Size 0.6 0.5 0.4
Weight 0.7 0.6 0.3

(b) Negative correlation of attribute vectors
Price 0.8 0.3 0.2
Size 0.4 0.7 0.9
Weight 0.3 0.5 0.3
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In consumer decision making, DM often have to trade off attribute levels against
each other because they generally want low prices but high quality (Fasolo et al.
2005). Often, decision makers avoid dealing with trade-offs and use simplifying,
non-compensatory strategies (see LEX, EBA, etc. in Sect. 2.2), “to escape from the
unpleasant state of conflict induced by the decision problem itself” (Shephard 1964,
p. 277).

The second context-specific effect refers to attribute ranges, which can be
measured by the number of different attribute levels displayed per attribute. For
instance, the number of different brands or the number of different colors that
are available for the products. If alternatives all have similar attribute levels, then
this might reduce the effort as there are few distinct attributes that will have to be
considered (Shugan 1980). Instead of counting the number of different attribute
levels, a more advanced approach is to measure the standard deviations of the
attribute values (Böckenholt et al. 1991; Iglesias-Parro et al. 2002). Most researchers
have argued that decision makers find more similar alternatives more difficult to
solve and this is the reason why they spend more time on the decision (Biggs et al.
1985; Böckenholt et al. 1991).

Finally, the attractiveness differences describes the differences in utilities of the
offered alternatives and thus relies on some utility maximizing strategy, such as
WADD. If one alternative has a much higher utility than others, in other words the
attractiveness difference is large, then it should be easy for decision makers to find
this utility maximizing alternative, and thus complexity is low (Böckenholt et al.
1991; Swait and Adamowicz 2001).

In contrast to other works, we like to separate attractiveness differences clearly
from attribute ranges (see Payne et al. 1993; Böckenholt et al. 1991 for a less clear
separation). While attribute ranges measure to what extent the single attributes differ
from one another, for instance measured by computing the variance of attribute
values on each attribute, the attractiveness differences refer to the difference of
utilities of alternatives. The following examples display two choice tasks with high
attribute ranges (see Table 2.3). In Table 2.3a, the alternatives hardly differ with
respect to their total utility (0.425 vs. 0.475 vs. 0.425), while in Table 2.3b the alter-
natives differ a lot in respect to their total utility (0.8 vs. 0.375 vs. 0.225). However,
both have the same average variance of attribute levels (attribute range) of 0.11.

Swait and Adamowicz (2001) introduced a measure of complexity which cap-
tures both the (1) complexity resulting from the quantity of information presented
in a choice task and (2) the attractiveness difference: the entropy H.ct/. The entropy
of a choice task, ct, is defined as

H.ct/ D �
nX

j D1

�.altj / log �.altj /; (2.2)

where �.altj / is the probability that alternative j is chosen. The choice probability

�.altj / D u.altj /
P

j 2C T u.altj /
, of an alternative j results from the utility value u.altj /

of that alternative in relation to the utility values of all alternatives in the set of
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Table 2.3 Two examples with both high attribute ranges but different attractiveness differences

Attribute alt1 alt2 alt3 Variance

(a) High range and low utility difference
Price 0.8 0.5 0.2 0.09
Size 0.1 0.5 0.9 0.16
Weight 0.2 0.8 0.2 0.12
Brand 0.6 0.1 0.4 0.06

Total utility 0.425 0.475 0.425 0.11

(b) High range and high utility difference
Price 0.8 0.3 0.2 0.10
Size 0.6 0.3 0.2 0.04
Weight 1 0.5 0.1 0.20
Brand 0.8 0.4 0.4 0.05

Total utility 0.8 0.375 0.225 0.11

choice tasks, CT . The utility values are estimated by means of a MNL model and
Hierarchical Bayes for each individual.

If there is an alternative in a choice task with choice probability one and the others
therefore have probabilities of zero, the entropy, H.ct/, reaches its minimum value
of zero. On the contrary, if the choice probability of all alternatives in a choice task
is equal, the entropy will reach its maximum value of log n, where n is the number
of alternatives. Thus, the entropy depends not only on the similarity of the utilities
of alternatives but also on the number of alternatives in the choice task. The more
alternatives are in the choice task, the higher the entropy can be. For a given number
of alternatives, n, the entropy is always greater or equal than for any other set with
less alternatives n0: 2 � n0 � n.

The authors argue that the number of attributes and their correlation only effects
entropy indirectly, since they influence the choice probabilities, �.altj /. From our
viewpoint, this effect should be included more directly into the model as the indirect
influence stays vague.

In the following paragraphs, we will review studies on the influence of the
number of alternatives and attributes on decision making as well as the influence
of the context-based measurements described above. Before we summarize the
empirical evidence for the influence of complexity on decision-making behavior,
we want to describe how decision-making behavior is typically measured.

2.4.2 Variables for Describing Decision-Making Behavior

In Sect. 2.3, we discussed how decision-making behavior can be analyzed with
outcome-based and process tracing approaches. In general, research on outcome-
based approaches focuses more on the development of better models and methods
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and less on the influence of complexity (for an exception see Conlon et al. 2001;
DeShazo and Fermo 2002; Swait and Adamowicz 2001). Thus, the following
literature review summarizes mainly process tracing studies. As we will see in
the following paragraphs, some of the variables typically measured correspond to
characteristics of decision-making behavior as described in 2.2.1. Thus, Table A.1
can be used to determine which decision strategies fit best to the observed behavior.

1. Depth of search measures the absolute number of attribute levels which were
assessed, including repeated processing of the same attribute levels (Huber
1980).

2. Breadth of search measures the number of considered attribute levels in relation
to the amount of available information (Biggs et al. 1985). Thus, it counts
whether an attribute level was assessed at least once, excluding repeated pro-
cessing of the same attribute levels. A respondent who considers each attribute
level at least once has a breadth of search of 1, and thus would use a decision
strategy which is complete (see characteristic complete in Sect. 2.2.1).

3. A related measure describes the consistency of search (see characteristic consis-
tent in Sect. 2.2.1), which is determined by the number of different attribute levels
considered per alternative and per attribute or the time they were considered
(Biggs et al. 1985; Timmermans 1993). In case the number of considered
attribute levels per attributes is the same for each attribute, the search is consistent
with respect to attributes. In case the number of considered attribute levels per
alternatives is the same for each alternative, the search is consistent with respect
to alternatives. This measure helps us to determine whether a compensatory
or non-compensatory strategy was used. A consistent search with a breadth of
search of one, for instance, militates in favor of a compensatory strategy (see
Table A.1, the only consistent and complete but non-compensatory strategy is
DOM).

4. The search pattern describes the sequence in which information is acquired.
When decision makers tend to consider first several attributes of the same
alternative before proceeding to the next alternative, the search pattern is
alternative-wise. When, in contrast, they compare alternatives across attributes,
we speak of attribute-wise search patterns. The most common form of opera-
tionalizing search patterns is the search index (SI) (Payne 1976). The SI sets the
number of attribute-wise transitions (rattr) and alternative-wise transitions (ralt )
in relation. It varies from �1 to C1, with �1 indicating completely attribute-wise
search and C1 indicating completely alternative-wise search:

SI D ralt � rattr

ralt C rattr
: (2.3)

Alternative-wise and attribute-wise transitions can be measured with Mouselab
and eye tracking methods. In case verbal protocols are used, researchers
count statements reflecting comparisons among alternatives vs. comparisons
among attributes (Timmermans 1993). Other researchers using verbal protocols,
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approximate the search pattern by analyzing how often decision makers mention
the elimination of alternatives (Klein and Yadav 1989). Furthermore, when
respondents spend more time on alternative-wise (attribute-wise) processing,
this speaks in favor of alternative-wise (attribute-wise) search patterns (Bettman
et al. 1993).

5. Another prevalent measure is effort. This can be measured by the total time
taken for the choice. Sometimes, in addition to using time for measuring effort,
researchers also measure the respondents’ self-reported effort (Iglesias-Parro
et al. 2002; Luce et al. 1997).

6. Besides effort, decision accuracy is an interesting factor, but few studies are able
to measure it. That is because accuracy is usually defined as the relation between
the utility value of the chosen alternative and the utility value of the alternative
selected when using the normative WADD strategy. Thus, highest accuracy
is achieved when the WADD strategy is applied. Since only very few studies
determine the utility function, they are not able to measure accuracy. Some
studies use self-reported accuracy measures instead (i.e., Klein and Yadav 1989)
or they present subjects inference tasks where the optimal choice is independent
from people’s preferences (Rieskamp and Hoffrage 2008).

In the following two sections, we describe what effects task-based and context-
based complexity have on these variables which describe decision-making behavior.

2.4.3 Influence of Task-Based Complexity

The influence of the number of alternatives and attributes has been the subject of
a number of studies. In a meta-study by Ford et al. (1989), for example, 20 out
of 33 studies examine that influence. These results as well as a newer study
by Timmermans (1993) report that an increasing amount of information leads
to decreasing depth of search and decreasing search time. This indicates the
limits of decision makers’ cognitive capabilities which are not sufficient for
processing all available information. Hence, decision makers apply selective and
non-compensatory strategies.

Timmermans (1993) finds that an increasing amount of information leads to an
increased depth of search. However, for an increasing number of attributes this
only happens until decision makers exceed their cognitive capabilities. When this
point is reached, increasing the number of attributes does no longer lead to an
increased depth of search. Furthermore, with an increasing amount of information,
the breadth of search decreases. The reason might be that in such cases, decision
makers apply selective and non-compensatory strategies which, in general, do not
consider attributes with low importance and hence the more attributes there are, the
more information is just neglected.

Studies on search patterns lead to similar results as the studies on the depth
and breadth of search. When the amount of information is low (complexity is
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low), complete and compensatory strategies are used. An increasing amount of
information increases the usage of non-compensatory strategies (Billings and
Marcus 1983; Johnson and Meyer 1984; Olshavsky 1979; Staelin and Payne 1976).
Biggs et al. (1985) and Shields (1980) measure the number of observed attributes
per alternative and conclude that a relationship between the search pattern and the
amount of information exists. With increasing amount of information, the variance
of considered attributes per alternative increases, thus more inconsistent strategies
are applied. The authors further argue that this result indicates an attribute-wise
search and – according to Billings and Marcus (1983) and Crow et al. (1980) –
might stand for strategies which are based on elimination such as EBA and CONJ.
They further observe that at the end of the search process, people tend to use more
alternative-wise search.

Timmermans (1993) reports similar results of a study in which she uses verbal
protocols. In choice tasks with low complexity, respondents show more alternative-
wise search. With an increasing amount of information, however, they compare
alternatives more attribute-wise and eliminated more alternatives. She concludes
that this indicates a two-step decision process.

Finally, studies reveal that respondents spend more time, the more complex the
task is (Olshavsky 1979; Onken et al. 1985; Payne and Braunstein 1978).

In general, the influence of the number of alternatives on the depth and breadth
of search, the search pattern, and the time is quite clear, while the influence of the
number of attributes is still not completely understood. Furthermore, conclusions
on the applied strategy are sometimes retrieved solely from search patterns, for
instance researchers often conclude a compensatory strategy from alternative-
wise processing (Conlon et al. 2001; Crow et al. 1980; Lee and Lee 2004;
Olshavsky 1979; Payne et al. 1993). However, as can be seen in Table A.1, not all
decision strategies with alternative-wise processing are compensatory (i.e., CONJ,
DIS, SAT), nor are all strategies with attribute-wise processing non-compensatory
(i.e., ADD, MAJ, and MCD). Hence, conclusions on the actual decision strategy
applied based on only one or two process tracing measures should be drawn with
caution.

2.4.4 Influence of Context-Based Complexity

Whilst the influence of the number of attributes and alternatives has come under
a lot of academic scrutiny, the influence of context-based complexity is barely
understood. We address this lack of research and start by providing a detailed
overview of the context-based measures that influence the different dependent
variables. As pointed out earlier, we focus only on three measures relevant to our
later studies, namely attribute ranges, trade-offs, and attractiveness differences.
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2.4.4.1 Attribute Ranges and Depth/Breadth/Consistency of Search

Several studies show that the smaller the attribute ranges, and thus the more similar
the alternatives are, the higher is the depth and breadth of search. In Payne et al.
(1988), subjects have to choose one out of two gambles. They operationalize the
attribute range by the variance of probabilities of the two alternative gambles (low
vs. high). If the variation of probabilities is high, the alternatives have low similarity.
They show that subjects process less information (less depth of search) in case
of high variance. Two follow-up studies support this result and also show that
the complementary effect is true: high similarity, thus low variance, leads to an
increased depth of search. Results are even stronger if many trade-offs are prevalent
(Bettman et al. 1993; Payne et al. 1993).

In the first of their two studies, Böckenholt et al. (1991) also manipulate the
attribute range. They show respondents two alternatives with attribute levels ranging
from �6 to C6. In the small range condition, the two alternatives differ between
0 to 3 levels per attribute, while in the high range condition, they differ either 4 or
5 or 6 attribute levels. Their results show that respondents increase their breadth of
search in case of low attribute ranges. Although the authors call this manipulation
attractiveness difference, this is rather a manipulation of attribute ranges since they
do not calculate the overall attractiveness of alternatives.

Biggs et al. (1985) draw similar conclusions by also manipulating the range
of attributes. Instead of computing the variance, they design choice tasks where
attribute levels differ at least one and at most three levels on a scale with a total
of eleven levels. They combine this with the manipulation of the task complexity
(operationalized through the number of attributes and alternatives). The authors
observe that in case of constant task complexity, a high similarity causes an increase
of both breadth and depth of search.

The same studies show that the lower the variance of attribute levels, the more
consistent is the search. Subjects spend an evenly distributed amount of time on both
attributes and alternatives (Bettman et al. 1993; Payne et al. 1988). Furthermore,
subjects consider a constant amount of attribute levels per attribute in case of low
variance and an inconsistent amount in case of high variance (Biggs et al. 1985).

In summary, in cases of high similarity, decision makers tend to search for
more information, both in terms of breadth and depth of search, and they acquire
information more consistently. Most strategies which are consistent and complete
strategies are compensatory, such as ADD, EQW, FRQ, MAJ, MCD, WADD (see
Table A.1). The only exception is DOM, which is consistent and complete but non-
compensatory.

2.4.4.2 Attribute Ranges and Search Pattern

Studies on search pattern and attribute ranges are less common and results are less
clear. Payne et al. (1988) and Bettman et al. (1993) find a positive SI, i.e. alternative-
wise processing, in cases of low variance of attribute levels and a negative one in
cases of high variance.
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In contrast, Iglesias-Parro et al. (2002) do not find any influence of attribute
ranges on the search patterns with Mouselab. They only find a negative SI in
both conditions of low and high attribute range, indicating an overall attribute-wise
search. In their study, they pre-define a utility function as well as specific weights.
The subjects were then asked to behave as though this utility function were their
own. In choice tasks with two alternatives, they then vary the variance and the
mean of differences for the two attribute levels of each attribute, as well as the
correlation of attribute vectors. In three studies, they examine the influence of these
three context-based measures of complexity in different combinations.

Biggs et al. (1985) also partly considered search patterns with Information
Display Boards and verbal protocols yet they did not explicitly report their results
in the paper since they use the pattern only indirectly assigning one out of four
strategies to the observed choice behavior. They report some evidence that subjects
might use compensatory strategies in cases of increasing similarity, but use non-
compensatory strategies in cases of increasing amount of information. However,
their results must be interpreted with caution as they observed only seven subjects.

In general, people have a tendency to use more alternative-wise search patterns
and to apply more compensatory strategies in cases of low variance. However, due
to the small number of respondents in Biggs et al. (1985) the latter result needs
further evidence.

2.4.4.3 Attribute Ranges and Effort and Accuracy

Payne et al. (1988) observe that decision makers need less time and thus spend less
effort in case of high variances than in case of low variances. Moreover, Bettman
et al. (1993) report high interaction effects between the attribute ranges and another
context effect, the trade-offs measured in terms of the correlation of attribute vectors
(see Sect. 2.4.1.2). In case of low variance and negative correlation (many trade-
offs), subjects need the most amount of time for the decision. Furthermore, the
relative accuracy as well as the number of utility-maximizing decisions decreases
in case of low variance and negative correlation. Thus, in decisions where attribute
ranges are small and there are a lot of trade-offs among the alternatives, decisions
seem to be very difficult, because decision makers spend more effort but achieve
low accuracy.

In their first study, Iglesias-Parro et al. (2002) do not control for trade-offs. They
observe an increased amount of time and thus more effort with increasing attribute
range when measured with the mean difference of attribute values for each attribute.
However, it is hard to interpret these results without controlling for the amount of
trade-offs inherent in the decision, as high variances can occur in scenarios with
a dominant alternative (easy task) as well as in scenarios with a lot of trade-offs
(difficult task). Consequently, in their following two studies, they also manipulate
the amount of trade-offs but do not find significant interaction effects. They find
again that with increasing attribute range, the time increases – an observation which
is not in agreement with others (Bettman et al. 1993; Payne et al. 1988).
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In summary, the results concerning the influence of attribute ranges on effort
and accuracy are contradictory. We think that this is because attribute ranges alone
cannot describe the difficulty of a choice task sufficiently. As explained before,
low variance can occur in cases with low complexity where there is one dominant
alternative which is only slightly better than others. But low variance can also occur
in situations with high complexity where we have many trade-offs and no dominant
alternative.

2.4.4.4 Trade-Offs and Depth/Breadth/Consistency of Search

In the previous paragraph, it was suggested that trade-offs were an important
factor influencing the decision-making process. Trade-offs are usually measured
by computing the average pairwise correlation between attribute vectors. In case
of negative pairwise correlation between attribute vectors, there are trade-offs in the
choice task. Imagine a choice task of two alternatives, where alt1 dominates alt2.
In this case, the attribute vectors correlate positively as attribute values always
decrease, going from alternative 1 to alternative 2. If, on the other hand, there are
trade-offs and no dominant alternative, some attribute values increase and some
decrease, because across some attributes alt1 beats alt2 and across others it is
the other way around. Thus, the average correlation between all pairwise attribute
vectors would be low.

In case decision makers adopt compensatory strategies, and hence actually
consider all trade-offs, negative correlations make a choice more complex (Fasolo
et al. 2009; Payne et al. 1993). Positive correlations, though, simplify choices,
since simpler, non-compensatory strategies can be used in order to early eliminate
“weaker” alternatives early on without losing too much accuracy (Bettman et al.
1993; Luce et al. 1997).

Correlation structures, and hence trade-offs, influence the depth of search and the
consistency. Bettman et al. (1993) observe an increased depth of search as well as
a more consistent search with negative correlations. Luce et al. (1997) also observe
an increased depth of search. In one of their studies, 41 students had to choose
among five jobs which were described along four attributes on a 7-point scale
ranging from best to worst. In the group with few trade-offs, the average correlation
between all pairs of attribute vectors was 0:14, in the group with high trade-off, it
was �0:31 (the authors call the conditions “high” vs. “low conflict”). In a pre-study,
the authors also acquire subjects’ individual attribute weights. Thus, in contrast to
the attribute values which were prescribed by the Likert scale on the subjects, the
attribute weights were directly rated by each subject. The authors take the attribute
weights to also manipulate in-between subjects whether the trade-offs involve more
important attributes (high trade-off difficulty) or less important attributes (low trade-
off difficulty). They find a main effect for the first variable, the attribute correlation.
In case of negative correlation structures, subjects’ depth of search increases. For
the second independent variable, the trade-off difficulty, no main effect was found.
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However, there was a significant interaction effect. In case of negative correlations
on important attributes, the depth of search was highest.

To sum up, the more trade-offs among the alternatives, the more information is
considered and the more consistent is the search. Thus, more trade-offs might result
in the application of more compensatory strategies. Recall that literature on attribute
ranges and depth/breadth/consistency of search and search patterns has come to the
conclusion that the more similar alternatives are, the more compensatory strategies
are used. Depending on how we define similarity in the context of trade-offs, these
two results do contradict each other. Payne et al. (1993) have said that “In general,
if the alternatives are similar, the attributes will be positively correlated; if they are
very dissimilar, the attributes are negatively correlated” (p. 59). If we follow this
interpretation, the results contradict. The more similar alternatives are with respect
to their attribute range, the more compensatory is the search. The more similar
alternatives are with respect to trade-offs, the less compensatory search is. From our
viewpoint, the statement by Payne et al. (1993) neglects an important fact which we
have already brought up in the discussion on attribute ranges and effort/accuracy.
Alternatives with positive correlations can either have low attribute range or high
attribute range. In the first situation, where we have positive correlation and low
attribute ranges, alternatives only differ slightly. Hence, we have high similarity
among alternatives. In contrast, in case of positive correlations and high attribute
ranges one alternative, or at least a few, stand out clearly from the others and
might even dominate them. In this case, we would speak of low similarity among
alternatives. Thus, a choice task cannot be interpreted to be similar or non-similar
alongside trade-offs alone. We always have to take into account other measures, such
as attribute ranges and differences in attractiveness, in order to speak of similar or
dissimilar alternatives. From the studies, we can therefore only conclude that the
more trade-offs, the more likely is it that more compensatory strategies are used, but
we should be careful to interpret these results in terms of similarity.

2.4.4.5 Trade-Offs and Search Pattern

Both Iglesias-Parro et al. (2002) and Luce et al. (1997) find no effect of trade-offs on
the search pattern. Luce et al. (1997) find significant influence in the conditions with
negative correlations where the trade-offs are along the most important attributes. In
these cases, subjects process information attribute-wise. In a further analysis, the
authors show tentative evidence that subjects start off with attribute-wise processing
and then switch to alternative-wise processing. Furthermore, they support the view
that subjects search longer attribute-wise in case of negative correlations on the most
important attributes.

In contrast to Luce et al. (1997) and Iglesias-Parro et al. (2002), Bettman et al.
(1993) and Fasolo et al. (2003) measure a positive search index in the context
of negative correlations and thus an alternative-wise search. Fasolo et al. (2003)
for instance, let subjects choose four times between five different digital cameras
described by eight attributes and record their process with a web-based process
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tracing technique, while Bettman et al. (1993) let subjects choose between gambles.
Because of the contradictory results, more research needs to be done in order to
draw clear conclusions.

2.4.4.6 Trade-Offs and Effort and Accuracy

All studies observe that in case of negative correlations, the time increases signif-
icantly. Thus, in case of trade-offs, the choice task seems to be more complex and
increases effort (Bettman et al. 1993; Fasolo et al. 2009; Iglesias-Parro et al. 2001;
Luce et al. 1997). Some also show that accuracy decreases with increasing trade-offs
(Bettman et al. 1993).

2.4.4.7 Attractiveness Differences and Depth/Breadth/Consistency
of Search

Böckenholt et al. (1991) manipulate attractiveness difference and overall attractive-
ness of alternatives. The overall attractiveness reflects whether both alternatives are
very attractive (high utility) or rather unattractive (low utility) for the subjects.
The attractiveness differences were manipulated by creating choice tasks which
presented an overall difference in the first two attributes of either one level at
most, or one level at least (large difference). Each subject has to make 30 choices
among two alternatives. They find that subjects consider a higher percentage of
attribute levels (breadth of search) if the attractiveness differences are low and if the
overall attractiveness are low. However, no interaction effect between attractiveness
differences and attractiveness of alternatives is found.

Swait and Adamowicz (2001) use a structural modeling approach to measure
the influence of complexity on decision-making behavior. They hypothesize that the
degree to which participants tend to be utility maximizers depends on the entropy
in a choice task (see (2.2)). They compare the estimated attribute weights in choice
tasks with low vs. high entropy. They find that subjects tend to focus on only a few
attributes when entropy increases, because the estimated attribute weights from the
model have a high variance. Thus, in case of high entropy, one can interpret the
results in terms of an inconsistent search and a focus on only a few attributes.

2.4.5 Discussion

In this section, we have summarized how task-based and context-based complexity
influences decision-making behavior. Specifically, we have focused on the amount
of information, attribute ranges, trade-offs, and attractiveness differences. Fur-
thermore, we have discussed that attribute ranges and attractiveness difference
define how similar alternatives are, while trade-offs alone are not able to measure
similarity.
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The results which relate to the number of attributes and alternatives show that
people use simpler strategies in case of an increasing amount of information. That
is, they apply more non-compensatory strategies. This result is more distinct for the
influence of alternatives than for the influence of attributes.

While there are plenty of studies on the amount of information, relatively few
studies examine the influence of similarity and trade-offs, although the existing
studies give evidence for their strong influence on decision-making behavior. Since
we have not found any detailed overview of these studies in the literature, we gave
a detailed overview of all studies and summarized them in Table in the appendix.

A large number of trade-offs as well as a small range of attribute values lead
both to an increase in information acquisition (breadth and depth of search) and
more consistent search. In combination, these two observations indicate the usage
of more compensatory strategies in case of similar alternatives with many trade-offs.

Usually, compensatory strategies cost more effort than non-compensatory strate-
gies. Thus, in case of low attribute ranges and many trade-offs, we would expect an
increase in effort. However, there are contradictory results for the influence of the
attribute range on effort, while the result for trade-offs is more clear. In case of many
trade-offs, more time is spent on the choice task.

When we measure the influence of attribute ranges and trade-offs with search
patterns, the results are unclear. The few studies on attribute ranges and search
patterns find no influence at all (Iglesias-Parro et al. 2002) or lack a profound subject
pool (Biggs et al. 1985). Furthermore, studies contradict in respect to the influence
of trade-offs. One study finds some evidence of a more attribute-wise search in
case of trade-offs on the most important attributes (Luce et al. 1997), others a more
alternative-wise search (Bettman et al. 1993; Fasolo et al. 2003).

Consequently, literature suggests that trade-offs and attribute ranges might
influence the usage of compensatory vs. non-compensatory strategies but not the
search pattern. Because compensatory and non-compensatory strategies can both
induce an attribute and alternative-wise search, these results do not necessarily
contradict each other.

Only few studies exist on the influence of attractiveness difference. Böckenholt
et al. (1991) find that more information is considered if the difference is low. Swait
and Adamowicz (2001) find the contrary effect. If entropy is high, and thus the
attractiveness difference is low, subjects focus on only a few attributes. However,
as their entropy measure takes into account both the number of alternatives and
attractiveness difference, the two effects might overlap.

Swait and Adamowicz (2001) and Biggs et al. (1985) are two of the few studies
which consider both task- and context based complexity. From our viewpoint, more
research should not only focus on different measures of context-based complexity
and their interactions, but more research should also follow the notion of analyzing
both task- and context-based effects.

Most critical to all of the mentioned studies is that respondent’s utility functions
are not measured on the individual level. Already Böckenholt et al. (1991) outlined
that one has to be aware that participants may value attributes and alternatives
differently. Consequently, the similarity of alternatives and the amount of trade-offs
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depends on individual preferences and therefore is difficult to manipulate as an
independent variable.

Hence, a large quantity of research has either neglected the existence of
individual preference structures or used very restrictive assumptions for the part-
worth utilities of attribute values (i.e., the attribute value which is ascribed to a
certain attribute level is set to the same value for all respondents). Attribute levels
are, for instance, displayed as integer values from 1 [very poor] to 10 [very good], so
instead of naming an exact price, such as “coffee machine A is worth e189.99 and
machine B e129.99”, they record “coffee machine A is very poor in terms of price
[value 1] and B is good [value 8] (Biggs et al. 1985). It thus appears that unless the
value functions are measured accurately, the context-based measurement cannot be
precisely determined.

2.5 Conclusions

In this chapter, we provided an overview of the fundamentals which are relevant to
the present work. We defined the most important terms, such as choice task, decision
strategy, preference as well as task- and context-based complexity. We have seen
that a variety of different decision strategies have been described in the literature
so far, covering all kinds of different decision-making behaviors. Moreover, we
stressed the fact that decision-making behavior is contingent upon factors such as
the characteristics of the choice task or of the decision maker. Hence, in order to
build DSS that assist people in their decision processes, we need to understand these
contingencies.

To study such contingencies it is necessary to empirically observe and analyze
decision-making behaviors by using methods such as structural modeling, compar-
ative model fitting and process tracing. Furthermore, we reviewed the literature
pertaining to the influence of complexity on decision-making behavior. A main
result of this literature review is the lack of research on different context-based
complexities. Specifically, the effect of context-based complexity on search patterns
is unclear. Moreover, the relationship between the two similarity measures, attribute
ranges and attractiveness differences, and trade-offs needs to be scrutinized further.
Another gap in current research is that many studies use rough estimates for mea-
suring parameters and recording the observed data. First, they use process tracing
methods such as Mouselab that might influence the decision process. Second, they
do not measure decision makers’ preferences in detail, but use some simple proxy
and aggregated utility functions (for an exception see Klein and Yadav 1989).

We postulate that a more thorough measurement of both preferences and the
decision process, by, for instance, using advanced preference measurement methods
from marketing and by recording the decision process with eye tracking will
improve validity.



Chapter 3
The Influence of Context-Based Complexity
on Decision Processes

In this chapter, we present an empirical study which investigates the influence
of context-based complexity on decision processes.1 To determine context-based
complexity accurately, we measure each subject’s preferences individually with
two advanced techniques from marketing research: choice-based conjoint analysis
(CBC, Haaijer and Wedel 2007) and pairwise-comparison-based preference mea-
surement (PCPM, Scholz et al. 2010), rather than relying on less precise estimates
of preferences. Furthermore, we use eye tracking to trace the process of information
acquisition precisely. Our results show that low context-based complexity leads to
less information acquisition and more alternative-wise search. Moreover, people
search information attribute-wise in the first stage of the decision process, then
eliminate alternatives, and search alternative-wise in the last stage. We also found
evidence that in situations of low context-based complexity, people switch earlier
to alternative-wise processing. In essence, our findings suggest that people select
decision strategies from an adaptive toolbox in situations of varying complexity,
starting with lexicographic and elimination by aspect type rules and ending with
strategies that imply an alternative-wise search.

3.1 Theory and Hypotheses

In this experiment, we use the eye-tracing technique to observe whether peoples’
search patterns are attribute-wise or alternative-wise. Hence, let us first recapitulate
exactly the definition of attribute-wise versus alternative-wise processing. Consider,
for example, the choice between alternative models of coffee machines each
one characterized by attributes such as price, brand, or design. When investi-
gating choices like this, an important question is whether people process the

1The experimental study was joint work with Martin Meißner (University of Bielefeld), Eduard
Brandstätter (University of Linz), and René Riedl (University of Linz).

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 3, © Springer-Verlag Berlin Heidelberg 2012
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Fig. 3.1 Example of a choice task. Only cells 12 to 29 are used to calculate search patterns

different pieces of information either within alternatives or within attributes. In
alternative-wise processing, the attribute levels of one product are considered before
information about the next alternative is processed. This is the case when people
consider, for example, price, design, and brand name of one coffee machine alone,
before they go on to the next alternative. In attribute-wise processing, the values of
several alternatives on a single attribute are processed before information about a
further attribute is considered. For example, people might first compare the prices
of different coffee machines and then compare the machines’ designs.

Eye tracking directly uncovers the cognitive processes that take place between
the onset of a choice task and the decision maker’s choice. An example of a choice
task which our subjects had to decide on is displayed in Fig. 3.1. Here a transition is
defined as alternative-wise if a person looks at two boxes within an alternative, and
attribute-wise if a person looks at two boxes within an attribute. Mixed transitions
are both alternative-wise and attribute-wise.
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In Chap. 2, we have learned that people can apply decision strategies that imply
a more attribute-wise or an alternative-wise information search. Furthermore, some
strategies exclude alternatives step-by-step from further consideration during the
decision process (see characteristic elimination in Table A.1). Russo and Leclerc
(1994) have divided the decision process into stages. In the first stage, the so-called
screening stage, decision makers try to reduce choice task complexity by eliminating
alternatives. In the second stage, they put more effort into comparison of the
remaining alternatives (Olshavsky 1979; Payne 1976; Payne et al. 1988; Svenson
1979). Hence, in the first stage, they use simple heuristics and focus on only a few
attributes, while in the second stage they consider the choice task holistically using
more effortful strategies (Bettman and Park 1980; Gilbride and Allenby 2004, 2006;
Luce et al. 1997; Payne 1976).

The most prominent decision strategies which eliminate alternatives are the EBA,
LEX, and CONJ (see Chap. 2.2 and Table A.1). Let us recall briefly, how these
strategies are defined. In a first step, EBA eliminates alternatives that do not meet
the aspiration level for the most important attribute. The elimination process then
proceeds with the second most important attribute. The elimination process stops
when there is only one alternative left to choose. LEX chooses the alternative(s)
with the best value on the most important attribute. Other variants of LEX, such as
LED, choose alternative(s) only if their value is substantially better than the other
values. In the case of a tied decision, LEX and LED proceed with the second most
important attribute, etc. CONJ eliminates each alternative which does not meet the
aspiration level at least once. Thus, CONJ compares the alternatives alternative-wise
and accepts only those alternatives that meet the aspiration levels at all attributes.

Results of decision studies investigating decision strategy application in the
various stages of a decision process are mixed. Some researchers have hypothesized
that people use EBA or CONJ in the first stage, but empirical evidence for favoring
one or the other strategy is diverse (Gilbride and Allenby 2006; Payne 1976). In
agreement with research by Russo and Dosher (1983) and Tversky (1969), we
argue that eliminating alternatives after a first screening stage is easier to manage if
alternatives are compared attribute-wise rather than alternative-wise. That is because
it is cognitively easier to find out whether one specific alternative performs low
on an attribute (e.g. elimination of an alternative because of a very high price
compared with other alternatives) than eliminating an alternative based on low
performance on several attributes. This notion is also supported by a study by
Bettman and Park (1980) on verbal protocols. This study provides evidence that
decision makers usually start with an attribute-wise rather than an alternative-
wise search. Therefore, we assume that information acquisition changes from an
attribute-wise to alternative-wise search at a later decision stage.

Hypothesis 1: People process information attribute-wise in the first stage of the
decision process, but alternative-wise in the last stage.

The fact that people switch from attribute-wise processing to alternative-wise
processing indicates a shift in strategies. Following other studies (Gilbride and
Allenby 2006; Luce et al. 1997), we conclude that people first eliminate alternatives
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and then compare the remaining alternatives holistically. This gives rise to our
second hypothesis:

Hypothesis 2: People eliminate alternatives during a decision task. Consequently,
they consider fewer alternatives in the last stage of the choice than in the first
stage.

While much research addressed the influence of task-based complexity on
decision-making behavior, little is known about the influence of context-based com-
plexity and, particularly of the similarity of alternatives (see Sect. 2.4). As we have
pointed out before, one reason for this lack of research might be that for assessment
of context-based complexity, people’s attribute utilities have to be known. Existing
approaches mostly neglect this fact (see Sect. 2.4. We overcome this lack of research
by using two sophisticated preference measurement approaches, CBC analysis and
PCPM. Rather than using simplified proxies such as “very poor”, we use real
attribute levels (e.g., real prices). CBC and PCPM make it possible to calculate the
attribute value of each attribute level for each person.

Unlike previous studies, we conceptualize complexity based on people’s indi-
vidual preferences. These preferences determine the perceived context-based com-
plexity for each person. To this end, we use the context-based complexity variables
discussed in Sect. 2.4:

1. The variation of attribute values for measuring attribute ranges
2. The average correlation of all pairs of attribute vectors for measuring trade-offs
3. The standard deviation of the overall utility values across alternatives for

measuring attractiveness differences

We pointed out in Sect. 2.4 that the entropy measure (see (2.2)) takes into account
both the number of alternatives and attractiveness differences. Since we use a fixed
number of alternatives in this study, the entropy measure and the attractiveness
difference (3) differ only slightly and lead to equivalent interpretations. Hence, to
complete the analysis, we also report statistical results for the entropy measure, but
refrain from mentioning it explicitly in the following discussions.

Our third hypothesis, thus, concerns the impact of context-based complexity
on information acquisition. We predict that low complexity, operationalized as
high dissimilarity between alternatives and positively correlated attribute vectors,
leads to alternative-wise information acquisition. This is because people can easily
recognize inferior alternatives and eliminate them. In a second phase, decision
makers can use more effortful, alternative-wise comparisons between the remaining
alternatives. Such a stepwise procedure saves cognitive effort because not all
information must be considered. According to hypotheses 1 and 2, we assume that
people examine information alternative-wise after having eliminated alternatives.
This leads to hypothesis 3.

Hypothesis 3: The lower the context-based complexity, the more people will
search alternative-wise.
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Concerning the influence of trade-offs on search pattern, with hypothesis 3 we
argue in agreement with Luce et al. (1997), but contradict the research carried out by
Bettman et al. (1993) and Fasolo et al. (2003) (see Sect. 2.4.4). We also contradict
Biggs et al. (1985), Payne et al. (1988) and Bettman et al. (1993) who find a more
alternative-wise search pattern with decreasing attribute range. Furthermore, we
address the lack of research about the effect of attractiveness differences, where
only few process-tracing studies exist (for an exception see Böckenholt et al. (1991),
who, however, do not measure search patterns).

In our extensive analysis of the literature we found only one study, Russo and
Dosher (1983), that also investigated the influence of context-based complexity
on eye-movements and accessed people’s utility functions individually. This study
found no evidence that context-based complexity affects decision processes. How-
ever, two factors might explain why no effect was found. First of all, eye tracking
techniques were relatively immature in the early 1980s, and second of all, mea-
surement of people’s utility functions was executed based on simple, rather than
today’s sophisticated techniques. These two factors are possible explanations of why
Russo and Dosher (1983) did not find evidence for the influence of context-based
complexity on information acquisition behavior in their eye tracking study.

In our experiment, the complexity of a choice task is operationalized with the four
variables described above. At first, this operationalization seems counterintuitive,
because people who do not consider all information (thereby using simple strategies
such as LEX and EBA), are hardly able to calculate the alternatives’ overall utilities,
estimate variances of attribute values or calculate pairwise correlations of attribute
vectors at the beginning of the decision process. So how can people know whether
a decision task is complex or not when they do not use a strategy that (1) uses all
information and (2) calculates overall utilities, variances, or correlations?

We argue that people are able to estimate these measures of complexity, although
they only consider the most important attributes. For instance, if alternatives are
better than other alternatives already across the most important attributes, it is very
likely that this difference cannot be traded off against other less important attributes.
Therefore, the higher the standard deviation of alternatives’ overall utility values,
the higher is the chance that the alternatives’ utility across only the most important
attributes is a valid proxy for the alternatives’ overall utility value. For instance, a
decision maker might eliminate an alternative with a very high price immediately,
as there is only a low probability that the high price will be offset by good attribute
levels on other less important attributes.

A similar argumentation holds for attribute ranges and pairwise correlations. If
attribute levels differ sharply on the most important attributes, people might infer
that alternatives overall differ sharply. In the context of correlations of attribute
vectors, several studies have even observed whether subjects are able to assess
correlations. Bettman et al. (1986) find that their subjects are good in assessing
correlations, while Alloy and Tabachnik (1984) draw the opposite conclusion from
their study. However, one has to take into account that these studies use Mouselab
and Information Display Boards where one attribute level is only shown once at a
time. This will make it more difficult to assess correlation and variances of attribute
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values (Bettman et al. 1993). Even if subjects might not be able to assess correlations
exactly, they are able to perceive whether they are positive or negative (Klein and
Yadav 1989). To sum up, in support of hypothesis 3, we argue that subjects are able
to estimate context-complexity of the choice tasks even before having considered all
information and even without explicitly calculating all attribute values, correlations,
and variances.

If people estimate context-based complexity by only considering few attributes,
this estimation process should take longer, the more complex the choice task is.
This is because it is necessary to evaluate more attributes before an alternative can
be eliminated, if, for instance, the alternative are very similar to each other.

Consequently, following other research (see Sect. 2.4), we postulate that choice
tasks with high context-based complexity imply that people search for more
information.

Hypothesis 4: The higher the context-based complexity, the more information
people will search for.

In addition, we suggest that people would switch later in the process from
attribute-wise to alternative-wise processing since it takes them longer to eliminate
alternatives in the first stage of the decision process. This behavior can be motivated
by the criterion-dependent choice (CDC) model which has so far only been
supported for choice tasks with only two alternatives (Böckenholt et al. 1991;
Russo and Dosher 1983; Schmalhofer et al. 1986). The CDC model posits that two
alternatives are evaluated attribute-wise and that people accumulate the differences
of attribute values over the processed attributes until the sum of differences exceeds
a critical value k. Given a pair of alternatives, a large k implies that many
attributes are considered before the final choice is made, while a low k means that
the respondent stops the choice process early on. Furthermore, in scenarios with
similar alternatives, it is harder to obtain the critical value k, as more attributes
have to be processed in the case of similar attribute levels and many trade-offs
(Böckenholt et al. 1991). Hence, the CDC model explains the decision-making
behavior we anticipate for the beginning of the choice process: In situations with
a low attractiveness difference, a low range, and a lot of trade-offs, people have
more difficulty in obtaining the critical k value, and therefore they search longer
attribute-wise before they can eliminate alternatives from the decision process and
switch to alternative-wise processing.

Hypothesis 5: The higher the context-based complexity, the later people will
switch from attribute-wise to alternative-wise processing.

The next section introduces quantitative measures for operationalizing the
theoretical constructs. Then, we describe the design of the eye tracking experiment
and the results. We close by discussing core findings, potential limitations, and
possible directions for future research.
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3.2 Operationalization

Hypothesis 1 states that people process information attribute-wise in the first stage
of a decision process, but alternative-wise in the last stage. To establish different
stages of the decision process, the stream of eye fixations within a decision task can
be separated into an equal number of fixations. In contrast to Luce et al. (1997),
who set a fixed number of thirteen fixations per stage for each respondent, in our
experiment, we take into account respondents’ differences in the total number of
fixations per choice task and divide each participant’s total number of fixations by
three, resulting in three stages of same length for each participant. The same analysis
with two and four stages yielded very similar results, which is why we only report
results for a separation into three stages.

To measure whether information processing in a choice task is alternative- or
attribute-wise, Payne (1976) developed the SI (see (2.3)).The value of SI varies from
�1 to C1, with �1 indicating completely attribute-wise search and C1 indicating
completely alternative-wise search.

The SI has been criticized by Böckenholt and Hynan (1994), who showed that
it is biased towards alternative-wise processing if the number of attributes exceeds
the number of alternatives (and vice versa). To overcome this bias, they proposed a
strategy measure (SM), which is defined as:
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where n denotes the number of alternatives, m the number of attributes
(dimensions), and N the number of transitions. The SM value is not constrained to
lie between �1 and C1, rendering its interpretation difficult. As we only distinguish
attribute-wise from alternative-wise processing and do not take into account the
strength of attribute-wise processing, this limitation is of minor concern. The
crucial fact is that an SM < 0 indicates an attribute-wise search, while an SM > 0

indicates an alternative-wise search, and the higher the SM, the more alternative-
wise is the search. As the Böckenholt measure can be calculated for each stage of
the decision process separately, this measure can be used to indicate a possible shift
from a more attribute-wise search in the beginning to a more alternative-wise search
at the end of the decision process.

Hypothesis 2 states that people eliminate alternatives during a choice task.
Consequently, they consider fewer alternatives in the last stages of the choice tasks
that in the early stages. To test this hypothesis, we separately calculate the number of
alternatives with at least one fixation for the different stages of the decision process.
Hypothesis 2 consequently shows that less alternatives are considered at later stages
of the task when compared to earlier stages.

Hypothesis 3 states that if context-based complexity decreases, people process
information more alternative-wise. As argued above, we operationalize the com-
plexity of choice tasks with four different measures. For computing the measures,



54 3 The Influence of Context-Based Complexity on Decision Processes

we need to know the attribute values and attribute weights for each respondent.
For this purpose, marketing research offers well-developed preference measurement
techniques, which use either compositional (e.g. PCPM, Scholz et al. 2010) or
decompositional (e.g. CBC, Sawtooth 2008) measurement approaches. To increase
experimental validity, we use both techniques for measuring the respondents’
preferences.

Decompositional conjoint analytic approaches, especially CBC, are one of the
major contributions of marketing science (Netzer et al. 2008). When applying these
approaches, the evaluations or choices between holistically described products of
respondents are decomposed into utilities. In our experiment, we used the decisions
of respondents for the choice tasks in order to estimate utilities with CBC. Every
respondent has to choose his or her preferred alternative in a number of choice tasks.
The part-worths for each respondent (see Sect. 2.3.1.1) were then estimated via a
Multinominal Logit model and a Hierarchical Bayes approach (Lenk et al. 1996).
Hence, CBC is a structural modeling approach which estimates the parameters of
the WADD strategy (see Sect. 2.3.1).

Compositional approaches are based on the direct self-report of respondents’
preferences concerning all attribute levels of an alternative. Rating scales are
used very often to evaluate the desirability of attribute levels. However, compo-
sitional approaches are often criticized for not capturing the trade offs between
attributes. There has been an ongoing controversy about the ability of compositional
approaches, especially so-called self-explicated approaches, to elicit meaningful
utilities (Nitzsch and Weber 1993). An improved compositional approach called
PCPM was proposed by Scholz et al. (2010). It is based on the paired comparisons
of attributes and attribute levels and allows for the handling of inconsistencies in
preference judgments. To estimate the overall utilities of alternatives for respon-
dents, we applied PCPM at the end of the experiment. Respondents had to answer
pairwise comparison questions. The utilities were then calculated as described in
Scholz et al. (2010).

In order to calculate context-based complexity, the utilities from CBC as well as
from the PCPM approach were used. Each alternative can be represented by a set
of attribute levels. Then u.altj / is the overall utility value of alternative altj in the
choice task.

We measured the attribute range with the mean sample standard deviation of all
attribute values over all attribute vectors (similar to Bettman et al. 1993 and Payne
et al. 1993):

SDrange.ct/ D 1

m

mX

iD1

v
u
u
t 1

n � 1

nX

j D1

.v.aij / � Nvi /2; (3.2)

where Nvi is the average of all attribute values of attribute i .
We measure the attractiveness difference with the sample standard deviation

SDattract.ct/ of the overall utility values in a choice task, ct. This measure expresses
how different the alternatives in a choice task are with respect to their overall utility
values:
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where Nu is the average utility of all alternatives.
We measure the correlation of attribute vectors as described by Luce et al. (1997)

for determining the amount of trade-offs, where AV is the set of the m attribute
vectors, attr1 D .a11; a12; : : : ; a1n/; : : : ; attrm D .am1; am2; : : : ; amn/ and CORR
stands for correlation (Pearson):
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Furthermore, entropy is calculated as defined in (2.2).
Hypothesis 4 states that if context-based complexity increases, people will be

forced to search for more information. We use two measures for quantifying the
amount of acquired information: the total amount of eye fixations (depth of search)
and the number of different attribute levels that were fixated at least once (breadth
of search). Hypothesis 4 is confirmed when both measures correlate negatively with
choice complexity.

Hypothesis 5 states that if complexity increases, people switch from attribute-
wise to alternative-wise processing at a later stage. We can test this hypothesis by
comparing the SM index at different stages for tasks with low versus high context-
based complexity.

3.3 Experiment

3.3.1 Participants

Sixty-two respondents (37 females, 25 males) participated in an experiment where
they were asked to choose a single-cup coffee brewer. Eighty-five percent of the
subjects consumed 1–3 cups of coffee per day, and 15% consumed even more,
indicating that participants had a high product experience with the product category.

3.3.2 Design and Procedure

One crucial aspect was to design choice tasks in a way that each participant’s utility
function could be estimated. To this end, the complete enumeration technique,
implemented in the Sawtooth software, was used to create the choice tasks
(Sawtooth 2008). Each of these choice tasks consisted of three alternatives and six
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Fig. 3.2 Experimental
procedure

attributes (plus a no-choice alternative). Three additional choice tasks – presented
at the beginning of the experiment – served as warm-up trials. All in all, each
participant responded to 17 choice tasks (see Fig. 3.2). The first part consisted
of three warm-up tasks. The second part, the core of the experiment, presented
respondents with 14 choice tasks, which were then used for statistical analysis
and, using CBC, were also used to estimate the utility functions. In the third part
preference measurement with PCPM was carried out.

In a pre-study with 20 respondents, we used the direct dual questioning method
(Myers and Alpert 1968) as it is common in marketing research practice to
determine the most relevant six attributes of single-cup coffee makers. In the direct
dual questioning method, respondents are first asked how important they find several
attributes. They then have to describe to what extent they believe products differ in
terms of that attribute. The most relevant attributes are the ones which respondents
evaluate as highly important to them and whose levels appear to vary greatly
between products. The most important attributes we determined were: price, brand,
material, design, system, and price of a cup of coffee (see Table 3.1).

As recommended by Scholz et al. (2010), in the PCPM-part respondents had
to conduct 12 pairwise comparisons to compare the six attributes and 25 pairwise
comparisons for the attribute levels.

3.3.3 Eye Tracking

To record participants’ eye movements we used the SMI EyeLink II System, which
features two monitors – one for the participant and one for the experimenter. Each
subject wore a light helmet with two fixed mini-cameras which recorded the eye
movements. Four infrared sensors (installed on the participant’s monitor) were used
to adjust to changes in the seating positions of the. As indicated in Fig. 3.1, the
screen was divided in a grid structure, consisting of 35 cells with different pieces of
information, such as the instruction (cell 1), the names of alternatives (cells 2–5),
the attributes (cells 6–11), the attribute level cells (12–29), the no choice option (cell
30) and the buttons to choose alternatives and go to the next screen (cells 31–35).
The subjects’ eye fixations were uniquely assigned to one of 35 cells. The cells 12 to
29 of each choice task displayed the attribute levels and were used for the analysis
of participants’ eye tracking patterns (excluding the warm-up tasks). Fixations in
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Table 3.1 Design of preference measurement used in CBC and PCPM with attributes with either
4,3, or 2 levels

Attribute Level 1 Level 2 Level 3 Level 4

Price e99 e129 e159 e189
Brand Braun Krups Philips Severin
Material Stainless steel Plastic Brushed aluminium
Design Braun Krups Philips Severin
System Pad Capsule
Price of a cup of coffee e0.12 e0.22 e0.32

one of the other cells were not evaluated in the present work, since they had no
influence on the SM. Thus, if we observed a transition on the cells 12–6–8–14, the
two fixations on the cells 6 and 8 would not be included in the analysis and we
would count only the 12–14 transition as an alternative-wise transition.

3.3.4 Empirical Results

Of the 18 cells representing attribute levels in Fig. 3.1, participants fixated on aver-
age on 13:94 cells (SD D 3:00) at least once. The average number of fixations in a
choice task decreased from 61 in the first to 37 in the last choice task. Results further
indicate that participants became acquainted with the choice tasks since a decrease
in the relative number of fixations outside the matrix (i.e., cells below 12 and above
29 in Fig. 3.1) was observed, the more tasks they had completed (r D � 0:276,
p < 0:001). Apparently, participants learned about the decision environment (cells
12 to 29) and avoided unnecessary fixations outside of the choice matrix.

Hypothesis 1 states that people process information attribute-wise in the first
stage of the decision process but alternative-wise in the last stage. To test this
hypothesis, for each participant and for each choice task we divided the number of
fixations into three stages of equal length and calculated the SM index for each stage.
If hypothesis 1 was correct, the mean SM index would be expected to be negative
in the first stage of the decision process but positive in the last stage. We recall that
negative values of the SM index indicate attribute processing, while positive values
indicate alternative processing. Our results, indicated in Table 3.2, confirm this pre-
diction. The results suggest that people use a type of attribute-wise search strategy
in the first stage of the choice process (M D �0:54; SE D 2), while in the last
stage they exhibit more alternative-wise search patterns (M D 0:54; SE D 1:73).2

These latter considerations lead us to the second hypothesis, which states that
people eliminate alternatives during a choice task. Consequently, they are expected
to consider fewer alternatives in the last stage of the choice task than in the first

2M : mean, SE: standard error.
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Table 3.2 SM for the three stages

Mean (SD) Stage 1 Mean (SD) Stage 2 Mean (SD) Stage 3 F p

�0:54 (2.0) 0.00 (1.92) 0.54 (1.73) 70.256 <0:01

Table 3.3 The number of alternatives with at least one fixation for the three stages

Mean (SD) Stage 1 Mean (SD) Stage 2 Mean (SD) Stage 3 F p

2.83 (0.43) 2.65 (0.58) 2.45 (0.67) 97.065 <0:01

stage. To test hypothesis 2, we calculated the number of alternatives that were fixated
at least once for each participant and for each stage. If hypothesis 2 turns out to be
correct, this number declines with the succeeding stages. Table 3.3 supports this
prediction. The mean number of alternatives that were fixated at least once declines
(p < 0:001).

Hypothesis 3 states that if context-based complexity decreases, people will
process information by alternatives. Context-based complexity is low, if (1) the
attribute range is high (high SDrange), (2) the attractiveness difference is high
(high SDattract and low entropy) and (3) if there are few trade-offs (high and
positive CORR). Because a positive value of the SM index indicates processing by
alternatives, hypothesis 3 postulates a positive correlation between all three context-
based complexity measurements and the SM index.3 Hypothesis 3 is supported for
SDrange and SDattract for both preference measurement methods, CBC and PCPM.
The correlations start from 0:087 (n D 868, p < 0:05, two-tailed) for SDrange and
CBC and reach 0:142 (p < 0:01) for SDrange when measured with PCPM (see Table
3.4). With respect to the entropy measure and CORR, it makes a difference whether
the attribute values are determined with PCPM or CBC. While for the CBC method
we get no significant results, we get a highly significant result for the PCPM in
the proposed direction (r D �0:127 and r D 0:097, p < 0:01). In summary, we
recorded robust results, which suggests that people process information more by
attribute when choices are difficult but more by alternative when they are easy.

Hypothesis 4 states that if context-based complexity increases, people will search
for more information. Context-based complexity is high if the attribute range is low
(low SDrange), the attractiveness difference is low (low SDattract and high entropy)
and if there are numerous trade-offs (low and negative CORR). To quantify the
amount of information search, we determined (a) the depth of search and (b) the
breadth of search. Hypothesis 4 thus predicts negative correlations between context-
based complexity and depth (breadth) of search (for entropy, we expect positive
correlations). In support of these predictions, we found significant correlations
starting from �0.086 for CORR measured with CBC for the depth of search up
to �0:181 for SDattract and breadth of search (see Table 3.4). Results are slightly
stronger for breadth of search, and robust for both CBC and PCPM. Only for SDrange

3Because high entropy means high complexity, we expect a negative correlation for entropy.
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Table 3.4 Correlations between measures of complexity and breadth and depth of search

Complexity SM Breadth of search Depth of search
CBC PCPM CBC PCPM CBC PCPM

SDrange 0:087a 0:142b 0:018 �0:164b 0:004 �0:141b

SDattract 0:111b 0:093b �0:181b �0:143b �0:146b �0:134b

Entropy 0:006 �0:127b 0:147b 0:157b 0:149b 0:115b

CORR 0:036 0:097b �0:114b �0:161b �0:086a �0:125b

aCorrelation is significant on 0.05 level
bCorrelation is significant on 0.01 level

are results not significant in the case of CBC measurements. Hence, for SDrange the
effect that with a low attribute range, people tend to search for more information, is
only supported in the case of PCPM measurement. In summary, as expected, people
search for more information if complexity is high.

Hypothesis 5 states that if context-based complexity increases, people switch
later from attribute-wise to alternative-wise processing. To test this hypothesis, we
took all 868 choices (62 participants � 14 tasks) and performed a median split of
the context-based measure of complexity by separating choice tasks with low and
high complexity individually for each participant. Then, we calculated the means of
the SM measure for both groups across the three stages of the decision process. In
support of hypothesis 5, Fig. 3.3 shows that participants switch later from processing
by attribute to processing by alternative when the complexity of the choice task is
high rather than low. This result is consistent for all measures. However, it is stronger
when preferences are measured with PCPM instead of CBC (compare Figs. 3.3
and 3.4). In particular, we observed that respondents searched attribute-wise in the
second stage when the complexity of the choice tasks was high but they searched
alternative-wise if the complexity was low. Indeed, all SM for all combinations of
complexity measures, for both CBC and PCPM are positive (SM > 0) in cases of
low complexity and negative in case of high complexity (SM < 0). This finding
strongly supports our hypothesis.

An analysis with paired t-tests on the different stages indicate further in which
of the stages the search pattern significantly differs for the cases of low versus high
complexity. Thus, the paired t-tests show where the results are particularly strong in
the stages. We report the effect size as measure for the strength of the relation.

The effect size is determined by calculating the Pearson r-value as r D
q

t 2

t2Cdf

(Rosenthal 1991; Rosnow and Rosenthal 2005)4. The Pearson r ranges between
0 and 1 (strong relation). An r of 0.1 is interpreted as small, 0.3 as medium, and 0.5
as large effect (Cohen 1988, 1992).

When preferences were measured with PCPM, we obtained significant results for
SDrange in the first and second stage (t.61/ D �2:836, r D 0:34 (medium effect)
and t.61/ D �2:968, r D 0:36 (medium effect), both p < 0:05), SDattract in the

4df : degrees of freedom, t : t-value of the T-test.
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Fig. 3.3 Results of the respondent-specific two-tailed analysis of variance with PCPM. The higher
the strategy measure (SM) the more alternative-wise is the search

Fig. 3.4 Results of the respondent-specific two-tailed analysis of variance with CBC. The higher
the strategy measure (SM) the more alternative-wise is the search
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first stage (t.61/ D �2:083, r D 0:26 (small effect), p < 0:05) and entropy in the
first and second stage (t.61/ D 2:781, r D 0:34 (medium effect) and t.61/ D 1:86,
r D 0:23 (small effect), both p < 0:05). For CORR there is no significant difference.
When preferences were measured with CBC, we get significant results for SDrange

in the second stage (t.61/ D �2:007, r=0.25 (small effect), p < 0:05) and entropy
in the first stage (t.61/ D 2:345, r D 0:29 (small effect), p < 0:05).

In summary, in cases where preferences are quantified via PCPM, we find
that, when complexity is low, people acquire information more alternative-wise in
earlier stages of the choice process. Thus, they switch earlier to the second stage
of the decision process. In the last stage, all respondents search alternative-wise
(SM > 0), independently of complexity. Moreover, the amount of trade-offs has
the smallest effect. However, the other three measures, which represent similarity,
indicate that the more similar the attributes are, the longer people search attribute-
wise. This supports hypothesis 5.

3.4 Conclusions

3.4.1 Discussion and Contributions

The current study used advanced techniques to examine the influence of context-
based complexity on human decision processes. We used two sophisticated pref-
erence measurement techniques from marketing research, CBC and PCPM, for a
robust and accurate determination of people’s utility functions. This was necessary
because context-based complexity is dependent on the utility function of each single
individual. Furthermore, eye tracking was used to follow the information acquisition
process. Indeed, eye tracking records the decision process in greater detail than
alternative methods (e.g., Mouselab), since it keeps track of quick comparisons
between multiple pieces of information (Glöckner and Betsch 2008).

Context-based complexity was quantified via four different measures, namely
(1) the variation of attribute values which is used to measure attribute ranges, (2) the
average correlation of attribute vectors which is used to measure trade-offs, (3) the
standard deviation of the overall utility values across alternatives and (4) entropy
which is used to measure attractiveness differences. To quantify the information
acquisition process we used the well-established SM index, which describes the
information acquisition process as being either attribute-wise or alternative-wise in
asymmetric matrices (i.e., with an unequal number of alternative and attributes).
Furthermore, we described the information acquisition process by the depth and
breadth of search.

We conjectured that attribute-wise versus alternative-wise information acqui-
sition behavior changes within choice tasks. This behavior indicates a switch
between decision strategies. At the beginning, decision makers tend to acquire
information attribute-wise, whereas with increasing time this process changes to an
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alternative-wise search pattern. Dividing the entire decision process of each choice
task into three stages, the SM index rose from �0.54 to 0 to 0.54, strongly supporting
this hypothesis.

Besides the change in the information acquisition process within choice tasks,
we proposed an influence of context-based complexity on this search pattern. We
showed two interesting relationships: first, with increasing complexity, the search
pattern is more attribute-wise. Second, with increasing complexity, people increase
the depth and breadth of search. Together with the first result of a switch from an
attribute-wise to an alternative-wise pattern of information acquisition, we are able
to explain these results in terms of a staged decision process. We suggest that people
start using decision strategies with an attribute-wise information search to compare
alternatives, such as LEX or EBA. They use these strategies to determine which
alternative(s) they can exclude from further consideration. They then focus on a
few alternatives and compare them by using alternative-wise patterns. We conjecture
that the less complex the task is, the earlier the switch happens. Since the elimination
phase at the beginning of the decision process is harder in cases of high complexity,
people will increase the depth and breadth of their search to eliminate only inferior
alternatives; in this case, the switch from attribute-wise strategies to alternative-wise
strategies will happen later, as in cases with low complexity.

Our results not only contribute to research on decision-making behavior but
also on structural models used in marketing research. Einhorn and Hogarth (1981)
contend that both process tracing and structural models consider two sides of the
same coin. Conjoint analytic approaches provide estimates of systematic and error
variance in judgments. While the relative importance of an attribute is difficult to
determine in a process tracing model, conjoint analytic approaches can provide
this information. On the other hand, results of eye tracking can be used to identify
decision heuristics, which might seriously harm the validity of structural models
because they rely on utility maximizing strategies. The empirical results show that
information acquisition behavior is dependent on the context-based complexity of
the decision situation. This implies that the predictive power of structural models
will decline due to adaptive information acquisition behavior when context-based
complexity is high.

As our work supports previous findings that the information acquisition process
consists of several stages, researchers should consider explaining choices with a
sequence of different decision strategies which might have been applied. Gilbride
and Allenby (2006) recently proposed such a method. We recently also have
examined the occurrences of mixed decision strategies (Pfeiffer et al. 2009a). In this
latter experiment, we monitored the purchase decisions of 624 consumers shopping
online. We studied how many of the observed choices can be explained by the
existing strategies in their pure form, how many decisions can be explained if
we account for switching behavior, and investigated switching behavior in detail.
Since accounting for switching leads to a large search space of possible mixed
decision strategies, we applied a genetic algorithm to find the set of mixed decision
strategies which best explains the observed behavior. The results showed that mixed
strategies are used more often than pure ones and that a set of four mixed strategies
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is able to explain 93.9% of choices in a scenario with 4 alternatives and 75.4%
of choices in a scenario with 7 alternatives. Yet, when we divide respondents into
clusters and assign the strategy to each cluster which explains its behavior best,
the improvement from mixed over pure strategies diminishes. In scenarios where
we allow four strategies to explain the observed decision-making behavior in cases
with 4 alternatives and 3–5 clusters, mixed strategies do not explain more decisions
than pure ones. In cases with seven alternatives, mixed strategies explain up to 6%
more of the decisions than pure strategies. Therefore, if we allow for heterogenous
decision-making behavior and assign different strategies to different respondents,
pure strategies explain the observed behavior almost as well as mixed strategies.
Thus, if we only want to explain final choices by some strategies, pure strategies
seem to be sufficient. If we want to however know which decision strategy best
explains the decision-making behavior which happened in reality, then we need
process tracing.

3.4.2 Limitations and Future Work

The advantage of measuring the information acquisition process with eye tracking
is the great level of detail it provides. However, one might criticize the artificiality
of the experimental setting, decreasing the experiment’s external validity. Results
of the eye tracking study should therefore be compared with other process-tracing
techniques such as computerized process-tracing or verbal protocols (see Meißner
et al. 2010).

As Ball (1997) pointed out: “The search sequence or transitions that a decision
maker uses when searching a matrix of decision information can provide important
clues to the strategy guiding the processing of information.” However, we are
not able to clearly determine which exact strategies the respondents have used in
the stages. We only concluded that in the first stages, they used strategies which
use attribute-wise processing and in the second stage alternative-wise processing.
Consequently, we will examine the relationship between complexity of choice tasks
and the concrete decision strategy applied in the subsequent chapter.



Chapter 4
The Influence of Task and Context-Based
Complexity on the Final Choice

In this chapter, we present a new approach for the design of choice task experiments
that analyze the final respondent’s choice but not the decision process.1 The
approach creates choice tasks with a one-to-one correspondence between decision
strategies and the observed choices. Thus, a decision strategy used is unambigu-
ously deduced from an observed choice. Furthermore, the approach systematically
manipulates the characteristics of choice tasks and takes into account measurement
errors concerning the preferences of the decision makers. We use this approach
to generate respondent-specific choice tasks with either low or high complexity
and study their influence on the use of compensatory and non-compensatory
decision strategies. We provide results for the same three measurements of context-
based complexity, namely the attribute range, the attractiveness difference, and
the correlation of attribute vectors, which we considered in the previous study
in Chap. 3. Furthermore, we study two measurements of task-based complexity,
namely the number of alternatives and the number of attributes. We find that an
increase in context-based complexity and number of alternatives lead to an increased
use of non-compensatory strategies and a decreased use of compensatory decision
strategies. In contrast, the number of attributes does not influence strategy usage.
Furthermore, we observe interaction effects between the attribute range and the
correlation of attribute vectors. The proposed approach does not rely on particular
decision strategies or hypotheses to be tested and is immediately applicable to a
wider range of decision environments. It contributes to research attempts that create
designs that maximally discriminate between different models (see Sect. 2.3 and
Myung and Pitt 2009).

Similarly to other outcome-based methods, our experimental study observes the
alternative selected by the individuals but not the process leading to the observed
choice. To be able to link the observed choice to a unique strategy used, we

1The experimental study was conducted in cooperation with Dejan Duzevik (Icosystem Corpora-
tion, consulting agency, USA) and Koichi Yamamoto (Dentsu Incorporated, advertising agency,
Japan).

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 4, © Springer-Verlag Berlin Heidelberg 2012
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developed an optimization approach for the design of the choice tasks. Our algo-
rithm designs choice tasks by selecting attribute levels in such a way that different
decision strategies lead to different choice predictions. In this way, an individual’s
decision can be assigned unambiguously to one strategy (Rieskamp and Hoffrage
1999). Furthermore, to be able to study the impact of choice task characteristics on
decision behavior, the proposed optimization approach systematically manipulates
the three context-based measurements, which we considered in the previous study
in Chap. 3, and the amount of information shown. We are thus able to create
respondent-specific choice tasks of either low or high complexity, which we use
to determine the strategy used from the observed choice.

In our study, we evaluate the use of four different decision strategies: WADD,
MAJ, LEX and EBA. We focus on these four decision strategies for several reasons.
First, we are seeking representative examples of compensatory (WADD and MAJ)
and non-compensatory (LEX and EBA) decision strategies. Second, in a previous,
unpublished study with about 500 respondents, we found that WADD and MAJ
were among the most frequently used compensatory strategies. Similarly, LEX and
EBA were among the most frequent non-compensatory strategies for explaining the
behavior of decision makers. Third, considering that a higher number of decision
strategies would require additional parameters and additional knowledge concerning
the behavior of the decision-maker – e.g., for the satisficing heuristic (Simon 1955) –
we must know the exact sequence of alternatives considered by the decision maker.
The effort required to measure respondent preferences is relatively low for the four
decision strategies we selected for this study. We can also determine the different
parameters of these four strategies by using standard methods like questionnaires
and adaptive conjoint analysis.

First, we observe that WADD, MAJ and EBA, but not LEX, explain the choices
of respondents. Among all four strategies, WADD explains the majority of observed
choices. Second, a low context-based complexity of choice tasks leads to an increase
in the use of WADD and MAJ and a decrease in the use of EBA. Third, there are
strong interaction effects between the three context-based measurements. Forth, the
respondents exhibit sufficient propensities in their decision-making behavior such
that we can assign them to different clusters.

4.1 Theory and Hypotheses

In Sect. 2.4.3, we have summarized studies examining the influence of the number
of alternatives and attributes on the decision-making behavior. The influence of
the number of alternatives on the depth and breadth of search, the search pattern,
and time is quite clear while the influence of the number of attributes still is
not completely understood. Furthermore, conclusions on the applied strategy are
sometimes retrieved solely from search patterns, for instance researchers often
conclude a compensatory strategy from alternative-wise processing (Conlon et al.
2001; Crow et al. 1980; Lee and Lee 2004; Olshavsky 1979; Payne et al. 1993).
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However, as can be seen in Table A.1 in the appendix, not all decision strategies
with alternative-wise processing are compensatory (i.e., CONJ, DIS, SAT), nor
are all strategies with attribute-wise processing non-compensatory (i.e., ADD,
MAJ, and MCD). In contrast to existing research, we analyze the influence of
the amount of information on the final choice and not on the decision process.
Yet, our argumentation follows the studies which used procedural approaches and
we postulate that with increasing number of alternatives and attributes people use
simplifying heuristics (Biggs et al. 1985; Payne et al. 1993; Timmermans 1993).

Hypothesis 1 (H1): An increase in the number of alternatives leads to an increase
in the use of LEX/EBA and a decrease in the use of WADD/MAJ.

Hypothesis 2 (H2): An increase in the number of attributes leads to an increase in
the use of LEX/EBA and a decrease in the use of WADD/MAJ.

The difficulty of a choice task not only depends on the amount of information
displayed, which is determined by the number of alternatives and attributes, but
also on the context-based complexity of a choice task. We operationalize context-
based complexity with the same three measurements which we used in Chap. 3: the
attribute range (see (3.2)), the attractiveness difference (see (3.3)) and the correlation
of attribute vectors (see (3.4)), where high complexity is defined by low attribute
range, low attractiveness difference and low correlation of attribute vectors.

It was found that decision makers spend more time on the decision and consider
more attribute levels in case of high complexity (Böckenholt et al. 1991; Payne et al.
1988). The same studies show that the lower the attribute range and the lower the
correlation of attribute vectors, the more consistent is the search (Bettman et al.
1993; Biggs et al. 1985; Payne et al. 1988). In sum, research using procedural
approaches shows that in choice tasks with high context-based complexity, decision
makers tend to search for more information and acquire information more consis-
tently. Most strategies with these characteristics are compensatory (see Table A.1 in
the appendix).

Process tracing approaches that study the amount of information and consistency
with which people search for information suggest that individuals use a more
compensatory strategy in choice tasks with high context-based complexity. Several
process tracing studies also measure the search pattern, though the findings are
unclear. Payne et al. (1988) and Bettman et al. (1993) found that in choice tasks
with low attribute range (high complexity), people tend to search alternative-wise.
Fasolo et al. (2003) and Bettman et al. (1993) recorded a more alternative-wise
search in choice tasks with low correlation of attribute vectors (high complexity). In
contrast to that, with high context-based complexity, we recorded a more attribute-
wise search pattern in our previous study (see Chap. 3). We argued that in case
of high complexity respondents spend more time on the first stage of the decision
process where they eliminate inferior alternatives by attribute-wise search. However,
since there are both compensatory and non-compensatory strategies with both
kinds of patterns, in general, these analyses do not help identify what kind of
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influence context-based complexity has on the use of either compensatory or non-
compensatory strategies.

Bettman et al. (1993) study the decision-making process with procedural
approaches and determine the relative accuracy of the chosen alternative. The
relative accuracy is the deviation from the choice with maximal expected value
(EV). This normative choice is equivalent to the WADD strategy. Since Bettman
et al. (1993) presented gambles and not products as alternatives to their respondents,
the EV, and thus the relative accuracy, could be computed without measuring or
estimating the respondents’ preferences. Their results indicate that less accurate
choices are made when attribute range is low, which contradicts the results from
the procedural analysis that find a more compensatory and thus a more accurate
decision. To explain this effect, Bettman et al. (1993) suggest that ”individuals
may intend to attain high accuracy but may not be able to actually implement the
required mental calculations” [p. 944].

There are only a few outcome-based approaches that study the influence of
context-based complexity on choice behavior (for exceptions, see Dellaert et al.
1999; Swait and Adamowicz 2001). These studies are limited since they use
a compensatory model which mimics non-compensatory strategies (Swait and
Adamowicz 2001). With increasing complexity, they observe an increased variance
of the error term and/or part-worths of a standard utility model. They interpret this
finding as an increased use of simplifying strategies because decision makers focus
on only a few attributes (Swait and Adamowicz 2001) and choose the expected
alternative less consistently (Dellaert et al. 1999).2

In sum, while process-tracing studies suggest a more compensatory decision
process with increasing context-based complexity, outcome-based approaches argue
that in fact people might use more simplifying strategies. None of the studies
examined which specific decision strategies best explain people’s choices in tasks
of low and high complexity.

We follow the argument by Bettman et al. (1993) and postulate that with an
increasing context-based complexity respondents search for more information and
search more consistently and thus try to follow a more compensatory decision
strategy like WADD or MAJ. Yet respondents may not succeed in their attempt and
eventually choose an alternative that can be best explained by a non-compensatory
strategy like EBA or LEX. Therefore, in contrast to the conclusions drawn from
studies that used procedural approaches, but in-line with the results from Chap. 3
that indicated a longer phase of non-compensatory strategies in cases of high
complexity, we formulate our hypotheses as:

Hypothesis 3 (H3): A decrease of attribute ranges leads to an increase in the use
of LEX/EBA and a decrease in the use of WADD/MAJ.

2Dellaert et al. (1999) define choice consistency as “the variance of the random error component
in the consumer utility function: the smaller this variance, the higher choice consistency” [p. 1].
Thus, the higher the consistency is, the better WADD explains the choice.
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Hypothesis 4 (H4): A decrease of attractiveness difference leads to an increase in
the use of LEX/EBA and a decrease in the use of WADD/MAJ.

Hypothesis 5 (H5): A decrease of the correlation of attribute vectors leads to an
increase in the use of LEX/EBA and a decrease in the use of WADD/MAJ.

4.2 Method

4.2.1 Formulation of the Experimental Design
as Optimization Problem

In our study, we use a two-step approach: in the first step, we determine a
respondent’s preferences through an adaptive conjoint analysis (ACA) and a ques-
tionnaire. In the second step, we use optimization techniques to create individual and
preference-specific choice tasks where each decision strategy leads to the choice of
a different alternative. This approach is similar to comparative model fitting, but
overcomes the problem that multiple strategies lead to the same choice by ensuring
that each decision strategy leads to a unique choice.

To be able to link the respondent’s choice with a decision strategy, we need
data concerning the respondent’s preferences: the attribute values (necessary for
WADD, MAJ, and LEX), the attribute weights (WADD, LEX, and EBA), and the
aspiration levels (for EBA). We measure the attribute values and attribute weights
using ACA for fifteen attributes that define cell phones. For the aspiration levels,
we use a questionnaire asking the respondents which attribute levels they find
unacceptable. Table 4.1 lists the attributes and attribute levels that are used in the

Table 4.1 Attributes and attribute levels used in the experiment

Attribute Attribute levels

Sales rank #1 #3 #5 #10 #20
Camera resolution 10 Mpx 8 Mpx 5 Mpx 3 Mpx 2 Mpx
Display 3.400 3.200 300 2.800 2.700

Brand NEC Panasonic Sharp Fujitsu
Weight 100 g 110 g 120 g 130 g 140 g
Form Folding Slide Straight
Thickness 10 mm 15 mm 20 mm
iMode iMode phone Non iMode iMode smart-phone
Memory 500 MB 100 MB 50 MB
Continued use 300 min 240 min 180 min
Wallet function Yes No
GPS Yes No
Touch-panel Yes No
Waterproof Yes No
One seg TV Yes No
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study. Our collaborator, an advertising agency, specified the attributes and attribute
levels which were the most relevant to their customers.

In the experiment, we manipulate the five variables (#attributes, #alternatives,
attribute range, attractiveness difference and correlation of attribute vectors). While
it is straightforward to generate choice tasks with a low vs. high number of
alternatives or attributes (H1 and H2), it is difficult to systematically generate choice
tasks with low vs. high attribute ranges, attractiveness differences and correlation of
attribute vectors (H3, H4, and H5). This is because they depend on the individual
preferences of the customers and, for the same choice task, are perceived differently
by each respondent (see (3.2)–(3.4)). Consequently, in order to systematically
manipulate the three context-based variables, we have to create individual sets of
choice tasks for each respondent.

In addition, we want to create choice tasks where observing the respondent’s
choice allows us to determine the decision strategy used. Therefore, we want to
achieve an injective mapping from the decision strategies used by the respondents
to the alternatives. Figure 4.1 shows two different repondent-specific choice tasks,
which differ in terms of their attribute levels. The respondent-specific choice task A
is designed in such a way that the respondent will select phone A if and only if he
or she follows a WADD strategy. Similarly, if the respondent follows a MAJ, EBA,
or LEX strategy, he or she will select phone B, phone C, or phone D, respectively. If
a respondent selects phone E, the respondent isn’t following either one of the four
strategies and we denote this case as NONE. Thus, choice task A is designed in
such a way that we have an injective mapping from the used decision strategies to
the selected alternatives.

Choice task B is an example of a non-injective (and non-surjective) mapping
from the decision strategies to the alternatives. Here, two or more strategies can

Fig. 4.1 Two mappings of alternatives to decision strategies. The GA minimizes ambiguous
(AMB) and multiple mappings (MULTIPLE MAP) mappings
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map to the same alternative (denoted as ambiguous mapping (AMB)) and a decision
strategy can lead not only to one but several alternatives (denoted as multiple
mapping). In the example, the respondent will select phone A if he or she follows
WADD or MAJ. Following EBA leaves the respondent with phones B or C.

Keeping in mind that the choice of different attribute levels leads to different
mappings, we want to denote all choice tasks (like choice task A above) that lead
to a minimum number of ambiguous and multiple mappings as choice tasks with
optimal mapping.

In summary, we want to consider several objectives when creating individual
choice tasks for the different respondents:

1. We want to create choice tasks with optimal mapping. If the mapping is optimal,
we can deduce the used strategy from the observed choice.

2. We want to manipulate the attribute range of a choice task. By systematically
creating choice tasks with a low vs. high attribute range, we can test H3.

3. We want to manipulate the attractiveness difference of a choice task. By
systematically creating choice tasks with a low vs. high attractiveness difference,
we can test H4.

4. We want to manipulate the average correlation of attribute vectors of a choice
task. By systematically creating choice tasks with a low vs. high correlation of
attribute vectors, we can test H5.

Respondent-specific choice tasks with optimal mapping and manipulated context-
based complexity depend on the preferences of the respondents. However, when
measuring respondents’ preferences with an ACA in the first step of our experi-
ments, measurement error is inevitable. To reduce the effects of errors, we ensure
that our choice tasks are robust in two ways. First, small changes in respondents’
preferences should not result in a significantly different context-based complexity.
Second, small changes should not significantly increase the number of ambiguous
and multiple mappings. Consequently, we formulate the fifth objective:

5. We want to create robust choice tasks.

Finding robust choice tasks with optimal mapping is difficult since the number
of different choice tasks is high even for simple choice tasks. For a choice task with
n alternatives and m attributes, where the m attributes are chosen from a set of mall

attributes and each attribute has on average jAi j possible attribute levels, we have
jAi jnm � �

mall
m

�
different choice tasks. As an example, for a choice task with n D 5

alternatives, m D 5 attributes that are chosen out of a set of mall D 15 possible
attributes and jAi j D 3 attribute levels per attribute, we have 2:5�1015 different
choice tasks. Thus, we need optimization methods to find robust choice tasks with
optimal mapping.

To decrease the complexity of the experimental design, we will either optimize
objectives 1,2,4,5 or objectives 1,3,4,5. This approach does not restrict our study
because the interesting relationship from a theoretical perspective is between
correlation of attribute vectors and attribute ranges and correlation of attribute
vectors and attractiveness differences (for details see Sect. 2.4).
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4.2.2 A Genetic Algorithm for Finding Robust
Choice Tasks with Optimal Mapping

Genetic algorithms (GAs) (Goldberg 1989; Holland 1975; Reeves and Rowe 2003)
are heuristic optimization methods that are inspired by the principles of evolution
and apply recombination, mutation, and selection operators to a population of solu-
tion candidates. In contrast to exact optimization methods like linear programming
or branch-and-bound approaches, heuristic optimization methods do not guarantee
an optimal solution but often return high-quality solutions in a reasonable amount
of time (Bäck et al. 1997; Glover and Kochenberger 2003). Heuristic optimization
methods are often applied with success to N P-hard problems or problems where
the size of the search spaces increases exponentially with the problem size.

Algorithm 1 describes the basic functionality of a GA. After randomly creating
and evaluating an initial set (population) of candidate solutions, the algorithm
iteratively creates new populations by recombining (with probability pc) the
selected high-quality solutions and applying mutations (with probability pm).

Algorithm 1 Genetic Algorithm
Create initial population P

Evaluate initial population
while termination criterion is not met do

Select high-quality solutions from P and obtain P 0

Apply recombination to P 0 and obtain P 00

Apply mutation to P 00 and obtain P 000

Evaluate P 000

P D P 000

end while

Each candidate solution must contain all the information necessary to con-
struct a choice task. It must define which m attributes and corresponding nm
attribute levels are shown to a particular respondent. Given a set of mall possible
attributes (mall � m), we order the mall possible attributes in a vector Attrw D
.attr1; : : : ; attrmall/ such that wi � wiC1. Similarly, for each attribute attri , we order
the ai

all corresponding possible attribute values in a vector Aw
i D .a1; : : : ; aai

all
/ such

that v.ai / � v.aiC1/. Then, a candidate solution is a string x D x1; : : : ; xm.nC1/ with
two different types of elements. First, the elements x.i�1/.nC1/C1 2 f1; : : : ; mallg
(i D 1; : : : ; m) indicate that the x.i�1/.nC1/C1th element of the attribute vector Attrw

is shown in the i th row of the choice task. To avoid multiple occurrences of the
same attribute in a choice task, x.i�1/.nC1/C1 ¤ x.j �1/.nC1/C1 for i ¤ j . Second,
the elements x.i�1/.nC1/C.1Cj / 2 f1; : : : ; aai

all
g (i D 1; : : : ; m and j D 1; : : : ; n)

indicate that the x.i�1/.nC1/C.1Cj /th element of the attribute level vector Aw
i is used

for the attribute attri of altj .
Figure 4.2 gives an example. The first element x1 of a solution specifies the

attribute that is shown in the first row of the choice task. For the example, we
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Fig. 4.2 Construction of a choice task from a solution string

assume Attrw D .form; weight; price; form/, which is ordered with respect to the
importance of the attributes. A value of x1 D 2 indicates the attribute at the
second position of Attrw. The following n D 5 elements x2; : : : ; x6 indicate the
shown attribute levels for the n D 5 different alternatives. Assuming Aw

weight D
.100 g; 110 g; 120 g; 130 g; 140 g/, which is ordered with respect to the respondent-
dependent value function, a value of x2 D 5 indicates that we use the attribute level
at the fifth position of Aw

weight for the weight of phone A. With n D 5 and m D 3, a
solution has m.n C 1/ D 18 elements. The first, seventh and 13th element indicate
the shown attributes. The other elements determine the 15 attribute levels.

This construction process ensures that the search space is fully covered and that
all possible choice tasks can be represented. The construction process follows the
principle of problem space search (Storer et al. 1992), where the string values select
elements from a pre-ordered list. By selecting elements (attributes and attribute
levels) from an ordered list, small variations of the solution string result in new
solutions with similar properties (attributes have similar importance and attribute
levels have similar attribute value). Such a construction process often leads to a high
performance of heuristic optimization methods (Raidl and Julstrom 2000; Rothlauf
2009; Storer et al. 1992).

The GA should generate robust choice tasks with optimal mapping and manipu-
lated attribute range, attractiveness difference and correlation of attribute vectors.
We assume a maximization problem and define an additive objective function
f .c/ D f1 C f2 C f3, which evaluates the quality of solution candidates. The
different components of f measure the optimality of the mapping (f1) and how
well we can manipulate the attribute range (or the attractiveness difference) (f2)
and correlation of attribute vectors (f3) of a choice task c.3 Given the set of decision

3We will either optimize objectives 1,2,4,5 or objectives 1,3,4,5. Thus, in half of the runs f2

measures the attribute range and in the other half it measures the attractiveness difference.
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strategies S D fWADD; MAJ; LEX; EBAg, we want to create choice tasks with a
minimum number of multiple and ambiguous mappings. Thus, when evaluating
a solution, we consider only non-multiple strategies sn

i � S and calculate f1 as
.1=2/

P
sn
i 2S 1=ni , where ni denotes the number of strategies that map to the same

alternative as strategy sn
i . For the example choice task A (Fig. 4.1), we have no

multiple mappings and obtain f1 D 2. Example B has a multiple mapping for EBA;
WADD and MAJ map to the same choice (are ambiguous). Thus, we obtain f1 D 1

for example B.
Furthermore, we want to manipulate the attribute range AR.ct/, the attractiveness

difference AD.ct/ and inter-attribute correlation AC.ct/ of a choice task ct. We do
not know a priori the minimum and maximum values of AR, AD and AC. Thus,
before each GA run, we generate a set of 2,000 random choice tasks. ARmin and
ARmax are the minimum and maximum values of AR that occur in the 2,000 random
choice tasks. Similarly, ADmin and ADmax as well as ACmin and ACmax are the
minimum and maximum values of AD and AC. If we want to find a choice task ct
with low AR, we define f2 as f low

2 .c/ D ARmax�AR.c/

ARmax�ARmin
and if we want to find a choice

task with high AR, we define f
high

2 .c/ D AR.c/=.ARmax � ARmin/.4 Analogously, if
we want to find choice tasks with low AC, we define f low

3 D ACmax�AC.c/

ACmax�ACmin
and if we

want to find choice tasks with high AC, we define f
high

3 D AC.c/=.ACmax � ACmin/.
If choice tasks with lower minimum or higher maximum values are created during
a GA run, the corresponding values of ARmax, ARmin, ADmax, ADmin, ACmax, and
ACmin are updated during the GA run. The normalization of AR, AD and AC is
necessary to ensure that the GA focuses equally on both AR (AD) and AC. Overall,
the contribution to the objective function is equal for f1 and f2 C f3. Thus,
finding choice tasks with optimal mapping has the same importance for the GA
as manipulating correlation of attribute vectors and attribute ranges (attractiveness
differences).

During initialization, the GA creates a population of 300 randomly created
solutions. For each solution, the string elements that indicate the shown
attributes (x.i�1/.nC1/C1, i D 1; : : : ; m), are randomly drawn from f1; : : : ; mallg
without replacement. The elements that indicate the shown attribute levels
(x.i�1/.nC1/C.1Cj /, i D 1; : : : ; m and j D 1; : : : ; n), are randomly drawn from
f1; : : : ; aai

al l
g.

After initialization, we apply standard GA operators (Bäck et al. 1997, Chap. C3).
For the selection operator, we use a tournament selection of size 2. Thus, we
iteratively select two random candidate solutions from P and insert the solution
with higher objective value f into P 0 until P 0 is filled. Recombination then creates
a new population P 00 from P 0. Recombination selects with probability pc D 1 two
random parent solutions from P 0 and copies them into P 00. Then, with a probability
of 0.5, the operator exchanges the values of all string elements that belong to the i th
attribute (x.i�1/.nC1/C1; : : : ; xi.nC1/) between the two new solutions. To ensure that

4The same holds for AD in case we are manipulating AD instead of AR.
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no attributes are duplicated in one solution, no exchange occurs if an attribute exists
in both solutions. Finally, we copy all solutions from P 00 to P 000 and mutate each
string element with a probability of 1=.m.n C 1//. A mutation randomly increases
or decreases the value of the string element by 1. Thus, a new solution is created
with either a new attribute that has similar importance or a new attribute level with
similar attribute value. Mutation is not applied if it would duplicate attributes in a
solution. The GA uses a population size of 300 and is stopped after 600 generations.
To avoid early convergence, the GA uses duplicate elimination, which means that
duplicate solutions are discarded and no identical solutions exist in a population.
Furthermore, it uses an archive of size 300, which stores the best solutions observed
during the GA run. The archive is updated after each generation.

At the end of a run, the GA returns to the archive that contains the 300 best
solutions found. Usually, the mapping of these solutions is near-optimal or optimal
and the attribute range, attractiveness difference and correlation of attribute vectors
is either low or high. To address the robustness of a choice task and to reduce
the effects of estimation error stemming from inaccurate measurements of the
preference function, we consider all 300 solutions in the archive and examine the
effects of small attribute level modifications. We take each solution c and randomly
modify one of the shown attribute levels. We do this 50 times for each of the 300
choice tasks and compute the robust objective value f 0.c/ as

f 0.c/ D 1

50

50X

iD1

f .ci /; (4.1)

where the ci are the 50 solutions that are created by randomly mutating one attribute
level of c. We finally select the solution (choice task) that maximizes f 0.

4.2.3 Evaluation of the Genetic Algorithm

The GA created 11,344 choice tasks for 709 respondents. The average running time
of the GA necessary for creating a choice task was 72.6 s resulting in an overall
computation time of 57.2 h on four parallel processors.

To assess the performance of the GA, we compare the choice tasks generated by
the GA with a benchmark of randomly generated choice tasks. For each choice task
shown to the respondents, we generated 180,000 choice tasks by randomly selecting
attributes and corresponding attribute levels. Similarly to the GA, we stored the
300 best solutions (with respect to f ) in an archive and selected the most robust
solution (with respect to f 0) from this set. We denote this random generation of
choice tasks as random sampling. Its computational effort is high and similar to
the GA that also performs 180,000 evaluations during a run (600 generations à
300 solutions) and 15,000 evaluations at the end of the run when selecting the
most robust solution (50 modifications for each of the 300 solutions in the archive).
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Table 4.2 Quality of solutions found by GA versus randomly generated choice tasks (mean and
standard deviation)

Random sampling GA GA
(Benchmark) (Objectives 1,2,4,5) (Objectives 1,3,4,5)

Robust objective value
f 0

2.36 (0.45) 2.37 (0.44) 2.46 (0.50)

Objective value f 2.87 (0.45) 3.26 (0.36) 3.32 (0.40)
Optimality of mapping

f1

1.75 (0.30) 1.94 (0.18) 1.98 (0.11)

Attribute range f2 0.55 (0.17) 0.62 (0.19) –
Attractiveness

difference f2

0.59 (0.29) – 0.67 (0.24)

Correlation of attribute
vectors f3

0.56 (0.33) 0.70 (0.26) 0.67 (0.27)

Percentage of optimal
mappings

55.8% 90.4% 94.4%

Table 4.2 compares the objective values of the solutions returned by the two versions
of the GA (manipulation of the attribute range (objective 2) vs. manipulation of
the attractiveness difference (objective 3)) with random sampling. For the returned
choice tasks, we show the mean and standard deviation (in brackets) of the robust
objective value f 0, the objective value f , as well as the three components of f ,
which are f1, f2, and f3. Furthermore, we list the percentage of choice tasks with
an optimal mapping.

The average objective value f of the solutions returned by the GA (3.26 and
3.32, respectively) is higher than for random sampling (2.87, p < 0:01). Also the
partial objective values f1, f2, and f3 are significantly higher for choice tasks found
by the GA (p < 0:01). In comparison to random sampling, the GA approach yields
better solutions if we assume that the measured preferences are correct. The values
of the robust objective value f 0 indicate that a higher solution quality in the case
of accurate preference measurements does not lead to a lower quality in the case of
inaccurate preference measurements. The GA that optimizes objectives 1,3,4,5 even
created more robust solutions than the random sampling approach.

We further analyzed the ability of the GA to successfully manipulate the three
context-based complexity measures (objectives 2, 3 and 4) by comparing the
distribution of complexity measure values across choice tasks with and without
manipulation of the particular context-based measure. Figure 4.3 shows boxplots
for the choice tasks which were generated for the high vs. the low attribute range
group. We see that the attribute range differs a lot for the two groups indicating
that the manipulation of the attribute range was successful and objective 3 is met.
Furthermore, as intended, the correlation of attribute vectors is not affected by
that manipulation: the two boxplots for the two groups do not differ. The same
conclusion can be drawn for the other two complexity measures which is shown
in Figs. 4.4 and 4.5. In Fig. 4.5 which displays the groups when controlling for the
correlation of attribute vectors (objective 4), we have three bars per group. This is
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Fig. 4.5 Complexity measures when controlling for the correlation of attribute vectors

Table 4.3 Correlations of complexity measures

AR AD AC

n 0.085a 0.183b 0.086b

m �0.025 0.054b 0.192b

AC 0.018 0.458b 1
aCorrelation is significant on 0.05 level
bCorrelation is significant on 0.01 level

because objective 4 is optimized in both groups of the experimental design (one
design which optimizes objectives 1,2,4,5 and the other design which optimizes
the objectives 1,3,4,5). We can see that the attractiveness difference is also affected
when manipulating the correlation of attribute vectors.

We also test for spurious correlations between the complexity measures. For the
solutions returned by the GA, Table 4.3 lists all the pairwise correlations. There
seems to be a tendency that choice tasks with a higher number n of alternatives have
higher values of AC, AD and AR. Therefore, choice tasks with more alternatives tend
to have lower complexity. Although these correlations are significant, we neglect
them in our study since they are low and thus only have a small effect.

There is no significant correlation between AC and AR, however, the correlation
between AD and AC is significant (0:458) which might have a larger influence on
our results. Nevertheless, if we had just created the choice tasks randomly, as was
done with our benchmark, the correlation would be much higher (0:57).
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4.3 Experiment

4.3.1 Participants

The online-experiment was conducted in Japan with a pool of 709 participants
selected by a Japanese advertising agency. All participants were between 30 and
39 years old, 49:9% of them were female and all owned a cell phone. On average,
respondents took 23.84 s per choice.

4.3.2 Design and Procedure

We use a 2 � 2 � 2 � 2 factorial design ([5 vs. 8 alternatives] � [5 vs. 8 attributes] �
[low vs. high correlation of attribute vectors] � [low vs. high attractiveness
difference/attribute range]). We manipulate the factors in-between subjects in order
to control for respondent-specific effects.

The experiment consists of three stages:

Stage 1: An ACA and a short questionnaire which determine the attribute values,
the attribute weights and the aspiration levels as well as demographics.

Stage 2: The GA which generates 16 choice tasks per respondent based on the
respondents’ preferences from stage 1.

Stage 3: The main experiment, where each respondent is shown the 16 choice
tasks. The attributes and the alternatives of each choice task as well as the 16
choice tasks were shown in random order. In this stage 609 out of the 709
respondents took part.

The approach makes two main assumptions: (1) the data gathered in the ACA
and the questionnaire is a good representation of respondents’ true preferences, (2)
these preferences did not change before the respondents participated in the choice
experiment (there was a 10-day lag between Stage 1 and Stage 3).

We removed all choice tasks with AMB mapping. This step facilitates the
interpretation of our statistical analysis because when we report the frequency
with which any strategy explained the observed choices, we can be sure that no
other of the three strategies also explained the same choice. Deleting all AMB
mappings caused as side-effect that also no multiple mappings remained in the
sample, because multiple maps happened to appear in choice tasks which also had
AMB mappings. Thus, we were only left with choice tasks with an optimal mapping.
After the data cleansing, 9,086 choices were left in the sample. From these 9,086,
4,408 were created with objective 2, thus for the analysis of attribute ranges we
could only analyze these choice tasks, and 4,678 were created with objective 3, thus
only for these ones we could analyze attractiveness differences.
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Table 4.4 Observed versus expected usage of strategies

Strategy Observed Baseline Ratio

EBA 20.6% 16.2% 1.32
LEX 17.1% 16.2% 1.09
MAJ 19.3% 16.2% 1.23
WADD 27.1% 16.2% 1.73

4.3.3 Empirical Results

Table 4.4 lists the relative frequencies with which the strategies explained the
respondents’ choices. Respondents apply WADD in most choice tasks (27.1%),
followed by EBA, MAJ, and LEX. We compare the observed relative frequencies
with the baseline case, which is a model that randomly predicts choices. For
example, for choice tasks with five alternatives, the baseline model would predict
the choices with a relative frequency of 20%. In our case, where choice tasks have
five or eight alternatives, the relative frequency of the baseline model is 16.2%.
With ratio D observed

baseline , WADD explains 1.73 times as many choices than the baseline
model; in contrast, LEX (ratio D 1.09) is only slightly better than a prediction model
that guesses randomly.

In order to test the hypotheses, we want to make sure that for each respondent we
evaluate an approximately equal number of choice tasks in which the independent
variables n, m, AR, AD and AC have either high or low values. However, due
to the removal of choice tasks with multiple or ambiguous mappings, this is not
the case for every respondent. Thus, for each of the five independent variables,
we do not consider respondents if the ratio between the number of choice tasks
with a high independent variable value and the number of choice tasks with a low
independent variable value is greater than 2 or smaller than 0.5. This happened to
three respondents for n, 13 respondents for m, 13 for AR, four for AD and 37 for AC.

Figure 4.6 plots the relative frequency of the observed strategies over the values
of the independent variables. We show the results for the number of alternatives
n (Fig. 4.6a), the number of attributes m (Fig. 4.6b), attribute range AR (Fig. 4.6c),
attractiveness difference AD (Fig. 4.6d) and the correlation of attribute vectors AC
(Fig. 4.6e). We expect that an increase in the complexity of a choice task (higher
value of m or n; lower value of AR, AD, or AC) will lead to an increased use of
low-effort strategies (LEX and EBA) and a decreased use of high-effort strategies
(WADD and MAJ).

To evaluate the association between the measures of complexity and the fre-
quencies of strategies used, we apply the Wilcoxon signed-rank test. We use this
non-parametric t-test for dependent samples used when the result data cannot be
assumed to be normally distributed. We had to apply a test for dependent samples
because of the in-between subjects manipulation of the complexity measurements.



4.3 Experiment 81

(a) Number of alternatives

EBA

LEX
MAJ

WADD

EBA

LEX
Baseline

MAJ

WADD

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

5 Attributes 8 Attributes

5 Attributes 8 Attributes

re
la

tiv
e 

fr
eq

ue
nc

y

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

re
la

tiv
e 

fr
eq

ue
nc

y

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

re
la

tiv
e 

fr
eq

ue
nc

y

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

re
la

tiv
e 

fr
eq

ue
nc

y

re
la

tiv
e 

fr
eq

ue
nc

y

(b) Number of attributes
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Fig. 4.6 Influence of the independent variables on the relative frequency of the observed strategies

The effect size of each test is defined as r D Zp
N

, where Z is the signed rank
statistic and N is the number of observations. Values of r D 0:1 determine a small
effect, r D 0:3 a medium effect, and r D 0:5 a large effect (Cohen 1988, 1992).

An increase of n from n D 5 to n D 8 (Fig. 4.6a) has a significant effect on
all strategies. For all four strategies EBA, LEX, MAJ and WADD, the relative
frequency decreases with increasing n. The effects are small. At the same time, the
number of NONE strategies significantly increases from 8.80% (n D 5) to 23.25%
(n D 8) with a medium effect (r D 0:44).

H1 states that with increasing n the use of LEX and EBA increases, while the use
of WADD and MAJ decreases. As expected, WADD and MAJ decreases; however,
the use of LEX and EBA also decreases, which is in contrast to hypothesis H1.
How can we explain this observation? First, our experiment is designed in such a
way that an increase of n goes along with an increase of alternatives that map to
NONE strategies. In small choice tasks with n D 5, only one alternative maps to a
NONE strategy. In larger choice tasks with n D 8, the number of alternatives that
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map to NONE strategies increases to four. In contrast, the number of alternatives
that map to EBA, LEX, MAJ or WADD remains constant (one alternative per
strategy). Since choice tasks with a higher number of alternatives are more complex,
respondents might be less able to follow a particular strategy. They are either not
able to execute that strategy properly or they might mix different strategies (Bettman
and Park 1980; Gilbride and Allenby 2004, 2006; Luce et al. 1997; Russo and
Leclerc 1994). Since half of the alternatives in choice tasks with n D 8 map to a
NONE strategy, the probability increases that respondents will choose an alternative
indicating a NONE strategy in comparison to an alternative that can be explained
by either EBA, LEX, MAJ, or WADD. Second, ff the number of alternatives
indicating EBA, LEX, MAJ or WADD is kept constant but the overall number
of alternatives is increased, respondents can choose between a greater number of
alternatives if they follow a strategy other than EBA, LEX, MAJ or WADD (for
an overview of other strategies, see for instance Payne et al. 1993). Third, there is
also a significant, though low, correlation between n and each of the context-based
complexity measures, respectively. The more alternatives there are, the higher AR,
AD and AC (see Table 4.3) are. Thus, choice tasks become more difficult as the
number of alternatives increases, but become slightly easier as the three context-
based measurements AR, AD, and AC increase. Nevertheless, this correlation is very
low.

Since the further analysis of the influence of m, AR, AD and AC on the decision
strategies used does not suffer from the different number of NONE alternatives for
low versus high values of the independent variables, the remaining analysis is more
straightforward.

In contrast to the analysis of alternatives, the impact of the number of attributes
on the relative frequency is very low. The analysis yields significant results only for
MAJ (p < 0:05), but with a small effect (r D 0:06) (see Table 4.5 and Fig. 4.6b).
While the decreasing usage of MAJ in choice tasks with fewer attributes supports
H2, the insignificant results for the other three strategies lead us to reject H2.

The analysis of attribute ranges on relative frequency is statistically significant
for WADD and EBA, while the results for MAJ and LEX are not significant (see
Table 4.6 and Fig. 4.6c). The effect size on WADD is close to medium (r D �0:26)
and the effect size is small for EBA. The trends of each strategy follows H3.
With decreasing AR, respondents use less compensatory strategies and more non-
compensatory strategies. This finding corroborates H3.

The change in the relative frequency when we manipulated attractiveness
difference is statistically significant for WADD with a medium effect (r D �0:33)
(see Fig. 4.6d and Table 4.6). We have anticipated such a strong influence on WADD,
because the attractiveness difference is closely related to the definition of the WADD
strategy and it measures in how far the overall utility values of products differ from
each other. In summary, H4 can only be supported for the WADD strategy but with
the largest effect we could find for any of our measures of complexity.

The analysis of the correlation of attribute vectors was statistically significant for
EBA, MAJ, and WADD with an effect close to medium for MAJ (r D �0:28) and a
small to medium effect for EBA and WADD (see Table 4.6 and Fig. 4.6e). Thus, in
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Table 4.5 Wilcoxon tests on the relative frequencies for the strategy frequency (M D Mean) for
the two task-based complexity measurements

Strategy Z M(5 alt.) M(8 alt.) Sign. Effect
(one-tailed) Size

Number of alternatives (H1)
EBA �3.674 22.01% 19.25% <0.001 0.11
LEX �4.022 18.53% 15.59% <0.001 0.12
MAJ �5.523 21.23% 17.19% <0.001 0.16
WADD �5.403 29.44% 24.72% <0.001 0.16
NONE �15.164 8.80% 23.25% <0.001 0.44

Number of attributes (H2)
M(5 attr.) M(8 attr.)

EBA �0.929 20.95% 20.13% 0.18 0.03
LEX �0.749 16.82% 17.20% 0.23 0.02
MAJ �2.197 20.17% 18.41% 0.01 0.06
WADD �1.252 26.61% 27.44% 0.11 0.04
NONE �1.723 15.46% 16.83% 0.04 0.05

Table 4.6 Wilcoxon tests on the relative frequency for the strategy frequency (M D Mean) for the
three context-based complexity measurements

Strategy Z M(high range) M(low range) Sign. Effect
(One-tailed) Size

Attribute range (H3)
EBA �1.900 18.55% 21.34% 0.01 0.08
LEX �1.221 16.77% 18.37% 0.14 0.05
MAJ �1.560 18.84% 17.74% 0.09 0.06
WADD �6.239 31.38% 21.72% <0.001 0.26
NONE �3.756 14.46% 20.83% <0.001 0.16

Attractiveness difference (H4)
M(high diff.) M(low diff.)

EBA �1.696 20.20% 22.02% 0.05 0.07
LEX �0.163 16.59% 16.61% 0.44 0.01
MAJ �0.190 20.01% 20.15% 0.42 0.01
WADD �8.012 33.97% 22.01% <0.001 0.33
NONE �8.106 9.23% 19.20% <0.001 0.33

Correlation of attribute vectors (H5)
M(high corr.) M(low corr.)

EBA �4.697 18.01% 23.01% 0.00 0.14
LEX �0.290 16.61% 17.53% 0.27 0.01
MAJ �9.350 23.59% 15.50% <0.001 0.28
WADD �5.857 29.84% 24.72% <0.001 0.17
NONE �8.567 11.95% 19.24% <0.001 0.26
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Table 4.7 Binary logit models testing interaction effects between AR and AC, AD and AC,
respectively

AR*AC B Std. error Wald Chi-Square Significance

EBA �0.069 0.0332 4:281 0.039
LEX �0.050 0.0347 2:058 0.151
MAJ 0.147 0.0287 26:412 < 0:001

WADD 0.049 0.0289 2:906 0.088

AD*AC
EBA �0.059 0.0361 2:693 0.101
LEX 0.004 0.0353 0:012 0.912
MAJ 0.014 0.0331 0:179 0.673
WADD �0.026 0.0321 0:673 0.412

choice tasks with high correlation of attribute vectors (few trade-offs), significantly
more compensatory strategies were applied than in cases of low correlation of
attribute vectors. The complementary result is observed for EBA. In summary, H5
can for the most part be supported.

In line with previous work (see Sect. 4.1), we argue that AR (AD) and AC are
different types of context-based complexity. While AR and AD measure how similar
alternatives are, AC measures the extent to which decision makers have to trade-off
attribute levels. To understand the influence of these two context-based complexities
in more detail, we analyze the interactions between the standardized AC and AR
(AD) using binary logit models. Each model includes three variables: AR(AD), AC
and AR � AC (AD � AC). Similarly to the statistics for the main effects, the models
take into account the dependency of choices (in-between subject design). Table 4.7
presents the results for the interaction term AR � AC (AD � AC). We find significant
interaction effects for EBA and MAJ for AR and AC.

To further clarify the findings, we plot the interaction effects for MAJ (Fig. 4.7)
and EBA (Fig. 4.8). For both strategies, AR has a higher impact if AC is high. With a
low correlation of attribute vectors, more respondents are influenced by the attribute
range when deciding for or against the use of MAJ and EBA. Furthermore, for both
strategies, AC has a higher impact if AR is high. With less similar alternatives, more
respondents consider AC when deciding for or against the use of MAJ and EBA. In
sum, the influence of AR, respectively AC, increases if the choice task is easy with
respect to the other complexity measure.

Finally, Table 4.8 shows the relative frequencies for different combinations of
AC and AR.5 In the most difficult choice tasks (low AC and low AR), the non-
compensatory EBA strategy explains most choices (22.67%). In easier choice tasks
(either AR or AC are high), the compensatory WADD strategy explains the highest
percentage of choices. In the easiest choice tasks, WADD explains more than a third

5Since we did not find any significant interactions for AC and AD, we refrain from reporting
equivalent numbers for this combination.
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Fig. 4.8 Interaction effects for EBA

Table 4.8 Relative frequencies of the observed strategies for different combinations of AR and
AC

AC AR EBA LEX MAJ WADD

Low Low 22.67% 18.09% 16.08% 20.34%
Low High 21.15% 17.00% 14.75% 28.26%
High Low 21.76% 18.30% 20.99% 23.66%
High High 18.41% 17.54% 25.64% 35.79%

of all choices (35:79%) which is 2.2 times more than the baseline model would
explain.

In an additional analysis, we clustered respondents using a K-Means algorithm
into five groups according to the strategy they used most often. We allowed for a
fifth cluster to capture unexplained decision-making behavior (NONE).
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Table 4.9 Results of cluster analysis

WADD-Cluster EBA-Cluster LEX-Cluster MAJ-Cluster NONE-Cluster

WADD 0.40 0.17 0.15 0.18 0.16
EBA 0.15 0.40 0.11 0.13 0.14
LEX 0.12 0.10 0.42 0.10 0.13
MAJ 0.14 0.12 0.10 0.39 0.13
NONE 0.14 0.12 0.11 0.14 0.30
Cluster size 255 150 111 142 88

Table 4.9 shows the average number of strategies used by each cluster. For
instance, the respondents that fit into the WADD-cluster chose the alternative
that mapped to the WADD strategy in 40% of their 16 choices. The distribution
of respondents in clusters is not uniform. The WADD-cluster is the largest with
255 respondents. The NONE-cluster is the smallest cluster with 88 respondents.
Table 4.9 shows that respondents who have been classified in a cluster chose
the given dominant strategy in about 40% of cases (for NONE only 30%). The
contingency coefficient between cluster membership and strategy chosen is 0.51,
which indicates a strong association between the two variables. Thus, respondents
show a high consistency in the strategies they use, even in the face of changing
choice task environments. Unfortunately, the clusters cannot be explained by any of
the personality traits which we recorded (gender, income, risk-aversion, and early
vs. late-adopters).

4.4 Conclusions

4.4.1 Discussion and Contributions

The contribution of this work is twofold: first, it contributes to the design of
choice task experiments and second, it studies how context-based complexity affects
decision behavior. The proposed approach for designing choice task experiments,
which is based on a genetic algorithm, allows us to systematically manipulate the
context-based complexity of choice tasks and to identify the decision strategies used
from the observed choices. This becomes possible since choice tasks are designed
in such a way that following a particular decision strategy leads to a unique final
choice. In addition, the approach creates robust choice tasks where errors in attribute
level measurements do not strongly modify the characteristics of the choice task.
The presented design approach does not rely on particular decision strategies or
hypotheses to be tested and is immediately applicable to a wider variety of product
categories, product settings, and consumer groups.

To study decision behavior in choice tasks, outcome-based approaches usually
search for well-defined mathematical choice models but rarely consider adaptive
decision-making or the effects of choice task characteristics. Furthermore, in choice
tasks where different strategies predict the same choices, outcome-based approaches
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are not able to discriminate between different decision strategies. This is also true for
process tracing approaches, which have difficulty discriminating between decision
strategies whose processes are similar to the measurement techniques.

Since our approach systematically manipulates choice task characteristics and
links observed choices to the decision strategies used, we are able to provide a
solution to the problem of discriminating between strategies (Myung and Pitt 2009;
Rieskamp and Hoffrage 1999). Outcome-based approaches can benefit from the
ability to better manipulate the choice environment. Procedural approaches can be
more accurate and respondent-specific since the observed choice can be linked to
the decision strategy used.

With the ability to systematically manipulate the characteristics of choice tasks,
we are also able to examine how context-based complexity affects choice behavior.
For a choice experiment with cell phones, we systematically manipulate the
following independent variables: the attribute range of the choice tasks, the attrac-
tiveness difference and the correlation of attribute vectors as well as the number of
alternatives and the number of attributes The dependant variables are the frequencies
with which each of the four strategies EBA, LEX, MAJ and WADD, are used.

Supporting previous results (Bettman et al. 1993; Swait and Adamowicz 2001)
and our own study in Chap. 3, decision-making behavior is not only influenced by
the amount of information presented to the respondents, but also by the context
in which the information is presented. In low-complexity choice tasks with high
attribute range, high attractiveness difference and a high correlation of attribute
vectors, respondents more often use compensatory strategies like WADD and MAJ.
More complex choice tasks with low attribute range, low attractiveness difference
and a low correlation of attribute vectors lead to a higher use of non-compensatory
strategies like EBA. The results are in accordance with Bettman et al. (1993) who
observed that with increasing complexity, individuals make less accurate decisions
and are unable to follow the more demanding compensatory strategies and switch to
less demanding non-compensatory strategies. Furthermore, we observe interaction
effects between the attribute range and the correlation of attribute vectors for the
EBA and MAJ strategy. If a choice task is easy with respect to one of the two
complexity measures, the influence of the other complexity measure increases.

Our findings suggest that choice tasks with many similar products where
respondents have to trade off a lot of product features against each other are very
difficult for customers. Although procedural process-tracing approaches suggest
that people try to follow a compensatory decision process in complex tasks, they
often do not succeed in this attempt, and end up using a strategy that can best be
described as non-compensatory.

4.4.2 Limitations and Future Work

In our experiment, we tested four different strategies. WADD and MAJ are examples
of compensatory strategies. EBA and LEX are examples of non-compensatory
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strategies. While WADD, MAJ, and EBA explain a high percentage of choice
decisions, LEX is only slightly more often used in comparison to random choice. In
future work, we want to consider more strategies and replace LEX. Furthermore, we
want to consider the possibility that decision makers do not follow pure strategies
but mix strategies (Bettman and Park 1980; Gilbride and Allenby 2004, 2006;
Luce et al. 1997; Reisen et al. 2008; Russo and Leclerc 1994). Considering mixed
strategies makes the creation of optimal mappings more difficult as a high number of
different strategy combinations exists, but this would allow us to represent decision
behavior more accurately.

In our experiment, we do not keep the ratio between the numbers of observed
and NONE strategies constant, but rather, by increasing the number of alternatives
we allow a higher number of NONE strategies. This increase of NONE strategies
modifies the choice situation for the respondents and makes the interpretation of the
strategies used more difficult. A possible way to overcome this problem would be to
increase the number of strategies. However, then the respondents would be able to
choose from a larger number of alternatives, which would make the interpretation
of the use of single decision strategies more difficult. Another approach would be
to design the NONE alternatives in such a way that they do not map to other, non-
observed strategies but are only chosen if the respondents do not follow a reasonable
decision strategy. This would reduce the observed choices of NONE strategies and
allow a better interpretation of the observed strategies.

Our approach is limited by the assumption that the respondent’s preferences
are accurately derived from the ACA that precedes the experiment. The proposed
approach anticipates inaccurate preferences by creating choice tasks where small
modifications of a choice task have only low impact on its characteristics. We
must keep in mind that the characteristics depend on the respondent’s preferences.
Another way to address the issue of inaccurate measurements is to directly assume
some variations in the preferences. In this case, we would have to make assumptions
about the type and extent of errors that occur in the preference measurement.
Furthermore, such an approach would increase the computational effort since
each choice task generated would have to be evaluated for a variety of different
preferences. Both approaches, assuming variations either for the attribute levels or
directly in the preferences, are closely related since the complexity of a choice task
is calculated using respondent’s preferences and attribute levels.

Furthermore, the design of the proposed GA approach can be improved to
generate more robust solutions. At the moment, the robustness of choice tasks
is only considered for the 300 best solutions at the end of a run. If we want to
emphasize robustness and find more robust solutions, robustness must be considered
throughout the GA run and for each solution generated. In this case, solutions in
the archive would not be chosen with respect to their objective value f but with
respect to their robust objective value f 0. Such a procedure would allow us to find
more robust solutions but strongly increase the computational effort. For example,
calculating the robust objective value f 0 for each solution generated during a GA
run would increase the number of evaluations from 195,000 to 9 � 107.
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Finally, we assume that the careful generation of choice tasks in our experiment
increases internal validity. However, as Rieskamp and Hoffrage (1999) pointed out,
“selecting alternatives to minimize the overlap of the strategies’ predictions often
makes the item set unrepresentative and the results difficult to generalize” (p. 156).
One could thus raise doubts about external validity and ask for a representative
design (Brunswick 1955) since the choice tasks generated by the GA might not
well reflect choice tasks that people find in their daily environments. From our
perspective, this dilemma can hardly be solved. Both approaches, those that try to
achieve high internal validity and those that try to achieve high external validity,
are necessary to better understand the influence and relationship between different
complexity measures and final choices.



Part II
Decision Support with Interactive

Decision Aids



Chapter 5
Interactive Decision Aids

Decision support systems assist people in making a decision or choosing a course
of action in a nonroutine situation that requires judgment (Häubl and Trifts 2000;
Kasper 1996). In online webstores, vendors can easily offer highly interactive
types of decision support. These co-called interactive decision aids (IDA) “help
consumers in making informed purchase decisions amidst the vast availability of
online product offerings” (Wang and Benbasat 2009, p. 3). However, the application
of IDA is not restricted to purchase decisions. They are general enough to be of use
in any kind of choice task where alternatives are known.

In general, decision aids are techniques for helping decision makers to overcome
cognitive shortcomings and avoid systematic processing errors (Beach 1997).
The phrasing interactive describes the situation where consumers can access and
exchange information on demand, can customize content, and receive and give real-
time feedback (Ariely 2000; Joseph et al. 1997; Zack 1993). Central to our work
is the ability to access information interactively in an online database, so-called
machine interactivity (Häubl and Trifts 2000; Hoffman and Novak 1996).

IDA assist several sub-processes. They elicit consumers’ preferences, carry out
a set of search and comparison operations, and produce a product recommendation
(Maes et al. 1999). There are two different types of IDA, each of which puts a dif-
ferent emphasis on the sub-processes. Recommendation systems focus on eliciting
preferences and providing recommendations. Interactive information management
tools (IIMT) focus on comparing product information.

In the following section, we distinguish between these two types and point
out that so far research on information systems has focused on recommendation
agents (RA), which are a type of recommendation systems. However, as we will
show empirically, customers prefer IIMT to RA. In summary, this chapter not only
classifies and describes different types of IDA (see Sect. 5.2) but also examines IIMT
in detail in order to address the lack of research in this field and stimulate continued
research on the subject.

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 5, © Springer-Verlag Berlin Heidelberg 2012

93



94 5 Interactive Decision Aids

5.1 Types

5.1.1 Recommendation Systems

Recommendation systems rate products for a specific user and recommend the ones
with the highest ratings (Adomavicius and Tuzhilin 2005). They can be subdivided
into systems that require users to explicitly reveal information on their preferences
(e.g., attribute rankings or ratings), and others that learn preferences implicitly (e.g.,
from click-stream search data or purchase histories) (Adomavicius and Tuzhilin
2005; Montaner et al. 2003; Murray and Häubl 2008).

In current literature, the terms RA, recommender systems, recommendation
systems, shopping agents, shopping bots, and comparison shopping agents have
been used interchangeably (Wang and Benbasat 2009). However, we see RA as a
subcategory of recommendation systems. In line with other researchers (Häubl and
Murray 2003; Häubl and Trifts 2000; Spiekermann and Paraschiv 2002), we define
RA as recommender systems that are query-based, rely on the explicit revelation of
user’s preferences, and make recommendations to the user in the form of a sorted
list of alternatives based on its understanding of the individual’s preference (e.g.,
personalogic.com was one of the first RA). Hence, RA explicitly ask consumers
for their preferences, for example in form of attribute weights, and estimate the
user’s utility functions (for an example see Fig. 5.1). Afterwards, the product(s)
which maximize(s) the estimated preference function are (is) recommended to the
customer. Although there is still some ongoing research on these kinds of query-
based recommendation systems (Xiao and Benbasat 2007), they are quite scarce in
the Internet.

Other types of recommendation systems do not ask users to explicitly reveal
information on their preferences but are based on context-based or collaborative
filtering approaches (see Fig. 5.2). In context-based systems, the rating of a new
product is predicted by considering past ratings or purchases of a consumer. For
instance, in order to recommend a movie, the system gives a high rating to new
movies with similar characteristics (e.g., actors, genres, directors) to movies the
same customer purchased or rated positively in the past. In contrast, collaborative
systems estimate the rating by considering the ratings of similar users. Thus, similar
products have to be found in context-based systems, whereas similar customers
have to be found in collaborative-based systems. An example of the latter approach
is the recommender system used by www.amazon.com, which suggests products
that other customers have bought as well. Amazon thus assumes that customers are
similar if they buy the same products.

Bayesian classifiers, clustering, decision trees and artificial neural networks have
been used for recommendation systems (Adomavicius and Tuzhilin 2005). For more
details on recommendation systems and an overview of hybrid recommendation
systems, the reader is referred to Montaner et al. (2003) and Murray and Häubl
(2008).

personalogic.com
www.amazon.com
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Fig. 5.1 One of the few examples of recommendation agents which still are available in the
Internet (www.myproductadvisor.com)

Fig. 5.2 Types of interactive decision aids. Recommendation agents and filtering techniques are
recommendation systems



96 5 Interactive Decision Aids

5.1.2 Interactive Information Management Tools (IIMT)

According to a study by Montgomery et al. (2004), RA are adopted by only 10% of
online shoppers because of the lack of awareness, the lack of benefits, the lack of
information, the slow response time, and the poor interface design. Also Fitzsimons
and Lehmann (2004) argue that RA are rejected by customers and thus are basically
unsuccessful. What other IDA with explicit interaction does the Internet currently
offer to assist online shoppers? Besides the collaborative and context-based systems,
neither of which require the user to explicitly enter information, and next to
RA, which explicitly communicate with the user in a question-and-answer dialog,
webstores offer IIMT.

Gupta et al. (2009) define IIMT as

Tools which enable buyers to sort through and/or compare available product alternatives.
For example, these tools allow buyers to limit and sort choices on levels of various
attributes and/or engage in side-by-side comparisons of products in dynamically created
tables [product-comparison matrix] (p. 163).

A product-comparison matrix has the same format as the choice task we investigated
in previous experiments (see Chaps. 3 and 4). Typically, alternatives (products) are
organized in columns and attributes (product features) in rows. An example of such
a product-comparison matrix is shown in Fig. 5.3.

IIMT are the predominant form of IDA we currently see in the Internet. They
support both phases of the two-stage decision-making behavior which we examined
in Sect. 3. Simple filter and sort tools help consumers to screen the available
products and to narrow down their search on the most promising ones. To allow
this, products are described by some key attributes, such as price, product-name,

Fig. 5.3 Product-comparison matrix (www.cdw.com)

www.cdw.com
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Select up to 10
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Notebook Computers

Fig. 5.4 Screening phase with filters and the possibility to sort and choose products, which can
then be compared in-depth in a product-comparison matrix (www.cdw.com)

Fig. 5.5 Screening phase without any additional interactive information management tools (www.
panasonic.com)

etc. (see Figs. 5.4 and 5.5). The user can then select several products and compare
them in-depth in a product-comparison matrix in another screen.

In line with Gupta et al. (2009), but in contrast to Häubl and Trifts (2000), we
do not consider the product-comparison matrix as a whole as IIMT, but single tools
which enable the consumer to interactively manipulate a product-comparison matrix
to their needs. Hence, consumers are able to remove products from the matrix, sort
them and evaluate them. An example of removing a product from the matrix by
clicking on the link called “remove” is shown in Fig. 5.3. So far – except for the
study by Gupta et al. (2009) – IIMT for manipulating the product-comparison matrix
are hardly discussed in the literature.

www.cdw.com
www.panasonic.com
www.panasonic.com
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Spiekermann and Paraschiv (2002) examined what impedes customers from
interacting with IDA. They analyzed four different kinds of recommendation
systems empirically; among them, RA, collaborative systems such as the one
used by Amazon, and two systems which were based on simple filter techniques
(product configuration machines and shopbots & softbots). They concluded that
the systems failed to motivate users and argued that insights from research on
consumer behavior should be further incorporated into the design approach of such
systems. They mentioned four arguments which might be responsible for the lack of
user motivation: (1) limited communication, (2) no adjustment to the level of user
expertise, (3) access to limited product databases for calculating recommendations,
and (4) no display of the logic behind the process. We think that newer versions
of recommendation systems might be able to overcome some of these deficits.
They are more flexible than the earlier versions considered by Spiekermann and
Paraschiv (2002) and allow the customer to reveal incomplete preferences or to
state preferences in form of aspiration levels (see Wang and Benbasat 2009 or www.
myproductadvisor.com).

Recently, Murray and Häubl (2008) compared different IDA. They point out
that recommendation systems are too slow and thus unable to fulfill the trade-off
between effective work in realtime and a deep understanding of users’ preferences.
Hence, they stress the need to address IDA which can quickly react to user
interaction. IIMT represent such IDA.

In fact, recommendation systems can be seen as an alternative to IIMT in
the screening phase because just as filters they often recommend not just one
product but a whole set of them. Thus, recommendation systems might display
the consideration set in a product-comparison matrix with IIMT support. The RA
on www.myproductadvisor.com, for example, displays the scored products in a
product-comparison matrix in the corresponding preference order (see Fig. 5.6).
In the context of RA, Faltings et al. (2004) determined analytically the number or
alternatives which have to be presented in the product-comparison matrix such that
the optimal alternative is included. If the RA asks for five preferences, for instance,
then 5–20 alternatives should be shown depending on the accuracy of the measured
preference function (the rougher the estimate, the more products have to be
included).

5.1.2.1 IIMT for Product-Comparison Matrices

In the following two studies, we analyze the relevance of IDA which explicitly
communicate with the user and hence, do neither consider collaborative nor content-
based filtering (see Fig. 5.2). The first study is descriptive and shows that only few
IIMT are actually offered on real-world e-commerce websites. Furthermore, IIMT
are available only in the screening phase and are rarely offered additionally for

www.myproductadvisor.com
www.myproductadvisor.com
www.myproductadvisor.com
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Fig. 5.6 Another example of a product-comparison matrix (www.myproductadvisor.com)

product-comparison matrices. RA do not occur at all in the sample.1 In a second
laboratory study, we compare IIMT with RA and confirm that users prefer IIMT.

5.1.2.2 Distribution of IIMT

We analyzed the top 100 e-commerce websites, according to the Google PageRank.2

The page rank measures the number and the importance of links linking to the
respective website. Four web pages had to be excluded from the analysis since they
did not have an own webstore.3 As replacement, we added positions 101 to 104.
Table C.1 in the appendix displays a complete list of all pages which were part of
the study.4

Neither of the 100 websites offered an RA, which supports the statement by
Fitzsimons and Lehmann (2004) that they can hardly be found in the Internet.
Concerning the IIMT, in the first step, we analyzed the screening phase. In this
phase, two different IIMT occurred, which we denote FILTER and SORT. FILTER
allows consumers to eliminate products which do not meet an aspiration level on

1The product advisor was not part of the sample (see Fig. 5.1).
2see http://www.variablemarkup.com/top-ecommerce-sites/.
3www.audible.com, www.safeway.com, thesharperimage.com, www.jockey.com, www.
blockbusters.com.
4This study was conducted in January 2009 together with René Riedl (University Linz).

http://www.variablemarkup.com/top-ecommerce-sites/
www.audible.com
www.safeway.com
thesharperimage.com
www.jockey.com
www.blockbusters.com
www.blockbusters.com


100 5 Interactive Decision Aids

a particular attribute (see Fig. 5.4). FILTER appeared in all 100 webstores. SORT
allows user to sort products. It was offered in only 70 cases, and in its simplest form.
Usually, costumers could only sort according to one criterion, such as price or past
customer ratings. Furthermore, customers could not specify their own preference
order so that sorting of nominal values was only possible in, for instance, alphabetic
order and not the preference order (e.g., the alphabetical order of colors). In many
cases, customers were not even able to switch between ascending or descending
order. The possibilities for FILTER were more comprehensive than for SORT. In
most cases, FILTER was offered for all attributes, independent of whether they had
nominal (e.g., color) or metric (e.g., price) scales.

In sum, FILTER and SORT were both distributed widely. In addition, we find
that the design and features of FILTER are quite advanced. In contrast to that,
SORT should offer more flexibility and allow sorting all attributes in the preferred
order (for instance ascending or descending order for ordinal values) and sorting
according to several criteria (e.g., first according to price and then according to
color). While FILTER and SORT were apparently quite frequently offered, other
IIMT, for instance removing alternatives or evaluating them, were not available
at all.

In the second step, we examined the IIMT offered to manipulate the product-
comparison matrix. Out of the 100 web pages, only 27 offered a product-comparison
matrix at all. In all other 73 cases, detailed information on products could only be
considered for each product individually in a new screen. The customer usually
reached the product-comparison matrix by clicking on “compare” checkboxes (see
the top of Fig. 5.4 for an example). In the few cases where a product-comparison
matrix was offered at all, they allowed a large amount of products in the product-
comparison matrix (see Table 5.1). In more than half of the cases (15 out of 27),
the number of products which could be included in the matrix was unlimited.
This result is surprising, as very few IIMT were offered to deal with this large
amount of product information which might lead to information overload. The
only prevalent IIMT in product-comparison matrices was deleting alternatives
(REMOVE occurred in 21 out of the 27 product-comparison matrices). In addition
to deleting alternatives, two webstores offered to delete single attributes and to sort
the products (www.bhphotovideo.com and www.sony.com), one offered to highlight
differences/similarities and to hide product details (www.cdw.com).

Table 5.1 Results from the descriptive study. Number of products allowed in the product-
comparison matrices

# of products for comparison Frequency

No comparison possible 73
3–5 6
10–12 5
30 1
Unlimited 15

SUM 27

www.bhphotovideo.com
www.sony.com
www.cdw.com
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Fig. 5.7 Classification of the surveyed websites according to industries

Product-comparison matrices help to display products by means of many
attributes. Yet, not all products are as complex and information-intensive that
displaying many details is necessary (e.g., clothing). The results of the descriptive
study reflect this observation. IIMT were offered in many industries, but a
classification of the 100 websites into different industries shows that only for
information-intense products was a product-comparison matrix offered (see
Figs. 5.7 and 5.8). In 79% of the webstores offering electrical appliances and
75% offering computers, customers could compare products in product-comparison
matrices (see Fig. 5.8). In other sectors, such as fashion and food&beverages no
product-comparison matrix was offered at all.

In summary, this study has shown that the screening phase is widely supported
with FILTER and SORT. Few websites support the second phase of in-depth
comparison (27%). The few which offer product-comparison matrices do hardly
assist the consumer with IIMT to manipulate the matrix. It seems that e-commerce
companies have focused their efforts onto DSS in the screening phase and neglected
assisting the comparison phase. Besides the REMOVE for eliminating an alternative
from the matrix, basically no IIMT are offered.5 Therefore, we address specifically
the lack of IIMT for product-comparison matrices. Furthermore, as the analysis
of industries has shown, product-comparison matrices are mostly offered in the
electrical appliances and computer industry. We think that this might be because the
products sold in these industries are rather information-intense and can be described
by a great many technical details.

Our results support recent studies which criticized that as a rule only filters
are offered in the web (Pu and Chen 2008). Silverman et al. (2001) suggest that
consumers need more aids to compare products. Furthermore, several works point

5FILTER and SORT were mainly available for the screening phase.
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Fig. 5.8 Percentage of websites per industry offering a product-comparison matrix

out that IDA structuring the decision process into multiple stages would create a
better fit between the user’s behavior and the DSS (Goodhue 1995, 1998; Kamis
and Davern 2005; Yuan 2003).

5.2 Comparison of Recommendation Systems & IIMT

In the previous study, we found that RA disappeared from the Internet, whereas
IIMT are often offered to consumers in the screening phase. In the literature though,
we found that the opposite is true: while research focuses on RA, it neglects IIMT.
Xiao and Benbasat (2007) provide a detailed description of research on IDA which
clearly shows the strong focus on RA in the literature so far. The following sections
study how well IIMT are accepted by users compared to RA.

5.2.1 Theory and Hypotheses

We encountered four studies on IIMT for product-comparison matrices in the
literature (Gupta et al. 2009; Häubl and Trifts 2000; Kamis and Davern 2005; Todd
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and Benbasat 2000), which we explain in this section. For a detailed overview of
research on recommendation systems in information systems, the reader is referred
to the excellent overview by Xiao and Benbasat (2007).

Häubl and Trifts (2000) analyzed both RA and product-comparison matrices
where alternatives can be sorted by any attribute. Both IDA had a positive effect
on user satisfaction and the efficiency of the purchase decisions since they increased
decision quality and decreased effort. Unfortunately, the authors did not compare
these two types to test which one had the larger impact.

Todd and Benbasat (2000) tested whether respondents would apply a utility
maximization strategy (WADD) or an EBA strategy dependent on the IIMT
they were provided with. Their IIMT were implemented in form of commands
prompted to a command window for manipulating a product-comparison matrix.
Entering the commands CREATE, GLOBAL, ROW TOTAL, for instance, assisted
the respondents in using a WADD strategy. With the command CREATE one
could assign attribute weights which were multiplied with attribute values by the
command GLOBAL.6 Finally, the command ROW TOTAL sums up the weighted
scores for each alternative. The results show that respondents applied WADD more
often when only decision aids supporting WADD were provided. There was no
empirical evidence for the hypothesis that the same holds for EBA. Providing only
decision aids supporting EBA (REMOVE and FILTER) did not increase the usage
of EBA.

Kamis and Davern (2005) analyzed the effect of offering multiple IDA in a
multi-stage decision process. They considered one aid for supporting CONJ, one
for supporting EBA, and one simple product-comparison matrix with no additional
features. Their results show that the sequence and the amount (2 vs. 3) of IDA
offered to the respondent had no effects on the three dependent variables: perceived
ease of use, perceived usefulness and decision quality. For all combinations of
decision aids, they found that product knowledge, purchase involvement, and
available time had a positive effect on the three dependent variables.

Gupta et al. (2009) examined the impact of tools which provide and explain
product information and IIMT on consumers’ trust in the online retailer. Further-
more, they analyzed whether trust depends on the respondents’ product knowledge.
In contrast to other work, they explicitly allowed some basic operations for
manipulation of product-comparison matrices, namely hierarchical sorting and
removing attributes and alternatives. Their results show that respondents perceived
that sellers intend to help them with the buying decision if they offer IIMT. In turn,
they ascribed trustworthiness to the seller when supported by IIMT. The ascribed
trustworthiness was mediated by the consumer’s product knowledge.

In sum, two out of the four studies do not consider IIMT for product-comparison
matrices at all. Todd and Benbasat (2000) consider different IIMT for manipulating

6Attribute levels are presented on a ten point rating scale where the attribute level 1 represents the
lowest attribute value of 1 and level 10 a value of 10. Hence, the authors make the simplifying and
unrealistic assumption that attribute levels are equal to attribute values (see Sect. 2.1).
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product-comparison matrices, but these are not implemented with a graphical user
interface but must be typed in manually in form of user commands. Hence, the
external validity of such a study is very limited due to the limited user prompting.
This might also be the reason why the authors could only support part of their
hypotheses. Gupta et al. (2009) have implemented some IIMT with graphical
user interface. However, they neither compare their tool to other recommendation
systems nor do they address other variables than trust for measuring user evaluation.
In addition to that, their set of studied IIMT, namely SORT and REMOVE, is very
limited.

In order to test whether users prefer IIMT to RA, we need to know the main crite-
ria which are relevant for users when evaluating IDA. In a meta-study of 45 studies,
Xiao and Benbasat (2007) isolated four factors important for users’ evaluation: two
constructs of the well-known technology acceptance model (perceived usefulness
and perceived ease of use, see Davis 1989; Davis et al. 1989) as well as satisfaction
(Wixom and Todd 2005) and confidence (trust) (Wang and Benbasat 2005). Hence,
we compare RA and IIMT along these four factors.

The perceived ease of use is the extent to which the IDA will be free of effort,
while the perceived usefulness is the extent to which one’s performance is improved
(Davis 1989). There are several reasons which speak in favor of both an increased
perceived ease of use and an increased perceived usefulness for IIMT when com-
pared to RA. First, people have difficulties to explicitly express their preferences. As
the literature review on the influence of complexity on decision making revealed (see
Sect. 2.4), preferences are constructed on the spot and contingent on environmental
factors such as complexity. People find it easier to construct a model when
considering examples of actual options (Payne et al. 1999). RA only show concrete
alternatives after a question-and-answer dialog has finished. Consequently, users
have to reveal their preferences before they actually see alternatives. In contrast,
IIMT display alternatives right from the beginning of the decision process. Second,
RA require more user input in form of answers to preference elicitation questions.
This cannot only cause higher effort but also decrease perceived usefulness because
of the imposed preference elicitation of unstable preferences. Third, due to the
higher distribution of IIMT, users might have more experience with them than with
RA, this might also have a positive influence on ease of use and usefulness. Taking
all these aspects together, we therefore suggest the following two hypotheses.

Hypothesis 1: The perceived ease of use is higher for IIMT than for RA.
Hypothesis 2: The perceived usefulness is higher for IIMT than for RA.

Wang and Benbasat (2009) study the influence of strategy restrictiveness.
Perceived strategy restrictiveness is defined as “decision makers’ perceptions of
the extent to which their preferred decision processes are constrained by the
functionalities and support provided by a decision aid” (Silver 1988). They compare
an RA which estimated a linear additive utility function (see the WADD strategy in
Sect. 2.2.2), a purely filter-based tool (EBA), and a hybrid version of the RA and the
EBA aid. As two of their decision aids implement a pure strategy (WADD or EBA),
users should feel restricted to apply only the decision strategy that is supported by



5.2 Comparison of Recommendation Systems & IIMT 105

the aid. Their results show that customers do only feel restricted in case of the EBA
aid but not in the condition with the hybrid aid or the RA. We pick up on this idea and
suggest that users feel less restricted when using IIMT than when using RA since
IIMT support several decision strategies. RA restrict more as they usually assume
one specific preference function, estimate its parameters, and maximize the utility,
as for example WADD. A user who does not want to use WADD would experience a
restriction and is probably less satisfied with the decision process. Therefore, people
should be more satisfied with IIMT due to less perceived restrictiveness.

Other studies examine the transparency of IDA. IIMT are more transparent as
users can easily follow the consequences of their actions, while the calculation of
the utility function by the RA is hidden from the user and thus not transparent.
Consequently, IIMT are more transparent than RA, which is believed to increase the
perceived value and confidence (Gretzel and Fesenmaier 2006; Kwak 2001; Sinha
and Swearingen 2002).

Hypothesis 3: User satisfaction is higher for IIMT than for RA.
Hypothesis 4: Confidence in IDA is higher for IIMT than for RA.

As a result of increased perceived ease of use, usefulness, satisfaction, and
confidence, we suppose that in the experiment participants will use the IIMT more
frequently than the RA.

Hypothesis 5: User apply IIMT more frequently than RA.

5.2.2 Experiment

5.2.2.1 Participants

Thirty-two information-systems students from the Johannes Gutenberg – University
participated in the experiment: 17 male and 15 female and 93:8% under 30 years
old. Almost all stated that they use the Internet several times per day (93:8%). More
than 2=3 had carried out more than ten online purchases in their life so far and
25% between two and ten. Thus, the participants were experienced in purchasing
products online. As the web pages were available in English only, we made sure
that all participants had sufficient English skills – 93:8% indicated good and very
good skills and 90:6% said that they had understood the study well. The students’
participation was part of a regular class and every participant automatically entered a
drawing for ae20 voucher for a webstore. Therefore, they were all highly motivated
(M D 5:15; SD D 1 at a 7-point Likert scale [1: I strongly disagree, 7: I strongly
agree]).7

7MD: median, SD: standard deviation.
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5.2.2.2 Design and Procedure

The experiment was conducted under controlled conditions in a computer laboratory
and took 30 min. Participants were randomly assigned to one of the two conditions
(RA or IIMT) in which they had to select a laptop. For the comparison, we chose two
websites which, from our viewpoint, are among the best ones currently available in
the web: www.myproductadvisor.com and www.cdw.com.

The RA www.myproductadvisor is very flexible as it allows users to reveal as
many preferences as they want in form of attribute weights, attribute values (see
Fig. 5.9) and aspiration levels (see Fig. 5.10). At any time during the process, they

Fig. 5.9 Attribute importance dialog (www.myproductadvisor.com)

Fig. 5.10 Filter (www.myproductadvisor.com)

www.myproductadvisor.com
www.cdw.com
www.myproductadvisor
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Fig. 5.11 User navigation on www.myproductadvisor.com

can ask for recommendations (see Fig. 5.11). The product advisor then recommends
the ten products with highest score in form of a product-comparison matrix
(see Fig. 5.6), separated in two screens (five products are displayed per screen).
The product-comparison matrix only offers to remove alternatives. In summary,
respondents who used the product advisor had good support in form of a utility-
based agent with additional filter mechanisms and state-of-the-art support in the
in-depth comparison phase.

While one half of the respondents were assigned to the product advisor, the other
half was assigned to the IIMT (www.cdw.com). On www.cdw.com, users can first
narrow down their search onto few products with FILTER and SORT. The filters
are comfortable as they allow filtering all attributes, allow for specifying intervals
(e.g., for prices) and show already specified filter criteria to the user (see Fig. 5.4).
Afterwards, the product-comparison matrix allows to compare up to ten products
which can be determined by the checkboxes “compare products”. As additional
IIMT, the product-comparison matrix offers highlighting rows where the products
differ and removing alternatives. Furthermore, the user can choose whether the
matrix should include all technical details or only key attributes (see Fig. 5.3).
In summary, respondents who used www.cdw.com had comfortable filters for the
screening phase, some sort aids (by price and best match) and additional IIMT such
as removal and highlighting of differences for the product-comparison matrix.

Respondents got a detailed description of how to use the respective web pages.
As cover story, they were told that the information systems faculty was interested
in which laptops are the students’ favorites. After all students had used one of the
IDA to select a laptop, they answered a questionnaire with questions to their person,
demographics and measures for testing the hypotheses.

www.cdw.com
www.cdw.com
www.cdw.com
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We developed the questionnaire based on well tested questions from the literature
on a 7-point Likert scale [1: I strongly disagree to 7: I strongly agree] (Kamis
and Davern 2005; Pereira 2000; Wang and Benbasat 2009). Cronbach’s Alpha
showed adequate reliability of the items with levels above 0.7 for all constructs
as recommended by Nunnally (1967). Hence, all answers were taken to test the
hypotheses. In the appendix, we can find a detailed list of items and corresponding
constructs (see Tables C.2 and C.3).

5.2.2.3 Empirical Results

A Kolmogorov–Smirnov test indicated that we can assume normal distribution for
three of the five dependent variables, namely confidence, perceived ease of use,
and perceived usefulness and therefore can use t-tests. Furthermore, for these three
variables, we report the effect sizes as measure for the strength of the relation of the
independent and dependent variables with the same approach we used in Sect. 3.3.4.
The effect size, in our case the r-value, ranges between 0 and 1. An r of 0.1 is
interpreted as small, 0.3 as medium, and 0.5 as large effect (Cohen 1988, 1992). For
the remaining two dependent variables, satisfaction and user’s frequency of applying
the IDA, we use the non-parametric Mann–Whitney U test as the Kolmogorov–
Smirnov test showed that these two variables might not be normally distributed.

Perceived ease of use is higher when using IIMT (M.IIMT/ D 5:72, SE.II-
MT/ D 0:15) than when using an RA (M.RA/ D 4:77, SE.RA/ D 0:27). Since
this difference is highly significant (t.30/ D 25, p < 0:01), hypothesis 1 is fully
supported. The effect is large since r D 0:5, suggesting that there is a strong relation
between the independent variables (RA vs. IIMT) and perceived ease of use. The
boxplot in Fig. 5.12 shows that students in the IIMT group perceived the decision
aid much easier to use than in the RA group.

Perceived usefulness is higher when using IIMT (M.IIMT/ D 5:54, SE.II-
MT/ D 0:16) than when using an RA (M.RA/ D 4:8, SE.RA/ D 0:21). According
to hypothesis 2 the results show that users perceive IIMT to be significantly more
useful than RA (t.30/ D 2:88, p < 0:01). This effect is medium to large (r D 0:47).

Satisfaction for the IIMT was not significantly higher (MD.IIMT/ D 5:13) than
for the RA (MD.RA/ D 4), U D 86:5, z D �1:55, p D 0:062 (one-tailed), r D �0:27.
Hypothesis 3 can only be supported on a 0.1 significance level. Therefore, there is
a tendency that users are more satisfied when using IIMT, but this tendency cannot
completely be verified statistically.

Hypothesis 4 focuses on users’ confidence. The test shows that users have
significantly more confidence in the IIMT than in the RA (t.30/ D 2:5, p < 0:01,
M.IIMT/ D 5:2, SE.IIMT/ D 0:21, M.RA/ D 4:18, SE.RA/ D 0:24) and this effect
is large (r D 0:5).

In the experiment, more participants in the IIMT-condition reported to have
applied the decision aid (MD.IIMT/ D 6:5 than in the RA-condition MD.RA/ D 4).
This difference is highly significant and the effect is large (U D 47:5, z D � 3:05,
p < 0:01), r D � 0:54). Thus, hypothesis 5 is supported by the Mann–Whitney U
Test.
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Fig. 5.12 Results of the study on IIMT vs. RA. All five hypotheses are supported

5.3 Conclusions

In this chapter, we pointed out the imbalance between the IDA present in the
literature, i.e. RA, and the prevalent IDA used in current webstores, i.e. IIMT. We
found that two IIMT, i.e. FILTER and SORT, are offered frequently in the screening
phase. In the second study, a laboratory experiment, we measured respondents’
evaluation of RA vs. IIMT. The results indicate that customers perceive IIMT to
be easier to use, more useful, and that IIMT create more confidence. Moreover,
IIMT were used more intensely in the study, indicating a higher users’ acceptance.
However, as users still are not significantly more satisfied with IIMT than with RA,
more advanced IIMT should be developed. In the next chapter, we will present our
design and implementation of IIMT with the aim of enhancing users’ evaluation of
IIMT even further.



Chapter 6
INTACMATO: An IIMT-Prototype

In the previous chapter, we pointed out that although users evaluate IIMT very
positively, only a limited number of IIMT are offered. We assume that the main
reason for this is that online sellers do not know which IIMT they should offer and
what they should exactly look like. We address these two aspects in this chapter.
Firstly, we review literature on IDA in the field of human interaction. We discuss
several drawbacks of current approaches as well as the resulting requirements for the
design of IIMT. Secondly, we break down observed decision-making behavior into
typical steps decision makers apply in their decision processes. These steps indicate
which IIMT would offer appropriate decision support. Based on these findings, we
implement an IIMT-prototype, called INTACMATO in an iterative approach where
two qualitative usability studies and implementation phases alternate.

From a methodological viewpoint, in this chapter we exemplify how research
rigor can be ensured when designing a new prototype. Our design of the prototype
is theory driven and connects results from behavioral research on decision making
with the process of designing new IT artifacts (for details see Sect. 1.3 and Hevner
et al. 2004).

6.1 Requirements from Information Systems Research

In line with a recent review on IDA by Murray and Häubl (2008), we have observed
that RA have disappeared. Instead, the current focus lies on personalization and
price search (for instance www.pricegrabber.com or www.shopzilla.com). Murray
and Häubl (2008) point out several barriers which have to be overcome for a
successful adoption of IDA. First, they conclude that new tools for managing
information through a consistent interface are needed. Second, recommendations
often contradict users’ preferences. This is because a certain preference model or
notion of what constitutes a high-quality decision is assumed by the system, which
does not correspond to the users’ conception. Third, predictions on the consumers’
purchase behavior and preferences are unreliable because of the constructive nature

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 6, © Springer-Verlag Berlin Heidelberg 2012
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of preferences (Bettman et al. 1998; Simonson 2005). Preferences are believed to
be constructed rather than stable and well known. Since, first, they are commonly
constructed only when users are asked for their actual evaluations and, second,
the construction process is shaped by the users’ information processing and the
properties of the choice task (Payne et al. 1999). Third, consumers have privacy
concerns to reveal their preferences to the systems. Fourth, the consumers might
feel that the costs of using the IDA outweigh the benefits when IDA are difficult to
use. Fifth, even if web pages offered more IDA to the user, a new problem would
arise. Offering a number of IDA adds a higher complexity level to the choice since
users have to decide not only for a product but also which decision aid to apply.

We retrieve several design requirements from this review. First, IIMT should have
a consistent design. Furthermore, IIMT should be flexible in that they support sev-
eral preference models and allow for changes in the model. One approach to achieve
this goal is to offer IIMT which support the application of a diverse set of different
decision strategies relying on different preference models. Flexibility also incorpo-
rates the idea that the consumer can stop revealing preference information any time
during the process. This approach also prevents privacy issues as decision makers
only need to reveal as much information as they like. Moreover, preferences should
be elicited when the information on the actual products is already known because
of the constructive nature of preferences. People find it easier to construct a model
of their preferences when considering examples of actual alternatives (Payne et al.
1999). This speaks in favor of letting decision makers choose the product out of the
product-comparison matrix where all information on alternatives can be displayed
and compared easily. Further, IIMT should be easy to use and intuitive in order to
minimize the effort for using the aid itself. For instance, a web page can adapt to con-
sumers and the environment and only offer those aids which are needed for the deci-
sion, in order to reduce the cognitive burden to choose one of many offered IIMT.

From other studies, similar design requirements can be retrieved. In an empir-
ical study, Ariely (2000) verified the notion which was stated earlier by Alba
and Hutchsinon (1987); Einhorn and Hogarth (1981); Payne et al. (1993) that
“information control is beneficial because having an interactive and dynamic
information system can maximize the fit between heterogeneous and dynamic needs
for information and the information available” (p. 234). Letting the consumers
control content, order, and duration of product relevant information results in higher
value and increases usability. Furthermore, subjects like the interface more and feel
more confident. However, when the cognitive load is high, too much control might
be harmful. As recommended by Ariely’s study we retrieve that IIMT should have
a high degree of control. Nevertheless, as mentioned above, in complex situations,
control and interaction should be reduced, for instance by offering only those aids
which best support users in the particular situation.

Similar conclusions come from Pereira (2000), who studies the influence of
subject’s product knowledge on affective reactions. He analyzes four different IDA:
an RA, an IDA asking for aspiration levels (EBA aid), a collaborative filter, and
a simple product list with some product information. One could argue that simple
product lists do not fall under the category of IDA at all. Yet, for now, we stay
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with the classification the author uses in his paper. The author subsumes several
constructs to measure affective reactions. These are satisfaction, confidence in the
decision, trust in the recommendation, propensity to purchase, perceived cost sav-
ings, and perceived cognitive effort. He shows that in comparison to novices, experts
have stronger positive reactions towards EBA-based IDA, RA and simple product
lists. One reason might be that they can process information on attributes better
than novices with low product knowledge. Accordingly, novices prefer collaborative
filter techniques. However, taking both groups together, they have more negative
reactions towards simple product lists than towards the other three, more advanced,
recommendation systems. In a second experiment, the author increases the control
subjects have over the IDA. For instance, they can skip answers, jump back and
forth, and express their degree of confidence. The experimental results show that
these measures increase positive reactions towards aids. Pereira (2000) concludes
that “optimizing the cognitive fit between agent search strategy and consumers’
product class knowledge significantly increases consumer satisfaction with the
decision process” (p. 41). In summary, this study recommends high user control
and a system that adapts to the consumer’s product class knowledge.

Spiekermann and Paraschiv (2002) propose a number of design principles which
help to motivate users by integrating more insights from research on consumer
behavior. They state that current systems lack communication in that the user is only
allowed to reveal limited preference information, such as attribute weights. Second,
the systems do not adapt to the users’ levels of expertise. We think that offering
the flexibility to support several decision strategies will reduce both problems as
consumers can apply the decision aid that fits to their preferred decision strategy.
Then, the authors point out that current systems use a limited product database to
calculate recommendations. While this might still be a valid disadvantage of current
systems, we will assume that product information is available and will not focus on
search for data in our work. Finally, the authors criticize that the user cannot see
the logic behind the system. Again, we think that the transparency of the process is
increased by directly seeing the effects of the applied IIMT on the matrix. Thus, the
problem of hidden logic is circumvented.

In their model, Gretzel and Fesenmaier (2006) examine the influence of three
factors (relevance, transparency, and effort) on the perceived value and enjoyment
of the decision process for RA. Their results show that transparency and effort have
the highest influence on the perceived value, while the relevance of questions asked
to the users (product-related vs. non product-related) has low impact. Furthermore,
neither transparency nor relevance have any significant influence on the perceived
enjoyment. However, in contrast to the stated hypothesis, low effort seems to
increase the perceived value but decreases the enjoyment of the decision process.
Therefore, the authors suggest that when designing IDA the conflictive impact of
effort should be taken into account. From our viewpoint, this can be achieved by
allowing the user to fully control how they interact with the DSS in order to control
how much effort they want to invest in the decision. RA, for instance, often do not
allow the user to control the interaction since most follow a pre-specified question-
and-answer dialog.
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In sum, we can retrieve six requirements for designing IIMT from literature:

1. Adaptivity: Adapt the interface to the environment and users’ needs and
characteristics such as expert vs. novice users.

2. Consistency: Provide the results of users’ interaction through a consistent
interface.

3. Control: Let the user control the interaction.
4. Flexibility: Allow users to stop the interaction at any time. Modularize the

offered IIMT such that users can mix different IIMT and switch between different
strategies easily.

5. Low Effort: Make the interface intuitive and minimize the cognitive effort.
6. Transparency: Make the actions of the IIMT transparent and comprehensible.

Immediately show the effects of users’ actions.

6.2 Requirements from Decision-Making Behavior Research

What can we learn further about a good design of IIMT from theory on decision-
making behavior research and from our own results, presented in part? In part, we
pointed out that people might not exactly follow one particular strategy (Cook 1993;
Klayman 1985; Montgomery and Svenson 1976; Svenson 1979), but sequentially
apply different strategies. In particular in the eye tracking experiment, we have
shown that decision makers usually start with an attribute-wise information acqui-
sition pattern (to reduce the set of alternatives), and then shift to an alternative-wise
pattern to make a final decision (Ball 1997; Billings and Marcus 1983; Gensch 1987;
Johnson and Payne 1985; Olshavsky 1979; Payne 1976; Todd and Benbasat 1991).
In the context of decision aids, this means that online customers would start using an
IIMT that helps them to exclude alternatives (e.g., FILTER, REMOVE) and then
continue with a decision aid that helps to compare the remaining alternatives. From
one of our previous studies, we further know that people’s behavior can oftentimes
be explained by a switch back and forth between several strategies (Pfeiffer et al.
2009a). A sequence of up to three different strategies usually explains the observed
behavior best. Therefore, online shop designers should assume that customers use
different strategies during one particular shopping transaction and switch between
them to screen out alternatives until the final choice is made.

We argue that this switching behavior requires a flexible system which we
implement with a modular structure of IIMT. In our approach we break down
different decision strategies into different steps. This approach allows people to mix
several steps of different strategies and hence switch easily between strategies. The
modularity will also help to deal with heterogeneous decision-making behavior as
a relatively small set of IIMT can be recombined in different sequences to support
different strategies. In other words, one module supports steps of several decision
strategies.
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A second point that we can learn from decision-making behavior research, is
the influence of complexity on decision-making behavior. In the two experimental
studies in Chap. 3 and Chap. 4, we have shown that decision makers use more
simplifying decision strategies when the complexity increases. Apparently decision
makers try to reduce cognitive effort by using strategies which, on the one hand,
are easier to apply but, on the other hand, also might lead to less satisfying and less
accurate decisions. Hence, IIMT should aim at reducing the cognitive effort such
that people do not have to revert to simple and potentially non-satisfying and non-
accurate strategies. The relationship of effort and accuracy of decision strategies and
the influence of IIMT thereon should be scrutinized when designing IIMT.

Besides flexibility and low effort, a third requirement can be retrieved. The above
stated facts concerning the constructive nature of decision-making behavior and the
switching behavior imply an adaptive system. It should recognize the complexity of
the choice task and the user profile and adapt the offered IIMT to the given situation.
In its easiest form, the system should allow the users to adapt their own interface,
for instance, by removing IIMT or adjusting their positions. In an advanced variant,
the adaption should be done automatically by a system that is able to recognize and
classify the situation.

From our analysis of both domains, information systems and decision-
making behavior research, we conclude that IIMT should fulfill six requirements:
consistency, control, flexibility, transparency, low effort, and adaptivity. In the
present work, we address the first five requirements for our design of IIMT, but we
refrain from creating an adaptive system. From our viewpoint, adaptivity can be
added to IIMT, once the system is implemented and validated, and we leave it to
further research.

6.3 Design of INTACMATO

In order to fulfill the requirements, we use guidelines from research on human-
computer interaction. We strive for consistency by applying standardized termi-
nology, abbreviations, formats, colors, fonts and capitalization (Shneiderman and
Plaisant 2009; Smith and Mosier 1986). In addition, we require consistent sequences
of actions by users when encountering similar situations. We ensure transparency
by allowing the user direct manipulation. Direct manipulation is defined as visual
representation of objects and actions, as well as rapid, reversible, and immediately
observable execution of pointing actions (Shneiderman 1983). Hence, we refrain
from question-and-answer dialogs or other preference elicitation processes which
hide the process from the user and would make decision support non-transparent.
Moreover, the set of IIMT has to provide full control of which information is
displayed, how it is displayed, and how users want to compare and evaluate the
products. Hence, the user should perceive a high information control, in contrast to
other systems where products are recommended by some non-transparent evaluation
steps on the system side. In order to modularize the decision support and to allow for
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flexibility, we ensure that the different IIMT support a variety of decision strategies
(see Sect. 2.2.1) by allowing pairwise comparison, elimination of alternatives,
setting of aspiration levels used, attribute-wise vs. alternative-wise information
acquisition, compensatory vs. non-compensatory strategies etc. From our viewpoint,
this approach also helps to create low effort on the user side because the IIMT
are directly derived from empirically observed decision-making behavior and their
usage should be intuitive.

In order to achieve this close fit between decision-making behavior and DSS, we
break down the current decision strategies into several parts. This approach shows
the basic steps decision strategies consist of that can be supported by IIMT. These
steps can, for the most part, be directly retrieved from the characteristics of decision
strategies (see Sect. 2.2).

IIMT should allow to compare two alternatives next to each other, as some strate-
gies assume that alternatives are compared in pairs (ADD, MCD). Other strategies
assume an attribute-wise process, hence highlighting differences and similarities
of products along one attribute should be provided. FRQ counts the number of
good and bad attribute levels and other strategies, such as SAT, CONJ, and DIS,
check whether attribute levels are above the aspiration level, so marking of attribute
levels as either positive or negative should be provided. Another characteristic is the
stepwise elimination of alternatives (for instance by MCD, ADD, CONJ, DIS, etc.),
thus, users should be able to remove alternatives. As two strategies (SAT, CON)
remove alternatives which do not meet the aspiration level of at least one attribute,
a removal of alternatives with at least one negatively marked attribute level should
be possible. Moreover, EBA, for instance, eliminates alternatives which do not meet
the aspiration level on an attribute. This can be supported by filters which remove
all alternatives not fulfilling the filter criterion. In contrast, compensatory strategies
would not remove alternatives based on one filter criteria, but they allow alternatives
to compensate a low attribute value with a high one. For these strategies, calculations
of assigned attribute values (EQW, WADD) or of the number of positively marked
attribute levels (FRQ, MAJ) are necessary. In addition to that, some strategies take
the importance of attributes into account. WADD, for instance, multiplies attribute
values with weights and LEX chooses the alternative with the highest attribute
values on the most important attribute. Consequently, users must be able to assign
attribute weights or sort attributes/alternatives.

We have just broken down the decision strategies into the following steps
that need to be supported by IIMT: comparison of pairs, highlighting differences
and similarities, marking attribute levels as either positive or negative, removal
of alternatives (manually), automatic removal of alternatives with at least one
negatively marked attribute level, filtering, scoring attribute levels with attribute
values and calculations with these assigned values, summing up positively marked
attribute levels, assigning attribute weights and sorting. Several IIMT supporting
some of these steps can be found in the literature or on current webstores, others
are not available yet. Based on our analysis, a literature review and an examination
of the 100 top-ranked shopping websites according to the Google PageRank (see
Sect. 5.1.2.2), Table 6.1 provides an overview of IIMT that are needed for supporting
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Table 6.1 List of IIMT implemented in INTACMATO

IIMT Characteristic Description

CALCU -
LATE

simplea Compensatory,
quantitative

Calculates the utility of
different alternatives
using the customers’
preferences indicated by
MARK or SCORE .

weighted a

markingb

FILTERc;d Aspiration levels,
elimination,
selective,
inconsistent

Remove all alternatives that
do not meet the aspiration
levels for an attribute.

MARK diff /
simd

Quantitative, aspiration
levels

Highlights different, similar,
or manually chosen
attribute levels.

manual lyb

PAIRW ISE Pairwise comparison Compares two alternatives.
COMPARISON c;d

SCORE at t ributea Compensatory, weights,
quantitative

Allows assigning weights to
attributes and attribute
values to attribute levels.at t ribute-

Levelb

SORT hierar-
chical lyc

Inconsistent, selective Changes the order in which
alternatives or attributes
are displayed in the
comparison matrix.drag&drope

REMOVE alternativea;d Elimination, aspiration
levels, selective,
inconsistent

Removes an alternative.

at t ributea;d
Removes an attribute.

markingsb
Removes marked alternatives

from the comparison
matrix.

aAdapted version from Todd and Benbasat (2000)
bNew
cGupta et al. (2009)
dWeb (e.g., amazon.com, cdw.com, dell.com, sony.com, bhelectronics.com)
eAdapted version from Todd and Benbasat (1992)

the common steps of decision strategies and lists their sources (literature, web or
new) and the decision strategy characteristics they support.

We describe each type of IIMT and its variants in detail. With the description
we also provide concrete suggestions for the design in screen shots of available
webstores and mock-ups for the new IIMT. The design was chosen according to the
requirements described in the previous section.

As pointed out above, the design of an adaptive system must be left to future
work as making the DSS adaptive to different users and environments goes beyond
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the scope of the present work. However, we would like to note that the modularity
of the system facilitates adaptivity as the webstore can easily only show the subset
of IIMT which are actually needed by the particular user and the particular decision
environment.

The IIMT PAIRW ISE COMPARISON allows a customer to directly com-
pare all attributes of two alternatives. It can be found on a number of websites
because it is a variant of a product-comparison matrix with only two products
(compare both examples in Figs. 6.1 and 6.2).

There are two possible variants of the IIMT MARK . MARKdiff=sim allows
highlighting of either differences or similarities of attribute levels in a product-
comparison matrix. Figure 6.2 gives an example. MARKmanual ly , in contrast, makes
it possible to highlight single attribute levels manually. In principle, separate marks
can be used for different properties of attribute levels. For example, attribute levels
that fulfill the expectations of the customer can be captured, whereas attribute levels
that do not fulfill expectations can be crossed out. For examples, see Figs. 6.3,b.

With the IIMT REMOVE , the user can delete alternatives and/or attributes (see
the Delete in Fig. 6.1 for an example of REMOVEalternative). REMOVEmarking

can remove highlighted alternatives. Figure 6.3 gives an example where alternatives
can be removed if at least one attribute value is marked by the customer as not
acceptable (in the example, the first alternative would be removed because the
battery runtime of 1.5 h is marked negatively).

The IIMT SCORE allows for weighting the importance of attributes and for
assigning a utility to attribute levels. SCOREattribute allows a user to assign a

Fig. 6.1 Product-comparison matrix (example from www.myproductsadvisor.com) with one
information management tool: REMOVE (delete) of products from the matrix
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Fig. 6.2 Example from www.cdw.com where two alternatives are compared pairwise
(PAIRW ISE COMPARISON ) and similarities are highlighted with a colored cell background
(MARKdiff=sim)

(a) MARKmanually (b) REMOVEmarked

Fig. 6.3 This mock-up shows an example of MARKmanual ly . In the left picture, the attribute levels
“4 h”, “400 GB”, and white are marked as positive by selecting the corresponding attribute levels.
In the right picture, “1.5 h” is marked as negative. A click on the button “Remove marked” at the
top left corner, would remove all alternatives with at least one negatively marked attribute level

weight wi to an attribute i . SCOREattributelevel allows a user to assign an attribute
value vi .aij / to the i th attribute of alternative j . Figure 6.4 gives an example
where a user can assign weights and utility values to attributes and attribute levels,
respectively.
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Fig. 6.4 In this mock-up for SCOREattributeLevel , SCOREattribute and CALCUATEweighted ,
consumers can assign scores to each attribute level and attribute weights to each attribute by
coloring up to five stars

CALCULATE uses the preferences of the customer expressed by SCORE

and MARK . There are three different variants of the IIMT CALCULATE. In
Todd and Benbasat (2000), for each alternative CALCULATEsimple calculates
the utility of altj as

Pm
iD1 vi .aij /. CALCULATEweighted additionally considers

the attribute weights and calculates the utility of alternative j as
Pm

iD1 wi vi .aij /.
CALCULATEmarkings simply counts the number of marks for each product.
Figure 6.3 shows an example of CALCULATEmar- kings . The first alternative
has no positively marked attribute level and is assigned the score 0; for the
second alternative, the user has marked “white” as positive attribute level. Thus
the second alternative receives the score of 1. Figure 6.4 displays an example of
CALCULATEweighted . The first alternative gets a score of 18, since the user has
assigned the price of 492 e4 stars and the HDD size “400 GB” 2 stars. Multiplying
these score per star with the attribute weights of 3 for price and 3 for HDD size yields
3 � 4 C 2 � 3 D 18 (see the linear additive utility function for the WADD strategy).

By using the IIMT SORT , a customer can change the order in which alternatives
are displayed in the comparison matrix. SORThierarchical ly allows several criteria,
for example, prices and, if prices are equal for two alternatives, battery runtime
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Fig. 6.5 This mock-up shows the SORThierarchical ly according to ascending prices and descend-
ing battery runtime. Therefore, the product with the lowest price and highest battery runtime is
shown in the first column. Furthermore, FILTER at the left allows setting different kinds of
filters for all attributes. Only attributes with a checked checkbox are actually displayed in the matrix
(price, battery runtime, HDD size, color and screen size all have a checked checkbox)

to sort products (compare Fig. 6.5 for an example). Currently, simpler versions
of SORT are available on the Internet which only allow for sorting according
to one attribute. If nominal attribute values (e.g. color) are used in the product-
comparison matrix, the preferred order for the nominal attributes must be specified
by the customer. SORTdrag&drop allows the user to change the order of attributes
manually.

Finally, FILTER allows a customer to remove alternatives from the comparison
matrix where at least one attribute value does not exceed a customer-defined
threshold. We have learned in Sect. 5.1.2.2 that this IIMT is available on many
websites and it can be used in the screening as well as in the in-depth comparison
phase. For an example, see Fig. 6.5.

To conclude, we retrieve seven different types of IIMT which are needed to sup-
port all decision strategies: PAIRW ISECOMPARISON , FILTER, MARK ,
REMOVE , SORT , SCORE , CALCULATE . Since we support the basic steps
decision strategies consist of, we can contribute to an efficient decision support
being close to the actual needs of the users.
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Fig. 6.6 First IIMT-prototype

Based on the mock-ups (see Figs. 6.3– 6.5) and the examples we have found
in the Internet, we implemented the first version of the prototype of the proposed
IIMT, which we call INTACMATO.1 INTACMATO was programmed with the
AJAX framework and the JQUERY library. The product data is stored in a mySQL
database and retrieved via php. Figure 6.6 shows this prototype. The implementation
of the first version of INTACMATO took about 4 months. This first version was
evaluated in two qualitative usability studies.

6.4 Qualitative Evaluation of INTACMATO

6.4.1 Study 1: Brainstorming with Experts

We conducted one usability study with experts and one with both experts and non-
experts. For the first study with experts, we took a brainstorming approach and
followed a three-step process: (1) fact finding, (2) idea finding and (3) solution
finding (Osborn 1963). The study started with an introduction to the overall software
project. The experts were five faculty members who had knowledge in the field
of IDA and software development. In phase 1, the experts had the opportunity to
explore the IIMT. No introduction of the IIMT functionality was provided in order
to observe in how far it is self-explaining. In phase 2, the experts answered a short
questionnaire with openly formulated questions on their first impression and their
ideas for improvement. Furthermore, we asked for evaluations of the five design

1The implementation was joint work with Felix Vogel (KIT, University Karlsruhe).
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criteria: consistency, control, flexibility, low effort, and transparency. In phase 3, the
results of the first two phases were recapitulated and the group discussed possible
solutions. The main points of critique were:

1. Overcrowded and confusing design which overstrained the users
2. Uncertainty about the functionality of some IIMT and their actions when using

them

Experts stated things like “What happens when I mark an attribute level red?”, “It
was unclear what to do with all the stars.”, or “I am overstrained.”, and “Too much
stuff!”. In the third phase, the following solutions were suggested for addressing
these problems:

1. Redesign the filter to improve clarity and consistency: remove apply button, add
unities, use less dominant colors, unify font type, show already filtered attribute
levels at the top of filter.

2. Change the way the attribute levels are displayed in the table: make rows more
cohesive, improve the readability of attribute levels, remove the vertical lines.

3. Replace parts of IIMT with symbols already known from well-known operation
systems, such as “C” and “�” for maximizing and minimizing menus.

4. Add help functionality to explain IIMT.

Based on the results of this first usability study, the design of IIMT was improved
in a further three weeks of programming and tested in a second study, which is
described in the following section.

6.4.2 Study 2: Thinking Aloud

Having received enough input from the round of experts in the first study, the
revisited INTACMATO was also tested with non-expert users. As method, we chose
thinking aloud protocols (Ericsson and Simon 1993; Shapiro 1994). Thinking aloud
requires users to verbalize their thought processes as they perform a certain task with
the system (Jorgensen 1990; Woods 1993). It is thought to be one of the most valu-
able usability engineering methods since it is a close approximation to the individual
usage. Moreover, the data can be collected from a fairly small number of users
(Nielsen 1994). We followed the five guidelines by Buber and Holzmüller (2007),
which state that instructions should be formalized, an appropriate experimental
setting must be established, means for keeping up the think-aloud process must
be undertaken, the users should talk about their experiences, and technical problems
should be kept to a minimum. The usability test was conducted with seven test users,
among them four women and three men. According to the users’ self-reports, two of
them had little technical experience, and one of them stated never to have purchased
a product online before. Two of the users were computer scientists and therefore
experienced in dealing with interfaces. To all subjects, we read aloud an introduction
at the beginning of the study. The study was conducted in a comfortable, calm room
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of the university which was familiar to the subjects. The subjects had to imagine
that they were shopping for cell phones online and had already chosen five cell
phones of highest interest to them. They were instructed to test the functionality of
the IIMT first, before they were going to actually choose one of the products. This
approach helped us to observe users’ interaction with all different kinds of IIMT.
During the actual study, no further assistance was provided by the conductor. The
subjects’ statements as well as their clicking behavior were recorded with Camtasia
Version 6 by TechSmith and an additional audio recorder. After the subjects had
used all IIMT, recording was stopped and they had to answer a questionnaire asking
for evaluations of the three constructs: consistency, control, and transparency. The
questionnaire was designed with 3–5 items known from literature for each of the
constructs (Ariely 2000; Kamis and Davern 2005; Pereira 2000; Wang and Benbasat
2009). We did not ask yet for the evaluation of the two constructs low effort and
flexibility as we wanted the subjects to evaluate these two aspects only after they
had actually chosen a product. Hence, after having answered the questionnaires, we
recorded again subjects’ thoughts while they actually chose a product and handed
out a second questionnaire with questions concerning low effort and flexibility.

In total, 23 errors or missing functionalities were found by the users:

• Three logical errors of the system: for instance the same attribute level can be
evaluated with different scores

• Five programming bugs: for instance distorted display if certain IIMT were used
in sequence

0

1

2

3

4

5

strongly agree agree disagree strongly disagree no opinion

consistency
control

flexibility
perceived effort

transparency

Fig. 6.7 Results from the thinking aloud usability study
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• Eight weaknesses of the design: for instance, sliders in the filter were too small
and unrecognizable for users

• Seven missing functionalities: for instance, minimize and maximize all attributes
with one click

Figure 6.7 summarizes the average frequencies each item of the five design
criteria was rated. For measuring transparency, for instance, we asked for the
following three items: “I was always aware which IIMT would cause an action
and which wouldn’t”, “It was obvious what would happen, after I had used an
IIMT”, “My input caused an immediate reaction on the website”. Over all these
three items, on average we counted 1.67 strongly agree, 4 agree, 1.33 disagree, and
0 strongly disagree. All other design requirements also got positive evaluations as
no requirement had more than 2 negative ratings (disagree and strongly disagree)
out of the 7 possible ratings by the 7 users. The best ratings were for the flexibility
and the perceived effort.

To further improve the IIMT and achieve more positive user evaluations, all
errors and suggestions were implemented in a further six weeks of programming.
Thus, in total, the three phases of programming took about 6 months. The resulting
final design of INTACMATO is displayed in Fig. 6.8. Little tooltips explain the
functionality of each IIMT. More details on different IIMT with larger screenshots
are shown in the appendix in Figs. B.1– B.7.

6.5 Conclusions

In this chapter, we have shown how to design a DSS with a theory-based approach
implementing requirements gained from information systems research and decision-
making behavior research, namely consistency, control, flexibility, perceived effort
and transparency. Our main idea which enables meeting these requirements is to
build a system that achieves a close fit between decision-making behavior and
DSS. Based on this idea we have implemented a prototype of IIMT, which we
call INTACMATO, and which supports typical steps decision makers apply in their
decision processes. We tested INTACMATO in two qualitative usability studies,
in particular regarding the fulfillment of the above mentioned requirements. We
improved the first prototype in two phases based on the users’ feedback from the
two usability studies. In the next two chapters, we will both provide a theoretical
analysis as well as a quantitative experimental laboratory study to further evaluate
the proposed system across the requirements.



Chapter 7
An Effort-Accuracy Framework for IIMT

In this chapter, we analyze to what extent INTACMATO meets the requirement
of low effort. We take an existing effort-accuracy model, adapt and extend it to
INTACMATO and show analytically the savings of effort achieved.

7.1 The Effort-Accuracy Framework
by Johnson and Payne (1985)

In part , we found that decision makers are highly adaptive in selecting decision
strategies. Based on this knowledge, several authors have suggested an effort-
accuracy framework which postulates that decision makers trade off benefits gained
from an accurate decision (i.e., one with high decision quality) with the effort (cost)
of deciding for or against the application of a decision strategy (Hogarth 1987). In its
original and more general version this framework was called cost-benefit framework
(Beach and Mitchell 1978). A large body of research has yielded results consistent
with this framework (Bettman et al. 1990; Creyer et al. 1990; Johnson and Payne
1985; Payne et al. 1993; Stone and Schkade 1994).

Todd and Benbasat (1992) noted that:

Given two strategies that are expected to require the same effort, the one that is expected to
produce a more accurate outcome will be preferred, and given two strategies that produce
equivalent outcomes, the one that is expected to require less effort will be preferred (p. 375).

Another, often stated consequence of the effort-accuracy framework is that decision
makers choose the strategy with lowest effort that provides acceptable quality
(Böckenholt et al. 1991; Payne et al. 1993; Shugan 1980; Todd and Benbasat
1994a).

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 7, © Springer-Verlag Berlin Heidelberg 2012
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7.1.1 Measurements for Effort and Accuracy

In 1985, Johnson and Payne specified the effort-accuracy framework by suggesting
measurements for both, effort and accuracy. Their framework takes into account the
influence of task-based complexity because they measure effort depending on the
number of alternatives and attributes displayed. However, they do not include the
notion of context-based complexity in their model.

The aim of decision making is to make good decisions; in other words decisions
with high quality. The accuracy of a decision strategy is supposed to reflect decision
quality; but how can we measure accuracy? According to Payne et al. (1993), “a
good decision is seen as one that follows a good decision process” (p. 89). Further,
a good decision process is characterized by a complete search of the available
information and consideration of the subjective preferences. Consequently, the
WADD strategy is usually employed as benchmark for good decisions (Chu and
Spires 2000) as it fulfills these requirements. It assumes a standard linear additive
utility function, and it chooses the alternative with highest utility. In contrast,
choosing the alternative with worst utility, in terms of EV (expected value), is
represented by a random choice (RAN) by Johnson and Payne (1985). Thus, the
authors assume that RAN is always worse than any other strategy. Hence, according
to Johnson and Payne (1985), accuracy of a strategy falls between the two extremes
(WADD and RAN):

relative accuracy.strategy/ D EV.strategy/ � EV.RAN/

EV.WADD/ � EV.RAN/
; (7.1)

where EV.strategy/ stands for expected value and represents the total utility of an
alternative chosen by a strategy. Thus, EV(WADD) is identical to the utility of the
alternative chosen by the linear additive utility function.

For measuring effort, Johnson and Payne (1985) suggest using elementary
information processes (EIP), which are based upon work by Johnson (1979) and
Huber (1980). EIP subdivide decision making into a sequence of basic units of
thought in which information is processed and memorized (Newell and Simon 1972;
Sternberg 1966), such as reading two attribute levels and comparing them. Each
strategy can be described by a sequence of such EIP. As most researchers assume
that each EIP takes equal cognitive effort, the sum of all EIP used in a strategy
determines its overall effort (Payne et al. 1993; Todd and Benbasat 1994a; Zhang
and Pu 2006).

7.1.2 Elementary Information Processes

Johnson and Payne (1985) propose the following EIP: READ, MOVE, COMPARE,
DIFFERENCE, ADD, PRODUCT, ELIMINATE, and CHOOSE.
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1. READ describes reading an attribute level into the short-term-memory (STM).
Payne and Bettman (1994) also list a MOVE EIP for describing the effort of
the eye-movement: “Go to next element”. However, as MOVE and READ are
always used in the sequence MOVE then READ in all strategies, we subsume
MOVE and READ to one single EIP. From our viewpoint this approach also
circumvents the otherwise artificial assumption that MOVE and other EIP, for
instance PRODUCT and DIFFERENCE, cost each one unit of EIP, although, in
reality, MOVE and READ cost supposedly much less effort.

2. COMPARE compares two levels/values with another, for instance two attribute
levels.

3. DIFFERENCE computes the differences of two attribute levels/values.
4. ADD adds a value to the STM.
5. PRODUCT multiplies an attribute weight with an attribute level/value.
6. ELIMINATE eliminates an alternative from consideration
7. CHOOSE chooses the preferred alternative and finishes the process.

We see several deficits in the definition of EIP and hence add three more EIP
to the framework. First, the authors do not distinguish between attribute levels and
attribute values (see Sect. 2.2.2). Hence, they assume that evaluating an attribute
level with an attribute value has no costs. Moreover, the effort for recalling aspiration
levels and attribute weights from long-term-memory (LTM) is not reflected by any
EIP. Thus, we introduce the EIP EVALUATE for describing the effort of assigning
attribute values, attribute weights, and aspiration levels. This idea is partly in line
with work by Todd and Benbasat (1994a) who, however, neglect the effort of
assigning attribute values.

Second, storing the status of alternatives (e.g., whether they have already been
eliminated) is not reflected by any EIP of Johnson and Payne. Todd and Benbasat
(1994a) refer to this effort as tracking effort. Tracking effort comprehends the notion
of storing the status of alternatives, assigned scores, etc. and is represented by the
additional EIP STORE.

Third, while EVALUATE encompasses the notion of assigning values from
the LTM and can potentially be quite effortful, we need an EIP for retrieving
information from STM which, potentially, costs less effort than EVALUATE. In other
words, we add the EIP RETRIEVE to quantify the effort for retrieving any value
stored by a previous STORE during this choice task, such as an assigned score. In
Table 7.1 an overview of the original seven EIP and the three new ones is displayed.

Figure 7.1 shows an example of six strategies and their positions in the effort-
accuracy framework taken from Payne et al. (1993, p. 93). Both effort and accuracy
depend on parameters of the particular choice task such as the number of alternatives
and attributes, the shown attribute levels and the preference function. Only the
positions on the y-axis of WADD and RAN are fixed. By definition WADD will
always provide a relative accuracy of 100% and RAN of 0% (see equation 7.1).
The number of EIP for RAN is always 0 but the number of EIP for WADD and all
other strategies depends on the number of alternatives and attributes. Unfortunately,
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Table 7.1 EIP as used in our extension. Adapted from Payne et al. (1993) and Todd and Benbasat
(1994a)

EIP Description

READ One attribute level is read into the STM.
COMPARE Two values are compared.
DIFFERENCE The difference of two values is calculated.
ADD Add an attribute value to another value in STM.
PRODUCT An attribute value is multiplied with an attribute weight.
ELIMINATE Remove an alternative or an attribute from consideration.
CHOOSE The preferred alternative is chosen and the decision process ends.
EVALUATE Assign a value, weight or aspiration level to an attribute from the LTM.
STORE Store information in the STM.
RETRIEVE Recall information from the STM, such as assigned scores or the status of

alternatives.

Fig. 7.1 Example of positions of decision strategies in the effort-accuracy space for some choice
task (see Payne et al. 1993)

Payne et al. (1993) do not give any further details on the parameters of this example.
Yet, this example depicts the idea of the effort-accuracy framework well.

7.2 Extended Effort-Accuracy Framework

We focus on the effort-reduction which can be achieved by offering IIMT to users.
We emphasize the effort-reduction more than the potential increase of accuracy,
because the findings of several studies by Todd and Benbasat (1991, 1992, 1993,
1994a,b, 2000) indicate that decision makers tend to adapt their strategy selection to
the type of decision aids available in such a way as to maintain a low level of effort
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expenditure. Furthermore, several studies have argued for the general tendency
that consumers put more emphasis on reducing effort than on increasing accuracy
(Bettman and Kakkar 1977; Horrigan 2008; Johnson and Payne 1985; Russo and
Dosher 1983). One reason for this might be that “feedback on effort expenditure
is relatively immediate, while feedback on accuracy is subject to both delay and
ambiguity” (Todd and Benbasat 1992, p. 375). Todd and Benbasat (1992) conclude
further, “it might be fruitful to adopt an effort-perspective in trying to understand
the behavior of decision makers using DSS” (p. 375).

We incorporate the effort-reduction achieved by IIMT in the effort-accuracy
framework. Hence, our approach explicitly analyzes influences stemming from the
technical environment in form of IIMT and extends the three influence factors on
decision making (see Payne et al. 1993), problem, person and social context, by the
fourth factor “technical environment” (see Fig. 7.2).

Following the term EIP for describing the cognitive effort in the decision makers’
minds, we introduce the term elementary communication processes (ECP) for
describing the decision makers’ effort for using an IIMT. The extended framework
is able to (1) describe for each strategy which IIMT make which EIP unnecessary,
(2) the ECP this replacement costs and (3) the saving of effort when comparing
the traditional way of decision making (original framework with only EIP) and the
IIMT-supported way of decision making (extended framework with EIP and ECP).
We define the net and the relative saving of effort as follows:

net saving of effort D EIPnoIIMT � EIPwithIIMT � ECP; (7.2)

relative saving of effort D 100% � .
.EIPwithIIMT C ECP/

EIPnoIIMT
/; (7.3)

where EIPnoIIMT is the sum of EIP for a strategy when not supported with IIMT and
EIPwithIIMT when supported by IIMT.

Fig. 7.2 The technical
environment as additional
factor influencing decision
making
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7.2.1 Elementary Communication Processes

For using the IIMT which are suggested in Sect. 6, we need the following ECP.
First, CLICK describes one click action, such as using radio buttons for choosing
among IIMT, clicking on a button, or clicking on a star for using the IIMT SCORE.
SELECT describes the action of choosing an option from a list, for instance,
choosing the criterion for SORT from the drop-down menu or selecting the filter
criteria. This can incorporate moving the start and end of a slider for numerical
values (for instance a filter on the price range) or clicking on several checkboxes.
Finally, DRAG&DROP describes reordering rows for the IIMT SORTdrag&drop.

Table 7.2 summarizes these three ECP and shows to which IIMT they belong
to. Table 7.2 also reflects that we have followed the guidelines consistency and low
effort (see Sect. 6.3), since the number of different ECP is kept small (consistency),
and most IIMT require only a simple CLICK (low effort).

7.2.2 Model Assumptions

Before we start computing the saving of effort for the different strategies, we lay
out the assumptions of our analysis. First, the exact amount of EIP and ECP depend
on the particular scenario. While when using EBA, for instance, in some scenarios a
decision maker might exclude all except one alternative just because of one attribute,
in another scenario the decision maker might have to compare the products across
several attributes to be able to narrow down the choice task to only one alternative. In
the subsequent analysis, we assume the worst-case scenario. Thus, regarding EBA,
for example, we assume that a decision maker has to consider all attributes. This
assumption provides a clear criterion for the analysis and permits the comparison
of net savings of effort among all strategies. However, it biases the analysis towards
more effortful, compensatory strategies. WADD, for instance, has the same best
and worst-case effort since it is complete (see Fig. A.1 in the appendix), while for
simpler strategies, such as EBA and LEX, the effort of worst and best case behavior
differ a lot if early on in the search process many alternatives can be excluded.
When calculating the effort in the pseudo-code notation, we label sequences of

Table 7.2 Elementary communication processes

ECP Description IIMT

CLICK Mouse click on a (radio) button,
checkboxes, a star for scoring, etc.

MARK, REMOVE, SCORE,
CALCULATE, PAIRWISE
COMPARISON

SELECT Choose one or several options from a
set.

SORT, FILTER

DRAG & DROP Drag and drop attribute rows. SORT
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the decision-making process which assume worst-case behavior correspondingly to
make this point transparent.

Second, following other researchers, we assume that each EIP and ECP costs
one unit of effort (Payne et al. 1993; Todd and Benbasat 2000). Thus, there is no
difference between more complicated EIP such as PRODUCT and easy EIP such as
ELIMINATE.

Although our IIMT-prototype could easily integrate attributes with nominal
attribute values (such as color), we will assume ordinal values for the analysis. This
assumption only affects the cost of SORT.

7.2.3 Related Work

Against the background of the effort-accuracy framework, the goal of IDA is to
reduce effort and increase accuracy. There has been some, although inconsistent,
empirical evidence that RA reduce the effort by reducing the decision time and
the extent of product search (Häubl and Murray 2006; Häubl and Trifts 2000;
Hostler et al. 2005; Pedersen 2000; Xiao and Benbasat 2007). Further research
has found evidence for improved decision accuracy (Häubl and Murray 2006; Häubl
and Trifts 2000; Hostler et al. 2005; Pereira 2000; Xiao and Benbasat 2007).

Todd and Benbasat (1992) find evidence for a reduction of effort for IIMT,
but not for an increased accuracy. This mixed result is probably due to the
implementation of their IIMT: there was no graphical interface for using decision
aids, but consumers had to type in commands like “DROP”, “SORT”, etc. in the con-
sole. Later, Häubl and Trifts (2000) find the empirical evidence that a product-
comparison matrix can increase accuracy and decrease effort but they do not
consider single IIMT rather they consider the whole product-comparison matrix to
be one IIMT. Todd and Benbasat (2000) propose a decomposition approach where
they use EIP for measuring effort-reduction achieved by an IDA. However, they
do not take into account the effort for using the IIMT and only analyze how many
EIP become unnecessary in case of IDA-support. Their empirical results are mixed.
WADD is used more often when supported by IDA, which might have been caused
by a reduced effort induced by the IDA. However, EBA is not used more often when
respondents are given IDA which support EBA strategies. Therefore, there does not
seem to be a reduction in effort. To sum up, Todd and Benbasat showed some evi-
dence that IDA can reduce effort and increase accuracy for WADD but not for EBA.

Zhang and Pu (2006) examine the influence of IDA on effort and accuracy and
also take into account the effort for expressing user preferences (similar to our
notion of ECP). In a computer simulation, they compare the performance of IDA
which support exactly one strategy (e.g. WADD, EQW, MCD) with hybrid strategies
which are composed out of EBA, MCD, LEX, or FRQ to eliminate alternatives and
WADD to then choose the best alternative from the remaining ones. Zhang and Pu
(2006) conclude from their simulations that hybrid decision aids have the potential
to increase accuracy and increase the net saving of effort.
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As Zhang and Pu (2006) is the only work which we found that also presents
some notion of incorporating ECP into the effort-accuracy framework, we would
like to comment further on the difference between our approach and theirs. First,
they assume that one single or – in the hybrid version – two decision strategies are
supported by decision aids. Thus, their approach is restrictive and there is no notion
of modularization or flexibility. With the IIMT which we propose, decision makers
can apply single steps or whole decision strategies in any order.

Second, their results are only based on computer simulation. They do not
implement the IDA in some kind of user interface, as we do, but rather list what kind
of input parameters are generally needed for supporting different strategies. Hence,
they assume that the simulated agents reveal these kinds of parameters directly to
the system without concretizing with which kind of interface this happens (e.g.
filters, etc.). For instance, WADD needs a value function and attribute weights as
parameter, while SAT needs aspiration levels; but the authors do not explain how
these parameters are prompted into the system.

Third, in their environment, they assume that each value function can be
determined by three midvalue points, thus each value function requires only three
ECP. As we have seen in Sect. 2.1, this is a rather simplifying approach. Usually
a value function requires that the value of each attribute level is determined, thus
requiring k ECP if k attribute levels are displayed per attribute. Thus, in their
environment, EQW costs 3m ECP for determining each value function of each of
the m attributes, instead of km.

Hence, we conclude that their notion of costs for expressing user preferences
is in general similar to ours but due to their simplifying assumptions, the missing
implementation of a user interface, and only a computer-based empirical validation,
no conclusions for real-world scenarios can be drawn from their simulations. In
contrast, since we suggest a concrete prototype, we can be more specific when
determining effort. To sum up, we are the first to analyze and quantify in detail
the effort of decision strategies when supported by IIMT. With a pseudo-code like
notation, our analysis is very transparent and more exact in quantifying effort than
other work.

7.2.4 Application to IIMT-Prototype

In order to compute both the net as well as the relative saving of effort for a strategy,
we need to analyze which EIP are needed when users have no support by IIMT
and how the effort changes when they are supported. We discuss three prominent
strategies: WADD, LEX, EBA in detail. The analysis of the other strategies is in the
appendix in Figs. A.2–A.25.

Before we start with the exact calculation of EIP and ECP, we would like to point
out that different researchers assume slightly different decision processes, which
results in different assignments of EIP. Thus, assigning EIP to decision strategies is
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not clearly defined. Nevertheless, the results we retrieve from our analysis are quite
robust, because different definitions only result in minor differences in the terms in
the EIP equations. Thus, the order of magnitude should be affected only slightly and
valid results can still be concluded. Furthermore, due to our transparent and detailed
description of each decision process, our analysis can be easily adapted to changes
in the decision process. Moreover, we discuss the results of the complete analysis of
the computed savings of effort in detail at the end of this chapter.

7.2.4.1 WADD

From Sect. 2.2.2, we know that WADD is the normative rule which chooses the
utility maximizing alternative, maxj D1;:::;nŒu.altj / D Pm

iD1 wi vi .aij/�, where n is
the number of alternatives, m the number of attributes, vi .aij/ the attribute values,
and wi the weights. The typical choice process when applying WADD is that, first,
decision makers assign attribute weights, then they start with the first alternative and
compute its overall utility. This utility is stored in STM and the second alternative is
evaluated accordingly. Then, decision makers eliminate the inferior alternative and
proceed with the next one until all alternatives have been considered.

We use pseudo-code notation to note the sequence of EIP for WADD. Figure 7.3
shows the analysis and also indicates the costs measured in EIP. 3m EIP (m-
times the three EIP: READ, EVALUATE, and STORE) are needed for assigning
attribute weights, .3m C 3.m � 1/ C 1 C m/n for assigning the attribute values
and computing the utility of alternatives, 3.n � 1/ for determining the alternative
with highest utility, and 1 for choosing the remaining alternative. Thus, in total, we
need 7mn C 3m C n � 2 EIP when executing WADD without any decision support.
Note that for WADD there is no difference between worst and best-case analysis
because when applying WADD, decision makers always consider all information,
independent of their preference functions.

When the decision makers can profit from IIMT, the effort reduces to 3mC3mnC
2. For calculating this effort, we again use the pseudo-code notation, as is displayed
in Fig. 7.4. While the effort for assigning attribute weights still remains 3m, storing,
retrieving and calculating information is completed by the DSS. Hence, the step of
assigning attribute values and computing the utility of alternatives reduces to 3mn,
since the three IIMT: SCOREattributeLevel, SCOREattribute, and CALCULATEweighted

make the four EIP RETRIEVE, PRODUCT, ADD, and STORE unnecessary. 3nm
is an upper bound for the effort (worst-case) under the assumption that each
attribute level is shown at most once. In case attribute levels are shown several
times, for instance, if several products have the same size, the users only have to
assign their attribute value for this attribute level once because the system will
automatically assign this attribute value to all other equivalent attribute levels of
other products. In addition to reducing the effort for assigning and calculating the
utility of alternatives, determining and choosing the alternative with highest utility is
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Fig. 7.3 Effort for WADD without support of IIMT

reduced to 2, as the decision makers can use the IIMT CALCULATE for comparing
the different utility values.1 It reduces the effort for finding the alternative with
highest utility by highlighting the product with the highest utility. In summary,
the application of IIMT reduces the effort by 4mn C n � 4 which is larger than
0, 8m; n >D 2.

1The IIMT CALCULATE must be activated at the beginning of the decision process because only
then are the appropriate stars for SCORE visible on the screen. The score is automatically updated
by the interface as soon as a new attribute value or attribute weight is assigned.
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Fig. 7.4 Effort for WADD with support of IIMT

7.2.4.2 EBA

In the deterministic version, EBA considers attributes according to decreasing
attribute weights. It eliminates an alternative j if it does not meet the aspiration
level for the considered attribute i : asp.aij / D 1. The elimination process stops
when the alternative set has been narrowed down to a single remaining alternative.
As we assume the worst-case for our calculations, we consider the case that all m

attributes have to be taken into account until only one candidate remains. We assume
that the decision maker first assigns weights and aspiration levels to all attributes.2

This costs 5 EIP for reading, evaluating, sorting and storing. Overall, the evaluation
of attributes must be repeated m times (see Fig. 7.5). Afterwards, the decision maker
chooses the attribute to consider next. We assume that this only costs 1 EIP and
in total m EIP (once for each attribute). In case the decision makers are already
comparing the remaining products across the second most important attribute,
they have to retrieve which product has already been eliminated (n.m � 1/). Each
attribute level is then compared to the aspiration level with up to five operations:
READ attribute level, RETRIEVE aspiration level, COMPARE attribute level with
aspiration level, and, in case the aspiration level was not met, ELIMINATE the
alternative and STORE the new status. In the worst-case scenario, all elimination

2Although only the order of attributes and not exact attribute weights are important, we follow the
common analysis by Todd and Benbasat (1994a) and others and put assigning attribute weights on
the same level with ordering them according to the importance.
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Fig. 7.5 Effort for EBA without support of IIMT

steps occur for the least important attribute. The effort in the best and average-case
is lower, as all except one alternative would be excluded already when considering
only the most important (best–case) or some proportion of attributes (average–case).

In the scenario with IIMT, several EIP are replaced by the IIMT FILTER (see
Fig. 7.6). Instead of comparing all attribute levels for an attribute with the aspiration
level, the aspiration level is communicated to the FILTER with the ECP SELECT
and all alternatives which do not meet the aspiration level are deleted automatically
from the matrix. This also saves effort in terms of the storage and retrieval of the
alternatives’ status since the choice task no longer includes these alternatives. The
decision maker can continue with the subsequent decision process without being
weighed down by previously eliminated alternatives. In sum, while the effort of 5m

for assigning weights and aspiration levels remains the same, the remaining effort
is reduced to 2m C 1. 2m for retrieving the aspiration level for the next attribute
to be considered as well as the ECP SELECT for the IIMT FILTER, and one for
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Fig. 7.6 Effort for EBA with support of IIMT

choosing the final alternative. The decision makers also save the effort for retrieving
the next attribute from the preference order (m EIP) because they have already sorted
attributes with SORTdrag&drop in the right preference order in one of the first steps.
In sum, the net saving of effort is: 4mn � 3m C n � 2 > 0; 8m; n >D 2.

7.2.4.3 LEX

LEX compares products attribute-wise by considering the attributes according to
decreasing attribute weights. It chooses the alternative(s) with the most valuable
attribute level: vi .aij/ D 1 for the most important attribute.3 If there is more than
one alternative with vi .aij/ D 1, these alternatives are compared on the second most
important attribute, etc.

In the worst-case scenario, LEX is very expensive when not supported by IIMT
because we have to assume that alternatives are eliminated only for the least
important attribute. Thus, for all attributes, decision makers have to determine the
preference order of attributes and retrieve the attributes with effort of 4m (2m for
reading and evaluating attributes and 2m for storing and retrieving the preference
order). They then have to retrieve the previously eliminated alternatives n.m � 1/

times. Afterwards, they evaluate the attribute levels (2mn) and compare them
m C 2.n � 1/m. If there is an attribute level which is better than all other levels for
that attribute, alternatives are eliminated with effort of 3.n � 1/ and the remaining
alternative is chosen.

Apparently in the worst-case scenario, LEX sounds quite complicated and has
high effort. However, the worst-case scenario for LEX is quite unrealistic, as it

3We assume that attribute values range from 0 to 1.
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Fig. 7.7 Effort for LEX without support of IIMT

assumes that only the least important attribute is used to eliminate alternatives. For
all other attributes, the alternatives would all have the same attribute values. The
fact that the cost for applying LEX depends on the particular situation is indicated in
Fig. 7.7, where we can see that many lines in the pseudo-code are labeled as worst-
case scenario. In a best-case scenario, the effort would be reduced dramatically.
While 3m for finding the most important attributes stays the same, retrieving the
preference order has only to be done once, for the most important attribute (1 EIP).
Then, all attribute values for the most important attribute have to be assigned and
compared (4n � 1) and the alternatives with lower attribute values are eliminated
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Fig. 7.8 Effort for LEX with support of IIMT

(2.n � 1/). Finally the remaining alternative is chosen (1 EIP). The effort reduces
to 3m C 6n � 1 for the best-case instead of 5mn C 3m C 2n � 2 for the worst-case.

When LEX is supported with IIMT, the decision process becomes much easier
(see Fig. 7.8). The 4m for finding the preference order of attributes and retrieving
it later again (m), as well as evaluating attribute levels (2mn), is still needed.
However, the rest is replayed by SORThierarchically. In the worst-case, the decision
makers sort the products according to all attributes, before they can choose the
one which is at the left-most position in the matrix. This is possible as the IIMT-
prototype allows for sorting products hierarchically, according to several criteria.4

In total, we get an effort of 2mn C 5m C 1 and achieve a net saving of effort of
3mn � 2m C 2n � 3 > 0; 8m; n >D 2.

For all other strategies, the pseudo-code and details on their respective effort
can be found in the appendix (Figs. A.2–A.25). The results of the analysis for all
strategies are summarized in Table 7.3 and discussed in the following section.

7.2.5 Results and Evaluation

Table 7.3 indicates that IIMT are able to reduce the effort. For all strategies, the
effort without IIMT support is larger or equal than with IIMT support. In the last
two columns in Table 7.3, we show the effort in the worst-case of two exemplary

4Our current prototype only allows to sort for two criteria at one time, but it is easily extendable to
allow for more attributes.
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Table 7.3 Effort-reduction when using IIMT and the relative saving of effort in % in the worst-
case
Strategy Effort m; n D 2 m D 16

n D 6

ADD no IIMT 10mn � 4m C 2n 36 908
ADD with IIMT 3mn C 3m C n C 3 23 (36%) 345 (62%)
COM no IIMT 6mn C 3m C n � 1 31 629
COM with IIMT 4mn C 3m C n C 1 25 (19%) 439 (30%)
CONJ no IIMT 2mn C 3m C 2n � 1 17 251
CONJ with IIMT 2mn C 3m C n C 1 17 (0%) 247 (2%)
DIS no IIMT 6mn C 3m C n � 1 31 629
DIS with IIMT 4mn C 3m C n C 1 25 (19%) 439 (30%)
DOM no IIMT 6mn � 3m C 3 21 531
DOM with IIMT 5mn � 2m C 4 20 (5%) 452 (15%)
EBA no IIMT 4mn C 6m C n � 1 29 485
EBA with IIMT 7m C 1 15 (48%) 113 (76%)
EQW no IIMT 5mn C n � 2 20 484
EQW with IIMT 3mn C 2 14 (30%) 290 (40%)
FRQ no IIMT 6mn C 3m � 2n � 1 25 611
FRQ with IIMT 4mn C 3m � n C 3 23 (8%) 429 (30%)
LEX no IIMT 5mn C 3m C 2n � 2 28 538
LEX with IIMT 2mn C 5m C 1 19 (68%) 273 (49%)
LED no IIMT 7mn C 3m C 2n � 2 36 730
LED with IIMT 2mn C 8m C 1 25 (31%) 321 (56%)
MAJ no IIMT 5mn C m C 4n � 1 29 519
MAJ with IIMT 5mn � m C 3 21 (28%) 467 (10%)
MCD no IIMT 7mn � 4m C 2n � 1 23 619
MCD with IIMT 6mn � 6m C 2n C 2 18 (22%) 494 (20%)
SAT no IIMT 2mn C 3m C 2n � 1 17 251
SAT with IIMT 2mn C 3m C n C 1 17 (0%) 247 (2%)
SATC no IIMT 2m?n C 3m? C 2n � 1 17 251
SATC with IIMT 2m?n C 3m? C n C 1 17 (0%) 247 (2%)
WADD no IIMT 7mn C 3m C n � 2 34 724
WADD with IIMT 3mn C 3m C 2 20 (41%) 338 (53%)

scenarios with their net saving of effort and the relative saving of effort displayed
in parenthesis. The first scenario is with the minimum case of 2 alternatives and 2
attributes (m D n D 2) and the second one is with 6 alternatives and 16 attributes.5

For this second scenario, the normative strategy WADD has 53% of relative saving
of effort, so more than half of the effort can be saved when applying IIMT. For
ADD, the relative saving of effort is 62%. For EBA the relative saving of effort is
the largest. Users who apply EBA can save 76% of effort. In contrast, CONJ, SAT,

5This is the same number of alternatives and attributes which we will use in the experimental study
in Chap. 8.
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and SATC only achieve a very low relative saving of effort (2%) and even no saving
for the small scenario with m D n D 2.

Three different effects of IIMT contribute to the good results for the saving of
effort:

1. Omission of EIP STORE: Whenever the user communicates preferences to the
system, for instance in form of evaluations by stars or negatively marked attribute
levels, the system will store this information for the user. Costly sequences of EIP
operations with STORE, and RETRIEVE can hence be replaced by applying the
IIMT SCORE or MARK.

2. Omission of EIP CALCULATE: Based on the user’s preferences, IIMT calcu-
late sums, or products of attribute values or markings. Users do not have to do any
calculations themselves and thus the EIP ADD, DIFFERENCE, and PRODUCT
are replaced by the IIMT CALCULATE. In particular, compensatory strategies
can profit from that effect because they usually require a lot of calculations.

3. Omission of EIP ELIMINATE and COMPARE: The combination of the IIMT
SCORE plus SORT, FILTER, and CALCULATE automates long sequences of
comparisons on attribute levels and eliminations of alternatives which are needed
for non-compensatory strategies. Since sequences of such comparison and
elimination steps are very long for a large number of attributes and alternatives,
non-compensatory strategies such as LEX and EBA profit most from that fact. A
remarkable fact is that the effort for EBA does no longer depend on the number
of alternatives, n, once it is supported by IIMT. In other words, increasing the
number of alternatives has no negative effects on its effort. This in turn, is the
main reason for the great effort-reduction for EBA. The omission of ELIMINATE
and COMPARE also helps to reduce effort of all strategies that use SCORE to
evaluate alternatives, such as WADD and FRQ. The IIMT presents not only the
total scores to the user but also highlights the maximum value. The user no longer
has to compare the total scores but can easily choose the winning alternative.

Recall that for the analysis worst-case behavior is assumed. The formula for
the effort for EBA in Table 7.3, for instance, assumes that the users have to
compare the alternatives along all attributes until, finally, all alternatives except
one are eliminated. Consequently, the number of iterations for certain sequences
of operations depends on the particular scenario. There are several of such scenarios
and the one with the most effort will be the worst-case. Hence, such sequences
of operations are labeled with the phrase worst-case scenario in the pseudo-code
notation (see for instance Fig. 7.5). For the WADD strategy, the effort is constantly
7mn C 3m C n � 2 when no IIMT support is offered. However, in case of IIMT
support, the amount of effort of 3mn C 3m C 2 might even decrease further, since
the term 3mn only holds for the worst-case. As pointed out above, 3mn, stands for
assigning attribute values for attribute levels with the IIMT SCORE. As soon as one
attribute level is assigned a score, all other alternatives which have the same attribute
level will be assigned the same score automatically. Assuming that in the scenario
with six alternatives, four other products also have the same attribute level, instead
of executing the three EIP/ECP (READ, EVALUATE, CLICK) six times, they only
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need to be executed twice. Thus, the effort-reduction for WADD when supported by
IIMT is even larger in the average or best case. The same holds for other strategies
which make use of SCORE, such as EQW and FRQ.

Finally, let us compare the effort of the normative WADD strategy which yields
by definition 100% relative accuracy with other, simpler strategies. As soon as
WADD is supported by IIMT we get an effort of 20 for the small scenario and an
effort of 338 for the larger scenario (see Table 7.3). While WADD, and its pairwise
variant, ADD, are among the most effortful strategies for the cases without IIMT
support, in the case with IIMT support, they become less effortful than simpler
strategies with less accuracy. For the small scenario, WADD is less effortful than
ADD, COM, DIS, FRQ, LED, and MAJ and for the larger scenario WADD beats in
addition MCD and DOM but no longer LED. If we now compare WADD with IIMT
support with simpler strategies without IIMT support, WADD beats all strategies
except CONJ, SAT, and SATC. Consequently, when we support WADD with IIMT
and leave other strategies unsupported, in larger scenarios we can achieve that
the application of WADD is both more accurate and less effortful than all other
strategies except CONJ, SAT, SATC. Assuming that users are willing to spend a
fixed amount of effort in the decision making process, higher accuracy might be
reached if they are offered IIMT. Indeed, the IIMT might further improve the accu-
racy of decisions since they process preference information correctly and do exact
calculations. Whilst human beings are prone to errors when they are computing, for
example, the total utility of alternatives, IIMT present exact solutions.

In sum, in line with Chu and Spires (2000) and Todd and Benbasat (1994b), we
argue that decision aids not only reduce the effort for applying strategies, but might
also increase the accuracy of executing a strategy. Hence, due to the decision support
offered by IDA, the cost-benefit relationship can shift in favor of the higher quality
and more effortful strategies. Todd and Benbasat (1994b) assume that this leads to
a shift to other strategies only if a strategy becomes dominant. In other words, the
decision aids change the cost-benefit framework such that another, more accurate
strategy dominates all others. Chu and Spires (2000) analyze this concept in more
detail. Based on work by Payne et al. (1993) they consider the decision makers’
preferences regarding the trade-off between effort and accuracy. Hence, they do
not only assume a shift of strategies in case of changing dominance structures, but
show how different iso-preference lines in this framework might lead to a shift of
strategies. An example is drawn in Fig. 7.9 for the scenario with n D 6 and m D 16

assuming the same accuracy as in Fig. 7.1. We can see that all strategies with IIMT
support are translated parallel, since effort decreases but accuracy is assumed to
stay constant in this example. Furthermore, an example of a preference function for
trading-off effort against accuracy is provided in the figure. We can see that in this
example, WADD is the preferred strategy chosen in case of IIMT support, and EQW
in case of no IIMT support. This is because, in our example – coming from the upper
right corner in the picture – WADD in the IIMT and EQW in the non-IIMT case are
the first strategies to touch the iso-preference lines. From our viewpoint it would be
interesting to further analyze decision makers’ preferences regarding the trade-off of
effort and accuracy as well as the potential infuence of IDA and in particular IIMT.
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Fig. 7.9 The extended
effort-accuracy framework. In
case of IIMT support, the
decision maker would choose
WADD, in case without EQW

7.3 Conclusions

In summary, IIMT are able to reduce effort for all strategies. For most strategies,
the relative saving of effort is larger, the larger the amount of information displayed.
Furthermore, LEX and EBA, as well as compensatory strategies such as WADD and
ADD can profit most from the IIMT support. In the case of IIMT support, WADD
achieves lower effort than much less accurate strategies without IIMT support.
Hence, offering IIMT for WADD might improve decision quality as it becomes
the dominant strategy of choice, having low effort but yielding best quality.



Chapter 8
Quantitative Evaluation of INTACMATO

The main purpose of the empirical study which we present in this chapter is to
evaluate the IIMT-prototype (INTACMATO). INTACMATO is evaluated across the
criteria: perceived ease of use (effort), perceived usefulness, shopping enjoyment,
confidence, and satisfaction. The results show that – compared to a control group
of more than 30 students who just saw a product-comparison matrix without any
IIMTs – the web store with INTACMATO was evaluated more positively across all
five evaluation criteria.

Furthermore, we determined decision strategies which respondents used in the
experiment with two different approaches: process tracing and observing final
choices. A click stream analysis was used a process tracing method which records
which IIMT respondents use in the experiment. Since we know which IIMTs should
be applied in which sequence when a particular decision strategy is used, we are able
to learn about people’s decision behavior based on the click stream data. In addition
to process tracing, we observe the final choices. For that purpose, in a separate part
of the experiment, we determine people’s preferences with pairwise-comparison-
based preference measurement (PCPM, Scholz et al. 2010) and directly ask them
for their aspiration levels. Consequently, we are able to determine decision strategies
both through analyzing the decision process and final choices.

Both the clickstream and the final choice analyses show that EBA is applied most
often. We also attempted to influence decision-making behavior by only presenting
a subset of IIMT to one third of respondents in the group few IIMT. The presented
IIMT only support a WADD and EQW strategy. Our conjecture cannot be supported
with the analysis of final choices. From the perspective of final choices, only EBA
is used significantly less often in the group few IIMT, but there is no increase in
the use of WADD or EQW. When we do the same analysis with the clickstream
data, however, we find that people apply significantly more often WADD and EQW.
However, they do not necessarily apply these two strategies in their pure form but
also mix them with other strategies. The latter would be a possible explanation why
we cannot find the same effect with the analysis of final choices, which is unable to
detect mixed behavior.

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9 8, © Springer-Verlag Berlin Heidelberg 2012
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The click stream analysis reveals that the most used IIMTs are SCORE and
FILTER, followed by MARK and PAIRWISE COMPARISON. The IIMTs SORT
and REMOVE were applied least often.

The final empirical study of the dissertation addresses three aspects which we
have captured hitherto:

1. The main goal of this study is to measure users’ evaluation of the IIMT-prototype
(INTACMATO).

2. We count how often each IIMT is used.
3. We observe which decision strategies respondents have used and analyze whether

they apply only one or whether they mix several strategies.
4. We try to influence decision-making behavior by showing only part of INTAC-

MATO. We conjecture that people will apply the strategies for which an IIMT is
offered more often than strategies for which no decision support is offered.

5. Finally, we introduce a new measure of complexity.

We evaluate INTACMATO across the criteria: perceived ease of use (effort),
perceived usefulness, shopping enjoyment, confidence, and satisfaction. Our results
show that compared to a control group which just saw a product-comparison matrix
without any IIMT, the webstore with the complete INTACMATO is evaluated more
positively across all five evaluation criteria.

In addition to these five criteria, we once more let users evaluate the design
criteria: adaptivity, consistency, control, effort, flexibility, and transparency. Again,
the design of INTACMATO is evaluated very positively.

Second, we determine the frequency with which the different IIMT are used.
The most often used IIMT are FILTER and SCOREat t ributeLevel . The IIMT
SORTdrag&drop and REMOVEmarkings are applied least often. Some of the IIMT
which are newly proposed in the present work (such as SCOREat t ributeLevel ) are
among the most often applied ones in our study.

Third, we aim to learn about people’s decision-making behavior. Hence, we
determine decision strategies which respondents used in the experiment with two
different approaches: a clickstream analysis for tracing the decision process and
an analysis of final choices. From our theoretical framework (see Chap. 7) we
know which and in which sequence IIMT can be used to support the application
of a particular decision strategy. Accordingly, we are able to learn about people’s
decision-making behavior based on an analysis of the applied IIMT during their
decision process. In addition to process tracing, we analyze the final choices. For
that purpose, as part of the experiment, we determine people’s preferences with
pairwise-comparison-based preference measurement (PCPM, Scholz et al. 2010)
and directly ask them for their aspiration levels. Both the analysis with clickstreams
and final choices reveal that EBA is used most often. Moreover, in about 80% of
cases, people applied IIMT which support exactly one strategy. Thus, we assume
that in these cases, people have used only one pure strategy, while in 20% of cases
they use mixed strategies. In the mixed cases, the combination of EBA followed by
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a compensatory strategy occurs most often – supporting our results from the eye-
tracking study which we presented in Chap. 3.

Our fourth point of interest is whether the offered IIMT influence the applied
decision strategy. Specifically, we want to know whether showing people only
such IIMT which support the two strategies WADD and EQW (SCOREat t ribute,
SCOREat t ributeLevel , CALCULATE) leads to an increased usage of these two
compared to other strategies. We have chosen these two strategies, because WADD

is the normative utility maximizing strategy which yields highest accuracy (highest
decision quality) and EQW is supported by the same IIMT as WADD, which
makes it hard to analyze these two strategies separately. Our analysis of final
choices shows that only EBA is significantly less often used when only IIMT for
EQW and WADD are shown. The usage of WADD and EQW is apparently
not influenced. An analysis of clickstream data further reveals that the SCORE and
CALCULATE IIMT are used more frequently in the case where they are the only
IIMT offered, in comparison with the cases where the complete IIMT-prototype
is offered. Nevertheless, respondents apply the SCOREat t ribute only 6.3 times on
average (for 16 different attributes) and the SCOREat t ributeLevel only 16.17 times
(for on average 37 different attribute levels). This is not enough to fully support
either a WADD or an EQW strategy. We conjecture that people mix WADD and
EQW strategies with other ones in these cases.

Fifth, we control choice task complexity by introducing a new measure of the
similarity of alternatives by computing how many attribute levels the alternatives
have in common. We find that although respondents do not perceive this kind of
complexity to influence the difficulty of the choice task, in choice tasks with low
similarity, they need more time for the decision than in tasks with high similarity.
However, similarity does not influence the decision strategy which explains the final
choice.

All in all, INTACMATO is evaluated very positively and some of our newly
proposed IIMT are applied frequently and should be considered in future webstores.
Moreover, our analysis of clickstream behavior on IIMT supports findings on
decision-making behavior from literature. Thus, learning from clickstream data on
IIMT seems possible and might be a valuable tool for merchandisers for learning
about costumer’s decision-making behavior. Our attempts to influence decision-
making behavior by restricting people to the usage of only certain IIMT and by
manipulating complexity were of limited success.

8.1 Theory and Hypotheses

In order to test whether our prototype is evaluated positively by users, we measure
satisfaction, perceived ease of use, perceived usefulness, and confidence which –
according to Xiao and Benbasat (2007) – are important factors for assessing users’
evaluation (see Sect. 5.2). Moreover, we choose to extend the four factors by a
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fifth one: shopping enjoyment. Enjoyment when using a system has been found to
increase user’s perceived usefulness and ease of use (Agarwal and Karahanna 2000;
Moon and Kim 2001; Venkatesh 1999, 2000). Also in the field of e-commerce,
it was found to have a positive influence on the intention to return to the shop
(Koufaris 2002), on positive attitude and on online customer loyalty (Eighmey and
McCord 1998; Hassanein and Head 2007; Jarvenpaa and Todd 1997; Lee et al.
2005; Monsuwé et al. 2004). Van der Heijden et al. (2003) found that enjoyment
and perceived ease of use have almost as much influence on attitude as perceived
usefulness.

The decision support process was designed to be very similar to the user’s
decision process. We have analyzed in detail decision strategies, have broken
them down into common elements and created a modular system of IIMT which
supports these different elements and allows users to easily switch between different
decision strategies. Hence, we designed the system such that it yields a high fit
between task and technology. This notion of task-technology fit (TTF) was defined
by Goodhue and Thompson (1995) in their TTF model as the “degree to which a
technology assists an individual in performing his or her portfolio of tasks” (p. 216).
Several studies have shown that TTF is an important factor determining performance
improvement of a system (Goodhue and Thompson 1995; Huang et al. 2006; Lim
and Benbasat 2000; Todd and Benbasat 1993; Vessey 1991; Vessey and Galletta
1991). Higher performance is defined by a mix of improved efficiency, improved
effectiveness, and/or higher quality (Goodhue and Thompson 1995). Klopping and
McKinney (2004) showed that a combination of the technology acceptance model
with TTF can also be extended to the field of online purchasing. They found that
TTF has a significant positive effect on ease of use and perceived usefulness.

In the extended effort-accuracy framework (see Chap. 7), we found that for all
decision strategies, users can save effort when applying INTACMATO compared
to using a decision strategy without decision support. This finding, however, only
affects users if they are aware of the net saving of effort. Chu and Spires (2003)
found that this is indeed the case. Therefore, we assume that decision makers are
aware of the improved ease of use when applying INTACMATO.

Furthermore, Song et al. (2007) showed that compensatory strategies are per-
ceived by users as less effortful and more effective in cases where they are supported
by a system. The authors argue that this is because some compensatory strategies,
such as WADD, cannot be applied by users without without the help of a support
system which would for example, allow them to take notes. Since INTACMATO
automatizes the process of taking notes and supports compensatory strategies, this
result should also hold for our system.

We break down our hypotheses in two parts (a and b) to distinguish that
INTACMATO not only is supposed to perform better compared to a benchmark
but also that it is supposed to perform better, the more IIMT are offered.

Hypothesis 1a: Compared to a product-comparison matrix with no further decision
support, INTACMATO increases the perceived ease of use.
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Hypothesis 1b: With the amount of IIMT offered, the perceived ease of use
increases.

Hypothesis 2a: Compared to a product-comparison matrix with no further decision
support, INTACMATO increases the perceived usefulness.

Hypothesis 2b: With the amount of IIMT offered, the perceived usefulness
increases.

In terms of confidence, Gupta et al. (2009) provide empirical evidence that
offering IIMT has a positive influence thereon. The authors demonstrate in two
empirical studies that online consumers experience trust towards new or unfamiliar
sellers in case they were supported by IIMT and/or comprehension tools which
offer buying guides and glossaries for product-related terms. Furthermore, Ariely
(2000) shows empirically that information control leads to higher confidence. Since
one of our design criteria was control, we argue that the more IIMT are offered
to consumers, the more control they should experience, and the more confident
they should be. Finally, Swearingen and Sinha (2002) find that the more transparent
recommender systems are, the more confident are the users. We think that this also
holds for IIMT and therefore postulate that:

Hypothesis 3a: Compared to a product-comparison matrix with no further deci-
sion support, INTACMATO increases the user’s confidence in the
website.

Hypothesis 3b: With the amount of IIMT offered, the user’s confidence increases.

Bechwati and Xia (2003) find that users’ satisfaction is the higher, the more they
perceive the effort-reduction provided by IDA. Thus, we think that the net saving of
effort achieved by our prototype also increases satisfaction.

West et al. (1999) compare the customers’ interaction with IDA (in their case
an RA) with the interaction with traditional retailers and conclude that – like
traditional retailers influence consumer’s satisfaction in brick and mortar business –
IDA influence satisfaction. In case of online shopping, possibilities of personalizing
the web interface as well as controlling the interaction with the web interface should
have a large effect on users’ satisfaction. The design criteria according to which
we have built the IIMT-prototype included control and flexibility. Consequently, we
think that the more IIMT are offered, in other words, the more control and flexibility
is provided by the system, the more satisfied the user should be.

Another important component of increasing satisfaction is perceived restrictive-
ness. Empirical evidence suggests that “decision makers’ perceptions of the extent
to which their preferred decision processes are constrained by the functionalities
and support provided by a decision aid” influence their intention to use IDA (Wang
and Benbasat 2009, p. 2). We think that perceived restrictiveness also influences
users’ satisfaction. Thus, the more IIMT are offered, the less should consumers feel
restricted and the more satisfied they should be with the buying process.

Murray and Häubl (2008) argue that limiting the monotonous or menial tasks
associated with making a purchase decision online can increase both satisfaction
and enjoyment. Several studies in the context of RA have shown that IDA are
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capable of automating parts of the decision-making process that consumers prefer
to avoid, because they are tedious or unpleasant (Häubl and Trifts 2000; Maes
et al. 1999; West et al. 1999). This should also hold for INTACMATO, which
supports effortful, tiring and error-prone tasks, such as calculating scores or filtering
the product assortment. Further empirical evidence was provided that consumers
enjoy the interaction with IDA (Urban and Hauser 2003). Based on their literature
research, Murray and Häubl (2008) conclude that, “a well designed interactive
consumer decision aid [IDA] not only improves the quality of consumer decision
outcomes, but it also makes the process of deciding a more pleasurable one” (p. 14).

Hypothesis 4a: Compared to a product-comparison matrix with no further decision
support, INTACMATO increases the user’s shopping enjoyment.

Hypothesis 4b: With the amount of IIMT offered, the user’s shopping enjoyment
increases.

Hypothesis 5a: Compared to a product-comparison matrix with no further decision
support, INTACMATO increases the user’s satisfaction.

Hypothesis 5b: With the amount of IIMT offered, the user’s satisfaction increases.

Besides testing whether INTACMATO is evaluated positively by users, we are
interested in whether decision-making behavior can be influenced by offering only
specific IIMT. Our idea is that users will favor those decision strategies which are
supported by IIMT. This is because, IIMT will reduce the effort of the supported
strategies and therefore facilitate their usage compared to strategies which are not
supported (see the extended effort-accuracy framework in Chap. 7) .

This idea follows partly the notion of Wang and Benbasat (2009), who examine
the influence of perceived strategy restrictiveness (see also Sect. 5.2.1). However,
while they study whether greater perceived strategy restrictiveness negatively
influences users’ intention to use the IDA, we want to test whether we can influence
the decision strategies people use. More specifically, we suppose that:

Hypothesis 6: When only offering the IIMT SCOREat t ributeLevel and
SCOREat t ribute, the user will more often apply the two strategies
that are supported by these two IIMT: WADD and EQW.

8.2 Operationalization

8.2.1 User Evaluation

For measuring the five constructs concerning respondents’ evaluation (perceived
ease of use, perceived usefulness, satisfaction, confidence, and enjoyment), we
developed a questionnaire based on well-tested questions from the literature (Kamis
and Davern 2005; Koufaris 2002; Pereira 2000; Venkatesh and Davis 1996; Wang
and Benbasat 2009). All questions had to be answered on a 5-point Likert scale
(1: I strongly disagree to 5: I strongly agree). Cronbach’s alpha showed adequate
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reliability of the items with levels above 0.7 for all constructs as recommended
by Nunnally (1967) and Kline (2000). Only for confidence, was ˛ slightly below
0.7 (0.686). This might be because for confidence we used new items, since items
from literature only fitted to RA and not to IIMT. Furthermore, Cronbach’s alpha
is sensitive to the number of items per scale with fewer items yielding a lower
Cronbach’s alpha (Cortina 1993). Since we used only three items to measure
confidence, we accept a value which is slightly below the suggested threshold of
0:7. Hence, all items were taken to test the hypotheses. In the appendix in Tables
C.4 and C.5, you can find a detailed list of items, corresponding constructs and their
literature sources.

Perceived ease of use is the extent to which the IDA will be free of effort
(Davis 1989). In addition to measuring the perceived effort with the questions in the
questionnaire, we measured the time which each respondent took for each choice.
Thus, we measured the perceived effort (questionnaire) and the objective time.

8.2.2 Design Criteria

Although two qualitative pre-studies evaluated if INTACMATO met the design
criteria (see Sect. 6.4), we allowed the users to evaluate the prototype design once
again. Because measuring the design criteria was not a focus and we did not want to
impose too many questions on the subjects, we only took few (two to three) items
to measure each design criteria. Hence, the Cronbach’s alpha was relatively low for
two of them: transparency (˛ D 0:501) and consistency (˛ D 0:564); but acceptable
for the other two: perceived control (˛ D 0:681) and flexibility (˛ D 0:774). We
also asked respondents to rate adaptivity. Since our design of the prototype neglects
this design criteria, we assumed that respondents would not rate INTACMATO to
be more adaptive than the website without any IIMT. The sixth design criteria,
low effort, is already covered by our construct perceived ease of use in the user
evaluation (see above).

In the control group, respondents did not see any IIMT. Hence, we formulated
the questions so as to be as general as possible, asking them to evaluate the complete
website across the design criteria and not single IIMT. All questions asked are listed
in Tables C.6 and C.7 in the appendix.

8.2.3 Determination of Strategies

We are interested in which decision strategies respondents used. Thus, we measured
all parameters for each respondent which were necessary to determine the applied
strategy. In Chap. 3 and Chap. 4, we introduced CBC, ACA and PCPM as two
methods for measuring attribute values and attribute weights (Scholz et al. 2010).
We decided for the newer method, PCPM, since it was available for free. In contrast
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to the two other studies (see Chap. 3 and Chap. 4), in the present study, we were
unable to access the Sawtooth Software to use CBC or ACA.

In addition to attribute values and attribute weights, we need consumers’
aspiration levels. There are two ways of determining aspiration levels: self-reports
and comparative models which estimate aspiration levels (Garbarino and Edell
1997; Gilbride and Allenby 2004, 2006; Kohli et al. 2004; Yee et al. 2007). In the
latter approach, researchers determine aspiration levels for each respondent under
the assumption that a particular strategy (e.g., EBA) has been used. Until now, none
of these two methods has been proved to be superior to the other and there seems
to be incongruence between self-reported and estimated aspiration levels (Yee et al.
2007).

Likewise to our approach in Chap. 4, we decided for a self-report because we do
not assume respondents to apply the same strategy for all choices, which would
make the estimation of aspiration level with comparative models very difficult.
For each attribute, we asked respondents directly whether they would exclude a
product only because of a particular attribute level. An example question for the
TV-functionality of a cell phone is: “Would you exclude a cell phone from your
consideration set only because it has or does not have a TV-functionality?”.

8.2.4 Measuring the Process with Clickstream Analysis

In order to study which IIMT respondents used in which sequence, we track each
respondent’s clickstream when applying INTACMATO. This data can be used for
two kinds of analysis. First, we can count how often each IIMT is used. Second, we
can determine which decision strategies best fit to the observed clicking behavior.
This analysis is based on the ideas described in Sect. 7.2, where we formalize in
detail in which sequence which IIMT support which strategies (see also the pseudo-
code notation in the appendix, Sect. A). This analysis will also provide insights into
respondents’ switching behavior. We can determine whether several strategies have
been used in sequence and whether there are patterns, such as a switch from non-
compensatory strategies to compensatory ones.

8.2.5 Complexity

Motivated by our findings on the strong influence of context-based complexity
on decision-making behavior (see Chaps. 3 and 4), we wanted to control for
complexity. We decided to show each respondent three choice tasks of different
complexity: easy, medium, and hard. Two problems arise in this study which make
it impossible to use any of the existing context-based measurements. First, like
in the study on information acquisition in Chap. 3 and in contrast to the study in
Chap. 4, users’ preferences were not known before we conducted the study. The
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context-based measures which we presented in Chap. 2, such as attractiveness dif-
ferences or the correlation of attribute vectors for determining trade-offs, however,
rely on preference information such as value functions or attribute weights (see
Sect. 2.4.1.2). Thus, we cannot generate choice tasks of particular context-based
complexity. Second, we wanted some measurement which can be kept constant
even if alternatives are eliminated during the choice process, because this is a
disadvantage of the current measures of complexity. The range of attribute levels
or attractiveness differences, for instance, most probably change their value when
an alternative is eliminated. In consequence, we decided to test a new measurement
for which no preference information is needed and which stays constant even when
alternatives are eliminated. Since to the best of our knowledge no such measure
yet exists, we tried a simple measure of complexity: we measured how many
attribute levels alternatives have in common. Our idea was that the more attribute
levels alternatives have in common, the easier the choice tasks should be. This is
because of two reasons. First, fewer trade-offs can occur and, second, the amount
of information which must be compared decreases. Thus, the new measure of
complexity is a combination of context-based and task-based complexity, as this
influences the amount of trade-offs as well as the number of attributes which must
be compared.

However, note, that on the other hand, the more attribute levels alternatives have
in common, the lower is the attractiveness difference. Thus, the more similar the
alternatives are, the more complex the choice should be. Nevertheless, we think that
the effect of fewer trade-offs and less information will be stronger than the effect
of low attractiveness difference and argue that the more attribute levels alternatives
have in common, the less complex the choice task is.

Mathematically, counting the number of different attribute levels for a pair of
alternatives, altk and altl , is the same as computing their Hamming distance. The
Hamming distance counts the number of positions where altk D .a1k; :::; amk/ and
altl D .a1l ; :::; aml / differ. Table 8.1 provides an example of three alternatives,
where the Hamming distance between all pairs of alternatives (PHD) is two.

In sum, for our stimuli with six alternatives and sixteen attributes, we created the
following three complexity groups:

1. Low complexity: PHD of 3–5
2. Medium complexity: PHD of 8–9
3. High complexity: PHD of 11–12

We programmed an algorithm which generated random choice tasks for one
of the three given complexity groups. In total, we generated two choice tasks per

Table 8.1 Example of a pairwise Hamming distance of two

Attribute Alternative 1 Alternative 2 Alternative 3

Price e30 e30 e40
Size 20 mm 25 mm 20 mm
Color Yellow Black Black
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complexity group and assigned them to different experimental sessions, with the
purpose of preventing influences stemming from particular choice tasks.

8.3 Experiment

8.3.1 Participants

In total, 115 respondents (72 females, 43 males) from the Johannes Gutenberg-
University Mainz participated in the experiment. The students’ participation was
part of a regular tutorial class and every participant took part in one of several draw-
ings for ae20 voucher for a webstore. The experiments took place in several tutorial
sessions over two weeks. On average, the experiment took 33.17 min (SD D 7:86).

Students were moderately motivated (M D 3:2; SD D 0:98 at a 5-point Likert
scale [1: I strongly disagree, 5: I strongly agree]), found the experiment interesting
(M D 3:5; SD D 0:95) and had understood the study (M D 4:2; SD D 0:79).
Most of the students (80.5%) reported to use the Internet several times per day,
18.6% reported to use it once per day and 0.9% once per week. Besides the frequent
usage of the Internet, respondents said to have experience with online shopping:
43.4% of the respondents indicated to have made more than 10 online purchases in
their life and only 11.5% said never to have bought any product online.

The students were moderately interested in cell phones (M D 3:33), with quite
high differences among students (SD D 1:12). The question whether they would
judge themselves to be experts in the field of cell phones reached a mean value of
2.33 (SD D 0:97). We not only asked them for their self-assessment, but also asked
them several question about cell phones to be able to judge their product knowledge
from a more objective perspective. On average they said to know 17.29 of the 29
listed cell phone functions with high differences among students (SD D 4:54).
Also they answered on average 6.35 out of 9 questions on cell phones correctly
(SD D 1:29). In sum, the respondents’ product knowledge was average to high,
with a wide spread.

8.3.2 Design and Procedure

Each experimental session consisted of three parts and took between 30 and 40 min.
In the first part, respondents had to answer some questions, in the second part, they
had to make three choices of cell phones in the webstore, and in the third part, they
had to answer some questions again (see Fig. 8.1 for an overview of the experimental
design).

At the beginning of the experiment, participants were told to imagine that they
had been a loyal customer of a cell phone provider which offered them to take three
cell phones for free. They would encounter a webstore where they had to make
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Fig. 8.1 Experimental
design

these three choice decisions. Each choice task showed six different cell phones,
from which they each had to choose one.

Participants were randomly assigned to one of three groups: all IIMT, few IIMT,
and no IIMT. Participants were not aware that there were different groups. At the
beginning of the experiment, all participants were asked about their interest in cell
phones and knowledge of them. In the second part, respondents were directed to
one of the three versions of the webstore. The group all IIMT saw the complete
INTACMATO (see Chap. 6 for more details and Fig. 6.8). The group few IIMT
only saw the IIMT SCOREat t ribute , SCOREat t ributeLevel , and CALCULATEweighted

(see Fig. 8.2). The third group just saw the product-comparison matrix without
any further IIMT (see Fig. 8.3). Thus, the third group’s only interaction with the
webstore was clicking on the shopping cart for choosing one of the six cell phones.

Before respondents started with the choice task, they watched an introductory,
group-specific video which in detail explained the functionality of the web page and
each IIMT. This approach follows Todd and Benbasat (1994b), who also provided
a tutorial to explain the mechanics of each of their IDA commands in order to
familiarize subjects with the way the commands functioned.
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Fig. 8.2 Screenshot of webstores for group few IIMT

Fig. 8.3 Screenshot of webstore for group no IIMT

After having watched the video, respondents were confronted with the three
choice tasks. They were able to choose between an English and a German version
of the website. The choice tasks consisted of six cell phones each, described by
sixteen attributes. These attributes were taken from the study by Scholz et al. (2010)
and slightly adapted to match the technical details of up to date cell phones. Scholz
et al. (2010) used think aloud and repertory grid techniques to identify these basic
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distinctive attributes (Kelly 1955), the laddering technique to extract the relevant
attribute levels (Reynolds and Gutman 1988), and the dual questioning technique
to identify the salient product attributes (Myers and Alpert 1968). Attributes and
products were shown in random order to avoid any sequence effects. All participants
first saw a choice task of medium complexity, then they were randomly assigned to
see the hard (easy), and finally the easy (hard) version. The choice tasks were the
same for each group. However, we changed the set of the three choice tasks three
times during the two weeks of experiments in order to prevent influences stemming
from particular choice tasks. The complete clicking behavior of respondents on
the shopping carts and IIMT was tracked and stored in a database. As soon as
respondents had finished the three choices, they were directed to the second part
of the questionnaire.

In the second part of the questionnaire, we conducted manipulation checks
concerning the perceived complexity of choice tasks and asked respondents for their
evaluation. Then, some further questions regarding product knowledge followed.
Afterwards, we measured respondents utility functions with the PCPM techniques
(see 3.2 and Scholz et al. 2010) and asked for the participants’ aspiration levels. The
experiment ended with some final questions about respondents’ demographics and
motivation.

8.3.3 Data Cleansing

Due to different reasons, some respondents had to be either excluded completely or
at least for parts from the analysis.

1. Fully excluded: we excluded all respondents who were not motivated to do the
study. Hence, we excluded respondents who took too little time for the study
(below 1.5 times of the interquartile range Tuckey 1995) and who indicated that
they had disliked the study. This lead to the exclusion of one respondent.

2. Fully excluded: one further respondent was excluded who had reported not to
have understood the study at all.

3. Excluded from manipulation check and tracking analysis: there was a system
error which in a few cases led to a situation where respondents were not
redirected to the second part of the questionnaire exactly after three choice tasks.
In six cases, respondents only did two choice tasks and we could thus only
analyze their first two choices. For the seven respondents who made more than
five decisions, we did not evaluate the manipulation check concerning the choice
task complexity because after having made so many choices it was too hard for
these respondents to remember how difficult only the first three choices had been.
Furthermore, we could not analyze tracking data for these respondents because
we were unsure whether they had made their choices consciously or had just
pressed the shopping cart button accidentally several times. In addition, for five
respondents we could not compute the times for either the second or third choice
task which, however, only affects the (objective) manipulation check.
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4. Excluded from tracking analysis: because of a system error, for nine respondents
we could not match the questionnaire to the tracking data. We were therefore
unable to analyze the tracking behavior for these nine respondents.

8.3.4 Empirical Results

8.3.4.1 Manipulation Check: Complexity

We wanted to know whether respondents experienced the more complex choice
tasks to be more difficult. Therefore, after they had visited the webstore, they had to
report the perceived difficulty for each of the three choices. In addition to that, we
compared the times, respondents needed for each of the choice tasks as objective
measure for the complexity. We expect respondents to take longer for the more
complex choice task. Since the first choice task, which was of medium complexity,
was only for training purposes, we compared only the second and third choice tasks.
Hence we compared only the choice tasks with low and high complexity against
each other.

On average, respondents took 86.36 s to complete the easy choice task (SE D
6:39) and 98.3 s to complete the difficult choice task (SE D 7:55). A paired t-test
shows that this difference is significant (t.97/ D �1:968, p < :05, one-tailed).

Next, we tested the perceived complexity. A paired t-test shows that respondents
did not perceive choice tasks with higher complexity as more difficult than choice
tasks with lower complexity (M.high/ D 2:9; M.low/ D 3:0; t.98/ D :791; p>:05)).

Although respondents took more time for their choices for the more complex
task, they did not perceive these tasks to be more difficult. There are three
possible explanations for that. First, our manipulation check may not have measured
perceived complexity. This is unlikely, as respondents were asked to rate how
difficult they had found each choice task immediately after they had made all
three choices. Consequently, their experience was still fresh and the phrasing of
our question is very close to the definition of complexity, and should be easy to
understand. Second, it might be the case that the pairwise Hamming distance does
not measure complexity. However, as respondents took more time for the more
complex tasks, there obviously is an effect. Third, it might be that respondents
are unaware of the complexity but that complexity still influences their decision.
However, an analysis of the applied strategies in case of low vs. high complexity
choice tasks does not show any significant difference. Thus, people do not apply
different strategies depending on the complexity. We therefore conclude that people
need more time for acquiring information when there is more different information
to process (in case of high complexity), but taking longer for acquiring information
does not affect their decision-making behavior. To sum up, our newly proposed PHD
does not influence the decision strategy applied and we may ask whether PHD is a
valid measure for the complexity of choice tasks.
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Fig. 8.4 The more IIMT respondents saw, the more positive they evaluated the design criteria

8.3.4.2 Design Criteria

We wanted to know whether respondents thought that the design criteria were
met. The results were very positive and the more IIMT were shown, the more
positively the design criteria were evaluated. In the group all IIMT, on the five point-
Likert scale, consistency was rated highest (M D 4:29; SD D 0:53), followed by
transparency (M D 4:08; SD D 0:56), flexibility (M D 3:95; SD D 0:72), control
(M D 3:88; SD D 0:77), and adaptivity (M D 3:86; SD D 0:81). Figure 8.4
depicts the mean values for all design criteria for each of the three groups (all, few,
and no IIMT).

For testing the differences we used an analysis of variance (ANOVA), because a
Levene’s test for all dependent variables was not significant and indicates that we
can assume equal variances for all groups (Field 2009). Furthermore, due to the
central limit theorem with more than 30 respondents per group we can assume a
normal distribution .N.no IIMT/ D 40; N.few IIMT/ D 34; N.all IIMT/ D 39/

(Hays 1973). The ANOVA shows that there are significant differences (p < 0:05)
between flexibility (F.2; 110/ D17:77), control (F.2; 110/ D 19:73), and trans-
parency (F.2; 110/ D 3:94). There was no significant difference for adaptivity
(F.2; 110/ D 1:11) and consistency (F.2; 110/ D 2:43).

The difference for flexibility and control can be explained because offering more
IIMT should yield more flexibility (and less perceived strategy restrictiveness) in
applying the preferred strategy and more control due to more possibilities to interact
with the webstore. Offering many IIMT can lead to a decreased transparency in
case online consumers do not understand functionalities. However, the result is the
opposite: the design of the IIMT seems to be transparent and easy to understand.
A more or less equal level of consistency and adaptivity is no surprise. First, we tried
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to design all three groups so as to be as consistent as possible, and there is no reason
why more IIMT should be more consistent than no or less IIMT. Furthermore, we
did not intend to design INTACMATO to be adaptive yet and thus did not expect to
encounter a difference here.

In sum, INTACMATO is evaluated positively across the design criteria.

8.3.4.3 Evaluation Criteria

In this section, we test hypotheses 1–5 (see Sect. 8.1). An ANOVA only tells whether
all three groups differ from another, but not which group exactly differs from which
other one. Since for testing our hypotheses, we like to be as precise as possible, we
calculate planned contrasts to test whether IIMT are at all evaluated higher against
the control group (few/all IIMT vs. no IIMT (part a of the hypotheses)) and whether
increasing the number of IIMT yields a better evaluation (few IIMT vs. all IIMT
(part b of the hypotheses)).

Finally, we report effect sizes for both the ANOVA and the planned contrasts. For
the ANOVA, we report Of which can be computed with the “omega2” procedure in
STATA/SE 10. For the planned contrasts, we report Pearson’s correlation coefficient
r as effect size (for more details, see Sect. 5.2.2.3). Cohen (1988) reports the
following interpretations for Of and r :

• Small effect: r D 0:1; Of <D 0:1

• Medium effect: r D 0:3; 0:1 <D Of < 0:4

• Large effect: r D 0:5; 0:4 < Of

Hypothesis 1 states that INTACMATO increases perceived ease of use of the
webstore. As expected, there is a significant effect across groups (F.2; 110/ D
15:64; p < 0:01; Of D 0:48). In support of hypothesis 1a, planned contrasts reveal
that offering IIMT significantly increased the perceived ease of use compared to
offering no IIMT at all (control group), t.110/ D 4:93, p < 0:01 (one tailed),
r D 0:43. In support of hypothesis 1b, we find that having more IIMT (all IIMT)
significantly increased perceived ease of use compared to having only few IIMT,
t.110/ D �2:43, p < 0:01 (one tailed), r D 0:23. Thus, hypothesis 1 is fully
supported with a medium to large effect for the difference between no and few/all
IIMT. Figure 8.5 and Table 8.2 reveal more details on the mean values for the
different groups.

Comparing the perceived ease of use with the actual time which the respondents
took for each choice reveals an interesting phenomenon. In contrast to their
perceived (subjective) ease of use, measuring the ease of use with the objective
measure (time) shows that in total respondents took longest in the groups with few
IIMT, followed by the group all IIMT and no IIMT.1 Times for all three groups differ

1We computed the average times for the second and the third choice tasks.
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Fig. 8.5 Main Result: the more IIMT, the better the users’ evaluation

Table 8.2 Mean values (and standard deviations) for our evaluation criteria

No IIMT Few IIMT All IIMT

Ease of use (H1) 2.48 (0.71) 2.97 (0.78) 3.39 (0.68)
Usefulness (H2) 3.03 (0.67) 3.57 (0.86) 3.72 (0.76)
Confidence (H3) 3.41 (0.73) 3.74 (0.71) 4.25 (0.58)
Shopping enjoyment (H4) 2.82 (0.67) 3.39 (0.89) 3.79 (0.63)
Satisfaction (H5) 2.46 (0.9) 3.00 (1.02) 3.35 (0.86)

significantly (F �W elch.2; 24:43/ D 29:8; p < 0:01). The planned contrasts show
that the time spent on the choice tasks with no IIMT is significantly lower than the
time spent on choice tasks with IIMT support, t.78:97/ D 7:02; p < 0:01; r D
0:62. Furthermore, respondents spent significantly more time on the choice task with
few IIMT than on the choice tasks with all IIMT, t.50:69/ D 2; p < 0:01; r D 0:27.
Thus, although with more IIMT offered, people perceive less effort, they take more
time for making their choices. However, when respondents are restricted to use only
IIMT which support the more accurate strategies, as is the case in the group few
IIMT, they take longest. We will analyze this effect of perceived restrictiveness in
detail later on.
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Significant differences are also found for hypothesis 2 in which we consider
perceived usefulness (F.2; 110/ D 8:72; p < 0:05; Of D 0:37). Planned contrasts
reveal that offering IIMT significantly increases the perceived usefulness compared
to offering no IIMT at all, t.110/ D 4:06, p < 0:01 (one tailed), r D 0:36, but that
having more IIMT did not significantly increase perceived usefulness compared to
having only few IIMT, t.110/ D �:83, p > 0:05 (one tailed). Thus, hypothesis 2a
can be supported and has a medium effect, while hypothesis 2b is not supported.

Hypothesis 3 states that INTACMATO increases user’s confidence in the web-
store. The ANOVA supports this hypothesis (F.2; 110/ D 15:37; p < 0:05; Of D
0:50), as well as both planned contrasts (no IIMT vs. few/all IIMT: t.110/ D
4:38; p < 0:01 (one-tailed), r D 0:39; few IIMT vs. all IIMT: t.110/ D �2:32; p <

0:01 (one-tailed), r D 0:29). Consequently, hypothesis 3a (comparison with control
group) as well as hypothesis 3b (the more IIMT, the higher the user’s confidence)
can be supported and have a medium effect.

Hypothesis 4 considers shopping enjoyment and we find significant differences
(F.2; 110/ D 17:49; p < 0:05; Of D 0:54) with the ANOVA and with the planned
contrasts (no IIMT vs. few/all IIMT: t.110/ D 5:5; p < 0:01 (one-tailed) r D 0:46;
few IIMT vs. all IIMT: t.110/ D �2:3; p < 0:05 (one-tailed); r D 0:21). Thus,
also both parts 4a and 4b of hypothesis 4 are fully supported with a large effect for
the comparison of no vs. few/all IIMT.

Finally, we test user’s satisfaction (hypothesis 5). Again, we find significant
differences (F.2; 110/ D 9:21; p < 0:05; Of D 0:38). However, here for the
planned contrasts we only find significant differences for the groups no vs. few
IIMT, t.110/ D 3:93; p < 0:01; r D 0:35, and no significant difference but only
the supposed trend for few vs. all IIMT, t.110/ D �1:56; p < 0:1; r D 0:15. Thus,
we can support hypothesis 5a with a medium effect for the difference between no
and few/all IIMT and we cannot support hypothesis 5b.

In sum, all five hypotheses are at least partly supported with mostly medium
effect sizes. The largest effect is observed for ease of use, confidence and shopping
enjoyment. Furthermore, for ease of use, the hypothesis is only supported when we
measure the perceived ease of use and not when we measure the ease of use by the
time each respondent took for making a choice. Table 8.3 summarizes the results.

Table 8.3 Results of hypotheses tests (supported vs. not supported) with effect sizes in parenthesis

All groups No vs. Few vs.
Few/all IIMT All IIMT

Ease of use (H1) Supp. ( Of D 0:48) Supp. (r D 0:43) Supp. (r D 0:23)
Usefulness (H2) Supp. ( Of D 0:37) Supp. (r D 0:36) Not supp.
Confidence (H3) Supp. ( Of D 0:50) Supp. (r D 0:39) Supp. (r D 0:29)
Shopp. enjoyment (H4) Supp. ( Of D 0:54) Supp. (r D 0:46) Supp. (r D 0:21)
Satisfaction (H5) Supp. ( Of D 0:38) Supp. (r D 0:35) Not supp.
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8.3.4.4 Clickstream Analysis: Popularity of IIMT

In this section, we analyze the clicking behavior of respondents when using INTAC-
MATO. For each respondent, we tracked each click on an IIMT or the shopping
cart. The clicks on the shopping cart tell us which alternative the respondents have
finally chosen. Because in the group no IIMT respondents were not offered any
IIMT, tracking data on IIMT is available only for the group with few and all IIMT.

In the first part of the clickstream analysis, we analyze which IIMT respondents
used in order to draw conclusions on how popular each IIMT is. We analyze the
data from two perspectives:

1. Total number of clicks per IIMT: the number of clicks on each IIMT for each
choice task.

2. IIMT which were used at least once: since some IIMT, such as
SCOREat t ributeLevel must be used many times in order to support a strategy (e.g.,
WADD or EQW) while others, such as FILTER might be used only once for
supporting a complete strategy (e.g., EBA), the total number of clicks must be
interpreted with caution. It is biased towards IIMT which have to be used many
times for supporting a strategy. Thus, it is more probable that SCOREat t ributeLevel

gets a large number of clicks than FILTER, for instance. Therefore, we count
the number of IIMT which are clicked at least once per choice task and per
respondent.

In the second part of the clickstream analysis, we infer the applied strategies.
This analysis is described in the next section, called strategy manipulation.

First of all, we count the total number of clicks for all three choice tasks. The
SD are very high because of some respondents who made very many clicks (see the
maximum values for clicks, Max). On average, respondents in the group few IIMT
made 38.55 clicks (SD D 20:53, Max D 88) in the first choice task, in the second
choice task 21.93 (SD D 19:05, Max D 63) and in the third choice task 23.31
(SD D 18:28, Max D 68). In the group all IIMT, we count 23.87 (SD D 20:94,
Max D 78) clicks for the first, 8.95 (SD D 8:5, Max D 36) for the second, and
11.03 (SD D 13:76) for the last choice task.

As we had expected, in the first choice task, respondents used much more IIMT
than in the following two choice tasks. That is because the first choice task has to
be seen as training period. Furthermore, we were not surprised that respondents in
the group few IIMT had on average more clicks, because they were restricted to use
the SCORE IIMT, which has to be applied very often in order to support either the
WADD or the EQW strategy.2 In contrast, in the group all IIMT, respondents might
not have used the SCORE IIMT at all but, for instance, FILTER and SORT, which
support simple decision strategies like EBA and LEX with very few clicks.

In order to carry out more analysis, we had to clean the tracking data. This was
because respondents could undo some of their actions during their choice process.

2As we have seen when testing hypothesis 1, they also took more time.
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Thus, by cleaning the data we made sure to get a final data set with clicking behavior
that was purposeful and really had an impact on the product-comparison matrix.
For instance, the webstore showed an undo button which reset the whole matrix.
In case, respondents clicked on this button, all IIMT they had used before had to be
deleted from the tracking data because respondents had decided to follow a different
decision strategy and start again. Therefore, this data is useless for determining both
the most popular IIMT and for matching clicking behavior to decision strategies.
Further steps of the cleaning process were to remove all clicking behavior on
FILTER, SORT, SCORE or MARK which was afterwards reset or changed. Some
respondents, for instance, clicked several times on SCOREat t ributeLevel for the same
attribute level because they were rethinking their evaluation of a level. The same
happened for already set FILTER, which were then again changed during the
process, etc. In these cases, we decided to always only evaluate the latest click.

After the data cleansing, in the group few IIMT, respondents had clicked on all
available IIMT on average 30.14 (SD D 15:59) in the first choice task, in the second
choice task 18.34 (SD D 16:34), and in the third choice task 19.76 (SD D 15:93).
For the group all IIMT, we have 10.65 (SD D 13:45) for the first, 6.31 (SD D
7:79) and in the third choice task 6.29 (SD D 8:34). As we had expected, the
number of clicks for the first group decreases substantially after data cleansing. With
a repeated-measure design we test whether there are still differences between the
groups. Mauchly’s test indicates that the assumption of sphericity is violated both
for the group few IIMT (�2.2/ D 11; p < 0:05) and all IIMT (�2.2/ D 10; p <

0:05). Therefore we correct statistics by using the conservative Greenhouse-Geisser
estimates of sphericity. The results show that there is a significant difference both
for few IIMT (F.1:5; 42/ D 13:15; p < 0:05) and for all IIMT (F.1:6; 59:6/ D
3:48; p < 0:05) with a large effect size for the difference between the first and the
second choice task for the group few IIMT (r D 0:6) and a medium effect for all
IIMT (r D 0:32) and no significant differences between the second and third choice
task. Thus, even after the data cleansing, we observe a higher number of clicks in
the first compared to the other two choice tasks. Furthermore, we still observe that
respondents clicked more often on IIMT in case only few IIMT were available.

We now analyze in more detail the clicking behavior of the group all IIMT.
To start with, we wanted to know whether there were respondents who did not

use any IIMT at all. In the first choice task, all respondents used at least one IIMT.
Hence, in the training phase, they were all motivated to test at least some IIMT. In
the second choice task, 10.5% of the respondents did not use any IIMT, and in the
third choice task 21.1%.

Most clicks were done on SCOREat t ributeLevel , FILTER, and SCOREat t ribute.
The least clicks on SORTdrag&drop, REMOVEmarkings, and CALCULATEmar- kings.
Figure 8.6 displays the frequencies.

As we have pointed out before, the analysis of this total amount of clicks is
biased. Users have to apply SCORE more often in order to get support for a strategy.
The more astonishing it is, then, that FILTER was still used so often. Although
FILTER can implement an EBA strategy already by only few clicks, it was among
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Fig. 8.6 Mean of clicks for group all IIMT

the most often used IIMT. Thus, in contrast to current webstores where FILTER is
only offered in the screening phase, FILTER seems to be a popular tool also for
the in-depth comparison phase. Moreover, SCORE is not available at all in current
product-comparison matrices in the Internet but was very popular in our experiment.

Next we analyze which IIMT were used at least once. Here, we had to exclude
CALCULATEweighted from the analysis, because it was by default activated when
entering the webstore. In further experiments, we should probably refrain from
activating this IIMT by default in order to be able to include it in the analysis.
The fact that CALCULATEweighted was activated by default might also have
biased respondents to apply SCOREat t ributeLevel , and SCOREat t ribute instead of
SCOREmarkings. This is because SCOREmarkings was only usable by activating
the radio button for CALCULATEmarkings instead of CALCULATEweighted . We
hope that we were able to prevent part of the bias by the introduction video
which had explained all IIMT directly before the first choice in detail and had
explicitly explained how to activate CALCULATEmarkings. Furthermore, the IIMT
CALCULATEweighted and CALCULATEsimple are activated by the same radio button
because they implement the same score function. Thus, we distinguish between
these two functions by examining whether respondents have weighted all attributes
by the same weighting factor (which would mean that they use CALCULATEsimple

and the EQW strategy) or if they weight the attributes differently (which would
mean that they use CALUCLATEweighted and a WADD strategy).3

In the first choice task, FILTER was used by 84.2% of respondents at least once,
followed by SCOREat t ributeLevel with 26.3% and MARKdiff=sim with 18.4% (see
Fig. 8.7). Furthermore, 2.6% of respondents had the CALCULATEmarkings IIMT
activated before making their final choice, and the same percentage had deactivated
any CALCULATE before making their final choice.

3By default, the webstore showed the same weight of three stars for each attribute.
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Fig. 8.7 IIMT used at least once for group all IIMT

In the second choice task, the order did not change much. REMOVEalternative

gained a bit in popularity (from 5.3% in the first choice task to 12.8% in the
second choice task), PAIRW ISE COMPARISON lost from 15.8% to 7.7%.
In the third choice task, respondents tended to increase the usage of IIMT such as
REMOVEmarkings (7.7%), SORTdrag&drop (5.1%), and MARKmanual ly (10.3%) and
used less FILTER. However, FILTER is still the most widely used one with
48.7%.

In sum, we observe that in the first choice task FILTER and SCOREat t ribute-
Level are dominant but with increasing familiarity with INTACMATO respondents
become more diverse in their behavior and all IIMT are used at least once by over
3% of respondents. Thus, all IIMT seem to be of relevance and there is no IIMT
which was not used at all. It would be interesting to see whether this trend of a more
balanced usage of all different kinds of IIMT would further be observable when
respondents become even more familiar with INTACMATO.

We now analyze in more detail the clicking behavior of the group few IIMT. In
this group, the only IIMT available were SCOREat t ribute, SCOREat t ributeLevel and
CALCULATEweighted on/off.

We again want to know whether there were respondents who did not use any
IIMT at all. In the first choice task, all respondents used at least one IIMT, in the
second choice task, 17.2% of the respondents did not use any IIMT, and in the third
choice task 10.3%. Thus, most respondents did make use of the IIMT. It is further
interesting that the number of respondents not using IIMT decreased quite a lot
from choice task two to choice task three. An explanation might be that respondents
noticed after the second choice task that the IIMT made sense and consequently
decided to use it again in the third choice task. Compared to the group all IIMT,
more IIMT were used at least once.

Examining the total number of clicks, we found that in the first choice task,
SCOREat t ribute was used 9.24 times on average, followed by 4.59 and 5.1 for the
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Fig. 8.8 Mean of clicks for group few IIMT

second and third choice task respectively (see Fig. 8.8). SCOREat t ributeLevel was
used 20.45 times in the first choice task and 13.59 and 14.28 times in the second
and third task, respectively. Please note that SCOREat t ribute can be executed for the
16 displayed attributes, while SCOREat t ributeLevel can be executed for each attribute
level. In the case of choice tasks with low complexity, there were on average 30
different attribute levels, in case of medium complexity 37, and in case of high
complexity 44. So, on average, respondents evaluated about 1

3
of attributes and

1
2

� 1
3

of attribute levels. However, if we count the frequency of usage for only
those respondents who used the IIMT at all, we get an average number of 22.2
clicks for SCOREat t ributeLevel and 10.02 for SCOREat t ribute. Thus, it seems that
once respondents decided to use either EQW or WADD, they used the decision
support for the most part of the decision process. We will discuss this aspect further
in the following two sections.

We want to know further which IIMT were at least used once by the respondents.
In the first choice task, 82.8% of respondents used SCOREat t ributeLevel at least
once, 79.3% SCOREat t ribute, and 19.4% deactivated the calculations before their
final choice (see Fig. 8.9). Thus, about 80% of respondents used the IIMT which
support either WADD or EQW. In the second choice task, the percentage declined
a bit with 62.1% of respondents using SCOREat t ributeLevel at least once, 48.3%
SCOREat t ribute and 19.4% who deactivated the calculation of scores. The numbers
for the third choice task were comparable to the second one with 69% for
SCOREat t ributeLevel , 58.6% for SCOREat t ribute, and 19:4% of respondents who
deactivated the calculation before their final choice.

In total, we can conclude that most respondents (about 67–80%) made use of the
few offered IIMT.
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Fig. 8.9 IIMT used at least once for group few IIMT

8.3.4.5 Strategy Manipulation

In this section, we analyze whether restricting respondents in the few IIMT group to
only use a subset of IIMT, influenced their decision-making behavior (hypothesis 6).
As pointed out before, we can assign strategies to the observed choices with two
methods. First, we can assign strategies to the final choices by making use of the
preferences we have measured during the experiment (with PCPM and self-reports
of aspiration levels). Second, we can match the clickstream on IIMT with the strate-
gies that the IIMT support. The pseudo-code notation which lists the IIMT and EIP
for each strategy facilitates this analysis (see Chap. 7). Because the latter analysis
can only be done for the groups few and all IIMT and not for the group no IIMT
(for which we obviously cannot gather clickstream data on (non-existing) IIMT),
the analysis of assigning strategies to final choices is more meaningful. Thus, we
start by analyzing final choices and proceed with the clickstream analysis later on.

For the analysis of the final choices, we developed an algorithm which determines
for each respondent and each choice task which strategies explain the choice.
The algorithm reads in respondents’ preferences, the choice tasks which they
encountered, and their final choices. It then assigns all strategies which explain the
final choice.

Some of the strategies had to be excluded from the analysis:

1. When using SAT and SATC, the decision maker chooses the first alternative
which satisfies aspiration levels across all or m� attributes (see Sect. 2.2). Since
we do not know the order in which subjects consider alternatives, we cannot
know whether a subject has applied SAT or SATC. The same holds for MCD.
We do not know the order in which alternatives are compared pairwise in case of
MCD and thus exclude SAT, SATC, and MCD from the further analysis.
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2. For 70:6% of all the choice tasks in our experiment, CONJ eliminates all six
alternatives because none meets all aspiration levels. Furthermore, for only
10:5% does CONJ explain exactly one choice. Thus, for in total 89:5% we cannot
determine the exact alternative a respondent would choose when applying CONJ.
A proper analysis with CONJ was impossible.

3. In contrast to CONJ, DIS does not eliminate any alternative at all and would
always explain the choice of any of the six alternatives. This is because DIS only
excludes an alternative if it violates aspiration levels on all attributes, which was
not the case for any of the choice tasks in our experiment. Thus, an analysis of
DIS is not meaningful.

4. We decided against measuring parameters k and � which are needed to
determine COM and LED (see Sect. 2.2). We have several reasons for this.
First, we have not found any approach in the literature how to determine these
parameters. Second, we could not think of any way to ask for k in a way which
would be easy for respondents to understand. Third, LED is only a variant of
LEX. Thus, conclusions for LED can at least partly derived from the behavior
we observe for LEX. Fourth, a �i is needed for every attribute. Thus, asking for
�i i times would have prolonged the already long experiment.

5. There was no dominant alternative for any of the choice tasks and for any of the
decision makers. Thus, DOM never explains any choice and is excluded from
further analysis. This is in line with the notion that usually there is no dominant
alternative in the context of purchase decisions (Fasolo et al. 2003).

In sum, we analyze the following strategies: EBA, EQW, FRQ, MAJ, LEX, and
WADD. Before we can start to analyze in how many cases which strategy explains
which choice, we have to address the problem of multiple mappings. Multiple
mappings occur when several alternatives might be chosen by the same strategy.
If, for instance, no aspiration levels at all were shown in a choice task, EBA would
explain the choice of any of the alternatives because no alternative is eliminated
throughout the decision process. Multiple mappings occur for 27:3% in case of
EBA, for 2:1% in case of EQW, for 51% in case of FRQ, and for 28:3% in case
of MAJ.4 We see two possible approaches to address this problem. First, for every
strategy, we only include choice tasks in the analysis where no multiple-mappings
occur. Second, instead of taking the binary variable (1: a strategy explains the
choice, 0: strategy does not explain the choice) for the statistical analysis, one can
weight the variable by the multiple mappings ( 1

#mult iplemappings
: a strategy explains

a decision, 0: strategy does not explain the decision). Thus, in case FRQ has a
multiple mapping of three, which means FRQ would explain the choice of three
different alternatives, we would count that observed choice as 1

3
instead of 1. Both

4In contrast to the study presented in Chap. 4 we were not able to measure the respondents’
preferences before the actual experiment took place. Therefore, we could not optimize the choice
tasks with the GA as we did in the previous experiment, which would have ensured an optimal
mapping of strategies to alternatives.
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approaches yielded similar results. Therefore, we report the simpler, first approach
where choice tasks with multiple mappings are excluded from the data set. Besides
these exclusions, we also had to exclude the third choice of five respondents since
the database had failed to record their final choices.

Table 8.4 shows in how many cases each strategy explains the observed choices.
In the left columns, we see the percentage of choices which were explained by
each strategy. The number of observations (N), which is in parentheses, differs
from case to case because the number of exclusions caused by multiple mapping is
different for each set. We set the numbers in relation to some strategy, RANDOM,
that randomly predicts the choices. The columns on the right display the ratio of

explained choices

expected under random choice
. The value for expected under random choice is 1

6
D

16:67%, because each choice task consisted of six alternatives. Figure 8.10 displays
the percentages graphically.

In the group no IIMT, EBA explains 41.67% of the choices. Compared to the 1
6

probability of randomly choosing among the 6 alternatives, EBA explains 2.5 times

Table 8.4 Frequencies of strategies which explain choices. Multiple mappings are excluded

Explained choices in % (N) Ratio of expl. choices
No Few All No Few All
IIMT IIMT IIMT IIMT IIMT IIMT

EBA 41.67 (72) 25.00 (64) 40.28 (72) 2.50 1.50 2.42
EQW 14.46 (83) 9.78 (92) 12.38 (105) 0.87 0.59 0.74
FRQ 39.13 (46) 28.57 (42) 40.38 (52) 2.35 1.71 2.42
LEX 20.24 (84) 17.20 (93) 12.84 (109) 1.21 1.03 0.77
MAJ 0.00 (60) 1.49 (67) 7.79 (77) 0.00 0.09 0.47
WADD 11.90 (84) 8.60 (93) 10.09 (109) 0.71 0.52 0.61
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as many choices as expected from a random strategy .2:5 D 41:67%
16:67% /. For the group

all IIMT, the percentage is almost as high, but for the group few IIMT, EBA explains
only 25% of choices.

For FRQ we observe a similar behavior as for EBA. In about 40% of cases,
FRQ explains the choice for the groups with no (all IIMT) which is 2.35 (2.42)
as much as expected under random choice. While for the group few IIMT, it only
explains 28.57% of the choices. Thus, in sum, EBA and FRQ are the strategies
which best explain the observed behavior, specifically for the groups no and all
IIMT. Furthermore, EBA and FRQ show the behavior we had anticipated. In case
of a restricted decision support (few IIMT), the strategies are applied less often than
in the other two groups because these two strategies are not supported by any IIMT
in the group (few IIMT). In case that either all decision strategies are supported by
IIMT or no support is provided at all, there is no difference because no particular
behavior is imposed on the respondents.

LEX and MAJ behave differently to FRQ and EBA. While with more IIMT the
percentage of choices explained by LEX decreases monotonically, the percentage
for MAJ increases. In case of no IIMT, LEX is used more often than expected under
random choice (ratio is 1.21), roughly as expected in the group few IIMT (ratio is
1.03) and less than expected in the group all IIMT (0.77). MAJ, in contrast explains
no choice at all in the group no IIMT and 7.79% of choices in the group all IIMT,
which is only 0.47 as much as expected with a random choice. In sum, LEX explains
roughly as many choices as under random choice and MAJ explains a very low
percentage of choices.

The results for LEX are quite interesting. As computed in our extended effort-
accuracy framework, in a worst-case scenario, IIMT support saves 81% of the effort,
thus applying LEX has very little effort. Apparently, the high reduction in the effort
does not outweigh the low accuracy of LEX. In case of no IIMT support, LEX seems
to be one of the preferred strategies because of its simplicity but the more IIMT are
offered, the more respondents tend to refrain from using LEX and use more effortful
but also more accurate strategies, such as MAJ.

For EQW and WADD, we had expected that they would explain more decisions
in the group few IIMT than in the other two groups because the only IIMT offered
in this group support the WADD and EQW strategy. Furthermore, particularly for
WADD we had expected an increased usage in case of all IIMT compared to no
IIMT because INTACMATO decreases the net saving of effort for this very accurate
but effortful strategy. The results show the opposite behavior. Likewise to EBA and
FRQ, less users apply EQW and WADD in the group few IIMT. Furthermore, there
is no difference in the usage of WADD between the groups no and all IIMT.

Summing up the frequencies with which all decision strategies are used in the
group few IIMT compared to the two other groups, we note that the six strategies
in total explain fewer choices under this condition (all IIMT: 127.40%, few IIMT:
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90.64%, no IIMT: 123.76%.5) Consequently, in the condition few IIMT, subjects
might have used some other strategy or some mixed strategy which we cannot
explain with the analysis of final choices.

In order to test this observation in more detail, we wanted to know whether the
drop of the usage under the condition few IIMT is significant for the two strategies,
EBA and FRQ, that show the expected behavior. For this analysis, we formed two
groups. Group few IIMT includes choices under the condition few IIMT, and group
no/all includes choices under the condition no IIMT and all IIMT. Thus, for each
strategy we have one categorial variable distinguishing between the two groups and
a categorial variable which signifies whether the particular strategy explains the
choice. To test whether there is a difference between the two groups, we compute
a �2-test. Since the �2-test assumes independence of the data, we compute the
statistics for each of the three choices, thus for each complexity group, separately.

The only significant association between the group and the application of a
strategy was for EBA in case of high complexity �2.1/ D 5:28, p < 0:05, this
effect is small to medium with ˚ D �0:269. Out of 73 choice tasks with high
complexity, 45.8% respondents applied EBA in case of no IIMT, 32% in case of all
IIMT and 12.5% in case of few IIMT. Thus, respondents use EBA much less often
in the group when only IIMT supporting WADD and EQW are offered compared to
the two other groups with no and all IIMT. In sum, for EBA we find the expected
behavior in case of high complexity. Although the same tendency can be observed
for FRQ, this result is not significant.

In addition to the analysis of final choices, the number of clicks on SCOREat-
t ribute and SCOREat t ributeLevel tells us whether respondents used more often EQW
and WADD in the group few IIMT than in the group all IIMT. We cannot include
group no IIMT in the analysis because there are no clicks on IIMT in this group. In
total, in the group few IIMT, more respondents applied at least once SCOREat t ribute

(few IIMT: 57% vs. all IIMT: 15%) and SCOREat t ributeLevel (few IIMT: 71% vs.
all IIMT: 32%). This result indicates that respondents use more often EQW and
WADD in the group few IIMT. We want to know further whether the respondents
who presumably use EQW or WADD (who have at least on click on SCOREat t ribute

and SCOREat t ributeLevel respectively), abort the decision strategy after a while or
whether they use the IIMT to support the complete strategy and whether there
is a difference between the two groups. An independent t-test shows that, in
the group few IIMT, we have significantly more clicks for SCOREat t ributeLevel

(M D 22:2; SE D 9:72), than in the group all IIMT (M D 14:21; SE D
11:31, t.38/ D 2:37; p < 0:05; r D 0:36). Given that the average number of
different levels ranges between 30 and 44, we can say that respondents in both
groups mix the strategies with other ones.6 We will analyze this switching behavior

5Values above 100% can be reached because two strategies which explain the same choice are
counted twice.
6Note that by default each attribute level is assigned three stars. Thus, the rating of some attribute
levels might already fit to the user’s evaluation by default. The range between 30 and 44 is an upper
bound for the amount of attribute levels that need to be evaluated with SCOREat t ributeLevel .
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between different strategies in the next section. For SCOREat t ribute , we have M D
10:02; SE D 3:77 clicks for group few IIMT and M D 8:38; SE D 4:91 for group
all IIMT which is not a significant difference (t.28/ D 0:94; p > 0:05). Given the
16 different attribute levels, we conclude that WADD is only applied partly for both
groups.

To sum up, we find contradictory results for hypothesis 6. While the analysis of
final choices only reveals a decreased usage of EBA for the group few IIMT and
thus does not support the hypothesis, the analysis of clickstream data shows the
expected behavior and thus supports hypothesis 6. Respondents use more EQW and
WADD, either in their pure form or they mix them with other strategies. We have
two possible explanations for the unexpected results for the analysis of final choices.
First, the measured preferences do not estimate the real respondents’ preferences
well enough. We therefore suggest to redo the study with other preference mea-
surement methods to analyze this phenomenon further. Second, respondents show
the expected behavior and apply more EQW and WADD. However, they do not
necessarily apply these two strategies in their pure form but also mix them with
other strategies. That is why we cannot find the expected behavior with an analysis
of final choices because our analysis of final choices assumes that people have used
one pure strategy. Unfortunately, we can also only speculate about mixed behavior
for the the clickstream analysis in the group with few IIMT. That is because we
have no further process data in this group which would indicate the usage of other
strategies that were not supported by any IIMT. In future work, we should redo
the experiment and include other process data, such as mouse movements and eye
tracking. A more detailed analysis of mixed behavior for the group all IIMT will be
provided in the following section.

8.3.4.6 Pure Versus Mixed Strategies

We assigned strategies to the clickstream data using our theoretical analysis from
Chap. 7. The pseudo-code notation helps to assign strategies to the applied IIMT.
This analysis can only be done for the group all IIMT. In total, we could map
the tracking data to 38 respondents of the group all IIMT. Since in 12 choices,
respondents had used no IIMT at all and in one case, because of a technical error, a
respondent had made four choices, we were able to analyze the clickstream data of
102 choices.

For each clickstream, we matched the sequence of applied IIMT with the
sequence of IIMT specified in the pseudo-code for each strategy. Thus, the most
important criteria was that the IIMT included in the pseudo-code notation were
applied in the sequence defined by the pseudo-code notation. In some choices people
were mixing several decision strategies. In total we identified the application of 128
different strategies in these 102 choices. Out of these 128 strategies, in 97 cases the
clicking behavior matched well with the sequence of IIMT specified in the pseudo-
code notation. In eight cases, the behavior also clearly followed a strategy but
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respondents in addition applied a MARKdiff=sim. Apparently, in these cases, respon-
dents wanted to double check whether they had examined all attributes across which
the alternatives differed. In four cases, respondents combined REMOVEat t ribute or
REMOVEalternative with a FILTER. We identified this still as the application of an
EBA strategy, although it does not exactly match to our pseudo-code notation. In the
remaining 21 cases, the applied sequence of IIMT did not clearly match to any of
the IIMT patterns in the pseudo-code notation. In these cases, we assigned several
strategies which might explain the clicking behavior. The most frequent combina-
tion was SAT and SATC for the application of only the IIMT REMOVEalternative. In
other cases, respondents used PAIRW ISE COMPARISON but did not combine
this IIMT with any other IIMT. Thus, we were not able to differentiate between the
application of MCD and ADD.

In the next step, we analyzed which strategies respondents had used. In 79 of
the 102 choices, respondents used only one strategy. In 14 out of the remaining
23 cases of mixed behavior, they switched from a non-compensatory strategy to
a compensatory strategy. The most common combination is EBA mixed with a
compensatory strategy. This result confirms our eye-tracking study and common
results from literature (see Chap. 3). All combinations which occurred are shown in
Table 8.5.

Table 8.5 Occurrences of mixed strategies

Frequency Phase 1 Phase 2 Phase 3

Non-compensatory ) compensatory
1 SAT/SATC WADD
2 LEX/LED WADD
3 EBA EQW
3 EBA WADD
3 EBA ADD/MCD
1 EBA EQW/ADD
1 EBA LEX/LED EQW

Compensatory ) non-compensatory
1 EQW CONJ
1 EQW LEX/LED
1 EQW SAT,SATC,CONJ
2 WADD EBA

Compensatory ) compensatory
1 EQW MCD,ADD

Non-compensatory ) non-compensatory
1 EBA SATC
1 EBA LEX
Compensatory ) non-compensatory ) compensatory
1 EQW COM EQW
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In sum, we find that the few mixed strategies which we observe in our studies
are mostly in line with results from other studies. However, five respondents started
with a compensatory and finished with a non-compensatory strategy. A possible
explanation might be that they start with the more effortful EQW or WADD but give
up after some time to switch to a less effortful strategy. Furthermore, the question
remains whether by analyzing only the clicking data on IIMT, we are able to identify
all mixed behavior. It might be that people execute some decision phase in their mind
without using any IIMT. As we have pointed out above, combining our analysis
with eye tracking or some other process tracing technique could reveal these mental
processes and contribute relevant data for analyzing mixed behavior in more detail.

8.4 Conclusions

8.4.1 Discussion and Contributions

In essence, our findings suggest that INTACMATO is evaluated very positively by
users and they apply it often in their decisions. We observed large effects between
the groups all/few IIMT vs. no IIMT for ease of use and shopping enjoyment and
medium effect for usefulness, confidence, and satisfaction. In many studies it has
been shown that these variables have a positive influence on the intention to return
to a webpage, the actual usage of the webpage and online purchase behavior (Chen
et al. 2002; Chuan-Chuan Lin and Hsipeng 2000; Davis 1989; Gefen et al. 2003;
Klopping and McKinney 2004; Lee et al. 2001; Mun and Hwand 2003).

Some of the IIMT respondents applied most often in the study are not available
in the Internet yet (such as different kinds of SCORE). Furthermore, FILTER is
the predominantly used IIMT in this study. One might argue that this is because of
respondent’s familiarity with this IIMT. Yet, since this observation is still true after
respondents have got used to new IIMT after the first two choices, we advise to also
offer FILTER in the in-depth comparison phase in current webstores. Moreover,
it seems that with increasing familiarity with INTACMATO, respondents become
more diverse in their behavior, which speaks in favor of offering a variety of IIMT
in webstores.

We are able to determine decision strategies based on the user’s clicking
behavior on different IIMT and based on analyzing final choices. Our approach
of analyzing clicking behavior is new and based on our extension of the effort-
accuracy framework which we presented in Chap. 7. Both the clickstream and the
final choice analyses show that EBA is applied most often. We also attempted to
influence decision-making behavior by only presenting a subset of IIMT to one
third of respondents in the group few IIMT. The presented IIMT only support a
WADD and EQW strategy. Our conjecture cannot be supported with the analysis of
final choices. From the perspective of final choices, only EBA is used significantly
less often in the group few IIMT, but there is no increase in the use of WADD or
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EQW. When we do the same analysis with the clickstream data, however, we find
that people apply significantly more often WADD and EQW. However, they do not
necessarily apply these two strategies in their pure form but also mix them with other
strategies. The latter would be a possible explanation why we cannot find the same
effect with the analysis of final choices, which is unable to detect mixed behavior.

With our new kind of clickstream analysis, we are also able to distinguish
between mixed vs. pure decision strategies. Our analysis shows that most observed
decision strategies are not mixed (77% of choices). In 61% of the mixed cases,
respondents applied the common form of starting with a non-compensatory and
finishing with a compensatory strategies. The large percentage of pure strategies
contradicts results from two of our other studies (see Chap. 3 and Pfeiffer et al.
2009a). We think that the clickstream analysis should be extended by other process
tracing methods, such as eye tracking, to enable a more detailed analysis of mixed
vs. pure decision-making behavior.

Finally, the newly proposed measure of complexity was not successful. The mea-
sure of complexity only influenced the time respondents needed for the decisions,
but not the applied decision strategy.

8.4.2 Limitations and Future Work

We see two main limitations of our work which should be addressed in future
studies. First, we evaluated INTACMATO with 115 students. Since the students use
the Internet very often and we expect them to be able to deal with new elements of
interfaces faster than the average Internet user, our results might be biased. A larger
and more representative pool of subjects should repeat the study in order to validate
our very positive results further.

Second, the analysis of decision strategies has its limits. As we have pointed
out before, the current clickstream analysis might not cover the whole decision
process because some parts of decision strategies might still be made mentally
and without IIMT support. An additional eye-tracking analysis or another process
tracing method might help to find out about these mental processes. Furthermore,
the preferences measurement techniques might capture the users’ preferences
incompletely. This would at least be an explanation why the clickstream and the
final choice analysis come to different results. Further research on how to measure
preferences more accurately needs to be done.

Finally – and this is not a limit of our study, but rather a limitation of the design
of INTACMATO – some IIMT were not used as much as other IIMT. We think that
the design of some IIMT must be improved further. SORTdrag&drop was very rarely
used. Probably, it was not obvious for users that this IIMT exists. Furthermore,
switching between different options for scoring evaluations with the radio button
was apparently not the most intuitive and easiest approach for users. We guess
that some did not understand that they could evaluate attribute levels with stars



8.4 Conclusions 179

or choose to mark attribute levels positively or negatively with MARKmanual ly .
Moreover, SORThierarchical ly is only implemented in a preliminary version in the
current prototype. There is no possibility to define an own preference order. In the
current version, we assume a monotonic increasing/decreasing value function on
attribute levels. This might have hindered users from applying SORThierarchical ly

more often.



Chapter 9
Summary, Conclusions, and Future Work

It is good to have an end to journey toward; but it is the journey
that matters in the end.

Ursula LeGuin

9.1 Summary and Discussion

In the present work, we addressed two research questions: (1) How does the
complexity of a choice task influence decision-making behavior? (2) How can we
consider knowledge about decision-making behavior for the design of IIMT? By
answering the first research question, we contributed to current theory on decision-
making behavior, while the main contribution of addressing the second research
question is the development of INTACMATO, an IIMT-prototype for supporting
choice decisions.

More specifically, in Chap. 2, we outlined the fundamentals of the present
work. We focussed on multi-criteria preferential decision problems with a limited
number of alternatives and no uncertainties. We provided a detailed overview on
decision strategies which explain people’s decision-making behavior. Furthermore,
we retrieved several characteristics of decision-making behavior which allowed
to categorize decision strategies in certain groups, such as compensatory vs.
non-compensatory strategies or strategies with alternative-wise vs. attribute-wise
information acquisition.

Choice behavior depends on characteristics of choice tasks such as task-based
and context-based complexity. The complexity reflects how difficult decision
makers experience the choice. We provided a detailed literature overview on
different measures of complexity and their effect on decision-making behavior.
One main result of our literature review is that the influence of context-based
measures of complexity, such as (1) attractiveness differences, (2) trade-offs, and
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(3) attribute ranges, is still unclear. That is why we focused on these three measures
of complexity in the following empirical studies.

We began with an empirical study that investigated the influence of the above
mentioned three context-based measures on the decision process (in Chap. 3). Our
study attempted to measure both the decision process and context-based complexity
as accurately as possible. First, we recorded the decision process with the latest
technique for eye tracking. Second, rather than relying on less precise estimates
of preferences to determine context-based complexity, we measured each subject’s
preferences individually with two advanced techniques from marketing research:
choice-based conjoint analysis (CBC, Haaijer and Wedel 2007); and pairwise-
comparison-based preference measurement (PCPM, Scholz et al. 2010). Our results
showed that low context-based complexity leads to less information acquisition and
more alternative-wise search. Moreover, people search information attribute-wise
in the first stage of the decision process, then eliminate alternatives, and search
alternative-wise in the last stage. We also found evidence that in situations of low
context-based complexity, people switch earlier to alternative-wise processing.

In a second empirical study, we measured the influence of the same three
context-based measures from Chap. 3 together with the influence of the number of
alternatives and the number of attributes. The design of stimuli was optimized using
a GA which created choice tasks of low vs. high complexity and ensured an opimal
mapping between four decision strategies (EBA, LEX, MAJ, and WADD) and
alternatives. Overall, the number of alternatives and the amount of trade-offs had the
largest effect on decision-making behavior. Furthermore, among the four strategies
considered, WADD explained the choices best, followed by EBA. In particular,
we found that when alternatives are very similar and there are many trade-offs,
people do not succeed in their attempt to follow a compensatory decision process
and finally choose a product which can best be explained by a non-compensatory
strategy such as EBA. Finally, respondents were consistent enough in their usage of
one of the four decision-making strategies to be meaningfully clustered according
to the predominantly used strategy.

From the two experimental studies, we conclude that a DSS for preferential
choice tasks must be very flexible. First, people mix different decision strategies
when making a choice. So they need different kinds of decision support tools during
their choice. Furthermore, we found that people first eliminate alternatives by
an attribute-wise search. This elimination process affects both the number of
alternatives and the context-based measures. For instance, the elimination of inferior
alternatives will decrease the attractiveness difference and the attribute range. Thus,
complexity not only influences the choice process, but the complexity itself changes
throughout the choice process, which makes the choice very adaptive and hard to
predict. A flexible system which supports all different kinds of behavior is one
solution to encounter this problem. A further argument for a flexible system stems
from our cluster analysis. We found that different groups of people use very different
kind of strategies but that clusters cannot be explained by personality traits. Hence,
the system must be flexible enough to support very heterogenous behavior and it is
hard to know in advance which user will prefer which kind of decision support.
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In the second part, we aimed to design this flexible DSS. In Chap. 5, we provided
a literature review on current DSS for the domain of online purchase decisions,
so-called IDA. IIMT are one kind of IDA which enable buyers to sort through and/or
compare available product alternatives. We dissociated IIMT from related IDA such
as recommendation systems. With a descriptive and an empirical study, we showed
that only few IIMT are currently available on the Internet, despite of the fact that
people prefer them to RA.

To circumvent the shortcomings of current IIMT, our goal was to design an
IIMT-prototype which would closely fit the individual’s decision process because
we argue that this is the determining factor for user satisfaction and his/her intention
to use a system. By breaking down decision strategies in the basic steps which need
to be supported, we were able to define which IIMT were necessary to support all
different kinds of strategies.

Next, we tried to find the best design for these IIMT. To this end, we retrieved
several design criteria from research on IS and decision-making behavior: adap-
tivity, consistency, control, flexibility, low effort, and transparency. In an iterative
process, we designed and evaluated our IIMT-prototype INTACMATO in two
usability studies across these criteria. However, the “adaptivity” criteria was ignored
since it would have added another complexity layer to the prototype which we like
to leave to future work. Although the IIMT can also be used in the screening phase,
in all usability studies, we focused only on decision support for product-comparison
matrix.

Besides the two qualitative usability studies during the design of INTACMATO,
we evaluated the complete INTACMATO from a theoretical and an empirical
perspective. In Chap. 7, we developed an extended effort-accuracy framework,
where we specified the decision maker’s effort for each decision strategy with
and without support of INTACMATO. This theoretical analysis revealed that the
prototype is able to reduce effort for various kinds of decision-making behavior.
Finally, we wanted to know how a large group of users would evaluate the prototype.
In a quantitative study with 115 students, users were randomly assigned to either
our prototype, a prototype with reduced functionality, or a product-comparison
matrix without further DSS. The results showed that users perceived increased
ease of use, usefulness, enjoyment, confidence and satisfaction, the more IIMT are
offered. Furthermore, the evaluation across the different design criteria was again
very positive. In the study, we further found that FILTER was the predominantly
used IIMT, even though respondents only saw six different cell phones in the matrix.
The more users became familiar with a particular IIMT, the more willing they were
to use other IIMT. In contrast to our expectations, we were not able to influence
decision-making behavior by restricting people to only using specific IIMT. Further
research is needed to test this idea. We suspect that different ways of determining
the applied decision strategies would improve the analysis.

To sum up, in the second part of the thesis, we provided a theory driven design
approach for IIMT. With the first and the second part, we have completed the full
complementary research cycle of rigor, build and relevance: we designed a new
artifact based on current theory and this artifact itself became part of new theory
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testing in a behavioral experiment and will hopefully stimulate continued research
in the future.

9.2 Implications for Web Stores

In this section, we point out the practical relevance of the present work and
give advice to the management-oriented audience and webdesigners. Taking our
most important results into account, we make four recommendations on how to
design a webstore or any other interface for preferential decision problems. First,
we have shown the usefulness of IIMT in several empirical studies. Therefore,
we advise to offer IIMT in preferential decision problems as decision support.
Second, certain IIMT, such as FILTER, are useful to quickly eliminate inferior
alternatives. This might be useful in particular in the screening phase when large sets
of alternatives are offered since the effort of this IIMT does not increase with the
number of alternatives. Other IIMT, in contrast, are only appropriate for an in-depth
comparison such as evaluating attribute levels with the IIMT SCORE. Consequently,
we suggest to separate the interface in two screens, the screening and the in-depth
screen. Third, in general settings, where the choice task complexity is unknown,
we suggest to offer a variety of IIMT. Our research has shown that because of
heterogenous decision-making behavior, offering many instead of only few IIMT
leads to higher user satisfaction. Fourth, in choice tasks with certain complexity,
users prefer some IIMT and neglect others. Given that we have knowledge on
the choice task complexity, we advise to offer the appropriate IIMT from the
beginning on, or to allow the user to personally hide or delete certain IIMT in
order to individually adapt the interface to the situation. We will allude to these
four recommendations in more detail in the following sections.

9.2.1 Usefulness of IIMT

Users evaluate IIMT in general and, specifically, INTACMATO positively across
perceived ease of use, perceived usefulness, confidence, shopping enjoyment, and
satisfaction (see Sects. 5.2 and Chap. 8). In many studies it has been shown that
these variables have a positive influence on the intention to return to a webpage,
the actual usage of the webpage and online purchase behavior (Chen et al. 2002;
Chuan-Chuan Lin and Hsipeng 2000; Davis 1989; Gefen et al. 2003; Klopping and
McKinney 2004; Lee et al. 2001; Mun and Hwand 2003).

Furthermore, in an extended effort-accuracy framework, we demonstrated
theoretically that the usage of INTACMATO always yields a positive net saving
of effort (see Chap. 7). Hence, IIMT saves user effort independently of the decision
strategy they actually use. Although we have not considered the possible accuracy
improvement of IIMT in detail, we would like to point out that offering IIMT is
supposed to increase accuracy, since users are likely to make errors when applying
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certain strategies without decision support. Thus, customers should not only feel
satisfied with the web interface but also, in the long-run, with the product they have
purchased. The increased user-satisfaction on these different levels and a larger
propensity to return to the website would also positively impact the sales volume of
the merchandiser. Thus, our research suggests that INTACMATO creates a win-win
situation for both customers and merchandisers.

9.2.2 Separation into Screening and In-Depth Phase

We have shown empirically that people like to apply several strategies when making
a decision. Specifically, they tend to start comparing information attribute-wise at
the beginning and switch to an alternative-wise information acquisition afterwards
(see Chap. 3). In line with other researchers (Bettman and Park 1980; Gilbride
and Allenby 2006; Luce et al. 1997; Payne 1976), we suggest to separate the
choice process into a screening and an in-depth comparison phase. This finding has
implications for the decision support, because some IIMT are more appropriate for
the screening, and others for the in-depth comparison phase. In the screening phase,
often a large amount of products is offered. Amazon.com, for instance, shows 2,266
results when searching for camcorders, and 1,004 when searching for adult bikes.
Therefore, we advise to offer such IIMT for the screening phase which make the
effort of choosing independent of the number of alternatives. In the extended effort-
accuracy framework in Chap. 7, we have identified the effort-reduction for each
decision strategy when it is supported by IIMT. The analysis reveals that the two
IIMT FILTER and SORT which support the EBA, LEX, and LED strategy are able
to reduce the dependency of effort on the number of alternatives tremendously. In a
descriptive study on the distribution of the 100 most important shopping websites,
we observed that these two IIMT are the ones which are predominantly offered in the
screening phase (see Sect. 5.1.2.2). However, while FILTER are in a quite advanced
and user-friendly status on current websites, SORT often lacks certain features, such
as sorting for nominal values (e.g., colors) according to a self-defined preference
order, sorting not only for price but all product features, and sorting hierarchically
according to several criteria. In short, in the screening phase, we suggest to carry on
the current approach of webstores and to offer FILTER and SORT with an extended
functionality.

Whenever the consumer has succeeded in reducing the consideration set to a
small amount, the remaining products can be compared in a product-comparison
matrix. INTACMATO shows how consumers can be supported in this in-depth
comparison phase. Consumers usually put more effort into comparison of few,
preferred alternatives (Olshavsky 1979; Payne 1976; Payne et al. 1988; Svenson
1979). Hence, we advise that decision strategies of high accuracy should be
supported in this phase. Following the normative model, decision strategies with
high accuracy are those that select alternatives with high utility. According to
the effort-accuracy models, WADD, EQW, MAJ, and FRQ are examples of such
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strategies which either maximize utility (WADD) or at least consider all information
and somehow approximate a utility-maximizing model by summing up positive
and negative attribute levels. All these strategies can be supported by IIMT which
allow the user to evaluate attributes and attribute levels. We denoted such IIMT with
SCORE and CALCULATE and made several suggestions in Chap. 6. We advise to
lay more emphasize on offering such IIMT in the screening phase. Furthermore,
FILTER was widely used in our study and should therefore be offered in both
phases.

9.2.3 Offering a Variety of IIMT in the In-Depth
Comparison Phase

In three empirical studies (see Chaps. 3, 4, and 8), we showed that people apply a
variety of decision strategies in the in-depth comparison phase and that they switch
from attribute-wise to alternative-wise information acquisition. Thus, a variety of
IIMT which support all different kinds of decision-making behavior should be
offered in the in-depth comparison phase. In addition to that, we observed that
when people first encounter INTACMATO, they predominantly use FILTER and
SCOREattributeLevel but with increasing familiarity with INTACMATO respondents
become more diverse and each IIMT is used at least once by over 5% of respondents.
Thus, all IIMT seem to be of relevance.

Since our results also showed that people experienced the variety of offered IIMT
to be less effortful and found it more satisfying and enjoyed shopping more in case
many IIMT were offered, we advise webdesigners to offer several IIMT in the in-
depth comparison phase.

Figure 9.1 shows the number of decision strategies which are supported by each
IIMT. CALCULATE, for instance, is needed by eight different strategies, followed
by MARK, which appears in seven strategies. Furthermore, Fig. 9.2 displays how
many different decision strategies could be supported if a web store were to offer a
combination of IIMT. The IIMT are ordered decreasingly according to the number
of strategies which they support. Although CALCULATE can be used in eight
different strategies, this IIMT alone supports no strategy. In combination with
MARK, however, three strategies can be supported (DOM, FRQ, MAJ). Offering
the three IIMT CALCULATE, MARK, and REMOVE would increase the number of
supported strategies already to eight (adding COM, CONJ, SATC, DIS, and SAT).

9.2.4 Adapting the Set of IIMT to Complexity

In our study in Chap. 3, we learned that people increase depth and breadth of search
when products are very similar to each other and when there are a lot of trade-offs.
We further found that they spend the additional effort predominantly in the first
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Fig. 9.1 Number of decision strategies which are supported by each decision aid

Fig. 9.2 Cumulative number of decision strategies which are supported by each decision aid

stage of the decision process when they eliminate inferior alternatives. This result
was supported by our study presented in Chap. 4, where we found an increased
usage of EBA that compares attribute-wise and eliminates alternatives in case of
similar products with a lot of trade-offs. Thus, in case of high similarity and many
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trade-offs, a FILTER that supports EBA should be offered. However, there are other
attribute-wise strategies such as LEX and LED that eliminate alternatives for which
we need the IIMT SORT. Yet, LEX was rarely used in our study. We think that
the other two strategies that are attribute-wise and eliminate alternatives (ADD and
MCD, see Table A.1) are less likely to be used because they cost too much effort (see
Table 7.3) and are thus not suitable to quickly eliminate alternatives. More research
needs to be done, to test which other decision strategies apart from the four ones
tested in our study (EBA, LEX, WADD, MAJ) are exactly applied in choice tasks of
high complexity. With that knowledge, webdesigners can use Figs. 9.1, 9.2 and the
pseudo-code notations (see the Appendix A and Sect. 7.2) to determine which IIMT
are needed to support the particular strategies.

Finally, another conclusion can be drawn from our study described in Chap. 4,
where we argued that people try to follow a more compensatory process in case of
high complexity but fail in their attempt and finally make a choice that can be best
explained by a non-compensatory strategy. Hence, depending on the webdesigner’s
intention, one might think of supporting users in their attempt to apply effortful,
compensatory strategies such as WADD and MAJ and offer the IIMT SCORE,
MARK and CALCULATE needed to support these strategies. By computing the
net saving of effort with the indicated costs of EIP and ECP (see all pseudo-code
notations), one can determine the effort-reduction that can be achieved for each
strategy.

9.3 Future Work

In future work, we would like to address the following topics. First, our empirical
evaluation of INTACMATO was carried out with students. A follow up study with
a larger and more representative pool of participants should be conducted to further
evaluate INTACMATO. Before repeating the study, the design of INTACMATO
could be improved, such as the IIMT SORTdrag&drop which was apparently not obvi-
ous enough to users and rarely used. Furthermore, activating CALCULATEweighted

by default might have influenced the empirical study. Activating none of the
CALCULATE-options in advance might be more appropriate. Other aspects, such
as customer ratings, are not yet incorporated in INTACMATO at all but might be of
interest.

Second, we focused on the in-depth comparison phase but some of the proposed
IIMT can easily be applied also for the screening phase. We have already started
with including some IIMT in a prototypical screening phase-interface in one of our
other works in order to test which IIMT are appropriate and whether we should
improve and adapt certain IIMT for the screening phase. For example, we are
currently developing an extension of SORT which allows to specify a preference
order for nominal attributes, for instance color.

Third, we argued that, generally, offering a variety of IIMT is a better approach
than offering only certain IIMT because people might feel restricted. Nevertheless,
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we showed that when we have knowledge of problem characteristics such as
complexity, some decision strategies are applied more often than other. In this
case, some IIMT appear more relevant than others. In addition to the problem
characteristics considered here, decision-making behavior is influenced by social
context and personal characteristics. The ideal future system should be able to adapt
automatically to problem characteristics, personal characteristics and the social
context by, for instance, showing the appropriate IIMT. Moreover, we could learn
from the user’s behavior in the screening phase and incorporate that knowledge
directly when showing the product-comparison matrix: certain product information
could be highlighted, other left out; certain IIMT might be offered and other IIMT
might be left out. Learning about decision-making behavior in the first phase in
order to immediately personalize and customize the interface leads us to our next
topic.

As a fourth topic we would like to improve learning decision-making behavior
from data. Particularly in Internet applications, it is easy to gather all kinds of
process data via clickstream analysis and user profiles, to mention only a few.
Currently, we are developing an automated way of assigning decision strategies
to clickstream data based on the idea of state machines where each activated
state machine represents a potentially applied decision strategy. Since several state
machines can be activated during the decision process, this modeling approach also
allows for learning mixed decision strategies. A next step will be to incorporate all
kinds of data in the algorithm, such as mouse movements, eye-tracking data, etc.

Last but not least, our ideas and our prototype are easily extendable to all other
kinds of preferential decision problems. It will be interesting for instance, to test
INTACMATO on managerial decisions.



Appendix A
Details on Decision Strategies

Table A.1 Decision strategies and alternative name conventions

Abbr. Strategy name Source

1. ADD Additive difference strategy (for 2 alternatives) Tversky 1969
Additive difference model (extended) Payne 1976
Addition of utility differences rule Montgomery and Svenson 1976

2. COM Compatibility test Beach 1990
(Image theory) Beach and Mitchell 1987

3. CONJ Conjunctive strategy Coombs and Kao 1955
4. DIS Disjunctive strategy Coombs and Kao 1955
5. DOM Dominance strategy Lee 1971
6. EBA Elimination by aspect strategy Tversky 1972

Deterministic version of elimination by aspect
strategy

Payne et al. 1988

7. EQW Equal weight heuristic Einhorn and Hogharth 1975
Dawes rule Dawes and Corrigan 1974
Equal weight linear model Dawes 1979
Equal weighting rule Thorngate 1980

8. FRQ Frequency of good and/or bad features heuristic Alba and Marmorstein 1987
Maximizing number of attributes with a great

attractiveness
Montgomery and Svenson 1976

9. LED Minimum difference lexicographic strategy Montgomery and Svenson 1976
Lexicographic semiorder strategy Luce 1956

10. LEX Lexicographic heuristic Tversky 1969
11. MAJ Simple majority decision rule Arrow 1951
12. MCD Majority of confirming dimensions heuristic Wright and Barbour1977
13. SAT Satisficing heuristic Simon 1955
14. SATC Satisficing-plus heuristic Park 1978
15. WADD Weighted additive rule Tversky 1969

Additive model Fishburn 1970
Multiattribute utility model Montgomery and Svenson 1976
Addition of utilities rule Todd and Benbasat 1991

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9, © Springer-Verlag Berlin Heidelberg 2012
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Fig. A.2 Effort for ADD without support of IIMT
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Fig. A.3 Effort for ADD with support of IIMT
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Fig. A.4 Effort for COM without support of IIMT
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Fig. A.5 Effort for COM with support of IIMT

Fig. A.6 Effort for CONJ without support of IIMT
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Fig. A.7 Effort for CONJ with support of IIMT

Fig. A.8 Effort for DIS without support of IIMT
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Fig. A.9 Effort for DIS with support of IIMT
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Fig. A.10 Effort for DOM without support of IIMT
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Fig. A.11 Effort for DOM with support of IIMT
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Fig. A.12 Effort for EQW without support of IIMT

Fig. A.13 Effort for EQW with support of IIMT
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Fig. A.14 Effort for FRQ without support of IIMT
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Fig. A.15 Effort for MAJ without support of IIMT
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Fig. A.16 Effort for FRQ with support of IIMT

Fig. A.17 Effort for MAJ with support of IIMT
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Fig. A.18 Effort for MCD without support of IIMT
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Fig. A.19 Effort for MCD with support of IIMT
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Fig. A.20 Effort for LED without support of IIMT
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Fig. A.21 Effort for LED with support of IIMT

Fig. A.22 Effort for SAT without support of IIMT
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Fig. A.23 Effort for SAT with support of IIMT

Fig. A.24 Effort for SATC without support of IIMT
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Fig. A.25 Effort for SATC with support of IIMT
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Appendix C
Details on Empirical Studies

Table C.1 The list is based on data from Google PageRank, January 2009. Detailed information
about the Google PageRank algorithm is available at http://en.wikipedia.org/wiki/Pagerank. The
companies with the numbers 18, 48, 70, and 96 did not have an Internet shop in January 2009.
Hence, we included the ranks 101 through 104 in our empirical study

Rank Company Web site PageRank

1 Amazon www.amazon.com 9
2 Dell www.dell.com 9
3 Apple www.apple.com 9
4 Barnes And Noble www.barnesandnoble.com 9
5 Think Geek www.thinkgeek.com 8
6 Palm www.palm.com 8
7 PC Mall www.pcmall.com 8
8 B&H Photo Video www.bhphotovideo.com 8
9 Cafe Press www.cafepress.com 8
10 CDW www.cdw.com 8
11 American Greetings www.americangreetings.com 7
12 Buy www.buy.com 7
13 Blockbuster www.blockbuster.com 7
14 Wal- Mart www.walmart.com 7
15 Netflix www.netflix.com 7
16 compUSA www.compusa.com 7
17 Cabela’s www.cabelas.com 7
18 Audible www.audible.com 7
19 Ritz Camera www.ritzcamera.com 7
20 Discovery Store www.discoeverystore.com 7
21 Bestbuy www.bestbuy.com 7
22 Powell’s Books www.powells.com 7
23 Panasonic www.panasonic.com 7
24 Target www.target.com 7
25 Books-A-Million www.booksamillion.com 7

(continued)

J. Pfeiffer, Interactive Decision Aids in E-Commerce, Contributions to Management
Science, DOI 10.1007/978-3-7908-2769-9, © Springer-Verlag Berlin Heidelberg 2012
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Table C.1 (continued)

Rank Company Web site PageRank

26 RadioShack www.radioshack.com 7
27 Ballard Designs www.ballardDesigns.com 7
28 Gateway www.gateway.com 7
29 Restoration Hardware www.restorationhardware.com 7
30 TigerDirect www.tigerdirect.com 7
31 1-800-Flowers www.1800flowers.com 7
32 Costco www.costco.com 7
33 Sony www.sonystyle.com 7
34 AbeBooks www.abebooks.com 7
35 CBSSportsStore www.cbssportsstore.com 7
36 CD Baby www.cdbaby.com 7
37 Chapters.indigo.ca www.chapters.indigo.ca 7
38 Zappos www.zappos.com 7
39 Zazzle www.zazzle.com 7
40 Napster www.napster.com 7
41 Shop PBS www.shoppbs.org 7
42 Alibris www.alibris.com 7
43 Major League Baseball www.mlb.com 7
44 HSN www.hsn.com 7
45 Allposters www.allposters.com 7
46 DeepDiscount www.deepdiscount.com 6
47 Drugstore www.drugstore.com 6
48 Safeway Inc. www.safeway.com 6
49 Design Within Reach www.dwr.com 6
50 Saks Fifth Avenue www.saksfifthavenue.com 6
51 Coldwater Creek www.coldwatercreek.com 6
52 Sam Ash www.samash.com 6
53 eBags www.ebags.com 6
54 eCampus www.ecampus.com 6
55 Golfballs www.golfballs.com 6
56 eCOST www.ecost.com 6
57 Ralph Lauren www.polo.com 6
58 Christian Book www.christianbook.com 6
59 Quixtar www.quixtar.com 6
60 QVC www.qvc.com 6
61 redEnvelope www.redenvelope.com 6
62 Dick’s Sporting Goods www.dickssportinggoods.com 6
63 CVS/ Pharmacy www.cvs.com 6
64 Dillard’s www.dillards.com 6
65 Cooking www.cooking.com 6
66 Sephora www.sephora.com 6
67 American Blinds www.decoratetoday.com 6
68 West Marine www.westmarine.com 6
69 Replacements, Ltd. www.replacements.com 6
70 The Sharper Image www.sharperimage.com 6

(continued)

www.radioshack.com
www.ballardDesigns.com
www.gateway.com
www.restorationhardware.com
www.tigerdirect.com
www.1800flowers.com
www.costco.com
www.sonystyle.com
www.abebooks.com
www.cbssportsstore.com
www.cdbaby.com
www.chapters.indigo.ca
www.zappos.com
www.zazzle.com
www.napster.com
www.shoppbs.org
www.alibris.com
www.mlb.com
www.hsn.com
www.allposters.com
www.deepdiscount.com
www.drugstore.com
www.safeway.com
www.dwr.com
www.saksfifthavenue.com
www.coldwatercreek.com
www.samash.com
www.ebags.com
www.ecampus.com
www.golfballs.com
www.ecost.com
www.polo.com
www.christianbook.com
www.quixtar.com
www.qvc.com
www.redenvelope.com
www.dickssportinggoods.com
www.cvs.com
www.dillards.com
www.cooking.com
www.sephora.com
www.decoratetoday.com
www.westmarine.com
www.replacements.com
www.sharperimage.com
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Table C.1 (continued)

Rank Company Web site PageRank

71 REI www.rei-outlet.com 6
72 Crateandbarrel www.createandbarrel.com 6
73 Crutchfield www.crutchfield.com 6
74 csn Stores www.csnstores.com 6
75 Sheet Music Plus www.sheetmusicplus.com 6
76 ShopNBC www.shopnbc.com 6
77 Pottery Barn www.potterybarn.com 6
78 kmart www.kmart.com 6
79 Magellan’s www.magellans.com 6
80 HP www.HPShopping.com 6
81 Mountain Equipement www.mec.ca 6
82 The Home Depot www.homedepot.com 6
83 Modell’s www.modells.com 6
84 HERSHEY’s www.hersheys.com 6
85 Musican’s Friend www.musicansfriend.com 6
86 Kenneth Cole www.kennethcole.com 6
87 Harry And David www.harryanddavid.com 6
88 Neiman Marcus www.neimanmarcus.com 6
89 Newegg www.newegg.com 6
90 Macy’s www.macys.com 6
91 MacConnection www.macconnection.com 6
92 Lancome www.lancome-usa.com 6
93 J&R www.jr.com 6
94 Lands’ End www.landsend.com 6
95 Leap Frog www.leapfrog.com 6
96 Jockey www.jockey.com 6
97 Lego www.lego.com 6
98 Levenger www.levenger.com 6
99 Lillian Vernon www.lillianvernon.com 6
100 JCPenney www.jcpenney.com 6
101 Linens Things www.lnt.com 6
102 Lowes www.lowes.com 6
103 NFL-Shop www.nflshop.com 6
104 Hallmark www.hallmark.com 6

www.rei-outlet.com
www.createandbarrel.com
www.crutchfield.com
www.csnstores.com
www.sheetmusicplus.com
www.shopnbc.com
www.potterybarn.com
www.kmart.com
www.magellans.com
www.HPShopping.com
www.mec.ca
www.homedepot.com
www.modells.com
www.hersheys.com
www.musicansfriend.com
www.kennethcole.com
www.harryanddavid.com
www.neimanmarcus.com
www.newegg.com
www.macys.com
www.macconnection.com
www.lancome-usa.com
www.jr.com
www.landsend.com
www.leapfrog.com
www.jockey.com
www.lego.com
www.levenger.com
www.lillianvernon.com
www.jcpenney.com
www.lnt.com
www.lowes.com
www.nflshop.com
www.hallmark.com
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Table C.2 Measures (A). RA vs. IIMT. Experimental version (German) and original version
(English)

Item # Item text

Perceived ease of use, ˛ D 0:891

PEU1[Eng] The task of selecting the product using the recommendation agent was too
complex. (Wang and Benbasat 2009)

PEU1[Ger] Das gewünschte Produkt auszusuchen, empfand ich als zu schwierig.
PEU2[Eng] Selecting the product using the recommendation agent required too much effort.

(Wang and Benbasat 2009)
PEU2[Ger] Das gewünschte Produkt zu finden empfand ich als zu aufwendig.
PEU3[Eng] The task of selecting the product using the recommendation agent took to much

time. (Wang and Benbasat 2009)
PEU3[Ger] Das gewünschte Produkt auszuwühlen, dauerte mir zu lange.
PEU4[Eng] I found it easy to get the recommendation agent to do what I want it to do. (Wang

and Benbasat 2009)
PEU4[Ger] Ich fand es einfach den Product Advisor entsprechend meiner Vorstellungen zu

bedienen.
PEU5[Eng] It would be easy for me to become skillful at using the recommendation agent.

(Wang and Benbasat 2009)
PEU5[Ger] Mit etwas Übung, kann ich mich schnell in die Benutzung des Product Advisors

einarbeiten.
PEU6[Eng] My interaction with the recommendation agent was clear and understandable.

(Wang and Benbasat 2009)
PEU6[Ger] Die Benutzung des Product Advisors war klar und verständlich.

Perceived usefulness, ˛ D 0:703

PU1[Eng] Using the recommendation agent in this webstore improved my decision making
efficiency. (Kamis and Davern 2005)

PU1[Ger] Durch die Nutzung des Product Advisors konnte ich die Effizienz meines
Entscheidungsprozesses steigern.

PU2[Eng] Using the recommendation agent in this webstore improved my decision making.
(Kamis and Davern 2005)

PU2[Ger] Die Nutzung des Product Advisors verbesserte meine Entscheidungsfindung.
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Table C.3 Measures (B). RA vs. IIMT. Experimental version (German) and original version
(English). Original versions are in brackets

Item # Item text

Confidence, ˛ D 0:721

CON1[Eng] I am convinced that the recommendation agent recommended alternatives which
most closely matched my preferences. (Pereira 2000)

CON1[Ger] Ich bin sicher, dass mir der Product Advisor alle Produkte aufgezeigt hat, die
meinen Präferenzen am nächsten kommen.

CON2[Eng] The recommendation agent can be trusted to recommend alternatives which
closely match the preferences I expressed. (Pereira 2000)

CON2[Ger] Ich kann dem Product Advisor vertrauen, und glaube, dass er genau die Produkte
für mich heraussucht, welche mit meinen Präferenzen übereinstimmen.

CON3[Eng] The recommendation agent can be relied on to use my preference specifications
when it recommends alternatives to me. (Pereira 2000)

CON3[Ger] Der Product Advisor hat alle meine Präferenzangaben berücksichtigt.
CON4[Eng] I am sure that my input on price limits, weights (most vs. least important, etc.)

match my preferences. (NEW)
CON4[Ger] Ich bin mir sicher, dass meine Angaben von Preisgrenzen, Gewichtungen

(unwichtig vs. sehr wichtig) beim Product Advisor meinen wirklichen
Präferenzen entsprechen.

Satisfcation, ˛ D 0:8

SAT1[Eng] The recommendation agent was advantageous when searching for the
laptop.(NEW)

SAT1[Ger] Der Product Advisor war beim Suchen des passenden Laptops von Vorteil.
SAT2[Eng] If I could do it over again, I’d rather not use this system to select a laptop [car]

(reverse). (Wang and Benbasat 2009)
SAT2[Ger] Dürfte ich den Vorgang wiederholen, würde ich lieber keinen Product Advisor

zur Einschränkung meiner Wahl benutzen.
SAT3[Eng] If my friend was searching for information in order to purchase a laptop [car],

and I knew that a system such as this was available, I would be very likely to
recommend this system to him. (Wang and Benbasat 2009)

SAT3[Ger] Wenn ein Freund von mir einen Laptop kaufen wollte und ein Product Advisor
wie dieser wäre verfügbar, wäre es sehr wahrscheinlich, dass ich ihm diesen
empfehlen würde.

SAT4[Eng] This system was very useful in helping me to select the best laptop [car model] to
suit my requirements.(Wang and Benbasat 2009)

SAT4[Ger] Der Product Advisor war sehr hilfreich für mich, um einen Laptop zu finden, der
meinen Anforderungen entspricht.

FRQ1[Eng] I have used the recommendation agents for my decision. (NEW)
FRQ1[Ger] Ich habe den Product Advisor bei meiner Entscheidung verwendet.
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Table C.4 Measures (A). Evaluation of INTACMATO. Experimental version (German) and
original version (English). The translations for PEU3, PEU4, PU1 had to be adapted quite a bit
in order to meet our purpose. Original versions are in brackets

Item # Item text

Perceived ease of use, ˛ D 0:812

PEU1[Eng] The task of selecting a car [cell phone] using this system took too much time.
(Pereira 2000)

PEU1[Ger] Ich musste viel Zeit investieren, um die Produktinformationen zu
vergleichen, die für meine Entscheidung wichtig waren.

PEU2[Eng] I had to be very attentive to shop in the webstore. (NEW)
PEU2[Ger] Für den Einkauf in diesem Webshop musste ich sehr aufmerksam sein.
PEU3[Eng] I find a computer easy to use (Venkatesh and Davis 1996)
PEU3[Ger] Das gewünschte Mobiltelefon auszusuchen, empfand ich als zu schwierig.
PEU4[Eng] Interacting with a computer does not require a lot of my mental effort.

(Venkatesh and Davis 1996)
PEU4[Ger] Den Einkauf in diesem Webshop empfand ich als anstrengend.
PEU5[Eng] I easily found the information I was looking for (Pereira 2000)
PEU5[Ger] Informationen, die wichtig waren, um mein Mobiltelefon auszuwählen,

waren leicht zu finden.
PEU6[Eng] Selecting a cell phone [car model] using this system required to much effort.

(Pereira 2000)
PEU6[Ger] Das gewünschte Produkt zu finden, empfand ich als zu aufwendig.

Perceived usefulness, ˛ D 0:771

PU1[Eng] Using WordPerfect would enhance my effectiveness in my degree program.
(Venkatesh and Davis 1996)

PU1[Ger] Nach der Nutzung des Webshops hatte ich das Gefühl, meine Entscheidung
effizient getroffen zu haben.

PU2[Eng] Using the webstore improved my decision making. (Kamis and Davern 2005)
PU2[Ger] Die Nutzung des Webshops verbesserte meine Entscheidungsfindung.
PU3[Eng] The webstore is useful. (Venkatesh and Davis 1996)
PU3[Ger] Der Webshop ist nützlich.
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Table C.5 Measures (B). Evaluation of INTACMATO. Experimental version (German) and
original version (English). Original versions are in brackets

Item # Item text

Confidence, ˛ D 0:686

CON1[Eng] The webstore realized all my specifications. (NEW)
CON1[Ger] Der Webstore hat alle meine Eingaben umgesetzt.
CON2[Eng] I trust the functionality of the website. (NEW)
CON2[Ger] Ich vertraue den Funktionen der Website.
CON3[Eng] The system accurately executed my commands. (NEW)
CON3[Ger] Die Website hat meine Eingaben und Aktionen akkurat umgesetzt.

Satisfcation, ˛ D 0:853

SAT1[Eng] In total, I am satisfied with the webstore.(NEW)
SAT1[Ger] Alles in allem bin ich mit dem Webshop zufrieden.
SAT2[Eng] If I had to select a cell phone [car] in future, and a system such as this

was available, I would be very likely to use it. (Pereira 2000)
SAT2[Ger] Wenn ich nochmal ein Produkt aussuchen müsste, würde ich den Shop

wieder verwenden.
SAT3[Eng] I am satisfied with the possibilities to compare product information in

this webstore.(NEW)
SAT3[Ger] Mit der Möglichkeit, Produktinformationen in diesem Webshop zu

vergleichen, bin ich zufrieden.

Shopping Enjoyment, ˛ D 0:86

ENJ1[Eng] I found my visit interesting. (Koufaris 2002)
ENJ1[Ger] Der Besuch des Webshops war interessant.
ENJ2[Eng] I found my visit exciting. (Koufaris 2002)
ENJ2[Ger] Der Besuch des Webshops war unerhaltsam.
ENJ3[Eng] I found my visit fun. (Koufaris 2002)
ENJ3[Ger] Der Besuch des Webshops hat Spaß gemacht.
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Table C.6 Measures (C). Evaluation of INTACMATO. Experimental version (German) and
original version (English). Original versions are in brackets

Item # Item text

Adaptivity, ˛ D 0:678

ADA1[Eng] Such a webstore could be easily adapted to my personal shopping
behavior. (NEW)

ADA1[Ger] Solch eine Webseite könnte leicht an mein persönliches Kaufverhalten
angepasst werden.

ADA2[Eng] It would be easy to adapt the user interaction of such a webstore
customer specifically. (NEW)

ADA2[Ger] Es wäre leicht, die Bedienung einer solchen Webseite käuferspezifisch
anzupassen.

Consistency, ˛ D 0:584

COS1[Eng] The fonts on the webstore are consistent. (NEW)
COS1[Ger] Die Schrift auf der Webseite ist einheitlich.
COS2[Eng] Interaction with the webstore is consistent. (NEW)
COS2[Ger] Die Bedienung der Webseite war konsistent.

Control, ˛ D 0:692

COT1[Eng] While using the webstore [during my last visit to Booksamillion.com]
I felt confused. (recoded) (Koufaris 2002)

COT1[Ger] Während ich den Webshop verwendet habe, fühlte ich mich verwirrt.
COT2[Eng] While using the webstore [during my last visit to Booksamillion.com]

I felt in control. (Koufaris 2002)
COT2[Ger] Während ich den Webshop verwendet habe, hatte ich stets das Gefühl

die Kontrolle zu haben.
COT3[Eng] While using the webstore [during my last visit to Booksamillion.com]

I felt frustrated. (recoded) (Koufaris 2002)
COT3[Ger] Während ich den Webshop verwendet habe, fühlte ich mich frustriert.
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Table C.7 Measures (D). Evaluation of INTACMATO. Experimental version (German) and
original version (English)

Item # Item text

Flexibility, ˛ D 0:776

FLE1[Eng] There was only a restricted number of possibilities to compare cell phones
with one another. (NEW)

FLE1[Ger] Ich hatte nur begrenzte Möglichkeiten, die Mobiltelefone miteinander zu
vergleichen.

FLE2[Eng] I find the possibilities to compare products with another limited. (NEW)
FLE2[Ger] Die Möglichkeiten, um Produkte zu vergleichen, sind mir zu eingeschränkt.
FLE3[Eng] The webstore enabled me to be flexible in my cell phone choice. (NEW)
FLE3[Ger] Die Webseite hat es mir ermöglicht, flexibel ein passendes Handy

auszusuchen.

Transparency, ˛ D 0:515

TRA1[Eng] My interaction with the webstore was clear and understandable. (Wang and
Benbasat 2009)

TRA1[Ger] Meine Interaktion mit dem Webshop war klar und verständlich.
TRA2[Eng] I was aware what would happen whenever I had used an element of the

webstore. (NEW)
TRA2[Ger] Mir war immer klar, was passiert, nachdem ich ein Element des Webshops

geklickt hatte.
TRA3[Eng] My input caused an immediate action by the webstore. (NEW)
TRA3[Ger] Meine Eingaben erzeugten eine sofortige Reaktion der Webseite.
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Outcome-based approach
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Preferential decision problem, 15
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