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Preface

Casino gambling has become a popular widely available form of enter-
tainment. The industry has spread rapidly in the last twenty years, but there 
has been little scientific analysis of the social and economic effects of 
gambling. This is starting to change, as more than a handful of researchers 
have begun examining the economic effects of casinos and gambling. I be-
gan studying the economic effects of gambling with a focus on casinos in 
1996. This book is the product of my research during the past ten years.  

My goal in writing this book is to give a balanced, mainstream, compre-
hensive economic analysis of the casino industry. If I am successful, this 
will be a unique contribution to the gambling literature that will be a valu-
able resource to gambling researchers in a variety of disciplines, as well as 
policymakers and the general public.  

Although it does not cover every aspect of “the economics of casino 
gambling” the book provides a fairly comprehensive discussion of the is-
sues and the debates ongoing in the literature. The focus of the book is the 
economic effects of casino gambling, particularly the economic growth 
and the social costs that may accompany legalized casino gambling.  

This is a book on economics but the fundamental concepts needed to 
understand the analysis in the book are outlined in the appendix. There-
fore, researchers in law, medicine, psychology/psychiatry, political sci-
ence, public administration, and sociology, as well as laypeople, should 
find this book accessible and interesting. The reader should come away 
with a solid understanding of how mainstream economists view the effects 
of casino gambling.  

Unlike some contributors to the literature, I make a sincere attempt to 
acknowledge other perspectives and to alert the reader to specific areas of 
debate. To be sure, there is disagreement even among economists about the 
effects of casino gambling. These areas of debate receive considerable at-
tention throughout the book. It is left to the reader to decide which per-
spectives seem most reasonable and convincing based on the available 
evidence. My hope is that this volume will provide an informative, inter-
esting, and even controversial, discussion of the economics of casino gam-
bling. 
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working with several others. In particular, I wish to thank John D. Jackson 
and Andy H. Barnett for their contributions, without which this book could 
not have been written. In particular, Jackson was a co-author on papers 
from which Chaps. 4 and 5 were written, and Barnett was co-author on the 
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I would also like to acknowledge William R. Eadington, who has been 
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1  Introduction 

Since the early 1990s, casino gambling has become one of the most popu-
lar entertainment industries in the United States. Casinos are also prevalent 
in countries like Australia, Canada, China (Macau), South Korea, and the 
United Kingdom. Other countries are currently considering the introduc-
tion of casinos, e.g., Japan, Taiwan, and Thailand. A recent report (Zim-
merman 2005) estimates that worldwide casino gambling revenues will 
reach $100 billion by 2009. Even now, casino gambling is one of the most 
important leisure industries in the world. Table 1.1 presents the gross ca-
sino revenue in selected countries for 2003. 

Table 1.1. Gross casino gaming yield in 2003, selected countries

Country Revenue  
(millions $)

 Country Revenue  
(millions $)

Argentina 319.7 Malaysia 216.0
Australia 1,661.8 Malta 177.9
Austria 259.2 Mauritius 93.1
Bahamas 225.3 Monaco 388.7
Belgium 46.3 Morocco 23.8
Belize 59.7 Netherlands 789.4
Cambodia 74.2 New Zealand 265.3
Canada 3,704.9 Poland 228.4
Chile 33.8 Portugal 339.7
Costa Rica 368.3 Philippines 494.0
Croatia 29.6 Puerto Rico  49.1
Cyprus 101.7 Russia 780.0
Czech Republic 562.8 Slovakia 95.8
Egypt 295.9 South Korea 606.9
France 2,874.0 Spain 486.7
Germany 1,205.5 Sweden 225.1
Italy 600.5 Switzerland 416.6
Lebanon 285.6 United Kingdom 1,119.5
Macau, China 3,471.9 United States 26,397.5
Source: GBGC Global Gaming Review 2004/2005 
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The expansion of the casino industry has not been without controversy. 
Indeed, although politicians and voters are attracted by the tax revenues, 
economic growth, and employment effects promised by casino promoters, 
there is growing concern for the social costs that may accompany casino 
gambling. Complicating the issue has been a lack of quality research on 
the economic and social effects of casino gambling. There have been very 
few empirical analyses of the industry and its effects. Studies that have ap-
peared in journals often have methodological flaws rendering their conclu-
sions questionable.  

This book is an examination of the economic and social costs and bene-
fits of legalized casino gambling. It represents one of the first comprehen-
sive treatments of the industry. 

1.1  Outline of the book 

As the reader may already suspect, gambling research is interdisciplinary. 
All social scientists interested in the casino industry, or in problem gam-
bling behaviors, can benefit from an understanding of the economics of ca-
sino gambling. In order to make the book accessible to as many readers as 
possible, I have provided an introduction to some basic tools of economics. 
This discussion appears in the appendix.  

The book is organized into two major parts. The first part (Chaps. 2–5) 
deals with the potential economic benefits from legalizing casinos, while 
the second part (Chaps. 6–8) deals with the potential economic and social 
costs of casinos.  

Chapter 2 examines the general economic growth effects of casino gam-
bling. This work is based on Walker (1998a, 1999) and Walker and Jack-
son (1998). Chapter 3 examines some common misconceptions about eco-
nomic growth that have appeared in the casino literature. In Chap. 4, 
empirical evidence is presented on the growth effects of gambling in the 
U.S. This analysis is from Walker and Jackson (1998, 1999). Although the 
data run only through the mid-1990s, the analysis provides a foundation 
for future empirical research on the U.S. (using more recent data) or on 
other jurisdictions.  

Chapter 5 deals with the relationships among the various gambling in-
dustries (casinos, horse and greyhound racing, lotteries, and Indian casi-
nos) in the U.S. These interindustry relationships are important to consider 
in attempts to maximize tax revenues from legalized gambling. Although 
the analysis is for the U.S. industries, the methodology could easily be ap-
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plied to other jurisdictions or countries. This analysis is taken from Walker 
and Jackson (2007a). 

Chapters 6 and 7 examine the potential social and economic costs asso-
ciated with casino gambling. The foundation of these chapters is Walker 
and Barnett (1999) and to a less extent, Walker (2003, 2007b). These chap-
ters provide a comprehensive discussion of the various social cost issues 
that have been hotly debated in the literature during the past decade.  

Chapter 8 describes some of the complicating factors of the casino eco-
nomics literature. The discussion includes some general problems in gam-
bling research, as well as specific examples from the literature. Parts of 
this discussion come from Walker (2001, 2004, 2007a, 2007b).  

Chapter 9 discusses issues fundamental to government policy decisions: 
property rights and freedom of choice. 



2  Casino gambling and economic growth 

2.1  Introduction 

One of the primary reasons for governments introducing casino gambling 
is the purported economic benefits from casino development. Among these 
benefits is economic growth. Over the last half-century, policies that pro-
mote economic growth have become an integral part of public sector eco-
nomic activity. In the U.S., state government attempts to attract industry 
via tax breaks and financial incentives have been the object of considerable 
research attention. But the apparent inability of either of these sets of poli-
cies to sustain successful outcomes over time has led state policy makers 
to explore alternative avenues. Writing in the 1930s, Joseph Schumpeter 
noted that one method of spurring economic growth is to provide a new 
good to the consuming public. Since legalization of a previously illegal ac-
tivity is tantamount to introducing a “new good” to the public menu of 
consumption possibilities, there should be no surprise that a growth policy 
that has seen increasing popularity is legalized gambling.  

The past two decades have witnessed an explosion of U.S. state legali-
zation of betting on horse racing, dog racing, lotteries, casino games, and 
so on. Even now, states consider legalizing additional types of gambling. 
Since gambling (locally provided, at least) is sometimes considered a 
“bad” by the electoral majority, some offsetting benefit to its provision 
must be offered to justify legalization. That benefit, politicians argue, is 
economic growth resulting from increased (export or local) spending, tax 
revenues, and employment. Eadington (1993) writes, “The fact that there is 
a strong latent demand for gambling – that, given the option, many people 
will choose to gamble – has not by itself been a sufficient reason for mov-
ing from prohibition to legalization.” He explains,  

In order to be politically acceptable, the legalization of casino gaming – as well 
as other forms of commercial gaming – are usually linked to one or more 
“higher purposes” that can benefit from an allocation of a portion of the created 
economic rents and overcome the arguments against gambling. Such higher 
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purposes may be tax benefits, investment stimuli, job creation, regional eco-
nomic development or redevelopment, and revenue enhancement for deserving 
interests. (Eadington 1993, p. 7) 

Because the availability of casino gambling, in particular, has been strictly 
limited, regions that were early to legalize casinos could expect highly 
profitable industries and increased tax earnings and employment. Most of 
the literature deals with the U.S. experience, and that is the focus here.  

There are numerous success stories of legalized casino gambling in the 
U.S. Las Vegas is certainly the most famous. Tunica County, Mississippi 
provides another interesting example. It had been known as the “poorest 
county in the nation” and the focus of many poverty studies. Webster 
Franklin, director of the Chamber of Commerce of Tunica, testified to the 
effects of the casinos at a 1994 congressional hearing. He explained how 
most of the studies on his county suggested government aid as the remedy 
for most problems. Yet government aid did not help lower the 26% unem-
ployment rate. Franklin (1994, pp. 18–20) explains the effects of casinos: 

In January 1992, per capita income in the county was $11,865; …53% of resi-
dents received food stamps… Since casinos have been legalized, however, land 
once valued at $250/acre now sells for $25,000/acre… The county’s planning 
commission has issued more than $1 billion worth of building permits… Be-
cause of the increased government revenues, property taxes have been lowered 
by 32% in recent years… Unemployment has dropped to 4.9%… The number 
of welfare recipients has decreased 42%; the number of food stamp recipients 
has decreased by 13%… In 1994 the county recorded the highest percent in-
crease in retail sales of all Mississippi counties: 299%.[1]

Other studies tend to confirm the phenomenal growth that has occurred in 
Mississippi. The November 1993 issue of U.S. News & World Report 
ranked the state #1 for economic recovery due to gaming (Olivier 1995, p. 
39). In the wake of Hurricane Katrina in 2005 that devastated the Gulf 
Coast, the Mississippi casino industry appears to be making an extraordi-
nary recovery.2

                                                     
1 This is a summary of the main points raised by Franklin. 
2 It is unclear the extent to which the industry is receiving federal aid. Certainly 

the casinos held insurance. In any case, the casinos are rebuilding and have been 
doing well. The Mississippi State Tax Commission reports that in July 2005, the 
month prior to Hurricane Katrina, the state’s gross gaming revenue was $237.6 
million (including $101.7 million from Gulf Coast casinos). The July 2006 gross 
gaming revenue was $222.7 million (including $74.4 million from the Gulf 
Coast). 
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There are also states and cities that have had less successful experiences 
with casinos. Many researchers believe the casinos in Atlantic City, for ex-
ample, have largely failed to revitalize that economy. In some countries, 
the casinos are so small and few that they could hardly have an effect on 
local economies. An example of this would be casino gambling in Bel-
gium. While casino gambling has just recently been legalized in some 
countries, in the U.S. the expansion seems to have slowed, with 11 states 
currently hosting legal non-Indian casino industries and 28 states with In-
dian casinos. Perhaps this slow-down is because of uncertainty of the real 
economic effects of legalization. What determines whether or not casinos 
will have a positive effect on economic growth?  

Quality academic treatments of the economic effects of legalized gam-
bling are still rare. Proponents of the industry – usually the industry itself 
and politicians – argue that legalizing gambling will create new employ-
ment and boost tax revenues in a region, state, or country. Although they 
have obvious conflicts of interest, the claims have some merit although the 
magnitude of the benefits is debatable. But there are other potentially more 
important arguments for legalizing casino (or other forms of) gambling. 
These are often ignored, even by gambling proponents.  

This chapter provides an outline of some of the potential sources of 
growth from legalized casino gambling. Along with Chap. 3, this discus-
sion should provide the reader with a solid understanding of economic 
growth as it relates to legalized casinos.  

2.2  Increased employment and wages 

When a community is considering legalizing casino gambling, one of the 
major benefits expected is an increase in local employment and the aver-
age wage rate. Yet, analyzing the effect of a new industry to a community 
can be tricky. Does the new industry create new jobs on net, or are jobs 
merely shifted among industries? This is an important issue that is com-
monly raised by researchers (e.g., Grinols 2004). Is the community better 
or worse off if the gambling industry “cannibalizes” existing industries? It 
is possible that a community would benefit through increased wages or in-
creased competition among employers for qualified employees. This 
would occur, for example, because the casino industry is more labor-
intensive than many other tourist or service industries. Even if other indus-
tries are harmed by the presence of casinos, employment and average 
wages may increase as a result of the introduction of casinos. The effects 
of gambling on local labor markets have not received adequate attention in 
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the economics literature. Clearly, the effect of casinos could be different in 
different economies. 

Overall, there are probably significant employment benefits from the 
expansion of gambling industries at least in small economies. Often a new 
industry will attract an inflow of labor from neighboring areas. This inflow 
of labor effectively shifts the production possibilities frontier (PPF) out-
ward, as shown in Fig. 2.1, increasing productive capacity in the area. 

In the event no new labor is attracted to the area, some researchers have 
argued that “there is no net gain to the economy from shifting a job from 
one location to another, unless it increases profits to the economy” (Gri-
nols and Mustard 2001, p. 147). This view ignores the effects the expand-
ing industry has on consumer welfare. If the new job creates more value 
for consumers than the old job, consumers certainly benefit. Furthermore, 
Grinols and Mustard (2001) ignore the fact that workers who switch jobs 
to work at casinos must benefit from the new job, otherwise they would 
not have accepted it. Indeed, casino jobs must be the best employment op-
portunity available for all casino employees or they would work some-
where else. This benefit is certainly difficult to estimate in monetary terms, 
but its abstract nature does not mean it is irrelevant. 

It is possible that casinos could enter an area, cannibalize all other in-
dustries, and then lower wages and benefits so that the new jobs are worse 
than the old jobs. However, there is no empirical evidence of this. 

The extent of the positive employment effects from casinos depends on 
the circumstances of the case in question. But like any other industry, we 
would expect that increased competition for labor should benefit workers. 
If employers wish to hire capable and productive workers, they must offer 
wages competitive enough to attract them from other industries. Unfortu-
nately, there has been relatively little research on the labor market effects 
of the casino industry. This is an important issue that deserves more atten-
tion from independent researchers. 

2.3  Capital inflow 

Another effect of legalized gambling is the potential inflow of capital. The 
building of huge casinos is an example of this capital inflow. This capital 
expansion in effect expands the PPF, as illustrated in Fig. 2.1. Once casi-
nos are established, the potential for other firms to enter the market and 
succeed may rise or fall. It would depend, to an extent, on local market 
conditions.  
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PPF2

PPF1

Casino 
Gambling 

All Other 
Goods 

Fig. 2.1. Economic growth from the inflow of productive resources

Less capital-intensive industries (lotteries or race tracks) may have the 
same effects, but to a lesser extent than casinos. Empirical research on the 
effects of capital inflow due to legalized gambling is scarce, but conceptu-
ally, its effect would be similar to that of labor inflow.  

The alternative view, of course, is that the expansion of casinos simply 
reduces capital dedicated to expanding other industries in the local econ-
omy. Still, one could argue that the industry that best pleases consumers 
will be that most likely to expand and succeed in the long run. 

2.4  Increased tax revenues 

Most researchers, politicians, media reporters, and citizens believe that the 
tax revenues from gambling are one of the primary benefits of legalized 
casinos. Indeed, this is one of the major selling points of casinos.3 How-
ever, from a purely economic perspective, tax revenue should not be con-
sidered a net benefit of any policy. The reason is that the taxes gained by 

                                                     
3 The casino industry has hired accounting firms to perform “economic analy-

ses” of casino expansion. These studies often speculate on the employment, wage, 
and tax effects of casino expansion. However, the validity of these studies (e.g., 
Arthur Andersen 1996, 1997) is questionable. Funded research is discussed in 
more detail in Chap. 8. 
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government come at the expense of the taxpayer. In other words, the bene-
fits to one group are offset by costs to another group.  

Even so, voters or politicians in a state/province/country may decide 
that certain types of taxes are preferable to others. For example, if there is 
the choice between an “avoidable” tax like a tax on lotteries or casino 
owners where taxes fall on the consumers or sellers of specific “sin” goods 
and an “unavoidable” tax like a sales tax, then many people may prefer the 
lottery tax or taxes on casino revenues over a general sales tax.4 The popu-
larity of casinos as a fiscal policy tool has something to do with politicians 
wanting to generate tax revenue in a relatively painless way. Taxes on ca-
sinos are likely to face less opposition than increasing a general sales tax. 
Overall, taxpayers would prefer avoidable rather than unavoidable taxes, 
so in this sense gambling taxes could be considered a benefit. In cases 
where casinos are located on state or country borders, much of the tax 
revenue may accrue from outsiders. In this case, the tax revenue can be 
counted as a benefit to the local population who may see their own tax 
burdens decrease as a result of casino expansion. 

Obviously, good records exist for tax revenue making it relatively easy 
to measure. In determining the net tax benefits from casinos, as with other 
purported benefits from casino expansion, it is necessary to consider the 
net change in tax revenue, not simply the absolute taxes paid by casinos. 

2.5  Import substitution 

Perhaps one of the strongest arguments for legalizing casinos in a particu-
lar state, region, or country, is that the citizens enjoy gambling and they 
are currently going outside to gamble. If instead they had the opportunity 
to gamble at a casino in their home area, the local benefits would be 
greater.5 So instead of “importing” gambling services (i.e., purchasing 
these services from outside providers) they substitute the imports with lo-
cally provided gambling services. This may result in positive economic ef-
fects from casino expansion, including capital development, increased de-
mand in labor markets, and increased tax revenue. The tax revenue “kept 

                                                     
4 From the consumer perspective, a sales tax is avoidable, but not easily, and 

much less so than a casino tax. 
5 This issue is mentioned by most researchers, including gambling opponents, 

as one of the most important benefits from legalizing casinos. However, whether 
this effect is long-term or short-lived is an issue that has not been empirically ex-
amined. 
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home” is one of the primary arguments used by supporters of legalized ca-
sinos.6

The basic issue here is that the economic benefits will be kept at home 
rather than going to foreign casino markets. But as casinos become more 
widespread, the touristic economic benefits would be expected to decline. 
In the extreme case with casinos prevalent everywhere, the amount of tour-
ist casino gambling would be minimal. In this case, casino opponents ar-
gue that little or no economic benefits will result from adding new casinos. 
Whether “local” gambling creates economic benefits is discussed below. 

2.6  Increased “trade” 

Trade, either inter-regional or international, can serve an important role in 
fostering economic growth. In one sense, trade with outsiders is no funda-
mentally different than any other mutually beneficial voluntary transaction. 
However, trade often receives special attention from policymakers, espe-
cially in tourism based economies. Tourism can be thought of as an export. 
Still, as Tiebout (1975, p. 349) explains, there are other important factors 
that determine economic growth: 

There is no reason to assume that exports are the sole or even the most impor-
tant autonomous variable determining regional income. Such other items as 
business investment, government expenditures, and the volume of residential 
construction may be just as autonomous with respect to regional income as are 
exports. 

Nourse (1968, pp. 186–192) gives another account of exports and their 
role in economic growth.7 He explains that increases in the demand for an 
exported product lead to increases in demands for inputs to that industry. 
The increased factor demand pushes factor prices up, attracting additional 
resources to the industry from other regions and industries. As resources 
move in, factor prices drop back in line and migration stops. As a result of 
this process, the region now has more capital and labor resources. In effect, 
the production possibilities frontier for the region has shifted outwards – 
economic growth. This growth is consistent with North’s concession that, 
                                                     

6 A current example can be seen in Taiwan, considering developing casinos on 
Penghu Island. One argument used by supporters is that the casinos will raise tax 
revenue from those Taiwanese who currently travel to Macau, South Korea, or 
elsewhere to gamble. 

7 Also see Hoover and Giarratani (1984) and Emerson and Lamphear (1975, p. 
161). 
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although “the fortunes of regions have been closely tied to their export 
base…it is conceivable that a region with a large influx of population and 
capital might simply ‘feed upon itself’ and thereby account for a substan-
tial share of its growth” (North 1975, p. 339, note 34). 

In analyzing how economic growth occurs, we must consider not only 
exports and demand, but also imports and supply-side issues. We could al-
ternatively base our casino analysis, as Hoover and Giarratani (1984, pp. 
329–330) note, on a “supply-driven model of regional growth [which] 
takes demand for granted…and thus makes regional activity depend on the 
availability of resources put into production.” They stress that the sole fo-
cus on either exports or a supply driven model “is one-sided and can be se-
riously misleading; for full insight into real processes, both need to be 
combined.” 

When considering the economic effects of casinos, it is imperative to 
have an understanding of growth theory. Exports and imports can be im-
portant in a region’s growth. However, an industry need not export to have 
a positive effect on economic growth. A region – like a firm or an individ-
ual – may experience economic growth from numerous sources, including 
imports, capital inflows and, more generally, increased transactions or 
spending. 

2.7  Increased transactions volume 

More fundamental than benefits from trade with “foreigners” (or individu-
als from outside a particular region) are the benefits from simple exchange. 
Perhaps the most significant source of economic benefits related to legal-
ized gambling is an increase in consumer and producer surplus, yet these 
are rarely mentioned in the literature.8

When the availability of gambling is increased, the number of mutually 
beneficial, voluntary transactions increases. This a fundamental source of 
economic growth. After all, each additional transaction increases the 
wealth of the two individuals involved, while typically harming no one. 
Note that I am saying that the wealth of the gambler increases, even 
though he is (on average) losing money with each transaction (bet) at a ca-
sino. His overall well being increases because he makes the rational deci-
sion to place a bet, aware of the negative expected value of the bet. He 
must therefore be receiving satisfaction or “utility” from the activity of 
gambling.9

                                                     
8 These concepts are introduced in the appendix.  
9 See Marfels (2001). 
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Schumpeter ([1934] 1993, p. 66) lists five primary sources of economic 
development: 

(1) The introduction of a new good – that is one with which consumers are not 
yet familiar – or of a new quality of a good. [New casinos are examples of this.] 
(2) The introduction of a new method of production, that is one not yet tested 
by experience in the branch of manufacture concerned, which need by no 
means be founded upon a discovery scientifically new, and can also exist in a 
new way of handling a commodity commercially. (3) The opening of a new 
market, that is a market into which the particular branch of manufacture of the 
country in question has not previously entered, whether or not this market has 
existed before. [This applies to casino gambling in many markets.] (4) The 
conquest of a new source of supply of raw materials or half-manufactured 
goods, again irrespective of whether this source already exists or whether it has 
first to be created. (5) The carrying out of the new organisation of any industry, 
like the creation of a monopoly position (for example through trustification) or 
the breaking up of a monopoly position. 

A common feature of each of these paths to growth is that each implies an 
increase in the number of mutually beneficial, voluntary transactions. 
Though this is perhaps the most important benefit of legalized gambling 
(because the process leads to increases in per capita income and overall 
economic growth for society) it is one that is rarely mentioned by politi-
cians, the casino industry, or many researchers, perhaps because it is rather 
abstract. 

It is worth explaining the seemingly obvious nature of mutually benefi-
cial market transactions, and why casino gambling may bring economic 
benefits even if it does not attract tourists. In market transactions, both the 
consumer and producer expect to benefit or they would not willingly en-
gage in the transaction. The producer seeks profit (producer surplus, the 
excess of price over cost), and the consumer receives consumer surplus 
(the excess of value over price paid).  

Let us use the terminology “domestic” and “foreign” to refer to the loca-
tion of the buyers and sellers. These terms may be taken literally if we are 
talking about two countries. However, it would also apply if we are con-
sidering the effects on a locality, state, or region. 

Consider exports first. Even casino opponents agree that casino “ex-
ports” or the attraction of tourists will result in economic benefits. Exports 
benefit domestic sellers and foreign consumers. There is a positive net ef-
fect for the domestic economy. Imports benefit foreign sellers and domes-
tic consumers, and there is a positive net domestic economic effect. Fi-
nally, with a local transaction, both the domestic seller and buyer benefit. 
This is arguably the type of transaction that yields the greatest benefit for 
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the domestic economy, but it depends on the size of the PS and CS from 
the transaction.10

This is an important perspective on transactions that must be kept in 
mind, especially in light of the more common (and wrong) mercantilist 
perspective (see Chap. 3). 

2.8  Consumer surplus and variety benefits 

Each voluntary transaction involves consumer and producer surplus (CS 
and PS) as described in the appendix. There may be no greater benefit 
from legalized casino gambling than the enjoyment consumers receive 
from the activity. After all, consumers vote on their favorite goods and 
services with their spending. The consumer benefits from gambling are 
likely to be much greater than tax revenue or employment growth benefits 
from casinos. Several authors have acknowledged this (Eadington 1996; 
APC 1999; Walker and Barnett 1999; Collins 2003) but most researchers 
discount or ignore it (Grinols and Mustard 2001; Grinols 2004). Yet, con-
sumer benefits are critical to understanding how the availability of gam-
bling can benefit society. 

There are at least two potential sources of consumer benefits from ca-
sino gambling. Normally, consumers benefit when increased competition 
in markets leads to lower prices. This is one source of consumer surplus, 
illustrated in two examples. First, sometimes casinos advertise particular 
games and offer better odds than competing casinos. If the effective price 
of playing the casino games falls, then CS rises. Second, casinos are often 
bundled with other products like hotels and restaurants. To the extent ca-
sino competition increases competition in the local restaurant and hotel 
markets, whether through price decreases or quality increases, the casinos 
provide more benefits to consumers in the form of CS. These benefits have 
been ignored in most cost-benefit of gambling studies.11

There have been some recent empirical studies on the issue. For exam-
ple, in studying the U.K. horse racing industry, Johnson, O’Brien, and Shin 
(1999) test for a utility component to gambling. When betting on a horse, a 
person has the choice of paying a 10% tax on the wager or on the return (if 
his horse wins). The authors show that the first choice is always best from 
                                                     

10 The domestic benefits of this transaction may be higher because there are 
likely lower transport costs and because both parties to the transaction are domes-
tic. 

11 In the case of casinos, many researchers have instead focused only on the 
“cannibalization” effects. 
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an expected wealth perspective. However, as the size of wagers rises, the 
tendency to choose a tax on the return rises. This suggests a “consumption 
value” of gambling that rises as the size of the wager rises. 

The other consumer benefit that has been ignored by most researchers 
relates to product variety. When casino gambling is first introduced to a 
state, it has the effect of increasing the product choices for consumers. 
This “variety benefit” could be significant but it is difficult to measure.12 In 
his recent book, Grinols (2004) ignores both of these potential benefits 
from gambling and instead focuses on “distance consumer surplus.” He ar-
gues that one of the few benefits of the spread of casinos in the U.S. is that 
gamblers do not have to travel as far to reach a casino. But this benefit 
seems trivial compared to the other potential benefits of casino expansion. 

Some of the largest benefits of gambling defy measurement. As a result, 
many researchers focus on more obvious benefits of gambling, like em-
ployment and tax revenues. If research is to improve in quality, these con-
sumer benefits must be considered. 

2.9  Potential for immiserizing growth 

The above discussion suggests that the introduction of a new firm or indus-
try – including casino gambling – that caters to consumer demands tends 
to increase economic well being. However, it is conceptually possible that 
economic growth can cause a decrease in welfare – so called immiserizing 
growth. This would be graphically represented as in Fig. 2.2, by an expan-
sion of the PPF.13 Yet, through a process of trade and price adjustments, 
the society ends up on a lower indifference curve (IC) than it was origi-
nally.  

This potential was first identified by Bhagwati (1958). The context is 
that of international trade when a country specializes in the production of a 
particular good. If specialization in oil increases the world supply to such 
an extent that it places significant downward pressure on the world price, 
overall welfare in the country may decrease as a result of specialization 
and trade. The same could apply to a regional or state economy that spe-
cializes in the production of gambling services.14 Although this is techni-
                                                     

12 Some economists have examined this effect. For examples, see Hausman 
(1998), Hausman and Leonard (2002), Lancaster (1990), and Scherer (1979). 

13 Fig. 2.2 is from Carbaugh (2004, p. 74). 
14 This possibility requires trade. As a result of trade, the region or country is 

able to consume on an IC beyond the PPF. This is the reason trade is beneficial to 
individuals and countries. As the casino industry expands the region attracts more 
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cally possible, examples of immiserizing growth are very rare, since very 
specific criteria must be met.15 For a discussion, see Bhagwati (1958) and 
Carbaugh (2004, pp. 73–74) or Husted and Melvin (2007, pp. 288–289). 
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Fig. 2.2. Immiserizing growth

2.10  Conclusion 

Economic growth and increased welfare are not solely dependent on ex-
ports or monetary inflows to a region. Rather, they depend fundamentally 

                                                                                                                         
tourists (Fig. 2.2). The region develops a stronger comparative advantage in casino 
gambling and the opportunity cost of production in that industry falls relative to 
the other industry. This explains why the slope of the line tangent to PPF2 is lower 
than the slope of the tangency to PPF1.

15 To fully understand the implications of the immiserizing growth theory, one 
must have an understanding of international trade theory. Carbaugh (2004, p. 73) 
explains, “The case of immiserizing growth is most likely to occur when (a) the 
nation’s economic growth is biased toward its export sector; (b) the country is 
large relative to the world market, so that its export price falls when domestic out-
put expands; (c) the foreign demand for the nation’s export product is highly 
price-inelastic, which implies a large decrease in price in response to an increase 
in export supply; and (d) the nation is heavily engaged in international trade, so 
that the negative effects of the terms-of-trade deterioration more than offset the 
positive effects of increased production.” 
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on mutually beneficial exchange. Any industry that increases consumer op-
tions will increase social welfare as long as the consumption is not harmful 
to others. And even in the case that the consumption does harm third par-
ties, overall welfare may still increase.  

It is true that some industries may suffer as a result of introducing a new 
industry (gambling or other) into an economy. This effect can be repre-
sented by a movement along the PPF for the economy (as shown in Fig. 
2.3). Jobs will be lost in some industries, but are made up in others. This 
transition is a normal occurrence in market economies; as new industries 
and firms enter markets, others will leave. Transition is a necessary com-
ponent of the process of economic development. 
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Fig. 2.3. Movement along the PPF, with an increase in welfare 

The economic growth effects of casino gambling are not without con-
troversy. Chapter 3 is an analysis of the arguments that suggest that casino 
gambling does not provide economic benefits. In some cases, these argu-
ments are valid, but in other cases there are flaws. The result is that some 
legitimate sounding arguments turn out to be completely baseless.  

The net effects of introducing a new good such as casino gambling are 
examined in Chap. 4. The idea that casinos must “export” in order to have 
any positive effect on economic growth is commonly held, but empirical 
evidence suggests that exports are not necessary for growth. When juris-
dictions consider the legalization of gambling, they should look at more 
than how many tourists they expect to draw. What effect will the capital 
and labor inflow have on the local or regional economy? How will local 
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consumers benefit from the introduction of a good previously unavailable 
in the area? These questions must be addressed if policy makers and the 
voting public are to be better informed. 



3  Misconceptions about casinos and growth 

3.1  Introduction 

The economic effects of casino gambling have been examined in a number 
of U.S. states and regions, and in other countries, by a number of authors.1

Despite the volume of studies on the effects of gambling, there is no con-
sensus among researchers. This chapter focuses on different arguments re-
lated the economic growth effects of casino gambling.  

A majority of gambling researchers during the past 15 years argue that 
expansion in the gambling industry has led to decreases in other industries, 
resulting in little overall economic stimulus.2 This argument appears to be 
particularly convincing to politicians and voters. In any case, there is a 
grain of truth to the argument but it is not as simple as suggested. We ex-
amine these issues in detail in this chapter. 

There are four varieties of the argument that casino expansion comes at 
the expense of other industries, resulting in no net positive economic ef-
fect:

(i) “industry cannibalization” 
(ii) the “factory-restaurant” dichotomy  
(iii) export base theory of growth  
(iv) money inflow (mercantilism) 

The reader will notice the four ideas are close relatives, so the presenta-
tions of the different arguments and the responses overlap somewhat.  

                                                     
1 Many of the early studies on states in the U.S. are cited by Walker (1998a). 

Much more on Indian casinos can be found in Eadington (1990). For numerous 
testimonials by representatives from around the country, see U.S. House (1995). 
For a more recent comprehensive discussion, see Eadington (1999). 

2 The potential social costs caused by pathological gambling (discussed in 
Chap. 6) are also important. 
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3.2  Industry cannibalization 

One of the most common arguments about legalized gambling is that any 
additional economic activity spurred by gambling comes at the expense of 
activity in other industries. That is, the introduction of gambling merely 
shuffles spending among industries so any positive employment or income 
from gambling are offset by losses in existing industries that see lower 
sales volume and decreased employment. This idea is typically referred to 
as “industry cannibalization” or the “substitution effect,” and is described 
by Gazel and Thompson (1996), Goodman (1994a, 1995b), Grinols 
(1994a, 1994b, 1995a, 2004), Grinols and Mustard (2001), Grinols and 
Omorov (1996), and Kindt (1994). For other discussions of the issue, see 
Eadington (1993, 1995a, 1995b, 1996), Evart (1995), Goodman (1994b), 
Rose (1995), and Walker and Jackson (2007a). 

It is clear that legalized gambling may replace other businesses. This is 
always the case when one producer offers a product or service that con-
sumers prefer to those previously available. “Cannibalization” – the result 
of competition – is the normal and healthy part of the market process that 
helps ensure consumers get the products they most desire. From a social 
welfare perspective, the significant issue is not whether some firms are re-
placed by others but whether the introduction of the new product increases 
total societal wealth. Detlefsen (1996, pp. 14–15) explains,  

Invocation of the substitution effect [argument] in this context not only pre-
sumes a static, zero-sum economy in which no business can grow except at the 
expense of other firms.[3] It mistakenly implies that certain types of commercial 
activities, such as casino gambling, create no new “real” wealth and provide no 
“tangible” products of value. That view overlooks the key point that all volun-
tary economic exchanges presumably are intended to improve the positions and 
advance the preferences of both parties (in other words, improve their social 
welfare). That the gains from such exchanges (particularly in a wealthier, ser-
vice-oriented economy in which a greater portion of disposable income is con-
sumed for recreational activities) are not easily quantifiable in every case is be-
side the point. After all, the only true measure of the value of entertainment-
oriented goods and services in the diverse U.S. economy ultimately remains in 
the spending preferences expressed by individual consumers. 

                                                     
3 The “zero sum economy” is unrealistic because it ignores the fact that there 

are always more and different things that consumers would like. When a particular 
industry fails, productive resources (land, labor, capital, energy, managerial skills) 
are freed up to produce in other industries. 
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This issue can be analyzed in the context of the PPF model introduced 
in the appendix. The model sheds light both on the employment and wel-
fare effects of increased gambling activity within an economy. With exist-
ing unemployment, it is possible that there would be no significant “canni-
balization” if currently unemployed individuals are hired by the new 
industries. If there is near full employment initially, then the situation 
would appear as in Fig. 3.1. In this case, it is true that there will be a real-
location of productive resources among industries.4

 The consumers’ choice to consume more gambling and fewer other 
goods implies movement along the PPF toward more gambling (from a to 
b). Employment in casinos increases, while it falls in other industries. 
Generally, the effects of this movement along the PPF are about neutral 
with respect to overall employment.5

PPF

IC1

IC2

b
a

Casino 
Gambling 

All Other 
Goods 

Fig. 3.1. Movement along the PPF, with an increase in welfare 

However, if there is initially unemployment then it is conceptually possible 
that expansion in one industry could increase overall employment even if 
the other industry shrinks. For example, if the casino industry is labor in-
tensive and expands while other entertainment industries (e.g., movie thea-

                                                     
4 The figure is shown assuming no growth in the overall productive capacity of 

the economy 
5 Obviously, this statement depends on several assumptions, and is not always 

true. In the context of international trade, however, empirical studies suggest that 
it is generally true (Krugman 1996, p. 36). 
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ters) are capital intensive and contract then overall employment might in-
crease with the adjustment. The average wage rate is likely to increase as a 
result of this adjustment, as new industries must offer higher wages to at-
tract workers from their existing jobs. 

More importantly, the industry cannibalization argument ignores the 
fact that pure shifts in employment due to consumer preferences increase 
welfare. Production is shifted from less- to more-preferred goods and ser-
vices. This is illustrated by the movement of consumers to a higher indif-
ference curve (Fig. 3.1). This adjustment makes some displaced workers 
unhappy, but it is a necessary part of economic development in capitalist 
societies (Roberts 2001). 

The PPF model can be more enlightening if we incorporate the govern-
ment restrictions of the casino industry. Consider Fig. 3.2 that represents 
the production of casino gambling and all other goods in the U.S. The PPF 
for 1978 represents the situation in which casinos are legal only in Nevada 
and New Jersey. By 1990, some economic growth has occurred, both in 
terms of casino and non-casino industries (PPF1990). PPF2005 shows mod-
erate non-gambling industry growth and a massive expansion of legalized 
casino gambling due to the changing legal status of casinos across the U.S.  
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Fig. 3.2. Economic growth in the casino and other sectors over time

Depending on the relative preference for casino gambling, it is likely 
that expansion of the activity has increased social welfare as illustrated. In 
a case with extremely flat ICs this would not occur. (It would also not oc-
cur if gambling was a “bad” to consumers.) But evidence of significant in-
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creases in gambling volume suggests U.S. social ICs are not very flat. If 
the ICs were flat, which would suggest a very weak preference for gam-
bling relative to other goods and services, the tangencies in Fig. 3.2 would 
be nearly vertically aligned. But the substantial increase in gambling in-
dustry revenues from 1978 to 2005 implies no such vertical alignment.6

The expansion of gambling is due, at least in part, to consumer preferences 
for the activity despite the arguments of many anti-gambling advocates.7

3.3  The factory-restaurant dichotomy  

Advocates of the cannibalization argument suggest economic growth from 
legalized gambling is unlikely under any circumstance. A less strict form 
of the argument is the factory-restaurant dichotomy because it allows eco-
nomic growth when outsiders are the gambling customers (when goods/ 
services are exported). The terms “factory” and “restaurant” have been 
used to describe the effects of “export” casinos and “local” casinos, re-
spectively: 

A factory, when it locates in an area, sells to the rest of the country. Its payroll, 
materials purchases, and profits spent locally are new money to the area that 
represents tangible goods produced. On the other hand, adding a new restaurant 
that caters to local population in an area simply takes business from local firms 
[i.e., industry cannibalization]. The question for a particular region therefore is: 
Is a casino more like a factory or a restaurant? In Las Vegas, casinos are more 
like factories because they sell gambling services to the rest of the Nation. In 
most other parts of the country, gambling is like a restaurant, however, drawing 
money away from other businesses, creating no economic development, but 
leaving social costs in its wake. (Grinols 1994b, p. 9)8

Also consider these quotations supporting this view:  

Providing gambling to residents transfers money from one local pocket to 
another and from one local sector to another, but does not lead to a net 
increase in regional demand. (Grinols and Omorov 1996, p. 80) 

                                                     
6 We are ignoring social costs created by gambling, but these are not relevant 

for understanding whether the industry expansion alone causes an increase in wel-
fare. 

7 For example, see Gross (1998) and Goodman (1994a, 1995b). Advertising and 
the lobbying efforts of the gaming industries obviously will affect the expansion 
of gambling. 

8 Also see Grinols (1995b, pp. 7–9; 2004, Chap. 4). 
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But only new spending associated with a gambling venture, like spending 
by tourists who come into a region to gamble or new jobs, actually brings 
new money into the local economy. [This has a positive spending multi-
plier effect.] But when local people substitute spending on gambling for 
their other expenditures, this induced impact has a negative multiplier ef-
fect of decreasing spending on other forms of recreation and businesses 
in the area. (Goodman 1994a, p. 50) 

A casino acts like a black hole sucking money out of a local economy. 
No one cares if you suck money out of tourists, but large-scale casinos 
that do not bring in more new tourist dollars than they take away from lo-
cal players and local businesses soon find themselves outlawed. (Rose 
1995, p. 34) 

Goodman (1995b, p. 25) admits that  

in those rare instances where a casino was located in an area with a negligible 
economic base and few jobs to begin with – an impoverished rural area…or a 
severely depressed area…there could be a significant positive economic trans-
formation…since there are almost no preexisting local businesses to be nega-
tively affected.  

But the fact that there is no industry cannibalization does not adequately 
explain the economic growth. 

It is true that most people who gamble in Nevada are from other states. 
Indeed, many casinos worldwide are designed to be resort attractions 
(Macau). However, this is not always the case, so perhaps the restaurant-
factory analogy is appropriate to some extent. But even if we accept that 
the dichotomy may have theoretical legitimacy, the conclusions are cer-
tainly debatable. Do Grinols, Goodman, and the others believe that a new 
restaurant opening in town is a bad thing? If consumers like the new res-
taurant better than existing ones they should be allowed to “vote with their 
money.” If spending is unregulated, the producers who best please con-
sumers will be rewarded with profitable futures. These researchers suggest 
that more choice in entertainment, by itself, is a bad thing simply because 
it means more competition for existing entertainment firms. The compet-
ing entertainment firms will be cannibalized. Of course casinos will attract 
dollars that otherwise would have been spent elsewhere, but so does Wal-
Mart and the neighborhood hardware store. 

Just because some industries are harmed, the introduction of casinos 
cannot be described as “bad” for society. In the unlikely case that casino 
revenues do represent consumer spending that is solely “reshuffled” from 
other local businesses in a zero sum game, Evart (1995) asks, “So what? 
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Why is the redistribution of expenditure caused by casinos any worse or 
any better than the redistribution that was caused when the Falcons[9]

moved into [Atlanta]?” She argues that opposing casinos on this basis “is 
in contrast to other consumer products which meet consumer demand or 
expand consumer choice, even though they put existing businesses out of 
business.” She cites the introduction of VCRs and movie rentals and asks 
why their effect on movie theaters and other entertainment firms was not 
met with alarm. Harrah’s Entertainment argues a similar point: if it was 
true that “casinos have positive local economic impacts only to the extent 
that ‘non-local’, out-of-state players…are attracted by opportunities to 
gamble,” then “it would be true for other forms of spending. That is, 
spending on movies could only help a local economy if moviegoers are 
‘non-local, out-of-state’” (Harrah’s 1996, p. 1). 

The factory-restaurant argument begs the question: Was society harmed 
when the horse-drawn buggy industry was cannibalized by the automobile 
industry or when DVDs replaced VHS tapes? With countless other exam-
ples, we could show that it is often in society’s interest for particular in-
dustries to decline. This is what Schumpeter (1950, Chap. 7) referred to as 
“the process of creative destruction.”10

3.4  The export base theory of growth 

Much of the doubt about legalized gambling fostering economic growth is 
based on the idea that a good or service must be “exported” for it to be 
beneficial to the regional economy. The factory-restaurant dichotomy is 
based on this idea, a simplified exposition of it. This argument is formally 
referred to as the export base theory of economic growth. On the surface 
the theory may seem applicable to the case of legalized gambling. Indeed, 
in the previous chapter, we discussed the potential growth effects from 
trade. But on closer examination, the fit of this theory to casino gambling 
is not so straightforward.  

Exports do play a large role in the development of some economies, to 
be sure. For example, on many Caribbean islands tourism is the primary 
industry. Tourism can be considered an export because most of the con-
sumers are not locals. Obviously a large influx of tourists means an in-
crease in consumer spending. Textbook economics suggests that this type 
of activity is beneficial for the economy because it will lead to increases in 

                                                     
9 The Atlanta Falcons is a professional football team. 
10 This issue is discussed by Ekelund and Hébert (1997, pp. 479–480). 
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national income.11 Common sense suggests that tourism means more 
money coming into the local economy. For some countries, regions, or cit-
ies, exports may seem to be the only significant source of economic activ-
ity. But in the U.S., the volume of exports (goods and services) as a per-
centage of gross domestic product (GDP) is only about 11% (Kreinen 
2002, p. 7). 

The export base theory of economic growth is supported by many re-
searchers for a variety of circumstances outside of legalized gambling. 
Consider Riedel (1994, pp. 51–52): 

The case for an export promotion strategy rests not so much on principles of 
theory as on what works in practice. Of all the stylized facts about develop-
ment, by far the most robust is the empirical relation between overall economic 
growth and export growth. 

It is worth noting that Riedel believes that “most of what constitutes an ex-
port promotion policy is removing, or offsetting, obstacles that government 
itself put in the way of exporting” (Riedel 1994, p. 55). This certainly ap-
plies to the case of legalized gambling since it faces significant govern-
ment restrictions. 

Although this idea makes some intuitive sense, the typical application to 
gambling is flawed.12 Contrary to what one reads in the casino industry re-
search, few (if any) growth theorists believe that exports are solely respon-
sible for growth. Tiebout (1975, p. 352) explains,  

Formally speaking, it is the ability to develop an export base which determines 
regional growth. Yet in terms of causation, the nature of the residentiary [res-
taurant-type] industries will be a key factor in any possible development. With-
out the ability to develop residentiary activities, the cost of development of ex-
port activities will be prohibitive. 

Even if one does accept the general idea that exports are critical for re-
gional economic growth, there are difficulties with the theory. For exam-
ple, how does one differentiate an export (“basic”) industry from a local 
(“residentiary”) industry? This distinction can be rather difficult; some in-

                                                     
11 The Keynesian macroeconomic model sets national income, Y = C+I+G+(X-

M), where C is consumption spending, I is investment spending, G is government 
spending, X is exports, and M is imports. Hence, a ceteris paribus increase in ex-
ports leads to an increase in expenditures or national income. 

12 For explanations of the theory’s flaws, see Vaughan (1988), Hoover and 
Giarratani (1984), and Walker (1998a, 1998b, 1999). 
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dustries perform both basic and residentiary functions (Thompson 1968, 
pp. 44–45). What is the requisite range of export goods?13

Upon closer examination, the export base theory of growth alone cannot 
explain the economic effects of casino gambling. In their growth theory 
text, Hoover and Giarratani (1984, p. 319) use a simple example to dis-
credit the theory’s simplest form: 

Consider…a large area, such as a whole country, that comprises several eco-
nomic regions. Let us assume that these regions trade with one another, but the 
country as a whole is self-sufficient. We might explain the growth of each of 
these regions on the basis of its exports to the others and the resulting multiplier 
effects upon activities serving the internal demand of the region. But if all the 
regions grow, then the whole country or “superregion” must also be growing, 
despite the fact that it does not export at all. The world economy has been 
growing for a long time, though our exports to outer space have just begun and 
we have yet to locate a paying customer for them. It appears, then, that internal
trade and demand can generate regional growth… 

Tiebout (1975, p. 349) gives a similar explanation:  

A further consideration will help to point up the error of identifying exports as 
the sole source of regional income change. In an exchange economy one person 
considered in a spatial context may be entirely dependent on his ability to ex-
port his services. Probably this is true of a neighborhood area, except for the 
corner grocer. For the community as a whole, the income originating in non-
exports increases. In the United States economy, exports account for only a 
small part of national income. Obviously, for the world as a whole, there are no 
exports. 

Yet, Grinols (1995a, p. 11) illustrates an example of the misconception 
that we live in a zero sum society where exchanges are win-lose and not 
mutually beneficial: “It is a logical impossibility for every area to win at 
the others’ expense when gambling is present in every region. For the na-
tion as a whole there will be no net economic development from the spread 
of gambling.” Grinols is mistaken because he apparently views exports as 
the only source of economic growth. 
 If these are valid arguments – if exports are not solely responsible for 
growth – then conclusions from the casino literature must be reconsidered.  

                                                     
13 Range is defined as “the farthest distance a dispersed population is willing to 

go in order to buy a good offered at a place. This range will take on a lower limit 
if there is competition from another center” (Berry and Horton 1970, p. 172). 
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3.5  Money inflow (mercantilism)  

Another, very simplistic, form of the export base theory can be seen in re-
searchers who have wrongly emphasized the importance of money inflow 
to a region and its impact on economic development. Examples of this fal-
lacy include Grinols and Omorov (1996), Ryan and Speyrer (1999), 
Thompson (1996, 2001), Thompson and Gazel (1996), and Thompson and 
Quinn (2000). An example is provided by Grinols (1995a, p. 11):  

Whether any business adds to the economic base or diminishes it depends on 
whether the business draws more new dollars to the area that are then spent on 
goods and services in that area. To benefit the local economy these new dollars 
must exceed the number of dollars the business causes to be removed from the 
area. Because casinos have artificially high profit margins, are often owned by 
out-of-area investors, and frequently take dollars from the area’s existing tourist 
base rather than attracting new tourists, the effect of gambling in many cases is 
to diminish the economic base and cost jobs. The possibility, dependent on the 
net export multiplier theory and regional input-output multiplier analysis is not 
in dispute among responsible economists. 

The argument that an inflow of money to a region leads to economic 
growth seems to make intuitive sense, like the alleged unemployment cre-
ated by importing goods.14 For example, it would seem that an American 
purchasing a Japanese-manufactured car would cause a loss in Detroit 
jobs. But this perspective ignores half of the trade equation.  

As another example, consider Thompson and Gazel (1996, p. 1), who 
write,

We wished to identify monetary flows to and from the local areas around the 
casinos…and also the monetary flows to and from the state as a whole. Quite 
simply, we were asking from where the money comes and where the money 
goes…. The money gambled was a positive factor for the state and local 
economies, if the players were from out-of-state.  

They conclude (p. 10), “Casinos have drawn monetary resources away 
from depressed communities and away from individuals who are economi-
cally poor….”  

Thompson (1996, 2001) and Thompson and Quinn (2000) argue that an 
economy can be modeled similar to a “bathtub.” The model is used to ana-
lyze the economic effects of video gaming machines in South Carolina:  

                                                     
14 For a discussion on this issue, see Krugman (1996) and Roberts (2001). 
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The model portrays gambling enterprise as a bathtub for the economy with 
money running into and out of the bathtub as if it were water… A local or re-
gional economy attracts money. A local or regional economy discards money. 
If as a result of the presence of gambling enterprise more money comes into an 
economy than leaves the economy, there is a net positive impact. However, if 
more money leaves than comes in, then there is a net negative impact. (Thomp-
son and Quinn 2000, pp. 3–4)15

Perhaps the most fundamental point to be made against their argument 
is that market transactions occur only when the participants both expect to 
benefit. The amount of money exchanged is of little relevance. If I go buy 
a box of cereal from the grocery story, for example, I value the cereal more 
than the money, and the store values the money more than the cereal. We 
both win from the transaction. But according to Thompson and Quinn, any 
transaction in which “money leaves” (i.e., any purchase of goods or ser-
vices paid for with money) is bad. This flies in the face of economic sense. 

The argument about monetary inflows also ignores non-monetary bene-
fits of casino legalization. Specifically, individuals receive CS from most 
goods and services. In addition, the focus on monetary flows ignores the 
effects of increased production on labor and capital markets.  

The “money inflow” argument seems to be an example of mercantilist 
thought.16 Blaug (1978, pp. 10–11) explains,  

The leading features of the mercantilist outlook are well known: bullion and 
treasure as the essence of wealth; regulation of foreign trade to produce an in-
flow of specie; promotion of industry by inducing cheap raw-material imports; 
protective duties on imported manufactured goods; encouragement of exports, 
particularly finished goods; and an emphasis on population growth, keeping 
wages low. The core of mercantilism, of course, is the doctrine that a favour-
able balance of trade is desirable because it is somehow productive of national 
prosperity. 

Carbaugh (2004, pp. 27–28) explains mercantilist thought as well as the 
arguments that discredited it. Because the mercantilists focused on having 
a positive trade balance (exports > imports) they supported government re-
strictions in imports and the promotion of exports when possible. This pol-
icy would have the effect of increasing the inflow of money into an econ-
omy. Because money was viewed as wealth by the mercantilists, these 

                                                     
15 One must wonder about their understanding of mutually beneficial transac-

tions. Consider their statement that “a local economy discards money” (emphasis 
added). 

16 See Ekelund and Hébert (1997). 
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trade policies naturally followed. Blaug (1978, p. 12) explains, “the idea 
that an export surplus is the index of economic welfare may be described 
as the basic fallacy that runs through the whole of the mercantilist litera-
ture.” Put differently, the mercantilists wrongly equated money with capi-
tal (Blaug 1978, p. 11). 

David Hume provided one of the most devastating attacks on mercantil-
ism. Hume argued that a trade surplus is sustainable only in the short run 
since the inflow of money into a country would act to increase prices 
(since there is more money chasing the same goods). Higher prices in the 
country mean imports become relatively attractive while home country ex-
ports become less attractive to foreigners. We would expect an increase in 
imports and a decrease in exports. The result is the long-run elimination of 
a trade surplus as prices adjust. Furthermore, this adjustment requires a net 
outflow of money. In essence, the mercantilist concern for monetary in-
flow is futile. Ekelund and Hébert (1997, p. 43) explain “Hume argued that 
in effect, money is a ‘veil’ that hides the real workings of the economic 
system, and that it is of no great consequence whether a nation’s stock of 
money is large or small, after the price level adjusts to the quantity of it.” 
This does not mean that exports have no beneficial effect on an economy. 
After all, selling to outsiders does have benefits to domestic sellers.  
 Another major problem with mercantilism, as identified by Carbaugh 
(2004, p. 28), is that it represents a static view of the world. Thompson, 
Quinn, and Grinols view the economic pie as constant in size. In the con-
text of the bathtub model, money coming into the tub is a benefit to the 
economy in question and harms the region from where the money came. 
This implies that all transactions are zero sum. Clearly this is a flawed 
view of market transactions. As Smith (1776) and Ricardo (1817) showed, 
specialization and trade result in benefits for society.17 The same is gener-
ally true of all transactions that are voluntary. Participants expect the 
transactions to be mutually beneficial or they would not be willing partici-
pants.  
 Perhaps some simple everyday examples can be useful in pinpointing 
the problems with the money inflow perspective. Consider the argument 
by Thompson and Quinn (2000, p. 4):  

Gaming establishments need many supplies. Many of these are purchased from 
sources outside of the area. This is money lost. So too are profits that go to out-
side owners. Some gaming owners may reinvest monies in the local economy, 
but few have incentives to do so. 

                                                     
17 This does not mean that no one is harmed by specialization and trade. But 

overall, the benefits outweigh the harm. 
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They offer a specific example, video gaming machines purchased from out 
of state:  

There are 31,000 machines [in South Carolina]. Each costs $7,500. They have a 
life of from three to five years. Assuming a five year life, they carry a value of 
$1,500 per year each, or collectively $46,500,000. The machines are for all in-
tents and purposes manufactured out of state. We can assume that $46,500,000 
leaves the state each year because of the machines. (Thompson and Quinn 
2000, p. 10) 

This is only one component of the cash outflow from South Carolina due 
to gaming machines. When they total all of the estimated outflows, they 
conclude  

The money leaving the state – from direct transactions – equals $133.3 million 
compared to $122 million coming into the state. In direct transactions, the 
state’s economy loses. For the state as a whole, we can see that each dollar 
($1.00) brought into the state as a result of the machines leads to a direct loss of 
one dollar and nine cents ($1.09). (Thompson and Quinn 2000, pp. 11–12)

This argument should raise red flags with readers. Consider when peo-
ple in South Carolina purchase a car. Few cars are manufactured in the 
state. Most are produced in Detroit and Japan, let us say. Each car pur-
chased then results in an outflow of money from the state. According to 
Thompson and Quinn’s theory, then, each car purchase has a negative im-
pact on the state’s economy. Even in the case where a BMW car factory 
locates in South Carolina, according to Thompson and Quinn, there would 
not be economic benefits unless BMW reinvested all the “money” earned 
by the factory back into the state. Aside from these problems, this view 
also ignores capital inflows and the effects of the factory on the labor mar-
ket, not to mention the utility from driving new cars. 

The Thompson and Quinn argument seems quite similar to an argument 
made by anti-gambling advocate Robert Goodman. In his book The Last 
Entrepreneurs (1979) Goodman explains what he believes to be the ideal 
economic structure.18 He argues that economies should strive to be self-
sufficient. He explains the plight of a region that specializes too much: 

Since [a] booming manufacturing region has few incentives to develop its agri-
cultural or energy technology, it falls progressively farther behind the agricul-

                                                     
18 Interestingly, Goodman is a professor of architecture, writing on economics. 

The issue of researchers writing outside their areas of expertise is addressed in 
Chap. 8. 
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tural or energy-specialized regions in its ability to do so. It is trapped in its own 
production specialization in order to generate the dollars it needs to buy the 
food and other resources for its survival. (Goodman 1979, p. 183) 

The Goodman argument, taken to the extreme case of an individual, 
suggests that self-sufficiency is the ideal situation. This conclusion is in di-
rect conflict with modern economics. Self sufficiency implies poverty. We 
are much wealthier by specializing and trading, compared to the alternative 
of producing our own food, sewing our own clothing, building our own 
homes, developing our own pharmaceuticals, and so on. This was one of 
the fundamental insights of early economists like Adam Smith and David 
Ricardo. 
 If we are supposed to be concerned with the cash outflow that results 
from transactions with outsiders, should we be concerned with cash out-
flows from a particular individual? If cash leaving a state is harmful to that 
economy, is cash leaving a particular household harmful to it? This would 
appear to be a logical argument based on the Thompson and Quinn model. 
Obviously it leads to problems, since any purchase of goods or services in-
creases the welfare of the individuals who undertake the transaction. In-
deed, the money inflow model proponents (mercantilists?) appear to have 
it exactly backwards. Any voluntary cash transaction must lead to an in-
crease in welfare for the involved parties. This would imply that cash out-
flows lead to increased welfare. Many of the monetary flow models that 
purport to measure the economic effects of gambling fail to recognize this 
basic point. Any conclusions based on these models should be viewed with 
extreme skepticism. 

3.6  Conclusion 

This chapter has examined some of the most common arguments given in 
opposition of casino development. Basically, the argument is that the ca-
sino industry simply cannibalizes other industries leaving no net positive 
economic effect of casino gambling. The different versions of the argu-
ment have unique twists. Overall, these perspectives represent a very nar-
row view of casino gambling. The proponents of these types of arguments 
tend to be staunchly opposed to casino gambling. The previous chapter ex-
amined some of the potential sources of economic growth from casino 
gambling. Yet, authors who cite the arguments discussed in the present 
chapter rarely acknowledge any legitimate economic growth effect from 
casino gambling.  
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 The arguments presented here have been conceptual in nature. There 
have been very few studies that have empirically examined the actual 
growth effects from casino gambling. Chapter 4 is an empirical analysis of 
the economic growth effects of casino gambling in the U.S. It is the only 
study of its kind to have been published in the peer reviewed economics 
literature.



4  Evidence on the growth effects of gambling

4.1  Introduction 

It should be clear that there is uncertainty and disagreement in the litera-
ture regarding the economic effects of legalized gambling. While some ar-
gue gambling cannibalizes other industries, gambling advocates disagree. 
Some papers analyze particular states during specific years (mostly the 
early 1990s) but few studies have attempted a comprehensive analysis of 
the economic effects of gambling in the U.S. or in other countries.  

The purpose of this chapter is to develop an empirical model of the eco-
nomic growth effects of gambling. The results will provide information 
that can be useful to researchers, politicians, and concerned citizens. Sec-
tion 4.2 fleshes out the empirical question and provides background for its 
application to two of the major types of gambling, casinos and greyhound 
racing. Section 4.3 presents a non-technical chapter summary for readers 
who may not be familiar with Granger causality or methods of time series 
analysis. The description in this section should enable readers to skim or 
skip the mathematical notation in the remainder of the chapter without 
loss. For readers who would like a technical description of the methodol-
ogy, Sect. 4.4 provides it. Specifically, Granger causality techniques are 
used to test whether casino gambling causes growth or vice-versa. The 
same methodology is used in an analogous set of tests for gambling at 
greyhound racetracks and on lotteries. The empirical results for all indus-
tries are presented in Sect. 4.5. 

4.2  The empirical question 

Many researchers, politicians, and advocacy groups argue that the expan-
sion of legalized gambling cannibalizes other industries. Basically, the ar-
gument is that spending on newly legalized gambling completely crowds 
out spending on alternative locally produced goods, leading to no increase 
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in total spending. From a growth perspective, legalized gambling would be 
at best a zero sum game. On the other hand, there are numerous factors, 
aside from exports, which contribute to economic growth. This debate over 
legalized gambling and economic growth hinges crucially on the implica-
tions of two testable hypotheses: (1) “Does the introduction of legalized 
gambling lead to economic growth?”, and given an affirmative answer, (2) 
“Is it necessary to export gambling to obtain growth?” 

The purpose of this chapter is to provide answers to these questions 
through empirical testing of the relationship between state economic 
growth and two industries in the U.S.: casino gambling and greyhound rac-
ing. Lotteries are treated separately because it is typically offered state-
wide at many locations, and is therefore significantly different from the 
other two industries. Answers to these questions will also address the more 
general question of whether introducing a new good into an economy tends 
to cause economic growth. This analysis could be repeated in other areas 
or countries. 

The factory-restaurant dichotomy is related to the first question. If the 
dichotomy is valid, if casinos can be factories in a few states but only res-
taurants in most others, then we should expect no consistent results. The 
issues of “import substitution” and “defensive legalization” are closely re-
lated to the factory-restaurant dichotomy. It is legitimate to expect state 
governments to consider the legalization of gambling simply to try to keep 
consumer dollars in the state. Eadington explains, “if the presence of casi-
nos in the region allows regional residents to gamble at local casinos rather 
than becoming tourists to casinos in other regions, the economic impact 
from spending so generated is the same as it would be for tourists”1 (Ead-
ington 1995a, p. 52). 

The casino and greyhound racing industries have different market 
thresholds and ranges.2 This allows us to address the second question, re-
garding the export base theory of growth. The casino industry likely has a 
much larger threshold and range than does the greyhound racing industry. 
Consider that casinos keep a much lower percentage of consumers’ bets, 
about 2% to 5% on average. Racetracks, on the other hand, keep about 

                                                     
1 This view is supported by growth theorists Hoover and Giarratani (1984, p. 

319): “If a region can develop local production to meet a demand previously satis-
fied by imports, this ‘import substitution’ will have precisely the same impact on 
the regional economy as an equivalent increase in exports. In either case, there is 
an increase in sales by producers within a region.” 

2 Threshold is the minimum number of consumers required to support the in-
dustries. Range refers to the area over which the industry draws customers. For 
more information, see Berry and Horton (1970). 
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18% to 20% of each dollar bet. The fact that casinos keep much less of 
each dollar bet indicates that it has a much higher threshold compared to 
greyhound racing. Coupled with the fact that casino net revenues are many 
times larger than racetrack revenues, this suggests that casinos draw from a 
much larger range. For a given export range, even if casinos draw substan-
tially more local customers than greyhound tracks, the casinos draw higher 
revenue, and most likely export in greater magnitude. Advertising and 
“clustering” patterns support this conclusion. There are many nation-wide 
advertisements by Las Vegas, Atlantic City, and Mississippi casinos. Casi-
nos hope to attract tourists from afar. Such national advertisements for 
greyhound racing are extremely rare, although it is often advertised lo-
cally. In addition, casinos often cluster together. Such agglomeration 
economies are not to be expected unless the producers are selling in na-
tional markets. This provides anecdotal evidence that the industries them-
selves view the range of casino gambling as much greater (national) than 
that for greyhound racing (regional at most). 

This is not to suggest that casinos export but greyhound racing does not. 
Even the smallest crossroads gasoline station exports when an out-of-state 
(or out-of-country) automobile stops for gas. Rather, the suggestion is that 
a consistent finding that both activities “cause” growth indicates that ex-
ports may not be a fundamental factor in generating that growth due to the 
starkly different thresholds and ranges of the two goods. Specifically, a 
comparison of the empirical results for the two industries will help to an-
swer the second question posed. If the casino industry causes growth but 
the greyhound industry does not, we may conclude that exports have a sig-
nificant impact on economic growth since the industry with the smaller 
range does not show evidence of driving economic growth. On the other 
hand, if both industries have a similar positive impact on growth, then we 
may conclude that exports may not be crucial since even with little or no 
export base, greyhound racing is found to be an engine for growth. The 
third possible finding is that greyhound racing causes growth but casinos 
do not, a result that would be difficult to explain. Of course there is a 
fourth possibility, that neither industry has a significant impact on growth. 
This would be the finding if proponents of the cannibalization theory are 
correct, that gambling industries merely replace other industries. 

4.3  Non-technical explanation of Granger causality 

The analysis in this chapter takes data from various U.S. states with legal-
ized casinos, greyhound racing, and lotteries. Data on gambling include 
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casino revenue, greyhound racing handle, and lottery sales.3 Per capita in-
come in each state is collected for the years during which the states have a 
particular type of gambling. 
 In order to analyze the effect of the legalized gambling on state level per 
capita income, several adjustments must be made to the data. The goal of 
“Granger causality” analysis is to determine the relationship between the 
series of data. There are three sets of data analyzed: (i) casino revenue and 
per capita income (ten states, 1991–96, quarterly data); (ii) greyhound rac-
ing handle and per capita income (18 states, 1975–95, annual data); and 
(iii) lottery sales and per capita income (33 states, including D.C., 1975–
95, annual data). Note that some of the states are dropped when they are 
determined to not have enough observations to yield information. Al-
though the data analyzed run only through 1995 or 1996 and the models 
cover relatively short time periods, this work can provide a foundation for 
subsequent researchers to further investigate these relationships in the U.S. 
or elsewhere.  

In order to isolate the relationship between the two series of data in each 
of the three cases, several adjustments to the data are necessary. First, the 
effect of variation due to state-specific factors must be removed, so that 
odd differences among the states do not cause the appearance of a system-
atic relationship between variables. These are the state dummies discussed 
in the subsequent sections. The effect of time must also be removed. Oth-
erwise, for example, we might expect both casino revenues and per capita 
income within a state to be rising as time passes in a time trend. Without 
adjusting for this tendency, the increase in both revenue and income might 
appear to be a causal relationship between the two, when in fact it is due 
solely to other factors affecting both variables through time. 

Once adjustments to remove time and state-specific effects have been 
made, we are left with “pure” data on the processes that explain per capita 
income and gambling volume. Next we test for a causal relationship. A 
common econometric test is called Granger causality. While there is no 
statistical mechanism that can prove a causal relationship, Granger causal-
ity is perhaps close. Granger causality looks at time series data through 
numerous time periods and isolates the relationship between variations in 
the series of data. So if the time trend and state-specific effects have been 

                                                     
3 Handle refers to the total of the bets placed, not the amount won or the 

amount kept by the racetrack. Similarly, lottery ticket sales are measured, rather 
than sales net of jackpots paid. Casino revenue refers to the amount the casino 
keeps after all winning bets have been paid. These are the standard measures of 
volume in the respective industries. For a more detailed explanation, see Walker 
and Jackson (2007a). 
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removed from the data series, and the two still seem to move together, 
there may be a causal relationship between the two. One way of saying this 
is that changes in one of the series (x) precede changes in the other (y) in 
some systematic way. Then x “causes” y.

The Granger causality test has four potential outcomes. For the example 
just given above, either  

(i) x causes y
(ii) y causes x
(iii) both i and ii  
(iv) none of the above  

Whatever the results of the Granger test, it does not give any information 
on why there is a relationship.  

The statistically significant results of the analyses are that casino gam-
bling Granger causes per capita income, greyhound racing Granger causes 
per capita income, per capita income Granger causes lottery sales, and lot-
tery sales Granger cause per capita income when the lottery state is iso-
lated, surrounded by mostly non-lottery states. In the cases of casinos and 
greyhound racing, it appears that “exports” are not necessary for economic 
growth to occur.  

The analysis suggests that legalized gambling can help stimulate eco-
nomic growth. In the case of lotteries, the analysis suggests that lotteries 
are “normal” goods – increases in income lead to increased purchases. But 
in the case of isolated lottery states, it would appear that cross-border pur-
chases by citizens from other states have a stimulative effect on the state 
economy.  

4.4  Granger causality with panel data  

While there is no precise way to establish the direction of causal behavior, 
statistical causality has been defined and several tests developed for its 
presence. The definition and test of choice in the recent economics litera-
ture seem to be those suggested by Granger (1969).4

Granger causality has proved a useful means of evaluating the potential 
sources of aggregate economic growth in recent empirical work. Balassa 
(1978), Jung and Marshall (1985) and Xu (1998) consider the relationship 
between exports and growth; Joerding (1986) and Kusi (1994) analyze the 

                                                     
4 Granger was awarded the Nobel Prize in Economics in 2003.  
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relationship between military spending and economic growth; Conte and 
Darrat (1988) look at the size of the government sector and economic 
growth; and Ramirez (1994) has shown that real government investment 
Granger causes real private investment in Mexico. This wide applicability 
makes Granger causality a natural technique to employ in causal inquiry. 

Granger’s methods, however, are not directly applicable to the problems 
at hand. These techniques were originally intended to apply to a set of lin-
ear covariance-stationary time series processes. This suggests that we 
should test for Granger causality on gambling revenue and per capita in-
come on a state-by-state basis. Unfortunately (for this study, at least), only 
two of the ten states with legal non-reservation casino gambling had casi-
nos prior to 1990, and fully two-thirds of the states having legal greyhound 
racing adopted post-1985. Establishing the requisite stationarity on a state-
by-state basis and appealing to the asymptotic properties of a number of 
the associated estimators and tests cannot be justified due to the brevity of 
the time series. For this reason the data are pooled for each activity, creat-
ing a panel consisting of a time series of observations for each of a cross 
section of states. 

The statistical analysis of panel data using time series methods is still in 
its infancy. Holtz-Eakin, Newey, and Rosen (1988) relates directly to the 
estimation and testing of vector auto-regressive models such as those 
needed to apply Granger’s procedure to panel data. There have been sev-
eral studies that look at the related problem of unit roots in panel data. 
Works by Breitung and Meyer (1994), Frances and Hobjin (1997), Mac-
Donald (1996), Strazicich (1995), and Wu (1996) fall into this category.  

4.4.1  Synopsis of Granger’s procedure 

The application of Granger causality to panel data is not straightforward. A 
brief review of the general methodology of Granger causality is followed 
by a detailed discussion of the modifications imposed in order to apply it 
to panel data.  

According to Granger, a variable {Xt} causes another variable {Yt} if, 
with information on all factors affecting both {Xt} and {Yt}, the current 
value of Yt can be predicted more accurately using past values of X
(i.e., X t–j, j=1,…,J) than by not using them. More precisely, define {At} as 
the set containing all possible information affecting {Yt} except informa-
tion on {Xt}. Also define the mean square (prediction) error of Yt given At

as Yt|At). “Granger causality” states that X causes Y if  
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Since adding a statistically significant set of variables reduces the error 
variance in least squares regression, traditional t- and F- tests are available 
to test for Granger causality. 
 The testing procedure is straightforward. Assuming {Xt} and {Yt} are a 
pair of linear covariance stationary processes, they can be written as 
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where the j, j, j, and j are unknown parameters to be estimated, and 1,t

and 2,t are white noise. Applying least squares regression techniques to es-
timate these two models yields four types of Granger causality tests: (i) X
causes Y if we can reject H0: 1= 2=…= k=0; (ii) Y causes X if H0:

1= 2=…= m=0 can be rejected; (iii) if both null hypotheses can be re-
jected, feedback (simultaneous determination of X and Y) is indicated; and 
(iv) if neither null hypothesis is rejected, X and Y are independent. 
 Typical caveats for the procedure relate to the structure of the hypothe-
sis tests (one actually rejects Granger non-causality rather than accepting 
Granger causality) and to whether variables other than lagged values of 
{Yt} should be included in {At}.5 The most important caveat, however, re-
lates to stationarity of the two series. Without stationarity, common trends 
could result in spurious regressions having perverse causality implications, 
such as business cycles causing sunspots.6 Wold’s theorem tells us that a 
stationary time series process can always be written as the sum of a self-
deterministic component and a moving average component of possibly in-
finite order (Granger 1980, p. 60). If {Yt} is stationary, it is possible for 
{At} to include only its past values thereby eliminating the ambiguity in 
specifying {At} noted above. 

                                                     
5 It is perfectly legitimate to include variables other than lagged values of Xt

and Yt in the two regressions. For example, see Conte and Darrat (1988). But in-
cluding such variables “muddies the causality waters” since X could cause Y
through affecting some other included variables, rather than directly.

6 See Sheehan and Grieves (1982) and Noble and Fields (1983). 
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4.4.2  Modifying the procedure for panel data 

As suggested earlier, the extension of these procedures to pooled time se-
ries cross section data is not straightforward but our data paucity problem 
necessitates this type of model. Walker and Jackson (1998) first developed 
this methodology, which has subsequently been used elsewhere (e.g., 
Granderson and Linvill 2002). A three-stage procedure is used: (i) filtering 
trend and state specific effects from the data, and (ii) selecting the appro-
priate time series process that generates each variable. After making these 
adjustments we conduct the Granger causality tests. 

Stage one  

Perhaps the best way to visualize the problems involved and to understand 
the attempted solutions is to consider the way that we array the data on 
each variable. Consider a general gambling revenue variable REVit. Later 
we examine the specific variables, e.g., casino revenue, CR. We have i
states (i=1,…,I ) with legalized gambling and t time periods (t=1,…,T ) on 
a particular state. In all of the subsequent analyses, we “stack” these data 
by state, and within each state we organize the data in ascending order of 
time. Thus, it is routine to find the last observation on revenue for state i,
REViT, followed by the first observation for state (i+1), REVi+1,1. The fol-
lowing discussion of filtering the data should make it clear that the order in 
which the states are stacked is not a matter of concern, but the obvious dis-
continuities involved in proceeding from the last period’s observations in 
one state to the first period’s observation in the next, requires some ad-
justment in the ordinary time series methodology. 
 The most obvious adjustment is filtering out state-specific and trend ef-
fects from the vector of observations on REVit. We pursue this requirement 
by regressing REVit on: (1) a constant term; (2) a set of (I-1) state dummy 
variables (to account for state specific effects); (3) a time trend (t=1 is the 
beginning observation for each state) to account for a common trend in the 
data; and (4) interaction variables computed by multiplying each state 
dummy by the trend variable (to allow for different trends for each state). 
If the data are quarterly, seasonal adjustment (via a set of quarterly dum-
mies) is also appropriate. Finally, a dummy variable equal to unity for the 
first observation of a new state is included to promote continuity of the 
pooled variable. The residual from this regression REVrit should be free of 
state specific, trend, and other idiosyncratic anomalies. We refer to this re-
sidual as the filtered series.  
 At this stage, it is appropriate to test the filtered series for stationarity. 
Recall the primacy of stationarity as a condition for the legitimate applica-
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tion of Granger’s causality tests.7 A number of procedures is available to 
test for the presence of stationarity or lack thereof, as denoted by the pres-
ence of a unit root in the series: Dickey-Fuller, augmented Dickey-Fuller, 
and Phillips-Perron are three popular unit root tests. Since the filtered 
revenue series is a detrended, zero-mean series, the choice among these al-
ternative tests is not likely to be crucial. Nevertheless, the Phillips-Perron 
test is chosen since it is robust with respect to the number of lagged differ-
enced variables included in the test equation. If the unit root tests allow us 
to reject non-stationarity, we proceed to the next step in the analysis; oth-
erwise we continue to respecify the filtering equation until we are able to 
reject non-stationarity. 
 The modifications so far serve three purposes. First, filtering out un-
specified state-specific effects and state-specific trend effects should 
eliminate any concern about the order in which the state data are stacked, 
particularly since the filtered measure is stationary. Second, filtering out 
trend effects should eliminate any concern that the results are attributable 
to a common trend between the revenue and income variables. Third, sta-
tionarity of the filtered series guarantees that any innovation in the series, 
whether state specific or attributable to another time-independent factor, is 
of temporary duration. Thus, ruling out (or reducing the likelihood of) 
permanent shocks, common trend, and common factor problems, gives us 
reason to believe that any causality found between gambling revenue and 
per capita income is not caused by exogenous forces. 

Stage two 

With filtered revenue and income series, the next step is to determine as 
precisely as possible what autoregressive process generates each series.8

This stage amounts to an application of Box-Jenkins procedures to each 
filtered variable. The intent is to continue to add lags in the variables to the 
specification of the generating process until we obtain a white noise resid-
ual. We employ correlograms and partial correlograms to aid in specifying 
the generating process, along with Box-Pierce Q-statistics to detect white 
noise residuals. Here parsimony is our guide, choosing the shortest possi-
                                                     

7 This may be an overstatement. Holtz-Eakin et al. (1988, p. 1373) suggest that 
a large number of cross-sections make it possible for lag coefficients to vary over 
time. Of course, there is always the question of how large is “large.” It is unlikely 
that the eight to 14 cross sections here are “large” numbers. 

8 Technically, all Wold’s theorem guarantees is that a stationary series can be 
specified by an ARMA process. While a moving average error process cannot be 
ruled out a priori, it turns out for our problem that adding enough lagged terms 
will yield a white noise residual in all cases. 
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ble set of lags such that no significant (10% level) autocorrelations exist 
among the residuals as judged by Q-statistics for the first 36 lags. 
 While this step is not traditional, it is done with a purpose. If we can 
identify the process generating a filtered series so that residuals of the es-
timated process are white noise, we can be reasonably certain that we have 
extracted all possible information on the current value of the variable from 
its past values. There is no temporally systematic effect left to explain. 
Then, if lagged values of another a new variable are added to the model 
and if it provides a statistically significant improvement in explaining fil-
tered income, it is legitimate to claim that revenue “causes” income. This 
stage introduces a problem concerning lagging the data that comes to frui-
tion in the third stage of the analysis.  

Stage three 

The second stage of the analysis provided all of the information needed to 
accurately specify the regression equations. The final stage of the analysis 
is to estimate the vector autoregressions implied by Granger causality test-
ing and to perform the requisite hypothesis tests. Assuming that the second 
stage indicated that filtered per capita income (PCIrit) was generated by an 
AR(k) process and filtered gambling revenue (REVrit) was generated by an 
AR(m) process, the sequels to Eqs. (4.2) and (4.3) are: 
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The corresponding hypothesis tests are H0: 1= 2=…= m=0 to test whe-
ther REVr Granger causes PCIr, and H0: 1= 2=…= k=0 to test whether 
PCIr Granger causes REVr. The models are estimated by ordinary least 
squares regression9 and the tests are standard F-tests of the joint hypothe-
ses. 
 We conclude the discussion of the modifications of traditional Granger 
causality analysis deriving from the use of panel data with consideration of 
a point mentioned earlier. Lagging variables uses up considerably more 
degrees of freedom than one might first expect because of the stacked 
                                                     

9 Since the explanatory variables are the same for both models, there is no dif-
ference between OLS and seemingly unrelated regression estimates whether or not 

1,t is correlated with 2,t.
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panel data. If we lag the data, say, three periods to estimate the appropriate 
autoregressive process in stage two, we lose 3I (not 3) degrees of freedom 
when employing panel data on I states since each state’s data must be 
lagged three periods. The reason for these extra lags is not statistical. Re-
call that we establish at stage one that the process is stationary. Rather, the 
extra lags are economically motivated: it makes no economic sense to al-
lege that the early period observations (say t=1, 2, 3) in state i+1 are ex-
plained by the later period observations (say T-2, T-1, T) in state i. But that 
is precisely what we assume does happen if we do not drop the first three 
observations for state i+1 and similarly for all other states. The gain in de-
grees of freedom from pooling time series and cross-sectional data may not 
be nearly as much as one might expect at first blush. 
 This problem is even more exaggerated at stage three of the analysis. If 
REVr is found to be AR(m) and PCIr is found to be AR(k) from stage two 
where k>m, then we must drop the first k observations from each state af-
ter lagging to avoid an economically meaningless set of parameter esti-
mates for Eqs. (4.4) and (4.5). This means that, inter-alia, for a state to 
remain in the model after the filtering stage, it must have at least k+1 ob-
servations.10 This, in turn, implies an iterative procedure between the three 
stages of analysis until a useable sample of data can be determined. 
 Clearly, the application of Granger causality techniques to panel data is 
not altogether straightforward. Nonetheless, a careful analysis along the 
lines outlined above can provide reliable and useful information concern-
ing causal relationships between state gaming revenues and economic 
growth. We now turn to our empirical analysis of these questions.  

4.5  Empirical results 

Certainly consumer welfare is enhanced by the availability of new goods 
and services. But do these new opportunities have a measurable effect on 
economic growth? Legalized gambling provides a unique opportunity to 
test this. If industries with different ranges are tested and compared, we 
can evaluate the importance of exports on economic growth. Using the 
methodology developed in the previous section, the empirical results are 
presented for casino gambling, greyhound racing, and lotteries.  

                                                     
10 A state would be dropped from the model in the filtering stage if n<v, where 

v is the number of explanatory variables, excluding other states’ dummy and inter-
action variables. 
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4.5.1  Casino gambling 

Quarterly real casino revenue and real per capita income data are collected 
on ten states, listed with beginning year and quarter11: Colorado (1991.4), 
Illinois (1992.3), Indiana (1995.4), Iowa (1992.4), Louisiana (1993.4), 
Mississippi (1992.3), Missouri (1994.3), Nevada (1985.1), New Jersey 
(1978.2), and South Dakota (1991.3). Data on all states run through the 
fourth quarter of 1996 (i.e., 1996.4). A total of 248 observations are avail-
able. Because casino gambling is a relatively new industry in most states, 
there are not enough observations to analyze each state individually. A 
first pass through the testing procedure indicates that estimating the 
Granger causality equations would require a ten quarter lag; i.e., dropping 
ten observations per state. Since Indiana had only five observations and 
Missouri 11, both states are dropped from the model. There are 232 obser-
vations on the other eight states’ casino revenue (CR) and per capita in-
come (PCI).
 The first step in our application is to filter the series, as illustrated: 

PCIt = constant + trend + first-year dummy + pre-1990  
+ quarterly dummies + state dummies  
+ state-trend interaction terms + error 

(4.6) 

CRt = constant + trend + first-year dummy + quarterly 
dummies + state dummies + error 

(4.7) 

A state dummy for all but one of the states should remove any effects 
from stacking the data and from fixed effect state-specific differences in 
measurement. A time trend and quarterly dummy variables are included to 
remove any time-dependent trends or seasonal components that might be 
included in the processes. Seven state-trend interaction terms are used to 
remove any state-specific trends in the data. South Dakota is the state lack-
ing the dummy and interaction variables, the base state. Because stacking 
the data for the states results in a “spike” at the first observation of a new 
state, we add a “first year dummy” variable (the first observation for each 
state is 1, 0 for all other observations). Since per capita income data come 
from two different sources, we add a dummy variable “pre-1990” for ob-
servations in the PCIt equation prior to 1990 in order to distinguish the 

                                                     
11 Quarterly per capita income data are calculated using personal income data 

(Department of Commerce) and linearly interpolated annual census population es-
timates.   
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sources and to account for any recording differences from those sources. 
This dummy affects only Nevada and New Jersey in the per capita income 
filtering equation. Finally, there are stochastic disturbances in the “error.” 

The testing process begins with the filtering regressions. Then, testing 
the filtered variables, PCIr and CRr, for unit roots, the Phillips-Perron 
(PP) test indicates the hypothesis of a unit root can be rejected. Both series 
are stationary at the 1% level (PPCRr = -8.324; PPPCIr = -4.594; critical 
value = -2.575). The next step is to determine the time series process that 
generates each of the filtered variables. Box-Jenkins methods indicate that 
PCIr can legitimately be viewed as being generated by an AR(7) process 
and CRr by an AR(9). Note that for the remainder of the procedure, we 
must drop the higher lag-number of observations (i.e., 9) from each state. 
This leaves us with 160 total observations, compared to 232 in the original 
model specification.  

Finally, we alternately regress the stationary filtered series, PCIr and 
CRr, on their own respective lagged values and on past values of the other 
variable, and then test whether the coefficients on the other lags are jointly 
significantly different from zero. Defining C as the constant term, we esti-
mate 
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and for filtered casino revenue, 
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In the case of Eq. (4.8), we test H0: 1= 2=…= 9=0. If the null hy-
pothesis is rejected, then casino revenue Granger causes economic growth. 
Failure to reject the null means there is no evidence of a causal relationship 
in this direction. For Eq. (4.9), we test H0: 1= 2=…= 7=0. Analogous to 
the case above, rejection of the null implies economic growth Granger 
causes casino gambling. Failure to reject would imply increased per capita 
income does not cause increases in casino revenues. Since we can reject 
the former null hypothesis but not the latter, the results in Table 4.1 indi-
cate that casino revenue Granger causes economic growth (significant at 
the 1% level) and not conversely. 
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Table 4.1. Casino model Granger causality results 

Hypothesis F-statistic 
(F*)

Probability
(F>F*) 

1= 2=…= 9=0 
(CRr does not cause PCIr) 

2.577 0.009 

1= 2=…= 7=0
(PCIr does not cause CRr) 

0.404 0.898 

Several points concerning these results are worthy of note. As many 
politicians and the casino industry suggest, the product does have a posi-
tive effect on growth. We have taken precautions to ensure that Nevada 
does not dominate the empirical results. Recall that data on Nevada are in-
cluded only back until 1985, while New Jersey goes back to its beginning, 
1978, and all other states to theirs, the early 1990s. When the model is split 
and component models are tested, the results are consistent with those pre-
sented in Table 4.1.12

Second, with regard to the factory-restaurant dichotomy, the entire in-
dustry appears to be a factory – not just Nevada, as Grinols (1994b) has 
suggested. If a few states were the only factories, we would not expect 
such significant results in the overall model, since other alleged restaurant 
states comprise about half of the observations in the model. If there did not 
exist a causal relationship in these states, one would expect this to add suf-
ficient variation to the model to prevent rejection of non-causality hy-
pothesis. 
 The results in this section should not be expected merely because gam-
bling revenues are theoretically a component of per capita income. If that 
reasoning were valid, we should have found Granger causality in the other 
direction as well. Simply because two variables may be expected to move 
in the same direction over time does not imply that one detrended variable 
is causing the other.  

Overall, these results suggest that there is a positive causal relationship 
from the introduction of legalized casino gambling (a new good) to eco-
nomic growth. Comparing this to the results of similar tests on greyhound 
racing will give us better information on the validity of the export base 
theory of economic growth.  

                                                     
12 For example, New Jersey and Mississippi were tested together, yielding re-

sults similar to those in Table 4.1. A complete discussion can be found in Walker 
(1998a). 
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4.5.2  Greyhound racing 

The legalization of greyhound racing was not as explosive as that of casino 
gambling. In some states racing has been legal since the 1930s while oth-
ers have legalized it as recently as the 1980s. Annual data are collected on 
per capita income and gross handle (HAN, dollar amount of bets placed at 
the tracks) for greyhound racing in 18 states.13 In most cases, the grey-
hound data were supplied by the individual racing commissions. For those 
states whose commissions were uncooperative, data were found in the An-
nual Statistical Summary of Pari-Mutuel Racing published by the Associa-
tion of Racing Commissioners International.  
 The procedure from casino gambling is repeated to analyze the grey-
hound racing industry. Variables included in the filtering equations were a 
constant, trend, the “new state” variable, and the state dummy and trend-
dummy interaction terms, all described earlier. Of course, no quarterly 
dummies are needed since the data are annual. Initially, there were 222 ob-
servations on the 18 states. Preliminary tests for proper lag length yielded a 
number which required four states dropping from the model for lack of 
sufficient observations: Kansas, Texas, Vermont, and Wisconsin. Each of 
these states had only five to seven observations. The end result is a pooled 
data set covering 14 states, consisting of 195 observations. The states in-
cluded are listed below, using data through 1995. The first year of data for 
each state is indicated: Alabama (Mobile and Birmingham counties only; 
1975), Arizona (1984), Arkansas (1975), Colorado (1985), Connecticut 
(1985), Florida (1985), Idaho (1985), Iowa (1985), Kansas (1989), Massa-
chusetts (1985), New Hampshire (1975), Oregon (1975), Rhode Island 
(1985), South Dakota (1982), Texas (1990), Vermont (1985–1992), West 
Virginia (1985), and Wisconsin (1990). As in the casino tests, the data 
used in this model are adjusted for inflation. 
 After filtering the variables, we test for unit roots. The Phillips-Perron
test statistic on HANr is -7.97, and on PCIr, the statistic is -6.35. With a 
critical value at the 1% level of -2.58, the hypothesis of a unit root can be 
rejected for both series. 
 A Box-Jenkins analysis of the filtered residuals indicates that PCIr was 
generated by an AR(4) process and HANr by an AR(3). The final step is to 
conduct the Granger causality test. This involves estimating the following 
models and conducting the requisite F-tests. 

                                                     
13 Annual data are used here primarily because quarterly are not available. This 

does not cause complications because greyhound racing has been legal much 
longer (generally) than casino gambling. 
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The F-test results are presented below in Table 4.2. The result that grey-
hound handle Granger causes per capita income is significant at standard 
levels. There is no evidence of bilateral causality. 

Table 4.2. Greyhound model Granger causality results 

Hypothesis F-statistic  
(F*) 

Probability
(F>F*) 

1= 2= 3
(HANr does not cause PCIr) 

3.657 0.014 

1= 2= 3= 4
(PCIr does not cause HANr) 

0.841 0.501 

As with the casino gambling model, we attempt to investigate whether a 
single state or small group of states is responsible for the results. This is 
done by splitting the sample into two component parts, one with states that 
have had greyhound racing for a relatively long period of time back 
through 1975, the other with states that have only more recently legalized 
the activity. Both sets of analyses exhibited results highly consistent with 
those of Table 4.2. For the long series states, the F-statistic for testing the 
null hypothesis that HANr does not cause PCIr is 4.77 and the F-statistic 
for testing the null that PCIr does not cause HANr is 0.70. For the short se-
ries, the respective F-values are 7.30 and 0.93.14

The results indicate that greyhound racing, like casinos, Granger causes 
per capita income at the state level. Because of the different thresholds and 
ranges of the industries, these results taken with the casino results suggest 
that exports are not necessary for economic growth. 

                                                     
14 The interested reader may see Walker (1998a) for the full analysis and re-

sults.  
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4.5.3  Lotteries 

Lotteries are different because they are administered by governments. In 
addition, their “locations” are much more numerous than casinos or race-
tracks, and they do not imply large inflows of capital or labor. Neverthe-
less, there are still similarities between lotteries and the other gambling in-
dustries, and analysis of them can provide some useful information.  

Lotteries have become popular fiscal policies because of the “voluntary” 
nature of the revenue collection. Well over 30 states have adopted lotteries, 
making it possible for them to reduce taxes and/or increase spending on 
popular programs. There have been numerous studies on the economic ef-
fects of lotteries, most of which focus on public finance issues.15 The aver-
age take-out rate (tax rate) on lottery ticket sales is about 50%. There is 
also a large cross-border purchase component to lottery markets (Garrett 
and Marsh 2002).  

For the lottery model, 490 observations are collected on real gross lot-
tery sales and real per capita income for the following states, from the year 
indicated through 1995: Arizona (1982), California (1986), Colorado 
(1983), Connecticut (1972), Delaware (1976), Washington, DC (1982), 
Florida (1988), Idaho (1990), Illinois (1975), Indiana (1990), Iowa (1986), 
Kansas (1988), Kentucky (1989), Maine (1975), Maryland (1974), Massa-
chusetts (1972), Michigan (1973), Minnesota (1990), Missouri (1986), 
Montana (1988), New Hampshire (1970), New Jersey (1971), New York 
(1970), Ohio (1975), Oregon (1985), Pennsylvania (1973), Rhode Island 
(1975), South Dakota (1988), Vermont (1979), Virginia (1989), Washing-
ton (1983), West Virginia (1986), and Wisconsin (1989).  

The modifications discussed in Sect. 4.4.2 are applied to the lottery 
model. We must filter the data using the following types of variables: (1) 
state dummies that remove state-specific effects; (2) a trend variable to 
eliminate any effects of common trends that may exist between the vari-
ables; (3) trend-dummy interaction terms to remove state-specific trends 
that may exist in the data; and (4) a variable to remove the effect of stack-
ing the data. The filtering equations for the two data series are analogous 
to those in the previous models. The dependent variable panels are state 
per capita income data (PCIt) and state lottery revenue (LRt). Some states 
must be dropped from the analysis because they do not have enough ob-

                                                     
15 Clotfelter and Cook (1991) and Borg, Mason, and Shapiro (1991) are the 

most comprehensive studies to date. Also see Alm, McKee, and Skidmore (1993), 
Borg and Mason (1993), Erekson, Platt, Whistler and Ziegert (1999), Gulley and 
Scott (1993), Kaplan (1992), Mikesell (1992), Ovedovitz (1992), Thalheimer 
(1992), and Thornton (1998). 
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servations to support the requisite number of lag periods. The states 
dropped from the model are California, Florida, Idaho, Indiana, Iowa, 
Kansas, Kentucky, Minnesota, Missouri, Montana, Oregon, South Dakota, 
Virginia, West Virginia, and Wisconsin.  
 The residuals (PCIr and LRr) from the filtering equations are used for 
the remainder of the analysis. The next step is to test for stationarity. Using 
the Phillips-Perron test, the test statistic on the residuals from the PCIt fil-
tering equation is -5.20; for the residuals from LRt, the statistic is -6.43. 
With a critical value of -2.57, the hypothesis that a unit root exists may be 
rejected in both cases (1% level). Given both series are stationary, the next 
step is to specify the process that generates each series. 
 The iterative process to determine the appropriate lag-length for the 
variables indicates that five lag periods are the minimum required for the 
residuals from PCIr to become white noise. For LRr, six lag periods are 
necessary. According to the correlogram data, there appears to be no sig-
nificant autocorrelation among the observation periods when these lag 
lengths are used.  

Finally, we may specify the Granger causality test. The required regres-
sions are: 
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The F-test on whether or not lottery revenue causes economic growth is 
performed on H0: 1= 2=…= 6=0. That is, the hypothesis is that the j
coefficients are not (jointly) significantly different from zero. If this hy-
pothesis may be rejected, there is Granger causality. The hypothesis used 
to test for causality from PCIr to LRr is H0: 1= 2=…= 5=0.
 The results from these regressions are summarized in Table 4.3. There is 
significant evidence (1% level) that increases in per capita income cause 
increases in lottery ticket purchases. This supports the proposition that, 
generally, lottery tickets are normal goods. It is also consistent with the 
findings by Caudill, Ford, Mixon, and Peng (1995) that higher income 
states are more likely to introduce lotteries in the first place. There is no 
evidence to suggest that lottery ticket revenue spurs economic growth (i.e., 
the F for testing 1= 2=…= 6=0 is statistically insignificant at any rea-
sonable level).  
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Table 4.3. Lottery model Granger causality results 

Hypothesis F-statistic  
(F*) 

Probability 
(F>F*) 

1= 2=…= 6=0 
(LRr does not cause PCIr)

0.474 0.828 

1= 2=…= 5=0
(PCIr does not cause LRr)

4.87 0.0003 

Isolated state lottery model 

Mikesell (1992) found that in lottery states, counties bordering the state 
line of non-lottery states have higher per capita lottery ticket sales than in-
ternal counties. The magnitude of the effect of cross-border lottery ticket 
purchases could be an important consideration for state governments de-
ciding whether to implement or retain lotteries. Will introducing a lottery 
in order to keep money in the state (i.e., “defensive lotteries”) have any ef-
fect on economic growth? In order to get information on the importance of 
exporting lottery tickets (for economic growth) the proportion of bordering 
lottery states to total bordering states is used to separate the “isolated” 
states from the original model.   
 Each lottery state in the original model is listed in Table 4.4 along with 
its surrounding states. Those states for which no more than half of the ad-
jacent states have lotteries are considered to be “isolated” and are tested  as  

Table 4.4. Lottery states and their bordering states 

State: Bordering states  
[AZ]: CA, NV*, UT*, NM* MI: IN, OH, WI 
CA: OR, NV*, AZ MO: KS, OK*, AR*, KY, IL, IA 
[CO]: UT*, WY*, NE, KS, OK*, NM* [MT]: ID, WY*, SD, ND* 
CT: RI, MA, NY NH: VT, ME, MA 
DE: MD, NJ, PA NJ: DE, PA, NY 
DC: VA, MD NY: VT, CT, NJ, PA, MA 
[FL]: GA, AL* OH: KY, MI, IN, WV, PA 
IL: IN, IA, MO, KY, WI OR: WA, ID, CA, NV* 
IA: MN, WI, IL, NE, MO PA: NY, NJ, WV, MD, DE 
KS: CO, NE, MO, OK* RI: CT, MA 
ME: NH SD: ND*, NE, IA, MN, MT, WY* 
MD: DC, VA, WV, PA, NJ VT: NY, NH, MA 
MA: NY, CT, NH, RI, VT WV: VA, KY, OH, PA, MD 

 Notes: * indicates no lottery. [ ] indicates isolated state. 
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a group, in an attempt to measure the effect of exports on economic 
growth.16 There are only four isolated states: Arizona, Colorado, Florida, 
and Montana.  

The isolated states have a total of 43 observations. The same variables 
as before are used in the filtering equations (of course, minus inappropriate 
dummy and interaction terms). On PCIr, the Phillips-Perron statistic is       
-3.27; for LRr, it is -5.74. Because the critical value at the 1% level is         
-2.62, the unit root tests show that the filtered data series are stationary. 
Analysis of the correlograms indicates that the appropriate lag length for 
the PCIr series is two periods. For LRr, it is three periods. The Granger 
causality test for the isolated model involves  

3
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 According to the results from this model (presented in Table 4.5) there 
is weak evidence of bilateral causality (10% level). Contrary to the results 
in the full model, there is some evidence of a causal relationship from lot-
tery sales to economic growth as long as the state is “isolated.” This find-
ing suggests that the export base theory of growth applies, at least weakly, 
to lotteries. 

Table 4.5. “Isolated” lottery state model Granger causality results 

Hypothesis F-statistic  
(F*)

Probability 
(F>F*) 

1= 2= 3=0
(LRr does not cause PCIr) 

2.51 0.099 

1= 2=0
(PCIr does not cause LRr) 

2.96 0.067 

                                                     
16 The level of 50% for isolated is chosen because it is the minimum that would 

allow a reasonable sample size.  
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4.6  Summary and conclusion 

Effusive rhetoric surrounds attempts by state governments to legalize vari-
ous gaming activities. Those in favor of legalization argue that, among 
other potential advantages, the new gambling activity will promote state 
economic growth. Opponents argue that the economic growth argument is 
without merit. Typically neither side offers any empirical evidence. 

4.6.1  Casino gambling and greyhound racing 

In the first part of the analysis, two questions were addressed related to the 
economic growth effects of legalizing gambling: (1) Does legalized gam-
bling contribute to state economic growth? If so, (2) Is it necessary for 
gambling to be exported for economic growth? These questions were ad-
dressed with Granger causality analysis of panel data on casino gambling, 
greyhound racing, and per capita income at a state level.  

We can conclude that casino gambling and greyhound racing Granger 
cause state per capita income. The hypotheses that casino and greyhound 
gambling do not Granger cause state per capita income are rejected. There 
is no evidence that causality also runs in the other direction. These results 
suggest that “yes” is the answer to question (1). Our results imply that add-
ing a new good to a state’s consumption menu does indeed spur state eco-
nomic growth. Certainly, we have no evidence to the contrary in this 
analysis.  

Regarding question (2) on the export base theory, recall that the two 
gambling activities have disparate thresholds and ranges. Based on our re-
sults, it does not appear that exports play the crucial role that they often are 
alleged to play in the state growth process. This latter inference is not in-
tended to suggest that exporting goods and services does not result in state 
economic growth. After all, casino gambling has both a threshold and 
range exceeding the size of the states where casinos are offered, and we 
found that it causes state economic growth. On the other hand we found 
the same results for greyhound racing with a much smaller threshold and 
range. We may conclude that exports of the newly legalized gambling ac-
tivity may be sufficient but not necessary for the gambling industry to re-
sult in state economic growth.  
 While we have addressed the question of whether growth results from 
legalized gambling, we have not attempted to explain the channels through 
which the legalization of a gambling activity translates into economic 
growth. Is it the construction of casinos and racetracks that expand a 
state’s capital stock? Perhaps there is a redistribution of income from con-
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sumers with high marginal propensities to consume (MPCs) (losers) to en-
trepreneurs with lower MPCs (winners), resulting in a continually expand-
ing capital stock. Is it the immigration attendant to the higher wages attrib-
utable to this expanded state infrastructure? Is it an increase in the velocity 
of spending resulting from consumers having an additional product to pur-
chase? Is it the result of a Keynesian-type government spending multiplier 
effect attributable to what the state does with its additional revenue? Ex-
actly how does legalized gambling spur economic growth? This question 
warrants more empirical attention now that there is evidence of a relation-
ship between the variables. 

4.6.2  Lotteries 

Lotteries are an extremely popular way for politicians to try to ease fiscal 
constraints. No previous analyses have considered the relationship among 
lotteries, isolation, and economic growth. While data constraints prevent 
testing an extraordinarily large sample, the results here indicate that in 
cases where lottery states are isolated, economic growth may be one of the 
effects of the lottery. A simple explanation of this is that the lottery acts as 
any other fiscal policy. The more revenue brought in from out-of-state, the 
greater the effect of the fiscal policy. This makes sense, since it is akin to 
taxing out-of-state residents. If you can tax them for in-state spending, the 
net positive effect in your state will be greater.  

It appears that the export base theory of growth applies to lotteries. De-
fensive lottery adoption, in an effort to keep spending at home, appears to 
be ineffective with regard to state economic growth. Ironically, only non-
isolated states are tempted by the defensive legalization argument, yet 
these are precisely the states for which there are no significant growth ef-
fects from lotteries. Admittedly, economic growth per se may not be the 
sole purpose of lotteries. Nonetheless, the information presented here 
should be taken into consideration by governments currently debating the 
merits of lotteries, who, as Caudill et al. (1995) found, are more likely to 
adopt lotteries if surrounding states already have.  

4.6.3 Conclusion  

This chapter provides some early empirical evidence that, indeed, legalized 
gambling does have a positive impact on state-level economic growth. 
These results are much more general than other investigations that tend to 
analyze the experience of just a single state or for a very short time period. 
Still there are many issues that demand further empirical analysis, espe-
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cially considering the fact that the empirical analysis here relies on data 
through only 1995 or 1996. The work in this chapter offers a foundation 
for subsequent empirical research.17

                                                     
17 Walker and Jackson (2007b) is an update of their earlier study (1998), which 

relies on annual casino data from 1991–2005. Their preliminary results suggest 
that the economic growth effects from casino gambling are short-lived.  



5  Relationships among U.S. gambling industries 

5.1  Introduction 

In recent years the fiscal pressure on many governments has increased sig-
nificantly. This pressure has resulted in efforts to cut spending, raise taxes, 
or otherwise balance government budgets. Some states, regions, and coun-
tries have turned to legalizing casinos as a way to raise “voluntary” tax 
revenue. For example, in the U.S. at least 22 states have recently been con-
sidering introducing or expanding gambling operations to supplement state 
coffers (USA Today 2003), including ten states that had casino-specific ini-
tiatives on the ballot in 2004 (Anderson 2005).1 Several countries are cur-
rently considering casino legalization, including Japan and Taiwan. Al-
though voters may be more amenable to legalizing or expanding gambling 
than to tax increases or spending cuts, the overall economic effects of 
gambling are unclear.  

This chapter focuses on tax revenue issues. Gambling industry profits 
are usually taxed at higher rates than other businesses, so even when gam-
bling causes reduced spending in other sectors overall tax revenue may in-
crease. However, tax revenue may not be the only concern, as there may 
be significant social or external costs from gambling, discussed in Chap. 6. 
 A key to understanding the effectiveness of legalized gambling as a fis-
cal policy tool is the relationship among gambling industries. Although 
Chap. 4 examined the relationship between gambling and economic 
growth, it ignored relationships among the gambling industries. Obviously, 
how the industries affect each other (as well as non-gambling industries) 

                                                     
1 Levine (2003) describes the gambling debate taking place in many states. In 

addition to introducing new industries, some state governments have been consid-
ering raising tax rates on existing gaming industries (Husband 2003). In an ex-
treme example, the governor of Illinois was reportedly considering a state take-
over of all casinos, “to operate them for the state’s profit” (Kelly 2003). Instead, in 
2003 the state imposed the country’s highest marginal tax rate on casino revenues, 
70%. In 2005 the rate was lowered to 50%. 



60      5  Relationships among U.S. gambling industries 

will affect their relationship to economic growth and tax revenue. Casino 
gambling is the primary focus here, but the effectiveness of casino gam-
bling as a tax revenue policy depends critically on how it relates to other 
gambling industries. If casinos and lotteries are complementary, for exam-
ple, a lottery state can benefit by introducing casinos. If horse racing and 
casinos cannibalize each other, a racing state may not want to introduce 
casinos. The relationships between the various gambling industries have 
not received much attention in the literature.  

In this chapter, seemingly unrelated regression (SUR) estimation is used 
to examine if and how the various gambling industries affect each other. 
The U.S. provides an ideal case for analysis because data are publicly 
available and because it has well established gambling industries in a vari-
ety of states. Four industries are analyzed, from 1985–2000: casinos, grey-
hound racing, horse racing, and lotteries. The model uses industry volume 
as the dependent variable, with volume from the other industries, adjacent 
state industries, and a variety of demographic characteristics as explana-
tory variables. The results show that certain industries “cannibalize” each 
other (casinos and lotteries; horse and dog racing) while other industries 
help each other (casinos and horse racing; dog racing and lotteries; horse 
racing and lotteries).  

This analysis is based on Walker and Jackson (2007a), which provides 
the first evidence on the general relationships between the different gam-
bling industries in the U.S.2 No other studies, to my knowledge, have ap-
peared for other countries. With information on the interindustry relation-
ships, policymakers and voters can be more comfortable with their 
decisions regarding whether to expand gambling in their jurisdictions as 
well as the resulting economic and tax effects. This paper provides a criti-
cal foundation for studying these issues. Of course, the results here may 
not apply to other jurisdictions.  

The chapter continues with a literature review in Sect. 5.2. The data 
used to test the relationships among gambling industries are described in 
Sect. 5.3. The model and results are described in Sect. 5.4; and Sect. 5.5 
includes a discussion of the results and potential extensions, especially re-
lated to tax policy. 

                                                     
2 Other published studies have focused more narrowly on estimating demand 

for individual gambling industries or have examined pairs of industries within sin-
gle states. 
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5.2  Literature review 

Gambling industries worldwide have undergone a fascinating transforma-
tion during the past two decades.3 Nowhere is this more evident than in the 
U.S. Most interesting and controversial has been the expansion of casino 
gambling to 11 states in the 1990s. Even now, little is known about the 
economic growth effects of expanding gambling industries. However, le-
galized gambling is receiving increased attention in the economics litera-
ture despite data limitations.4 Numerous studies have been published 
which focus on the demand for a particular type of gambling, the effect of 
one industry on another’s revenues or on the state’s tax revenue. In many 
cases, the papers have examined a single county or state, or a small group 
of states, and only during a short time frame.5

Several papers focus on the effects of gambling industries on state tax 
revenues. Anders, Siegel and Yacoub (1998) examine the effect of Indian 
casinos on transactions tax revenue of one Arizona county. They find that 
tax losses from the retail, restaurant, bar, hotel, and amusement sectors 
were significant when casinos were introduced. Siegel and Anders (1999) 
examine Missouri sales tax revenues as a result of introducing riverboat 
casinos. Overall they find that aggregate taxes are not affected, but taxes 
from certain amusement industries fall. Popp and Stehwien (2002) exam-
ine county tax revenue in New Mexico and find that casinos have a nega-
tive effect on tax revenues within the county. But the effect of neighboring 
county casinos is somewhat odd in that the first casino has a negative ef-
fect while the second one has a positive effect on county tax revenues.  

Other authors have focused more specifically on the inter-industry rela-
tionships. Davis, Filer, and Moak (1992) test the factors that determine 
whether or not and when a state will adopt a lottery. Among other things, 
the authors find that state lottery revenue is higher the smaller the state’s 
pari-mutuel industry and the smaller the percentage of bordering states that 
                                                     

3 For a detailed discussion, see Eadington (1999) or McGowan (2001). 
4 This problem is particularly evident in the case of Indian casinos which are 

prevalent in 28 states but are not required to publicly disclose data. 
5 Lotteries have received more research attention than the other gambling in-

dustries. However, much of the lottery research has focused on the factors affect-
ing the decision to adopt a lottery, including fiscal pressures. Relevant studies in-
clude Alm et al. (1993), Caudill et al. (1995), Mixon, Caudill, Ford, and Peng 
(1997), Erekson et al. (1999), Glickman and Painter (2004), and Giacopassi, 
Nichols, and Stitt (2006). Others have more general analyses of lotteries, most no-
tably Clotfelter and Cook (1991) and Borg et al. (1991). For the most part, these 
studies do not address the relationships between lotteries and other gambling in-
dustries. 
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have lotteries. Mobilia (1992) finds that a lottery dummy is negative and 
significant for pari-mutuel attendance but not for per attendee handle. 
Thalheimer and Ali (1995) find that lotteries reduce racetrack handle. 
However, the state that has both lotteries and racetracks benefits in terms 
of overall tax revenue. Ray (2001) finds that horse racing and casino 
dummies have significantly negative effects on total state greyhound han-
dle. Siegel and Anders (2001) find the number of slot machines in Arizona 
Indian casinos has a significantly negative effect on lottery sales but horse 
and dog racing have no effect on the lottery. Elliott and Navin (2002) ex-
amine the probability of lottery adoption and the determinants of lottery 
sales. They find that casinos and pari-mutuels harm the lottery and that ad-
jacent state lotteries have a small negative effect on lottery sales. The 
number of Indian casinos in a state and riverboat casinos in neighboring 
states do not significantly affect lottery sales. The note by Fink and Rork 
(2003) extends this work by taking into account that states self-select when 
legalizing casinos. Low-revenue lottery states are more likely to legalize 
casinos and this partly explains the negative relationship between casinos 
and lotteries. Kearney (2005) finds that spending on lottery tickets is fi-
nanced completely by a reduction in non-gambling expenditures, implying 
that other forms of gambling are not harmed by a lottery.  
 Table 5.1 provides a summary of many of the studies which give infor-
mation on the interindustry relationships. The table indicates the years ex-
amined, the scope of the study (e.g., one track or two states), whether the 
relationships were analyzed mainly with dummy variables, and key find-
ings of the studies. The literature provides some important information 
about the relationships among gambling industries. The most common 
findings are that an industry either harms another industry or does not af-
fect it. No study has found that different gambling industries help each 
other.  

There are three important caveats regarding this area of research. First, 
the studies examine various often short time periods and tend to be limited 
to individual or small groups of states. It is difficult, if not impossible, to 
generalize from these studies to other regions or times. Second, most pa-
pers only provide a one-way test of the relationship between industries. 
For example, papers testing the effects of lotteries on pari-mutuels typi-
cally do not analyze the effect of pari-mutuels on lotteries. As a result, the 
literature lacks information on how some of the industries affect others. 
Third, many of the studies account for the existence of other gambling in-
dustries only through dummy variables. This ignores the volume of gam-
bling in the industries.  
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Table 5.1. Review of literature on interindustry relationships 

Paper Years States/ 
counties 

Primarily  
uses
dummies? 

Findingsa

Anders, Siegel,  
and Yacoub (1998) 

1990–96 1 county (AZ) Yes Indian casinos harm 
other entertainment 

Elliot and Navin 
(2002) 

1989–95 All states No Casinos and pari-
mutuels harm lotteries 

Kearney (2005)  1982–98 All states No Lotteries do not harm 
other forms of gam-
bling 

Mobilia (1992) 1972–86 All racing 
states 

Yes Lotteries harm horse 
and dog racing 

Popp and  
Stehwien (2002) 

1990–97 33 counties 
(NM)

Yes Indian casinos harm 
other entertainment 

Ray (2001) 1991–98 All dog racing 
states 

Yes Horse racing and casi-
nos harm dog racing 

Siegel and Anders 
(1999) 

1994–96 1 state (MO) No Casinos harm other en-
tertainment 

Siegel and Anders 
(2001) 

1993–98 1 state (AZ) No Slots harm the lottery; 
horse and dog racing 
do not affect the lottery 

Thalheimer and  
Ali (1995) 

1960–87 3 tracks 
(OH,KY) 

No Lottery harms horse 
racing 

a “Other entertainment” refers to non-gambling industries, such as restaurants, ho-
tels, and bars.

 To rectify these research issues, the present model covers all states and 
the District of Columbia during the 1985–2000 period. We examine how 
each of four industries (casinos, lotteries, dog racing, horse racing) affects 
the others. Finally, when analyzing the inter-industry relationships, we rely 
on state-level industry volume, rather than using simple dummies to repre-
sent the industries’ presence. This combination of features makes this 
analysis unique in the gambling literature. 
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5.3  Data 

The main goal in this chapter is to determine the relationships among vari-
ous gambling industries in the U.S. A variety of demographic and industry 
volume data were collected for all states plus Washington, D.C., for 1985–
2000. There are a total of 816 observations for each of the variables, classi-
fied in three groups, discussed below. 

5.3.1  Gambling volume variables

The gambling volume data for each industry in each state are summarized 
in Tables 5.2–5.6.6 The beginning year for the availability of each type of 
gambling in each state is indicated. An asterisk (*) indicates the availabil-
ity of gambling in the state for the entire 1985–2000 period. In some states 
greyhound and horse racing were not available continuously. In these cases 
the years racing was available are listed. Some forms of gambling are ex-
empt from the analysis (charity and private gambling, non-casino and race-
track video-poker or slot machines7).  

                                                     
6 The sources for the industry data follow. Lottery ticket sales come from La-

Fleur’s 2001 World Lottery Almanac, 9th edition. TLF Publications, 2001. Casino 
revenues are from the American Gaming Association and various states’ gaming 
commissions. Greyhound and horse racing handle are from the 1985–2000 issues 
of Pari-Mutuel Racing, published by the Association of Racing Commissioners 
International. The 1985–90 dog and horse racing data and the 1995–2000 horse 
racing data were reported as handle. For horse and greyhound racing from 1991–
94, handle was calculated using the total pari-mutuel takeout and effective takeout 
rate (handle = total pari-mutuel takeout / effective takeout rate). The same process 
was used to calculate greyhound racing handle from 1995–2000. Thus all racing 
data are reported with a consistent measure. All of the above volume data are ad-
justed for inflation using the CPI from the Bureau of Labor Statistics (1982–
84=100). Annual state population estimates are from the Bureau of the Census. 
The states’ annual Indian casino square footage was calculated using the casino 
listing at www.casinocity.com. At the time this was written, this source listed 126 
Indian-owned casinos in the U.S. Square footage and opening dates were collected 
from the casinos’ web pages or by phone calls to the casinos. 

7 Slot machines and video poker at racetracks, so called “racinos,” are a rela-
tively new phenomenon appearing in some states. Due to their relative newness 
and the inherent difficulties in classifying these non-racing bets (as racing handle 
or casino revenue?), this machine gambling is omitted from this analysis. For a 
discussion of racinos, see Eadington (1999, p. 176) and Thalheimer and Ali (2003, 
p. 908). 
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Table 5.2. Lottery availability in the U.S., 1985–2000 

State First 
year 

 State First 
year 

 State First 
year 

 State First 
year 

AL   IL *  MT 1988  RI * 
AK   IN 1990  NE 1994  SC  
AZ *  IA 1986  NV   SD 1988 
AR   KS 1988  NH *  TN  
CA 1986  KY 1989  NJ *  TX 1992 
CO *  LA 1992  NM 1996  UT  
CT *  ME *  NY *  VT * 
DE *  MD *  NC   VA 1989 
DC *  MA *  ND   WA * 
FL 1988  MI *  OH *  WV 1986 
GA 1993  MN 1990  OK   WI 1989 
HI   MS   OR *  WY  
ID 1990  MO 1986  PA *    

   Notes: Unless otherwise indicated, data run through 2000.  
   * indicates lottery present from 1985 to 2000. 

Table 5.3. Horse racing availability in the U.S., 1985–2000 

State First 
year 

 State First 
year 

 State First 
year 

 State First  
year 

AL 1987,  
1989–2000 

 IL *  MT *  RI 1991 

AK   IN 1994  NE *  SC  
AZ *  IA *  NV 1989  SD * 
AR *  KS 1988  NH *  TN  
CA *  KY *  NJ *  TX 1989 
CO *  LA *  NM *  UT  
CT *  ME 1985–1989, 

1991–2000 
NY *  VT 1985–1997 

DE *  MD *  NC   VA  
DC   MA *  ND 1989  WA * 
FL *  MI *  OH *  WV * 
GA   MN 1985–1992, 

1994–2000 
 OK *  WI 1996 

HI   MS   OR *  WY * 
ID *  MO   PA *    

   Notes: Unless otherwise indicated, data run through 2000.  
   * indicates horse racing present from 1985 to 2000. 
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Table 5.4. Greyhound racing availability in the U.S., 1985–2000 

State First 
year 

 State First 
year

 State First 
year

 State First  
year 

AL *  IL   MT   RI * 
AK   IN   NE   SC  
AZ *  IA *  NV   SD * 
AR *  KS 1989  NH *  TN  
CA   KY   NJ   TX 1990 
CO *  LA   NM   UT  
CT *  ME   NY   VT 1985–1992
DE   MD   NC   VA  
DC   MA *  ND   WA  
FL *  MI   OH   WV * 
GA   MN   OK   WI 1990 
HI   MS   OR *  WY  
ID 1988  MO   PA     
Notes: Unless otherwise indicated, data run through 2000. 
* indicates greyhound racing present from 1985 to 2000. 

Table 5.5. Casino availability in the U.S., 1985–2000 

State First 
year 

 State First 
year 

 State First 
year 

 State First 
year 

AL   IL 1991  MT   RI  
AK   IN 1995  NE   SC  
AZ   IA 1992  NV *  SD 1989 
AR   KS   NH   TN  
CA   KY   NJ *  TX  
CO 1991  LA 1993  NM   UT  
CT   ME   NY   VT  
DE   MD   NC   VA  
DC   MA   ND   WA  
FL   MI 1999  OH   WV  
GA   MN   OK   WI  
HI   MS 1992  OR   WY  
ID   MO 1994  PA     

   Notes: Unless otherwise indicated, data run through 2000.  
   * indicates casinos present from 1985 to 2000. 
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Table 5.6. Indian casino availability in the U.S., 1985–2000 

State First 
year 

 State First 
year 

 State First 
year 

 State First 
year 

AL   IL   MT 1993  RI  
AK   IN   NE   SC  
AZ *  IA 1992  NV   SD * 
AR   KS 1996  NH   TN  
CA *  KY   NJ   TX  
CO 1992  LA 1988  NM 1987  UT  
CT 1992  ME   NY *  VT  
DE   MD   NC   VA  
DC   MA   ND 1993  WA * 
FL *  MI 1993  OH   WV  
GA   MN *  OK *  WI * 
HI   MS 1994  OR 1994  WY  
ID 1995  MO   PA     

   Notes: Unless otherwise indicated, data run through 2000.  
   * indicates Indian casinos present from 1985 to 2000. 

  As indicated above, we are interested in the volume of each type of 
gambling in each of the states. The data for greyhound racing, horse rac-
ing, and lotteries are “handle per capita,” the total dollar value of bets 
placed divided by the state population.8 The data for casino volume are 
“revenue per capita,” the amount the casino keeps after paying winning 
bets divided by state population.9 Finally, for Indian casinos we use Indian-
owned casino square footage as a proxy for gambling volume. Since In-

                                                     
8 In the case of lotteries, this is ticket sales per capita. 
9 Revenue per capita is used rather than handle per capita because casino reve-

nue cannot be reliably converted to handle. For example, suppose a person walks 
into a casino and buys $100 worth of chips and plays until she loses the $100. The 
total handle could range from $100 to any higher amount. It would be $100 if she 
lost a single $100 hand of black-jack. But suppose she plays and wins several 
thousand dollars, but later loses it all. The total handle in this case is in the thou-
sands of dollars, even though she only lost $100 of her own money. This example 
illustrates why an estimate of casino handle would be unreliable. Even if it was 
possible to convert revenue to handle, say by using some multiple, this adjustment 
would not affect relative coefficient estimates in any meaningful way. 
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dian casinos are not required to report revenue or handle data, this is per-
haps the best measure available.10

5.3.2  Adjacent-state variables

Whether the various gaming activities act as substitutes or complements to 
each other, the presence of these activities in neighboring states can lead to 
border crossings by consumers that may cause potentially dramatic effects 
on the volume of a particular gaming activity in a given state. Certainly, 
failure to account for these effects in some way can lead to a serious mis-
statement of the effects of other in-state gaming activities on the volume of 
the activity in question. State border crossings by consumers have received 
considerable attention, especially in the bootlegging and tobacco tax litera-
ture.11 They have also recently found their way into the literature on state 
lotteries by Garrett and Marsh (2002) and Tosun and Skidmore (2004).  

There is no obvious “best” method for accounting for adjacent-state 
purchases of gambling services. The available measures include  

(i) aggregate volume of adjacent state gambling  
(ii) aggregate per capita adjacent state gambling volume  
(iii) percentage of adjacent states to allow a particular type of gambling  

The first measure is problematic because a higher level of adjacent state 
gambling volume may be the result of a larger population or a higher vol-
ume of tourists, or a combination of the two.  

The second measure, per capita adjacent state gambling volume, is prob-
lematic because summing per capita measures across neighboring states 
results in a meaningless number. A higher sum may result from more 
gambling, more neighbors, or fewer residents. The interpretation of these 
two options is also difficult.12

                                                     
10 I inquired with Harrah’s Entertainment, one of the largest U.S. casino opera-

tors, who also manages numerous Indian-owned casinos. They confirmed that 
there is a general industry formula for the number of slot machines and table 
games as a function of square footage. For this reason, Indian casino square foot-
age is a satisfactory, albeit imperfect, measure of Indian casino volume. 

11 For example, see Saba, Beard, Ekelund, and Ressler (1995) and references 
therein. 

12 Other attempts to measure the intensity of adjacent-state gambling have simi-
lar difficulties. The primary concern here is the availability of gambling in nearby 
states. 
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The third measure presents the fewest potential problems although it is 
the most general of the measures. To account for cross-border effects in 
this study, we follow Davis et al.’s (1992) example and utilize the percent-
age of adjacent states with a particular form of gambling during each 
year.13 While this measure will not perfectly reflect the amount of cross-
border gambling, its interpretation is unambiguous and less problematic 
than other measures. What it does well is indicate the nearby gambling op-
tions of residents in a particular state. Its limitation, of course, is that it 
does not measure the intensity with which these options are offered by the 
surrounding states. Table 5.7 lists the states adjacent to each state. 

Table 5.7. States and their adjacent states 

State Adjacent states State Adjacent states 
AL MS, TN, GA, FL NE CO, WY, SD, IA, MO, KS 
AZ CA, NV, UT, CO, NM NV CA, OR, ID, UT, AZ 
AR TX, OK, MO, TN, MS, LA NH VT, ME, MA 
CA OR, NV, AZ NJ DE, MD, PA, NY, CT 
CO AZ, UT, WY, NE, KS, OK, NM NM AZ, UT, CO, OK, TX 
CT NY, MA, RI, NJ NY PA, VT, MA, CT, NJ 
DE MD, PA, NJ NC SC, TN, VA, GA 
DC VA, MD ND MT, MN, SD 
FL AL, GA OH IN, MI, PA, VW, KY 
GA AL, TN, NC, SC, FL OK NM, CO, KS, MO, AR, TX 
ID OR, WA, MT, WY, UT, NV OR WA, ID, NV, CA 
IL MO, IA, WI, IN, KY PA NY, NJ, MD, WV, OH, DE 
IN IL, MI, OH, KY RI CT, MA 
IA NE, SD, MN, WI, IL, MO SC GA, NC 
KS CO, NE, MO, OK SD WY, MT, ND, MN, IA, NE 
KY MO, IL, IN, OH, WV, VA, TN TN AR, MO, KY, VA, NC, GA, 

AL, MS 
LA TX, AR, MS TX NM, OK, AR, LA 
ME NH UT NV, ID, WY, CO, NM, AZ 
MD VA, WV, DC, PA, NJ, DE VT NY, NH, MA 
MA RI, CT, NY, VT, NH VA NC, TN, KY, WV, MD, DC 
MI WI, IN, OH WA OR, ID 
MN SD, ND, WI, IA WV KY, OH, PA, MD, VA 
MS LA, AR, TN, AL WI MN, MI, IA, IL 
MO KS, IA, IL, KY, TN, AR, NE, OK WY ID, MT, SD, NE, CO, UT 
MT ID, ND, SD, WY   

 Note: Alaska and Hawaii are omitted.  
                                                     

13 As an example, in 2000, Florida’s adjacent state lottery observation would be 
0.5, since Georgia had a lottery that year and Alabama did not. 
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5.3.3  Demographic variables 

Some studies have used surveys to get a general demographic picture of 
the typical gambler (Gazel and Thompson 1996; Harrah’s 1997; American 
Gaming Association [AGA] 2006). Variables on population and demo-
graphic characteristics, such as education, income level, age, and religious 
beliefs, may be helpful in explaining variations in gambling volume across 
states and industries. 
 There has been somewhat conflicting evidence on the level of education 
and the tendency to gamble. Obviously those with more education are 
more likely to understand the negative expected return from games of 
chance. However, Harrah’s (1997) and the AGA (2006) find that casino 
players tend to have an above average level of education. Clotfelter and 
Cook (1990) find that lottery play falls as education level rises. As a proxy 
for education levels, we include as a variable in the models the percentage 
of citizens over 25 years old holding bachelor degrees. This variable may 
be related to the income variable as income and education levels tend to 
move together. 

Eadington (1976) suggests that gambling may be perceived by lower-
income people as a means of achieving a higher level of income. Evidence 
on lotteries (Oster 2004) has suggested that lotteries amount to a regressive 
tax. In an effort to test this proposition, the estimated percentage of people 
in the states living in poverty is included as a variable. While it may be 
true that the poor will tend to spend a larger proportion of their income on 
gambling, that does not imply that more in this group will lead to higher 
total gambling revenues for a state. Clotfelter and Cook (1990) find no 
clear relationship between income level and lottery play. The AGA (2006) 
reports that the median income of casino players is slightly higher than that 
of the overall population. State real per capita income is included in the 
models to determine and account for the effect of average income on the 
tendency to gamble. 

Another important demographic variable may be the age of the popula-
tion. Retirees may be of particular interest, as Gazel and Thompson (1996) 
report that older people make up a high proportion of casino gamblers. 
Harrah’s (1997) and the AGA (2006) on the other hand find that the me-
dian age of casino players is about the average for the U.S. population. The 
estimated percentage of people in the states over 65 years old is included 
as a variable in the model. Although previous evidence seems mixed, the 
variable may provide information as to who gambles. 

Jackson, Saurman, and Shughart (1994) and Elliott and Navin (2002) 
use a variable for the number of Baptists in a state to help predict the prob-
ability of lottery adoption. Baptists are a large and well-organized interest 
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group opposed to gambling and may have a negative effect on gambling 
revenues. Following these authors, we include the estimated percentage of 
Baptists in the states as an explanatory variable.  
 Finally, the number of hotel employees in each state is used as a rough 
measure of the volume of tourism in the states during each year.  
 State per capita income and hotel workers are reported annually.14 For 
the data on Baptists, degree holders, older people, and poverty, two years’ 
data are used to derive linear annual estimates for the 1985–2000 period 
for each state.15

5.4  Model and results 

We are attempting to explain the relationships among gambling industries 
by modeling the gambling volume in each industry as a function of the 
volume in the other industries, adjacent state gambling activity, and demo-
graphic factors. A panel data model has the advantage of increasing the 
size of the data set, especially helpful for industries like gambling, which 
are rather young in some states. The econometric model is chosen based on 
the fact that the dependent variable (industry volume) in the model is left-
censored. Left censoring is more prevalent for the casino and horse racing 
industries than it is for dog racing and lotteries.16 Still, it is a problem for 
all industries. States self-select into legalizing a certain form of gambling. 
Those that do not elect to allow gambling get “0”s for the revenue variable 
leading to the censored data. We must account for this censoring in the pa-
rameter estimates. This is done with a probit model to explain the probabil-
ity of legalizing each gambling industry. Following Heckman (1979) we 
obtain the inverse Mills ratio (IMR) from the probits and include it in the 
model  as an additional  explanatory  variable for  gambling  revenue.  This  

                                                     
14 The hotel employee information and per capita income data come from the 

Bureau of Economic Analysis. The per capita income data are adjusted for infla-
tion using the Bureau of Labor Statistics CPI data. 

15 Annual estimates for these are not available. The years used to derive the es-
timates vary due to data availability: Baptists (1980 and 1990); degree holders 
(1990 and 2001); older people (1990 and 2001); and poverty (1992 and 2001). The 
data come from the Bureau of the Census, with the exception of Baptists, from the 
New Book of American Rankings.

16 No model is posited for Indian casino gambling since the volume measure for 
this industry (square footage) is rather crude. 
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Table 5.8. Sample selection probits 

Variable Casino Dog racing Horse racing Lottery 
Constant  -3.565***

(-6.572) 
-0.677* 
(-1.70) 

1.343*** 
(3.24) 

-6.266*** 
(-10.69) 

Casino dummy — -0.211 
(-1.31) 

0.505** 
(2.39) 

2.303*** 
(4.77) 

Dog racing dummy -0.207 
(-1.41) 

— 1.075*** 
(7.04) 

0.897*** 
(5.66) 

Horse racing dummy 0.434** 
(2.08) 

1.094*** 
(6.98) 

— 1.060*** 
(6.55) 

Lottery dummy 1.202*** 
(5.10) 

0.779*** 
(5.21) 

0.881*** 
(6.04) 

—

Indian casino dummy 0.529*** 
(3.74) 

0.114 
(1.04) 

0.897*** 
(6.09) 

-0.323** 
(-2.05) 

Hotel workers 40.112***
(7.19) 

-10.58 
(-1.24) 

-0.189 
(-0.05) 

-83.355*** 
(-6.96) 

Baptists 0.030*** 
(4.68) 

0.004 
(0.76) 

-0.030*** 
(-6.92) 

-0.037*** 
(-7.46) 

Degree holders 0.019 
(1.21) 

0.010 
(0.81) 

0.005 
(0.38) 

0.046*** 
(3.01) 

Income per capita -0.695e-5
(-0.19) 

-0.920e-4***
(-3.10) 

-0.956e-4***
(-2.66) 

0.0004*** 
(10.38) 

Notes: The z-statistic is indicated in parentheses below each coefficient. 
Significance: *=0.10 level; **=0.05 level; ***=0.01 level. 

should correct for censoring bias. The probit models are presented in Table 
5.8.17

In the panel model we use a time trend to account for intertemporal 
variation within a state and include regional dummies to pick up unex-
plained heterogeneity across regions as in fixed effect models. These re-
gional dummies turn out to be significant to varying degrees across indus-
tries but they do not affect the coefficient estimates or the alternative 
gambling revenue coefficients appreciably, and the results are reported 
without these dummies.18

A system of four equations is estimated where each equation is intended 
to explain the volume of one type of gambling as a function of volumes of 

                                                     
17 Although the probit models are intended only to correct for left-censoring of 

the data, they do give some insight into the probabilities of adopting the various 
forms of gambling. Obviously their usefulness in this regard is limited because the 
specification of the models has a different goal. 

18 The results including the regional dummies are available from the author. 
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other types of gambling, the presence of various types of adjacent state 
gaming, and state specific demographic factors. The system attempts to 
explain spending on casinos, dog racing, horse racing, and lotteries. Even 
after accounting for problems arising from left censoring of the spending 
measures and the panel nature of the data, we face the problem of a poten-
tial relationship among the errors of the four equations. Such a relationship 
could arise from neglected macroeconomic variables affecting the different 
equations via their errors in a given year or from differing general attitudes 
and preferences regarding gambling across states in a given time period. 
To the extent that this system of equations is a variant of a demand system, 
the theoretically implied adding up constraints require the sum of the dis-
turbances across equations be zero so there must be some correlation be-
tween the disturbances in the different equations (Phlips 1983, 198–199). 
These types of problems are typically lumped under the heading of “con-
temporaneous correlation” of the disturbances across equations that can be 
handled by seemingly unrelated regression (SUR) estimation techniques. 
This empirical procedure allows us to estimate our four equation model 
jointly as a system of equations rather than applying OLS to each equation 
independently, thereby assuring us of more efficient parameter estimates 
and facilitating the imposition of cross equation parameter restrictions. 

The system is similar to, but not identical to, a demand equation system, 
such as Stone’s linear expenditure system or Theil’s Rotterdam model. 
Demand systems typically estimate a system of equations in which some 
measure of quantities demanded are functions of relative prices and real 
income, so that the estimated coefficients can be interpreted as (Hicksian) 
compensated own- and cross-price elasticities and income elasticities.19

This system, on the other hand, involves expenditures (prices times quanti-
ties) rather than prices or quantities alone. Gambling, like most service in-
dustries, encounters measurement difficulties in attempting to separate 
prices from quantities, or more particularly, in attempting to measure 
quantities purchased. While we would like to exploit the similarity to de-
mand systems as much as possible, the analogy is tenuous in at least two 
areas.  

First, in demand systems estimates substitute commodities are typically 
indicated by positive coefficient estimates on the prices of related goods 
and complementarity by negative coefficient estimates. In the expenditure 
system, substitutable (or cannibalizing or competing) gaming activities are 
defined as ones in which increases in consumer expenditures on one activ-
ity result in decreased consumer expenditures on the related activity, or a 
                                                     

19 These demand systems are often estimated by SUR. For example, see Woold-
ridge (2002, 144–145) or Greene (2003, 341 and 362–369). 
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negative coefficient estimate when the latter is a function of the former. 
Similarly, a complementary relationship among gaming activities arises 
when increased consumer spending on one activity results in increased ex-
penditures on the related activity as well, a positive coefficient estimate 
when the latter is a function of the former. Our definition is consistent with 
the more traditional one only under some fairly restrictive assumptions 
concerning magnitudes of the price elasticities involved. However, our 
definition is heuristically valid and it is also perhaps more meaningful if 
the primary interest is in the tax-revenue-maximizing bundle of games of 
chance. 

Second, in demand systems estimation, the compensated cross-price 
elasticity estimates are constrained to be symmetric across equations. That 
is, the compensated cross-price elasticity of demand for good A with re-
spect to the price of good B must be identical to the compensated cross-
price elasticity of demand for good B with respect to the price of good A. 
Imposing such restrictions is not only implied by demand theory, it also re-
sults in more efficient parameter estimates. Unfortunately, it is not at all 
clear that this type of symmetry restriction is appropriate when the equa-
tions are expressed in expenditure form. It is reasonable to expect that if a 
rise in expenditure on casino gambling results in a decreased expenditure 
on the lottery, then a rise in expenditure on the lottery should also result in 
a decreased expenditure on casino gambling, i.e., symmetry of signs on the 
corresponding expenditure variables across the relevant equations. How-
ever, there is no reason to suspect that the magnitudes involved would be 
the same. While there is an empirical rationale to impose symmetry con-
straints across equations, namely smaller standard errors, there is not the 
theoretical rationale that is present in demand theory. To gain some insight 
into how sensitive the estimates are to the imposition of cross equation 
symmetry restrictions, the equation system is estimated with them imposed 
and again without them. Tables 5.9 and 5.10 present the respective SUR 
results. 

5.4.1  Discussion of results 

Let us briefly consider the results presented in Table 5.9 where the corre-
sponding cross equation industry volume coefficients have been con-
strained to equality, and Table 5.10 incorporating no cross equation con-
straints. In comparing the industry volume coefficient estimates, the most 
important result to note is that there are no sign or significance discrepan-
cies between corresponding coefficient estimates across the two tables, and 
there is only one notable discrepancy in terms of  magnitude.  The dog rac- 
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Table 5.9. SUR model with cross-industry constraints 

Variable Casino Dog racing Horse racing Lottery 
Casino — -0.020*** 

(-2.89) 
0.277*** 
(14.18) 

-0.104*** 
(-4.93) 

Dog racing -0.020*** 
(-2.89) 

— -0.062*** 
(-6.10) 

0.136*** 
(17.26) 

Horse racing 0.277*** 
(14.18) 

-0.062*** 
(-6.10) 

— 0.844*** 
(67.43) 

Lottery -0.104*** 
(-4.93) 

0.136*** 
(17.26) 

0.844*** 
(67.43) 

—

Indian square 
   footage 

151.19*** 
(3.07) 

11.289 
(0.90) 

154.05*** 
(3.68) 

-86.08* 
(-1.75) 

Adjacent casino -0.035*** 
(-3.71) 

0.0006 
(0.24) 

0.087*** 
(11.27) 

-0.065*** 
(-7.09) 

Adjacent dog  
   racing 

-0.040 
(-0.61) 

0.060*** 
(3.55) 

0.085 
(1.53) 

-0.022 
(-0.33) 

Adjacent horse  
   racing 

0.136*** 
(6.603) 

-0.02*** 
(-3.59) 

-0.269*** 
(-15.87) 

0.227*** 
(11.36) 

Adjacent lottery 0.007 
(0.45) 

-0.009** 
(-2.21) 

0.128*** 
(10.00) 

-0.118*** 
(-7.76) 

Age >65 -0.297e7 
(-0.50) 

0.176e8*** 
(11.29) 

-0.541e7 
(-1.08) 

0.319e7 
(0.54) 

Baptists 0.489e7*** 
(4.79) 

484006.51* 
(1.88) 

-239954.20 
(-0.28) 

-0.126e7 
(-1.23) 

Degree holders -0.102e8* 
(-1.722) 

-0.240e7 
(-1.59) 

0.326e7 
(0.65) 

-0.104e8* 
(-1.76) 

Hotel workers 0.336e11*** 
(42.95) 

0.144e10*** 
(4.79) 

-0.350e10*** 
(-3.87) 

-0.377e10*** 
(-3.69) 

Income per capita 6643.48 
(0.83) 

1016.18 
(0.48) 

-16661.41** 
(-2.48) 

47573.32*** 
(6.04) 

Constant  -0.366e11*** 
(-2.78) 

0.305e10 
(0.92) 

0.853e11*** 
(7.79) 

-0.838e11*** 
(-6.51) 

Year 0.182e8*** 
(2.75) 

-0.162e7 
(-0.97) 

-0.428e8*** 
(-7.74) 

0.419e8*** 
(6.46) 

Inverse Mills  
   ratio (IMR) 

0.402e9*** 
(20.15) 

0.730e8*** 
(17.54) 

0.487e8*** 
(4.18) 

0.655e8*** 
(4.12) 

Notes: The t-statistic is indicated in parentheses below each coefficient. 
Significance: *=0.10 level; **=0.05 level; ***=0.01 level. 
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Table 5.10. SUR model, unconstrained 

Variable Casino Dog racing Horse racing Lottery 
Casino — -0.019*** 

(-2.64) 
0.234*** 
(10.04) 

-0.115*** 
(-4.06) 

Dog racing -0.165 
(-1.38) 

— -0.956*** 
(-9.63) 

1.642*** 
(14.46) 

Horse racing 0.355*** 
(9.08)

-0.062*** 
(-6.01) 

— 1.042*** 
(38.42) 

Lottery -0.079** 
(-2.33) 

0.122*** 
(15.19) 

0.726*** 
(37.36) 

—

Indian square 
   footage 

113.04** 
(2.25)

12.47 
(0.99) 

180.76*** 
(4.30) 

-151.26*** 
(-3.03) 

Adjacent casino -0.042*** 
(-4.26) 

0.001 
(0.46) 

0.087*** 
(11.23) 

-0.083*** 
(-8.79) 

Adjacent dog 
   racing 

-0.046
(-0.68) 

0.067*** 
(3.96) 

0.213*** 
(3.74) 

-0.244*** 
(-3.63) 

Adjacent horse 
   racing 

0.148*** 
(6.78)

-0.018*** 
(-3.20) 

-0.241*** 
(-14.07) 

0.242*** 
(11.61) 

Adjacent lottery -0.007 
(-0.40) 

-0.010** 
(-2.54) 

0.098*** 
(7.44) 

-0.096*** 
(-6.07) 

Age >65 669352.82 
(0.10)

0.185e8*** 
(11.85) 

0.200e8*** 
(3.51) 

-0.391e8*** 
(-5.83) 

Baptists 0.516e7*** 
(5.04)

444286.82* 
(1.73) 

-256651.01 
(-0.30) 

-0.126e7 
(-1.23) 

Degree holders -0.687e7 
(-1.14) 

-0.277e7* 
(-1.83) 

-0.515e7
(-1.01) 

318567.45 
(0.05) 

Hotel workers 0.339e11*** 
(42.06) 

0.128e10*** 
(4.23) 

-0.320e10*** 
(-3.17) 

-0.299e10** 
(-2.50) 

Income per 
   capita 

-1796.71 
(-0.21) 

2844.01 
(1.34) 

9334.11 
(1.36) 

12761.11 
(1.54) 

Constant  -0.359e11*** 
(-2.70) 

0.218e10 
(0.66) 

0.693e11*** 
(6.26) 

-0.793e11*** 
(-6.11) 

Year 0.179e8*** 
(2.667) 

-0.120e7 
(-0.72) 

-0.349e8*** 
(-6.27) 

0.401e8*** 
(6.12) 

Inverse Mills 
   ratio (IMR) 

0.395e9*** 
(19.55) 

0.667e8*** 
(15.88) 

0.481e8*** 
(4.12) 

0.833*** 
(5.18) 

Notes: The t-statistic is indicated in parentheses below each coefficient. 
Significance: *=0.10 level; **=0.05 level; ***=0.01 level. 
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ing coefficient in the lottery equation is roughly ten times as large in the 
unconstrained estimate as in the constrained case. Even though the cross 
equation restrictions are of questionable theoretical validity, their imposi-
tion appears to have no appreciable impact on the industry volume coeffi-
cient estimates. In general, the corresponding coefficient estimates across 
tables are very similar in terms of sign, significance, and magnitude. For 
this reason we confine the interpretation of the results to the unconstrained 
case presented in Table 5.10.  
 The results for the casino revenue model indicate that increases in horse 
racing handle and Indian casino gambling and decreases in lottery sales in 
the state tend to significantly increase state licensed casino gambling reve-
nues. The presence of casino gambling in adjacent states significantly de-
creases and the presence of horse racing in adjacent states significantly in-
creases casino revenues. Only two of the demographic variables affected 
casino revenues, Baptists and tourism (“Hotel workers”) and both affect it 
positively. While the tourism result was expected, the Baptist result was a 
surprise and may simply be the result of Baptists proxying a significant re-
gional (southeast) effect. There is a significant positive trend (“Year”) in 
casino revenues over the period of the sample. Finally, the significance of 
the IMR clearly indicates the importance of correcting for left censoring of 
casino revenues. All other parameters in the model are insignificant. 

The results for the dog racing model indicate that increases in lottery 
sales and decreases in horse racing handle and casino revenues in the state 
in question statistically increase dog racing handle. Apparently, horse rac-
ing and lotteries in adjacent states compete with in-state dog racing since 
these variables have significant and negative coefficient estimates. There 
may be agglomeration economies in dog racing since the presence of dog 
racing in adjacent states appears to significantly increase dog racing han-
dle. Increases in population over 65 and tourism significantly increase dog 
racing handle at the 1% level while increases in Baptists and decreases in 
degree holders increase it at the 10% level. The significance of the IMR 
indicates the importance of correcting for left censoring. All other parame-
ters in the model are insignificant. 
 The results for the horse racing model indicate that increases in casinos, 
Indian casinos, and lotteries and decreases in dog racing handle increase 
horse racing handle. In addition, the presence of casino gambling, dog rac-
ing and lotteries in adjacent states increases horse racing handle while the 
presence of horse racing in adjacent states competes by significantly de-
creasing horse racing handle. Increases in population over 65 and de-
creases in tourism significantly increase horse racing handle. The tourism 
result is surprising but with the possible exception of major races (Triple 
Crown, Breeder’s Cup, etc.) horse racing does not attract overnight type 
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tourists. Finally, there is a significant downward trend in horse racing 
revenues, and the IMR is again significant. All other parameters in the 
horse racing equation are insignificant. 
 Results of the lottery model indicate increases in dog and horse racing 
handle and decreases in Indian casinos and casino revenues increase lot-
tery sales. The presence in adjacent states of casino gambling, dog racing, 
and lotteries decreases in-state lottery sales, while the presence in adjacent 
states of horse racing increases them. Further, decreases in population over 
65 and tourism significantly increase lottery revenues. In this case, the 
tourism result is not so odd. At the time of this writing, only six states do 
not have some form of state-run lottery. While tourists may indeed buy lot-
tery tickets, it is unlikely that they go to a neighboring state and stay over 
night solely to do so. Finally, there is an upward trend in lottery sales over 
the sample period, and the IMR is again significant. All other parameters 
in the lottery equation are insignificant. 

5.4.2  Effects of cross-equation constraints 

Before turning to a detailed discussion of the cannibalization question, we 
should address a seemingly puzzling anomaly that is obviated by a careful 
comparison of the constrained and unconstrained results in Tables 5.9 and 
5.10. First note that we only constrain the corresponding industry volume 
coefficients across equations. No constraints are directly applied to the ad-
jacent state, demographic, and “other” variables’ coefficients. Second, re-
call that the imposition of these industry volume constraints did not appear 
to appreciably alter the constrained estimates from their unconstrained 
counterparts. The constrained coefficients themselves are not the only es-
timates affected by the imposition of constraints. The unconstrained coef-
ficient estimates can also be affected.   

As an example, consider the coefficient estimates for the variable 
“Age>65” in the constrained and unconstrained casino revenue models. In 
the constrained model, “Age>65” has a coefficient estimate of -0.297x107

and in the unconstrained casino revenue model its estimate is 0.669x106.
Neither coefficient is statistically significant. Indeed, with the exception of 
a few cases for a couple of the demographic variables, the pattern of signs 
and significance is amazingly uniform across the constrained and uncon-
strained results. Nevertheless, a point estimate discrepancy of this magni-
tude is worth noting, and is almost certainly attributable solely to the im-
position of the cross equation constraints on the parameter estimates in 
Table 5.9. 
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As an illustration, consider the dropping of an important variable from a 
hypothetical regression. This is nothing more than imposing a constraint to 
equal zero on the coefficient. Econometric theory tells us that omitting a 
variable can lead to biased estimates of the remaining variables and that 
the extent of the bias depends in part on the correlation between the ex-
cluded and included variables. In the casino revenue case “Age>65” was 
apparently highly correlated with one of the constrained variables. This is 
not always the case. Consider the constrained and unconstrained estimates 
of the “Baptists” variable in the lottery equation. They are almost identical 
(almost due to rounding) and they are both insignificant. We can infer 
from this result that “Baptists” is uncorrelated with any of the constrained 
variables in the lottery equation of Table 5.9. These types of anomalous re-
sults in comparing constrained and unconstrained estimates are not un-
usual. They are replete throughout the empirical literature on demand sys-
tem estimation.  

In summary, there are no major point estimate discrepancies between 
corresponding constrained and unconstrained models in any of the statisti-
cally significant coefficients in any of the gambling models. Since there is 
no apparent gain from imposing the cross equation constraints, and since 
there is a potential for biased estimation if the constraints are not justified, 
our attention is confined in subsequent discussion to the unconstrained es-
timates of Table 5.10. A summary of the inter-industry effects from the 
unconstrained model are presented in Table 5.11. 

Table 5.11. Summary of intrastate industry relationships  
in the U.S. (unconstrained model) 

                     Model 
Variable 

Casino Dog 
racing

Horse 
racing

Lottery

Casino  – + – 
Dog racing (–)  – + 
Horse racing + –  + 
Lottery – + +  
Indian square footage + (+) + – 

   Note: ( ) indicates statistically insignificant at normal levels. 

5.5  Policy issues 

Our main interest is in discovering whether there are general intrastate re-
lationships among the various gambling industries. It is for this reason that 
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we focus our discussion of the results on the “industry volume” variables 
summarized in Table 5.11. The results suggest that horse and dog racing 
are substitutes. They are similar types of venues, and this result is reason-
able. Lotteries and casinos are negatively related. This is consistent with 
findings by Elliott and Navin (2002) and Fink and Rork (2003). However, 
lotteries do not appear to cannibalize the racing industries. This is some-
what consistent with Kearney’s (2005) finding that spending on lotteries 
comes at the expense of spending on non-gambling goods and services, but 
is contrary to the evidence by Gulley and Scott (1989), Mobilia (1992), 
and Thalheimer and Ali (1995).  
 The availability of a type of gambling in adjacent states will harm that 
industry in the state.20 Although many studies have not considered adjacent 
state effects, these results are consistent with those of Davis et al. (1992), 
Elliott and Navin (2002), Garrett and Marsh (2002) and Tosun and 
Skidmore (2004). 
 The differences in these findings and those of previous studies can be 
explained by differences in the industries and states considered, time peri-
ods, and econometric methodology. Of course a specific state or industry 
might behave differently than the aggregates studied here. Some of the re-
sults are not intuitive. For example, casinos and horse racing help each 
other, but casinos and dog racing harm each other. Indian casinos tend to 
complement casinos and horse racing, but harm lotteries. These results 
may be due the peculiarities in certain states that exert significant influ-
ence. 
 This is one of the first attempts to examine all the industries in all states 
in an effort to provide a comprehensive understanding the relationships 
among all the various gambling industries.21 The findings here may be used 
as a starting point for analyzing the expected effects of introducing or ex-
panding gambling industries in a state, region, or country. Although this 
study is nation-wide, the relationship between two industries in a particular 
jurisdiction may be different than that indicated here. In addition, this 
study does not examine the relationship between gambling and non-
gambling industries. Although some authors have addressed this issue, it 
has not been dealt with rigorously. 

Should a particular jurisdiction legalize casinos, for example? Casinos 
are more labor intensive and are taxed at a higher rate than many other in-
dustries. So even if casinos “cannibalize” other industries, they may pro-
vide a net increase to employment and tax revenues. The political concerns 
                                                     

20 The exception to this is dog racing. 
21 This analysis was first published in Public Finance Review (Walker and 

Jackson 2007a). 
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surrounding gambling go far beyond the “economic” effects. There is evi-
dence that some problem gamblers may impose social costs on society. 
Still others may have moral objections to gambling. Although we have not 
addressed all of these issues, the results provide some econometric evi-
dence applicable to public policy. 

The fact that the analysis did not find a clear and consistent cannibaliza-
tion effect among the different industries suggests that legislators should 
be careful to study their specific cases prior to acting to introduce or ex-
pand gambling in their jurisdiction. Legalizing additional forms of gam-
bling may have either a positive or negative impact on tax revenue and the 
economy. These issues call for further empirical study. 

5.5.1  Tax revenue 

Tax policy has a lengthy history in the public economics literature. Vari-
ous authors have examined “optimal taxes,” including Ramsey (1927), 
Mirrless (1971), Slemrod (1990), Sobel (1997), and Holcombe (1998). 
This literature typically deals with setting tax rates in an effort to minimize 
distortions or maximize welfare or efficiency. However, it would seem that 
governments are not so much interested in efficiency as they are in reve-
nue maximization, at least when it comes to gambling legalization.22 This 
seems especially relevant as record budget deficits become more common-
place. Consider the fact that the legal restrictions on gambling are ex-
tremely inefficient causing enormous deadweight losses. And since the ju-
risdictions rarely allow a competitive market in gambling when they do 
decide to legalize, it is unlikely that their primary concern is efficiency.23 A 
much more likely goal or motivation is maximizing tax revenues given 
regulated gambling industries.  

There are a few papers that examine revenue maximization from excise 
taxes, including Lott and Miller (1973, 1974) and Caputo and Ostrom 
(1996). Several papers address this issue with respect to gambling. For ex-
ample, Borg et al. (1993) find that one dollar in net lottery revenue has a 
cost of 15¢ to 23¢ in other types of government revenue. Fink, Marco, and 
Rork (2004) find that overall state tax revenues decline with increased lot-
tery sales. However, these studies are more general and do not account 

                                                     
22 See Alm et al. (1993) and Madhusudhan (1996) on using legalized gambling 

to ease fiscal constraints. 
23 There is a variety of potential social concerns that may accompany legalized 

gambling, but these are not the subject of this chapter. 
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specifically for tax revenues from other forms of gambling.24 To illustrate 
the problem, consider a lottery state that is contemplating legalizing casi-
nos. State revenue from a lottery is about 50% of each dollar bet (Garrett 
2001) while the taxes on casino revenues are typically a much lower per-
centage. Our results indicate that casinos and lotteries cannibalize each 
other. The magnitude of this relationship among other variables will de-
termine the extent to which tax revenue will change if casinos are intro-
duced in a lottery state.25

If lotteries and casinos were perfect substitutes so that people who lose 
$X at newly opened casinos spend $X less on lottery tickets, then the in-
troduction of casinos would lead to a decrease in state tax revenue from 
gambling. In New Jersey, for example, the revenue from the lottery is 50% 
per ticket. The state tax on gross casino gambling revenues is 8%. If lotter-
ies and casinos were perfect substitutes, and New Jersey already had a lot-
tery, and if all casino revenue were from lost lottery ticket sales, then we 
would expect the state’s total gambling tax revenues to fall after casinos 
were introduced. In reality, most states have more complicated mecha-
nisms for casino taxes, it is unlikely that any two industries are perfect 
substitutes, and the introduction of a new good (casino gambling) to a con-
sumption menu is likely to draw in additional consumers. The example is 
purely hypothetical.  

In any case, the empirical results do not provide the necessary data to 
confidently predict the net tax effect of introducing another type of gam-
bling. This is because the coefficient estimates in Tables 5.9 and 5.10 are 
not standard elasticities.26 What the results do provide that is important is 
information on the signs of the various gambling volume coefficients and 
their statistical significance, which in turn provides information on 
whether the gambling industries tend to be substitutes or complements. 

5.6  Conclusion 

Governments are in a unique situation when contemplating gambling le-
galization as they control not only the tax rates but also the quantity of 
gambling. The revenue maximization problem depends on the size and 
types of existing gambling industries within the state or region, the inten-
                                                     

24 See Anderson (2005) for a good summary of tax issues that require additional 
study. 

25 Mason and Stranahan (1996) look more generally at the effects of casinos on 
state tax revenues, but not particularly at revenues from other forms of gambling. 

26 This was explained in Sect. 5.4. 
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sity of their substitutability or complementarity, the prospective size of 
new industries, and the tax rates applied to the various industries. These is-
sues require additional study.  

The rush in the U.S. to legalize gambling in the 1990s was surprising 
given how little was known about the economic effects of these industries 
and the relationships between them. The empirical evidence in this chapter 
can provide a foundation for studying the relationships among the gam-
bling industries and their net tax effects on state or local governments. This 
is important as many governments are contemplating the introduction or 
expansion of gambling opportunities in an attempt to deal with fiscal cri-
ses, not only in the U.S., but in countries around the world.



6  The social costs of gambling 

6.1  Introduction 

Perhaps the most controversial issue surrounding the casino legalization 
debate is the “social costs” that accompany gambling. The casino industry 
maintains that its product is simply a form of entertainment like going to 
movies and football games, and consumers are willing to pay a price for 
entertainment.1 But many researchers argue that gambling is fundamentally 
different from other forms of entertainment either because gambling, 
unlike movies and football games, can lead to addiction,2 or because gam-
bling is bad per se.3

Addicted or pathological gamblers are purported to inflict high costs on 
society.4 These costs may offset the potential economic benefits that casi-
nos may provide. Studies in which researchers estimate the “social costs” 
of pathological gambling have been important evidence in debates con-

                                                     
1 The development of gambling from “vice” to accepted entertainment is chron-

icled by McGowan (2001). 
2 The American Psychiatric Association (APA) estimates that between 1–3% of 

adults become addicted to gambling (1994, p. 617). There is a significant literature 
on this issue including the following, cited in Shaffer, Hall, Walsh, and Vander 
Bilt (1995): Lesieur (1989), Lesieur and Rosenthal (1991), Volberg (1994), and 
Volberg and Steadman (1988). Also see Eadington (1989, 1993), Goodman 
(1994a, 1995a), Grinols (1995a), Lesieur and Blume (1987), Shaffer and Hall 
(1996), Volberg (1996), Volberg and Steadman (1989), and Walker and Dickerson 
(1996). It is generally accepted that there is a sample of the population that gam-
bles to such an extent that it disrupts their professional or personal lives. 

3 This issue is discussed in Chap. 9.  
4 The social costs usually discussed in the literature refer to those caused pri-

marily by pathological gamblers. This is what is meant by “social costs” and the 
“social costs of gambling.” 
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cerning the virtues of legalized gambling.5 As would be expected, different 
investigators have arrived at different conclusions regarding the magnitude 
of these costs. As a consequence, the social cost issue has been hotly de-
bated in the gambling literature. Recent academic conferences have been 
dedicated to the issue, illustrating its importance and controversy.6

 The one fundamental problem that characterizes most social cost studies 
is the omission of a clear statement of what is being measured. No one 
clearly defines “social costs.” Instead of starting with objective criteria for 
what constitutes a social cost, most authors have adopted an ad hoc ap-
proach asserting that some activities constitute costs to society and then 
quantifying the impact of those activities. 
 Goodman’s work (1994a) was one of the most comprehensive at the 
time of its publication. In his estimate of the social costs of gambling, 
Goodman includes estimates for income lost by gamblers who lose their 
jobs, the costs of prosecuting and incarcerating those who commit crimes 
to support gambling habits, and contributions from family members and 
others who “bail out” gamblers. In addition to these, he lists other costs 
that are not as easily quantifiable: 

impaired judgment and efficiency on the job, lost productivity of spouses, unre-
covered loans to pathological gamblers, divorces caused by gambling behavior, 
added administrative costs in programs like unemployment compensation, the 
costs of depression and physical illnesses related to stress, lower quality of fam-
ily life and increased suicide attempts by gamblers and spouses of pathological 
gamblers. (Goodman 1994a, pp. 63–64) 

Other authors have lists of costs that vary slightly. Table 6.1 presents a 
partial list of the alleged social costs of gambling, along with some of the 
authors who address the issue. 
 Importantly, none of the researchers has defined exactly what consti-
tutes a “social cost.” The failure of analysts to use a conceptually sound 
criterion for identifying social costs has led to a capricious classification of 
some behavioral consequences of gambling as social costs and the inap-
propriate omission of other consequences  from social cost calculations.  A  

                                                     
5 It is important to keep in mind that social costs need not result only from legal

gambling. The discussion here is not meant to be limited to government sanc-
tioned forms of gambling. 

6 Two such conferences were the Whistler Symposium (2000, Whistler, B.C., 
Canada), the papers of which were published in Journal of Gambling Studies,
2003; and the 5th Annual Alberta Conference on Gambling Research (2006, Banff, 
Albert, Canada), papers forthcoming (Williams, Smith, and Hodgins 2007). 
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Table 6.1. Alleged social costs of gambling, and relevant papers 

Alleged social costs Partial list of sources that address social 
costs

(1) income lost from missed work  
(2) decreased productivity on the job  
(3) depression and physical illness re-
lated to stress  
(4) increased suicide attempts 
(5) bailout costs 
(6) unrecovered loans to pathological 
gamblers  
(7) unpaid debts and bankruptcies  
(8) higher insurance premiums result-
ing from pathological gambler-caused 
fraud 
(9) corruption of public officials  
(10) strain on public services  
(11) industry cannibalization  
(12) divorces caused by gambling 

Boreham, Dickerson, and Harley (1996); 
“Casinos in Florida” (1995); Gazel 
(1998); Goodman (1994a, 1994b, 1995a, 
1995b); Grinols (1994b, 1995a, 2004); 
Grinols and Mustard (2001); Grinols and 
Omorov (1996); Gross (1998); Kindt 
(1994, 1995); LaFalce (1994); Ladd 
(1995); Lesieur (1995); National Gam-
bling Impact Study Commission (NGISC 
1999); National Opinion Research Center 
(NORC 1999); Nower (1998); Politzer, 
Morrow, and Leavey (1985); Rose 
(1995); Rose (1998); Ryan (1998); Tan-
nenwald (1995); “Task Force” (1990); 
Thompson (1996, 1997); Thompson, Ga-
zel, and Rickman (1997, 1999); U.S. 
House (1995); Zorn (1998)  

clear and explicit definition of “social cost” must be a starting point for 
any attempt to quantify the negative effects of gambling. 

6.1.1  Chapter outline 

The purpose of this chapter is to explain the economic perspective on so-
cial costs and to critique the gambling literature in light of this perspective. 
Using the economics paradigm, the measurement of social costs becomes 
more objective and less a function of researcher whims, preferences, emo-
tional reactions, and political biases. The chapter is organized into five ad-
ditional sections. Section 6.2 presents the economics definition of “social 
cost.” In Sect. 6.3 basic economic tools are used to model social costs. 
Section 6.4 lists and describes many of the legitimate social costs identi-
fied in earlier studies. Section 6.5 is an explanation of why several poten-
tial effects of pathological gambling cannot be properly defined as social 
costs. Section 6.6 concludes the chapter. 
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6.2  The economic definition of “social cost” 

There are a number of consequences of gambling that are viewed by some, 
if not most, individuals as undesirable; many of these are listed in Table 
6.1. Unfortunately, many of the “obvious” or “common sense” social 
costs, upon closer examination, cannot legitimately be considered social 
costs. Indeed, common sense alone is not an adequate criterion for the de-
termination of what constitutes a social cost. A more objective criterion is 
required if social cost studies are to be taken seriously.7 The obvious ques-
tion then is what criteria should be used for classifying the consequences 
of human behavior as social costs. Welfare economics provides one an-
swer to this question. 

The definition of social cost is a reduction in social real wealth. The 
term “wealth” does not simply refer to money stock. Instead, it refers to 
whatever is valued by individuals. For example, suppose an action harms 
some members of society and benefits no one. The social cost of the action 
in this case is the sum of the amounts by which real wealth is reduced for 
those who are harmed. Suppose, on the other hand, that an action harms 
some members of society (say by taxing away part of their income) and 
benefits others (say by providing them with income transfers). Assume fur-
ther that the collective harm to those made worse off is equal to the gains 
of the beneficiaries. Since the gains for some members of society are equal 
to the losses of others, the level of social real wealth is unchanged, and the 
action produces no social cost or benefit. 

This definition of a social cost has not been arbitrarily chosen. It is 
rooted in the Pareto criterion.8 The Pareto criterion states that a change in 
the state of the world improves social welfare (i.e., produces a social bene-
fit) when that change makes at least one member of society better off while 
making no one else worse off (Layard and Walters 1978, p. 30).9 Obvi-
                                                     

7 Just as objective criteria are useful in estimating the prevalence of pathologi-
cal gambling, objective criteria are important for the measurement of social costs. 
Harberger (1971, p. 785) makes this point in the context of welfare economics in 
general and cost-benefit analyses in particular: “Just as the road-construction stan-
dards that a team of highway engineers must meet can be checked by other high-
way engineers, so the exercise in applied welfare economics carried out by one 
team of economists should be subject to check by others.” 

8 The concept is named for Vilfredo Pareto, an early 20th century economist. 
The Pareto criterion is the central concept in welfare economics. A full under-
standing of the meaning of social costs, as economists use the term, requires an 
understanding of this concept. 

9 This definition is given in any text that addresses welfare economics. For 
other examples, see Just, Hueth, and Schmitz (1982) or Varian (2006). 
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ously, this criterion does not provide a practical guide to welfare calcula-
tions since any conceivable policy change is likely to leave someone worse 
off. However, a variant of the Pareto criterion, first proposed by Kaldor 
(1939) and later by Hicks (1940), can provide guidance in such calcula-
tions.  

The Kaldor-Hicks criterion states that a change in the state of the world 
improves social welfare if the change “would enable the gainers to com-
pensate the losers while continuing to gain themselves. The compensation 
need only be hypothetical, and a Kaldor-Hicks improvement offers only a 
potential Pareto improvement” (Layard and Walters 1978, p. 32). On the 
other hand, a given change in the state of the world reduces welfare (i.e., 
produces a social cost) when those who gain from the change do not have 
gains sufficient to fully compensate those who lose. In other words, if a 
change in the state of the world reduces the wealth of some members of 
society more than it increases the wealth of others, then the aggregate 
wealth of society is reduced and a social cost (in the amount of the differ-
ence) is produced by the change. 

A change in the state of the world that simply redistributes wealth from 
some persons to others without changing the sum of wealth for all indi-
viduals taken together would produce neither a social cost nor social bene-
fit. Such redistributions would make some individuals better off and others 
worse off, but society would be no worse off.10 This neutrality of wealth 
transfers in welfare applies even when the transfers are involuntary.11

6.3  Modeling social costs 

The definition of social cost as a reduction in social real wealth can be il-
lustrated using the basic tools of microeconomics.12 Using this framework, 

                                                     
10 To be strictly correct, interpersonal utility comparisons are problematic. In 

applied welfare studies, economists nevertheless typically assume that all indi-
viduals have approximately identical utility functions. Given this assumption, it is 
possible to draw unambiguous welfare implications (i.e., measures of social bene-
fits and costs) by aggregating individuals’ willingness to pay for policy changes. 

11 For related discussions, see Baumol and Oates (1988), Bhagwati (1983), 
Bhagwati, Brecher, and Srinivasan (1984), Johnson (1991), Krueger (1974), Muel-
ler (1989), Posner (1975), Tollison (1982), and Tullock (1967). 

12 This type of exposition is used by Dixit and Grossman (1984). A slightly 
more technical presentation would include a discussion of relative prices, input 
coefficients, and preferences. See any intermediate microeconomics text for more 
details on the foundations of these models. 
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the social costs of gambling become clearer, which may help lead re-
searchers toward a consensus. Using the production possibilities frontier 
(PPF) and indifference curve (IC) framework explained in the appendix, 
we can represent optimality as the point of tangency between the PPF and 
highest possible IC. A “social cost” can be represented as an inefficient 
situation in which production and consumption occurs under the initial 
PPF or on a lower PPF–IC.  

6.3.1  The definition applied  

Tullock (1967) used the now famous example of theft to illustrate the con-
cept of social cost. Theft is a transfer of wealth that does not represent a 
social cost with no net change in the value of resources. Landsburg offers a 
succinct explanation of Tullock’s point:  

stolen property does not cease to exist. When a television set is moved from 
one house to another, it remains as reliable a source of entertainment as it ever 
was. This is true even when the new recipient of those services is a thief or a 
dealer in stolen property. (Landsburg 1993, pp. 97–98) 

The transfer of wealth from victim to thief may be unfortunate and is cer-
tainly inequitable from the perspective of most members of society. Never-
theless, the value of the stolen property is simply a transfer between thief 
and victim that does not change aggregate social real wealth.  

However, there are two social costs associated with theft. First, crime 
may impose “psychic costs” on the victim that are unrelated to the pecuni-
ary value of the lost property. For example, the victim may feel violated 
and fearful after a theft.13 Second, the existence of theft creates behavior 
geared toward preventing involuntary wealth transfers.14 Because some 
people engage in theft, others in society use scarce resources to prevent 
theft, e.g., buying locks, burglar alarms, etc.15 As a result, society must 
forego other “useful” goods and services and this opportunity cost is a so-
cial cost. As Tullock (1967, p. 231) explains, “the existence of theft as a 
potential activity results in very substantial diversion of resources to fields 

                                                     
13 Psychic costs are discussed in Sect. 6.4.3. 
14 Behavior that involves attempts to obtain or prevent wealth transfers is gen-

erally referred to as “rent seeking” discussed in more detail in Chap. 7. Also see 
Johnson (1991) and Mueller (1989) for extensive discussions. 

15 Becker argues that, in the case of a competitive crime market, the value of the 
resources used in producing locks and paying police can be assumed to approxi-
mate the social cost of the crime (1968, p. 171, note 3; italics added). 
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where they essentially offset each other, and produce no positive product.” 
Note that it is the existence of theft not the value of goods stolen which is 
the source of the social cost.16

Taxes provide another useful example. Although taxes represent wealth 
transfers and the value of a tax does not belong in cost-benefit analyses, 
taxes do cause social costs. Specifically, resources that could be used to 
produce goods and services are instead used by governments in collecting 
taxes. In addition, taxpayers change consumption patterns and use re-
sources in an attempt to reduce or avoid their tax burdens by hiring ac-
countants and lawyers.17

With an understanding of involuntary wealth transfers in theft or taxes, 
it is clear that voluntary wealth transfers themselves do not generally result 
in social costs. In the gambling literature, however, the monetary amount 
of voluntary wealth transfers is usually counted as part of the social cost of 
gambling. An example is the alleged “bailout costs” (see Sect. 6.5.3) that 
pathological gamblers impose on society. These bailouts neither create nor 
destroy wealth, but they simply redistribute it. 

Redistributions of wealth, especially when they are arbitrary and invol-
untary, can produce social costs. However, the social costs produced by 
such transfers are the value of the psychic, collection, and avoidance costs 
caused by the transfer that is over and above the value of the transfer itself. 
In other words, the amount of bad debt, unemployment compensation, or 
other wealth redistribution is not a measure or a meaningful proxy of so-
cial costs. 

This provides enough background so that we can use the example of 
theft to illustrate the economic definition of social cost. 

6.3.2  Theft as an illustration of social cost 

Let us suppose that society is initially producing at point a on PPF1 and 
IC1 in Fig. 6.1 in a world absent of theft. When we introduce theft, thieves 
begin using resources to commit crimes creating an incentive for individu-

                                                     
16 Similarly, consider a government-imposed price ceiling on gasoline. The re-

sult is a line at the gas station. The cost to consumers – time spent in line – is not 
simultaneously a benefit to anyone else. Hence, it represents a social cost of the 
government price control. 

17 The amount by which the full cost of a tax exceeds the value of revenues col-
lected is often referred to as the “deadweight loss” or “excess burden” of the tax. 
Varian (2006, pp. 300–302) provides a (non-technical) graphical and verbal ex-
planation of the deadweight loss from taxes. 
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als to use resources in an effort to prevent theft. In the model this would 
mean that real resources are diverted from the production of beer and pizza 
into producing locks and alarm systems. This change can be represented 
by a contraction of the PPF (to PPF2) and movement from a to some point 
like point b.18

PPF2 PPF1

IC2

IC1
b

a

Pizza 

Beer 

Fig. 6.1. Social cost of theft 

The existence of theft means that we have fewer resources with which to 
produce other things society wants moving the intercept points of the PPF 
closer to the origin. This causes an inefficiency (at point b) compared to 
the theft-absent case (at point a). The social cost is the beer and pizza that 
are now not produced because some resources are used in executing and 
preventing thefts.19 Note that the value of the goods or money stolen is not
the social cost of theft, as the theft is merely a transfer of wealth. Redistri-
bution itself does not entail a social cost since the costs to one individual 
are offset by benefits to another.20

                                                     
18 Dixit and Grossman (1984) use a similar example but do not show a contrac-

tion of the PPF. Carbaugh (2004, Chap. 2) explains that the axes in the PPF model 
give a scale for output per unit of input resource. Social costs effectively reduce 
productive capacity (given input endowments) since production is diverted to 
some other use, which would be unnecessary in the absence of theft.   

19 In this discussion, we are ignoring any psychic costs to the victims of theft. 
20 McGowan (1999) notes this is a utilitarian interpretation of wealth transfers. 
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6.3.3  Externalities and social costs 

“Externality” is a concept closely related to social cost that also leads to 
confusion in the gambling literature. Specifically, some investigators 
equate externalities and social costs21 while others appear to think that any 
third-party effect qualifies as a social cost. Both views are misguided.  

Externalities occur when the actions of one person impact the welfare of 
another. Without doubt, pathological gamblers often engage in behavior 
that has negative effects on others. However, not all negative externalities 
represent social costs.  

Since the 1930s, welfare economists have taken care to distinguish be-
tween “technological externalities” and “pecuniary externalities.”22 Tech-
nological externalities are defined as those for which the external effect 
impacts real (i.e., non-monetary) arguments in utility or production func-
tions. In other words, technological externalities impact the ability of an 
economic actor to transform a given amount of inputs into outputs (utility). 
A technological externality occurs, for example, when a polluter dis-
charges pollutants into a stream so that a downstream water user must 
clean the water before it can be used. As a result of the pollution, the 
amount of real resources required for the downstream producer to produce 
a given amount of output is increased. The important point is that more re-
sources are required to produce the same amount of the externality affected 
output. Hence, fewer resources are available to produce other goods, and 
real wealth is reduced as a result of the pollution.23

Pecuniary externalities, on the other hand, impact prices and wealth dis-
tribution but they do not affect aggregate social real wealth. A pecuniary 
externality may impact the price of a product and hence the money cost of 
producing a given amount of that product, but it would not affect the 
amount of real resources required to produce a given amount of the prod-
uct. As a consequence, pecuniary externalities may redistribute wealth 
among members of society, but they do not reduce the aggregate amount 
of real wealth. For example, when a gambler loses the money that would 
otherwise have been used to buy groceries for his family, the family is 
worse off. Because the gambler’s actions reduce their wealth, he imposes 

                                                     
21 For example, see Grinols and Omorov (1996), Grinols and Mustard (2001, 

2006), LaFalce (1994), and Thompson (1997). 
22 Seminal work in this area was by Jacob Viner (1931).   
23 The issue is a bit more complicated than the discussion here implies. Whether 

society’s wealth is reduced by the pollution depends upon whether the pollution is 
marginally relevant. For a discussion of the importance of marginally relevant ex-
ternalities, see Barnett and Kaserman (1998). 
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an externality on his family. However, since the gambler’s actions do not 
generally impact real arguments in utility functions, the externality is pe-
cuniary. Put another way, the losses of the gambler and his family are 
equal to the winnings of others24 and there is no loss in aggregate social 
wealth. 

In a nutshell, negative technological externalities are externalities that 
cause inefficiency in the use of resources and produce social costs as well 
as costs for the person harmed. Negative pecuniary externalities, on the 
other hand, cause harm to the affected individual but do not produce inef-
ficiencies or social costs. They are simply wealth transfers. An example of 
the latter occurs when a new employer enters a labor market and drives up 
wage rates for existing employers.25 The former occurs when a factory dis-
charges waste into the air that harms the health of those down-wind from 
the polluter.26

In the context of the PPF–IC model introduced in the previous example 
of theft, a technological externality means that the same inputs result in 
less output. Put differently, it takes more inputs to yield the same output as 
in the absence of the externality. This suggests a contraction of the PPF, 
since it represents the amount of production per unit of input resource 
available.  

The distinction between pecuniary and technological externalities, 
though extremely important in welfare economics, is generally confused or 
ignored by those who write on the social costs of gambling. As a result, it 
is common for gambling researchers to aggregate real technological and 
pecuniary effects27 to produce sums characterized as social costs.  

For example, Grinols and Omorov (1996, p. 52) note that “gambling is 
associated with significant negative externalities…” They cite as examples 
“crime-related apprehensions, adjudication, and incarceration costs, as
well as social service costs for themselves and their families” (p. 53). Here 
Grinols and Omorov confuse the issue by their failure to note that crime-
related apprehensions, adjudication, and incarceration costs represent tech-
                                                     

24 The winners are a combination of other gamblers who win and the gaming 
industry involved. 

25 This applies even when, for example, the now higher labor costs drive some 
existing firms out of business. 

26 For more detailed discussions of externalities, particularly the distinction be-
tween pecuniary and technological externalities, see Barnett (1978, 1980), Barnett 
and Bradley (1981), Barnett and Kaserman (1998), and Baumol and Oates (1988, 
Chap. 3, especially p. 30). 

27 Baumol and Oates (1988, p. 30) write, “the price effects that constitute pecu-
niary externalities are merely the normal competitive mechanism for the realloca-
tion of resources in response to changes in demand or factor supplies.” 
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nological externalities. These are legitimate social costs. However, the so-
cial service costs for the gamblers and costs to the gamblers’ families are 
generally pecuniary externalities that do not represent direct social costs.28

6.3.4  Alleged social costs of gambling29

Most gambling studies do not perform original estimates of social costs. 
Instead, studies usually simply repeat previous monetary estimates without 
explaining what costs are included in the estimates, or they present a range 
of cost figures and call the lower end of the range “conservative.” Few 
studies explain the underlying methodologies. Table 6.2 summarizes some 
of the social cost studies.30

Each of these studies discusses the high level of costs associated with 
gambling but none explains what conditions must be satisfied for a conse-
quence of gambling to be considered a social cost. In many cases, they 
combine technological with pecuniary externalities, ignore certain social 
costs, and wrongly include other “effects” in their social cost estimates. 
One further complication is that there appears to be little consistency 
among researchers for what is or is not included in the estimates.  

Generally, costs to individuals do not qualify as social costs unless they 
are coupled with negative technological externalities. In an early draft, 
McCormick (1998) provided a useful example: “Suppose I break my leg 
riding a horse. Is there a social cost? No. The pain, suffering, and loss of 
income are mine. Jobs, income, taxes, crime, and divorce are not benefits 
or costs, they are markers and indicators.” There are numerous potentially 
negative effects of pathological gambling that do not qualify as social costs 
in the economic paradigm.31

 Among the studies that offer estimates of the social costs of pathologi-
cal gamblers, the work by Thompson, Gazel, and Rickman (1996, 1997, 
1999) is among the most complete and most carefully done. Indeed, they 
note the shortcomings of previous researchers:  

                                                     
28 Grinols and Mustard (2001) also illustrate confusion about externalities. 
29 McCormick’s (1998) discussion of “uncompensated social costs” is a useful 

complement to this section. The private consequences issue is dealt with in more 
detail by Eadington (2003). 

30 In addition, see “Casinos in Florida” (1995), Tannenwald (1995), and U.S. 
House (1995). 

31 See Baumol and Oates (1988) for a complete discussion of externalities. 
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Table 6.2. Examples of social cost studies 

Study Summary 
Goodman 
(1995a) 

Goodman explains the “costs to government and the private econ-
omy” are estimated at $13,200 per year per pathological gambler (p. 
56). This is the same number used in his 1994 study. He does not 
explain the criteria by which items are included but does list some of
the “costs” included. Much of Goodman’s “research” is based on 
newspaper articles. 

Grinols 
(1995a) 

Grinols has one of the most alarmist and deceptive discussions. He 
suggests the social costs of gambling are like destruction of wealth 
amounting to “losses equal to the lost output of an additional 
1990:III-1991:II recession every eight to fifteen years, or an addi-
tional hurricane Andrew (the most costly natural disaster in Ameri-
can history) every year, or two 1993-level Midwest floods (the larg-
est floods on record for the area) annually.” (p. 7) 

Grinols 
(2004) 

Grinols simply takes the average of many of the social cost estimates 
performed during the 1990s to arrive at an estimate of $10,330. Sur-
prisingly, he does not even analyze the different cost estimates to de-
termine whether or not they are all measuring the same things or
whether they use appropriate methodologies.  

Grinols and 
Omorov 
(1996) 

In this paper the costs are called externalities. The authors use esti-
mates from previous studies: “Focusing only on social costs that can 
be measured – primarily apprehension, adjudication, incarceration, 
direct regulatory costs, and lost productivity costs – leads to annual 
costs per pathological gambler between $15,000 and $33,500.” (p. 
56)

Kindt  
(1994,  
1995) 

Kindt simply discusses previous estimates. He cites a relatively high 
cost estimate: “The social, business, economic and governmental 
costs of [pathological gamblers] are potentially catastrophic. The av-
erage socio-economic cost per [pathological] gambler per year has 
been calculated at $53,000” (Kindt 1995, p. 582). Kindt’s work, usu-
ally published in law journals, is decidedly less than scientific.  

Task Force 
(1990) 

The social cost of pathological gambling in Maryland is estimated at 
$30,000 per gambler per year, in 1988 dollars (p. 59). “Abused dol-
lars” are the basis for these costs.  

Thompson, 
Gazel, and 
Rickman 
(1997) 

This paper contains an original social cost estimate, $9,469 per
pathological gambler per year, and is regarded by its authors and 
other researchers as “conservative.” This is a frequently cited study.  
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Several studies have offered evidence about the societal cost of problem gam-
bling. However, for the most part, we have seen only attempts to either list all 
the cost factors without analysis and without totaling up the effects, or to offer 
numbers without any indication of how the numbers were determined. (Thomp-
son et al. 1997, pp. 82–83) 

In their study, Thompson et al. (1996, pp. 16–21) give an explanation of 
each of the “social costs” (“employment costs, bad debts and civil-court 
costs, thefts and criminal-justice costs, the costs of therapy, and welfare 
costs”) and their estimation but as in their 1997 study the authors fail to 
disclose the specific criteria used for determining just what constitutes a 
social cost.32 Nevertheless, Thompson et al. (1997) are to be commended 
for being transparent in their estimation procedure. Indeed, their paper is 
often cited as being one of the most respectable, thorough, and conserva-
tive social cost studies.33 Therefore, where researchers typically provide 
empirical estimates, I give as an example the estimates from Thompson et 
al. (1997). Table 6.3 is a reproduction of their social cost estimate. 

6.4  Legitimate social costs 

According to the social cost definition in Sect. 6.2 there are several legiti-
mate social costs that have been identified by previous researchers. In the 
following sub-sections, the alleged social costs of gambling, including 
those listed in Tables 6.1 and 6.3, are evaluated within the context of the 
tools developed in the appendix.    

6.4.1  Legal costs 

Some individuals face legal problems as a result of their pathological gam-
bling. For example, a person may steal in order to get money for a gam-
bling habit. This activity can lead to social costs because the resources ex-
pended on police, courts, and incarceration could have been spent on other 
goods or services.34 Importantly, the money stolen or any awards in civil 
court decisions are not social costs because they represent wealth transfers. 
                                                     

32 More recent comprehensive studies by NORC (1999) and the NGISC (1999) 
are similar in this respect. 

33 It is for this reason that their work is scrutinized by Walker and Barnett 
(1999) and Walker (2003). 

34 Expenditures on police may also result in positive externalities. For example, 
an increased police presence on the streets may discourage some amount of crime. 
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Table 6.3. Annual societal cost per compulsive gambler ($) 

Cost type Component 
cost 

Total 

Employment 2,941
   Lost work hours 1,328
   Unemployment compensation 214
   Lost productivity/ unemployment 1,398
Bad debts 1,487
Civil court 848
   Bankruptcy court 334
   Other civil court 514
Criminal justice 3,498
   Thefts 1,733
   Arrests 48
   Trials 369
   Probation 186
   Incarceration 1,162
Therapy 361
Welfare 334
   Aid to dependent children 233
   Food stamps 101
Total 9,469

      Source: Thompson et al. (1997, p. 87) 

For legal costs of police, courts, and incarceration to be fully attributed 
to pathological gambling, there are two requirements. First, the costs must 
be borne by others, not the pathological gambler.35 Second, pathological 
gambling must be the sole cause of the behavior (that is, the primary dis-
order. In reality, many cases are characterized by comorbidity with more 
than one disorder. This issue is addressed in Chap. 7. 

With these caveats, we can reconsider the Thompson et al. (1997) esti-
mates for costs associated with “civil court” and “criminal justice.” To the 
extent that pathological gambling is the primary disorder, the estimates of 
$848 is properly classified as a social cost if it excludes cash awards. 
However, from the $3,498 estimate of criminal justice costs, we must sub-
tract the $1,733 for theft since it is merely a wealth transfer. This leaves 
$1,765 that can potentially be considered a social cost related to criminal 
justice.  

                                                     
35 This does not, however, imply that all government expenditures are social 

costs. (In many cases, such expenditures represent wealth transfers.) 
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These legal costs are illustrated in Fig. 6.2. When casinos are legalized 
and open, movement from a to b might occur. Assuming consumers like 
casino gambling, this represents an improvement in welfare, as indicated 
by the movement from IC1 to IC2. However, pathological gamblers that 
may exhibit criminal behavior creates a need for society’s resources to be 
expended on police, courts, and incarceration. This diversion of resources 
from other modes of production can be represented by a contraction of the 
PPF, and a reduction in consumption, say from point b to point c.

d

c

a

b

IC3

PPF1
IC4

IC1

PPF2 PPF3

Casino
Gambling 

All other goods  
excluding police, 

court, incarceration, 
and therapy costs 

due to pathological 
gambling 

IC2

Fig. 6.2. Social costs of pathological gambling 

Recall that a social cost is a decrease in social wealth, compared to what 
it otherwise would have been. In the context of the PPF–IC model, this is 
illustrated by movement to a lower PPF–IC. Though the model is not con-
ducive to precise empirical estimates, it does offer a useful way to concep-
tualize social costs. Not all negative effects of gambling cause a reduction 
of real social wealth. It is interesting to note that the model suggests soci-
ety might be better off at point c with gambling and its social costs than at 
the original point a with neither gambling nor its social costs.36 Of course, 
if the social costs of casinos are so great as to move us to point d on IC4

                                                     
36 There is an assumption here that pathological gambling occurs only when 

gambling is legal. Of course, this is not always the case. Society would likely have 
some of the social costs whether or not gambling was legal, since people could 
gamble online, in other jurisdictions, or illegally. 



100      6  The social costs of gambling 

then we would be better off prohibiting gambling, assuming the social 
costs would also disappear. 

6.4.2  Treatment costs 

Assume that those who seek therapy for their gambling problem would not 
require treatment in the absence of their gambling problem. Assume fur-
ther that when a person decides to gamble he believes that he will not pay 
the therapy costs even if he becomes addicted. Under these questionable 
assumptions, the $361 attributed by Thompson et al. (1997) to therapy cost 
could be considered a social cost. Again, Fig. 6.2 could be used as a repre-
sentation of this type of social cost. As with legal costs, we can consider 
this a social cost only if someone other than the treated individual pays for 
treatment.   

6.4.3  Psychic costs37

From an economic perspective, not only have researchers inappropriately 
classified numerous consequences of pathological gambling as “social 
costs” as discussed below, they have also omitted several legitimate social 
costs from their studies. Some of the neglected costs amount to the nega-
tive psychological impact on individuals caused by pathological gamblers, 
while others are associated with government restrictions and the legaliza-
tion process. Discussion of the latter type is found in Chap. 7 while the fo-
cus of the present chapter is more on the costs caused by individual gam-
blers.   

Problem gambling behavior may harm family members, there is no 
doubt. But some researchers have argued these costs are “internalized” and 
do not belong in social cost measures (Manning, Keeler, Newhouse, Sloss, 
and Wasserman 1991; Walker and Barnett 1999). Others are less sure how 
to deal with the issue but suggest that the costs are probably not internal-
ized (Sloan, Ostermann, Picone, Conover, and Taylor 2004, pp. 220–221). 
Even if harm to family members is a social cost, it is unclear how to meas-
ure it in money terms. There are other examples of harms from gambling 
that are not easily measured. For example, how should we measure the 
cost of a divorce caused by problem gambling? Rather than focusing on 
money measures, perhaps simply noting that family problems are a likely 

                                                     
37 At the Whistler Symposium (2000) several psychologists informally told me 

that the term “psychic cost” is “offensive.” No offense is intended. 
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side effect of pathological gambling would be a better way to acknowledge 
this issue. 

Walker and Barnett (1999) discuss the emotional “costs” that may be 
imposed by pathological gamblers on their friends and family. Emotional 
harm, to the extent it is caused by the pathological affliction, is a social 
cost because it can be considered a negative technological externality 
when relevant arguments are included in a utility function. For example, an 
interdependent utility function might be Ua=U(C,Uf ,Ur ,Z), where C is 
consumption, Uf is the utility of friends, Ur is the utility of relatives, and Z
represents all other arguments. If Ua / Uf and Ua / Ur >0 then a psychic 
cost is imposed on person a when harm occurs to either a friend or relative. 
The result is lower utility for person a.

Psychic costs are not easily modeled in the context of a PPF–IC model 
because although some people are less happy they are not necessarily less 
productive or consuming less. One important question to debate is whether 
or not this type of psychic cost should be under consideration for policy in-
tervention. After all, people are affected daily by countless psychic costs 
and benefits.38 In addition, one could argue that psychic costs imposed on 
family members or friends are “internalized.” Since the individuals have 
close relationships, they understand and accept that there will be both 
benefits and costs of such relationships.39

6.5  Items improperly defined as social costs 

The underlying key to the development of methodologically sound social 
cost estimates is an appropriate definition of social cost. Earlier the Walker 
and Barnett (1999) definition was stated and explained in detail. In this 
section, many of previously alleged social costs are examined through the 
lens of that definition. Although many or all of these effects of pathologi-
cal gambling behavior are unfortunate, this is not sufficient for them to 
qualify as social costs, decreases in real social wealth. Most of these ef-
fects are incorrectly included in social costs estimates. Refer to Tables 6.1 
and 6.3 for examples. Simple examples are offered in many cases to illus-
trate why the classification of some of these effects as social costs is inap-

                                                     
38 The value of psychic costs could be measured by asking individuals how 

much they would be willing to pay to avoid them. Surveys asking such questions 
would need to be very carefully constructed in order to be valid. This particular is-
sue is beyond the scope of this book. 

39 See ACIL (1999) on this issue. 
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propriate. At the end of the discussion, the various effects that are not true 
social costs are summarized with succinct explanations. 

6.5.1  Wealth transfers 

Some researchers have argued that wealth transfers do not change the 
overall level of societal wealth and do not belong in cost-benefit calcula-
tions (National Research Council [NRC] 1999; Walker and Barnett 1999; 
Collins and Lapsley 2003; Eadington 2003; Federal Reserve Bank of Min-
neapolis 2003; Single 2003). Others argue that transfers such as bankrupt-
cies, thefts, “bailouts,” and “abused dollars” belong in the equation (Mar-
kandya and Pearce 1989; Thompson et al. 1997; Grinols and Mustard 
2001; Grinols 2004), because a transfer is a cost to someone. This is an 
important issue because how transfers are treated will have perhaps the 
largest impact on the magnitude of social cost estimates.  

Some researchers base their argument that “transfers are costs” on an 
extremely vague concept coined “abused dollars” by Politzer, Morrow, and 
Leavey (1985, p. 133):  

[the] amount [of money] obtained legally and/or illegally by the pathological 
gambler which otherwise would have been used by the pathological gambler, 
his family, or his victims for other essential purposes. These abused dollars in-
clude earned income put at risk in gambling, borrowed, and/or illegally ob-
tained dollars spent on basic needs and/or provided to the family which other-
wise would have been “covered” by that fraction of earned income which was 
used for gambling, and borrowed and/or illegally obtained dollars for the partial 
payment of gambling related debts. 

Researchers who cite “abused dollars” are typically staunch anti-
gambling advocates (e.g., Grinols 2004; Grinols and Mustard 2001; Kindt 
2001). Kindt (2001, p. 31) suggests that the abused dollar cost concept 
“was given the actual or implied imprimatur of the Journal [of Gambling 
Behavior].” However, the editor of the Journal at the time, Henry Lesieur, 
has indicated that he regrets publishing the article and that it has been “jus-
tifiably criticized” (Lesieur 2003).40

On the surface “abused dollars” might appear to be a reasonable way to 
measure the negative effects of gambling since it seems to measure the 
waste or damage associated with gambling. Upon closer examination the 
concept is too vague to be useful. For example, measuring the amount of 

                                                     
40 Lesieur writes that he regrets publishing the article because he believes that 

many of the costs of problem gambling are not measurable. 
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dollars spent gambling that “could have been used for other essential pur-
poses” does not provide much information. First, what is an “essential pur-
pose”? The concept loses its meaning once we consider gambler income 
levels. Is an “essential purpose” for a millionaire the same as for a person 
with average income? Furthermore, a generous interpretation of “abused 
dollars” would imply that the sum of all money bet (i.e., handle) represents 
abused dollars. This is likely to be significantly higher than the actual 
amount lost by a casino gambler.41 The concept also treats borrowed 
money as abused dollars. Many later authors attempt to make a similar 
measurement but call it by another name (e.g., “bailout cost” or “social 
cost”).42 In any case, the “abused dollars” concept is far too vague to serve 
as a useful classification mechanism in social cost estimates. 

The issue of wealth transfers, say from bad debts and bankruptcies, is 
important. Most non-economists are not satisfied with the “transfer of 
wealth” argument. But treating transfers as social costs has its own prob-
lems explained by Walker (2003, pp. 165–166). In any case, measuring 
transfers is relatively simple, once it is determined how they should be 
handled in cost-benefit studies. 

6.5.2  Bad debts 

Researchers typically classify “bad debts,” money borrowed but not paid 
back, as a social cost of pathological gambling if the borrowed funds are 
used to finance gambling activities. Thompson et al. (1997) estimate that a 
pathological gambler will have $1,487 in bad debts annually.  

Certainly bad debts are costly to the creditors but the result of these bad 
debts is simply to transfer wealth from creditors to debtors. Since transfers 
are not considered social costs, the inclusion of bad debts in the estimate of 
social costs is inappropriate.43

Bad debts are simply wealth transfers that cannot be considered a social 
cost because they do not reduce social wealth, but the cost of resources 
used in the collection of bad debts can be characterized as a social cost. To 
the extent that bad debts accumulated by gamblers exceed those that would 
                                                     

41 Walker (2004) gives the example that a gambler bets an average of $1,000 in 
order to lose $100 at slot machines with a 90% pay-out. 

42 Grinols and Mustard (2001) resurrect the “abused dollars” concept, but de-
fine it differently than Politzer et al. (1985). 

43 The argument that defaults on bad debts will lead to higher prices (interest 
rates, for example) and that this is a social cost is the result of misunderstanding 
the distinction between pecuniary and technological externalities. Any external-
ities that merely alter relative prices are pecuniary, not technological. 
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occur in efficient capital markets, social wealth is reduced when resources 
that would have been used to produce goods and services are instead used 
in efforts to collect or avoid paying bad debts. Previous researchers have 
not identified this as a potential social cost of pathological gambling be-
havior.  

6.5.3  Bailout costs 

Frequently pathological gamblers find themselves in dire financial situa-
tions. When they turn to family members or friends for financial help, it is 
often labeled “bailout costs.” Numerous researchers provide estimates of 
this type of “cost.”44 Transfers of wealth, whether voluntary or not, cannot 
be considered social costs since the overall wealth does not decline and an 
inefficiency is not created.45 The NRC (1999, p. 163) notes, “One of the 
biggest stumbling blocks in economic impact analysis is determining 
which effects are real and which are merely transfers.” The PPF model 
helps to shed light on whether an effect is real or pecuniary. 

If one considers bailouts as social costs, then perhaps every exchange of 
money should be one. The argument quickly runs into problems. If I give 
someone 50¢ to buy a soft drink, should it represents a social cost analo-
gous to a bailout cost? Call this a social cost of thirst, or an “abused 50¢” 
due to thirst. When the university pays me my monthly salary, is that a so-
cial cost analogous to any other government expenditure? Call this a social 
cost of education. These examples show that the whole concept of social 
cost quickly loses its meaning when it is defined to be so general. This is 
one reason why the definition of social cost is critical.  

                                                     
44 See “Casinos in Florida” (1995), Goodman (1995b), Kindt (1994), Politzer et 

al. (1985), and Thompson et al. (1997). 
45 Consider a schoolboy who loses his money pitching pennies at recess. Rather 

than see him go without food, his mother may deliver a stiff lecture and replace-
ment lunch money. The mother would certainly be displeased with his behavior 
but her “gift” is a voluntary transfer of wealth that does not constitute a decrease 
in social wealth and is not a social cost. Similarly, if her adult son is a pathological 
gambler and loses his own income gambling, she may choose to provide funds for 
his food and shelter. The wealth transfer would not constitute a social cost because 
her gift is purely a transfer and there is no loss in wealth for the community. 
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6.5.4  Government welfare expenditures 

Some researchers have been confused about how government spending re-
lates to social costs. In economics, a social cost is a decrease in the wealth 
of society. However, Thompson et al. (1997) attribute social costs of $334 
to welfare expenditures. From the previous discussion, it should be clear 
that mere wealth transfers, from taxing Sam to pay Joe, do not represent 
social costs because the level of wealth remains constant.46

What about non-transfer government spending? Do these constitute so-
cial costs? This question was raised, for example, by one of Walker and 
Barnett’s reviewers (1999, p. 187, note 10): “[The authors] even deny that 
thefts are costs to society. They deny that the costs of welfare are social 
costs. If not, they would not have to be included in the state budgets, so 
how can they not be social costs?”  

Even when particular government-paid costs of gambling are agreed to 
be “social costs” their measurement may be tricky. Most researchers count 
government expenditures relating to the treatment of problem gambling as 
social costs (Walker and Barnett 1999; Collins and Lapsley 2003; Eading-
ton 2003; Single 2003). The magnitude of these social costs in a country 
depends critically on the level of treatment-related expenditures by gov-
ernment. This makes the comparison of social costs across countries diffi-
cult. If one country increases its expenditures on problem gambling treat-
ment the social costs of gambling in that country increase, according to 
most studies, even if the number of problem gamblers or the severity of 
their problematic behavior decreases. A country whose government spends 
nothing to deal with problem gambling may have a significantly lower so-
cial cost, ceteris paribus.47

Social cost studies that simply use government spending as measure of 
social costs are problematic. Yet, there is no obviously better way to han-
dle these costs. One could argue that government spending should be han-
dled in a fundamentally different way since they may be tied more directly 
to politics than to the level of problem gambling. Even so, the level of 
government spending can provide useful information to researchers inter-
ested in studying the cost-effectiveness of different treatment options.  

This is a critical point. Simply because the government spends money 
on something does not necessarily imply that the expenditure represents a 

                                                     
46 A related legitimate social cost would be any excess burden incurred raising 

the tax revenue used for transfers. 
47 Alternatively, suppose one country compensates pathological gamblers 150% 

of their treatment costs. Then the social costs of gambling in this country would be 
over-estimated. 
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social cost or a decrease in social wealth, though it may. Members of soci-
ety must give money to government in taxes, and so in a sense it is a cost 
to society members. However, the benefits also go to society members. For 
example, education, research, police, and unemployment benefits would 
all be social costs if government expenditures are sufficient to qualify as 
social costs. These things are fundamentally different from the social costs 
associated with pathological gambling. We seek to minimize the social 
costs of gambling, but we do not seek to minimize education, research, po-
lice protection, or many other forms of government spending. If govern-
ment spending implied social costs, the social cost problem would be eas-
ily solved by eliminating government spending! This point hopefully 
illustrates why social cost must be something other than mere expenditures 
by a person, or negative consequences to an individual.  

Browning (1999) discusses government expenditures as externalities. 
His discussion is in the context of smoking and the related health care 
costs that are borne by government. He calls these “fiscal externalities.” 
They are not technological externalities because spending by government 
result in taxes on citizens and taxes rates are not arguments in utility func-
tions (Browning 1999, p. 7). In discussing cigarette smoking and medical 
care subsidies, Browning (pp. 12–13) explains, 

If the fiscal externality in the cigarette market is associated with excessive ciga-
rette smoking and there is a welfare cost, it is simply a reflection of the welfare 
cost produced by the medical care subsidy. There is no “new” inefficiency pro-
duced by the fiscal externality. Fiscal externalities, therefore, do not necessarily 
imply any inefficiency. If there is inefficiency associated with the fiscal exter-
nality, it reflects the distorting effect of the policy (here, the medical care sub-
sidy) that creates the fiscal externality. Fiscal externalities themselves do not 
cause any new inefficiency in resource allocation. 

This is an important perspective that must be considered and addressed by 
gambling researchers, especially as researchers call for more government 
support of pathological gambling treatment and prevention expenditures. 

6.5.5  Modeling transfers 

We can illustrate the analysis of transfers in bad debts, bailouts, or gov-
ernment expenditures by using people’s wealth on the axes of a PPF model 
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as in Figure 6.3.48 The PPF represents the possible distributions of wealth 
of $100.49 As before, all points on the PPF are efficient though both mem-
bers of society might not consider them all equitable or “fair.” Bailout 
costs, bad debts and government welfare costs are all transfers of wealth, 
from concerned family members, the bank, and taxpayers to the pathologi-
cal gambler in question. In each case the person losing money is likely to 
be unhappy with the transaction but it is also a net benefit to the recipient 
whether or not he suffers from pathological behavior.50

Assume we are initially at point m in Fig. 6.3. Now suppose Joe is a 
pathological gambler and that he (i) receives a $20 “bailout” from his fa-
ther Sam, (ii) defaults on a $20 loan from Sam the banker, (iii) receives a 
$20 check from the government financed by Sam’s taxes, or (iv) steals $20 
from Sam’s wallet. Each case can be represented by movement from point 
m to n. None of the cases is a decrease in social wealth. Rather, they are 
transfers from Sam to Joe.   
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$100 
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Fig. 6.3. Wealth transfer 
                                                     

48 Alternatively, one could simply point out that, if tax revenues, political con-
tributions, etc., are not social costs, then certainly abused dollars, bad debts, and 
bailout costs cannot be. 

49 The straight line PPF indicates that the “good,” i.e., money, is perfectly 
shiftable between individuals. In production cases, PPFs are bowed, as explained 
in the appendix.  

50 This discussion ignores a potential social cost associated with administering 
wealth transfers. With government transfer payments, for example, there is often a 
cost to collecting (and avoiding) the taxes. These are social costs of taxation. 
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An important caveat must be reiterated. There might be social costs as-
sociated with the above transfers that are unrelated to the size of the trans-
fer. An example is the psychic cost of having to provide a bailout to a rela-
tive. A bailout, one might argue, is made under duress. A person might 
face a prison term if owed money is not paid to a lender. Consider a case 
where individual g is a pathological gambler who will receive either a 
bailout or a prison sentence, and individual b is the concerned family 
member who has the choice of bailing out g or letting him go to prison. Let 
the individuals’ utility functions be Ug=U(C,G,P,Ub,B,Z) and Ub= U(C, 
Ug,B,Z), where C represents consumption, G is gambling, P is prison time, 
B is a bailout, and Z is other arguments affecting utility. We might legiti-
mately expect the following partial derivatives: Ug / G>0, and Ug / P,
Ug / B, Ub / B <0. Both the prison term and bailout have a negative psy-

chic effect on both individuals. If the prison sentence has a greater total 
negative effect than the bailout, then b will bailout g. This is a choice.    

Giving a birthday gift, on the other hand, is usually a choice not made 
under duress. We might expect both giving and receiving a birthday gift to 
increase utility though it need not. The recipient might feel that now he 
owes the giver. The giver might feel that he was somehow compelled or 
obligated to give in the first place. Such a transfer might have either posi-
tive or negative psychic connotations. The same is true of any wealth 
transfer.  

It should be noted that the redistribution of wealth caused by gambling 
is often very important in policy deliberations. The suffering of the fami-
lies of pathological gamblers is cause for serious concern, but it is impor-
tant to recognize that neither the gambler’s losses nor the transfers of 
wealth that they prompt are social costs. More importantly, using the 
amount of wealth transferred as a result of pathological gambling as a 
measure of social costs, and the addition of these amounts to “real” social 
costs is adding apples and oranges. The resulting sum is meaningless. 

6.5.6  Industry cannibalization 

“Industry cannibalization” is the term used by many researchers to de-
scribe the negative effects gambling establishments have on neighboring 
businesses. When casinos open in a particular town, sales at nearby restau-
rants and other entertainment firms may fall. This consequence of casino 
introduction is considered by many to be a social cost.  Adherents to this 
view argue that any positive economic effects of casinos are offset by 
losses to other industries, so net economic growth is unlikely. Refer to 
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Sect. 3.2 for a complete discussion of this issue. Generally, we can view 
“cannibalization” as a normal activity within market economies.   

6.5.7  Money outflow 

Somewhat less common than the other alleged social costs is the argument 
that monetary outflows represent social costs. Political arguments and 
common sense seem to dictate that the introduction of gambling into a re-
gion or state can be economically beneficial only if the introduction brings 
about a net inflow of money. The complementary argument is that money 
outflow from a region reduces the wealth in the region. As with “industry 
cannibalization” this issue was discussed in Chap. 3 in the context of eco-
nomic development. The concern of money outflow can be discounted be-
cause consumers do not pay for something unless they expect the value of 
what they receive to be higher than the price they pay. 

6.5.8  Productivity losses 

Most researchers allege that pathological gamblers create social losses be-
cause their gambling affects their jobs. They may become less productive 
on the job, miss work, or become unemployed as a result of their gambling 
problem. Thompson et al. (1997) estimate costs of lost work hours, unem-
ployment compensation, and lost productivity from unemployment at 
$2,941 (see Table 6.3). Grinols and Mustard (2001), Grinols (2004), and 
Single, Collins, Easton, Harwood, Lapsley, Kopp, and Wilson (2003, Sect. 
4.4) also count productivity losses as social costs.  

Other authors have argued that such costs are internalized because the 
costs fall upon one of the parties of the labor contract (Walker and Barnett 
1999; Eadington 2003; Walker 2003). If a worker’s productivity falls or if 
he fails to show up to work, either the employer or employee is the resid-
ual claimant to the loss, the “stolen wages” to which Thompson et al. 
(1999) refer. There is no “social” aspect to this. If the employer chooses, 
he may reduce the wages paid to the worker in the proportion of missed 
hours. Alternatively, he may fire the worker and replace her with someone 
else who offers a higher marginal product. If the employer chooses not to 
take action against the worker, the employer incurs the cost of the worker 
shirking. In either case, there is no externality to outside parties. McCor-
mick (1998, p. 8) provides a useful explanation:  

Imagine a person spends considerable time playing video poker, so much so 
that this person loses his or her job and has to seek a lower paying, less de-
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manding position. Emphatically, the lost wages are not an uncompensated so-
cial cost. The individual directly bears these costs and still plays the games, 
then the individual feels all the consequences of his or her actions. In this case, 
there can be no welfare improvement from limiting this person’s access to 
video poker games. This is true even if other people were depending on the 
gambler to supply them with income. While indeed it might be sad and a deep 
personal tragedy, it was a decision made by the individual and one for which, in 
classical economics, there is no gain from government intervention. 

6.5.9  Theft  

From the discussion above, theft is a transfer of wealth, and therefore does 
not qualify as a social cost.  

6.6  Conclusion 

Although there are bound to be new claims of negative effects as social 
costs, most of these effects appear to be easy to classify given a definition 
of social cost. Using the economics definition described in Sect. 6.2 we 
can concisely explain why many of the alleged social costs are “bad ef-
fects” that may be associated with pathological gambling but not true so-
cial costs or reductions in societal wealth. Table 6.4 summarizes this in-
formation.

Items (4) and (12) in Table 6.4 require additional comments. Suicide 
can be considered an act of rational choice (Crouch 1979, p. 182). Even so, 
if a pathological disorder drives a person to commit suicide, his survivors 
may suffer psychic costs that can be considered negative technological ex-
ternalities depending on utility functions. Nonetheless, these costs are ar-
guably internalized.51 The last item in Table 6.4, divorce, is interesting. 
Most researchers simply assume that marriage is good and divorce is bad. 
There is no consideration given to the circumstances surrounding the di-
vorce. Indeed, in most cases the individuals seeking divorce expect to be 
better off as a result, so it would appear that divorce is “good” for them.52

Still, one could argue that the marriage might not have turned bad in the 
absence of problem gambling. 

                                                     
51 Psychic costs could result from any natural-cause death too; should we there-

fore classify death as a social cost of life? 
52 Prior to marriage the prospect of divorce is not a positive. But once married, 

if divorce occurs it must be in an attempt to improve the relationship. 
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Table 6.4. Alleged “social costs” of gambling 

Alleged social cost Economic perspective 
(1) income lost from missed work  
(2) decreased productivity on the job 
(3) depression and physical illness related to stress 
(4) increased suicide attempts 

Costs borne by  
gambler  

(“internalized”) 

(5) bailout costs  
(6) unrecovered loans to pathological gamblers  
(7) unpaid debts and bankruptcies  
(8) higher insurance premiums resulting from 
pathological gambler-caused fraud  
(9) corruption of public officials 
(10) strain on public services  
(11) industry cannibalization  

Transfers or 
pecuniary externalities 

(12) divorces caused by gambling Value judgment 

Using the economics paradigm for defining social costs, it is likely that 
the typical social cost estimate grossly overestimates the true social costs 
of pathological gambling. For example, the Thompson et al. (1997) esti-
mate of social costs (per pathological gambler per year) must be reduced 
from $9,469 to $2,974 (Walker and Barnett 1999). However, even if re-
searchers were to accept the economics perspective on social cost, there 
are remaining complications in performing social cost estimates. Some of 
these issues are addressed in the next chapter. 

Even after defining “social costs,” we are still left with the question, 
“Why does this matter?” Experience has shown that in the absence of an 
explicit definition of social cost researchers use ad hoc methodologies in 
estimating costs. Many such estimates have been arbitrary and meaning-
less. Although a welfare economics methodology is not the only one, it has 
precedence and provides a framework by which existing and forthcoming 
cost-benefit analyses may be compared. This perspective may give re-
searchers a different, valuable perspective on the varieties of negative con-
sequences from pathological gambling. 



7  Miscellaneous social cost issues 

7.1  Introduction 

In the previous chapter, I explain a mainstream economics definition of 
“social cost” and how it could be applied in cost-benefit analyses of gam-
bling. Throughout the chapter, potential pitfalls of cost-benefit analyses are 
indicated by way of specific examples from previous studies. Cost-benefit 
analyses have garnered a significant amount of attention from media, in-
dustry, government, and researchers. Yet, aside from the fundamental 
problem of defining social cost performing such studies in any meaningful 
and useful way is surprisingly difficult to do. In this chapter, we examine 
some other complications related to cost-benefit analysis. This discussion 
can be valuable for researchers performing analyses as well as consumers 
of such research.  

There are several possible explanations of the low quality and rather 
confused nature of social cost research. First and perhaps foremost, this is 
a new area of research. As a result, one should not expect complete agree-
ment among researchers. Second, contributors to the literature have a sur-
prisingly wide array of academic backgrounds in economics, law, medi-
cine, political science, psychology/psychiatry, public administration, soci-
ology, and even architecture. We would expect different researchers to ap-
proach the social cost issue in different ways. This variety is important be-
cause gambling research is by its nature interdisciplinary. But problems 
can develop when people step outside their areas of expertise.1 Aside from 
this, with so many different backgrounds, agreement on any particular is-
sue is unlikely.  

Finally, a possible indicator or perhaps source of confusion in the litera-
ture is the type of redundant jargon one finds in the social cost literature. 
The terminology just to describe “costs” is surprisingly vast including pri-
vate and social, internal and external, direct and indirect, harms and costs, 

                                                     
1 This issue is addressed further in Chap. 8. 
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intangible and tangible, external costs and externalities, and pecuniary and 
technological externalities. Do we really need so many different terms to 
describe the negative effects of pathological gambling?2 In addition to con-
fusion surrounding costs, the psychology literature has a similar problem 
in its definition of problematic gambling behavior. The terms used to de-
scribe such behavior include disordered gambling, problem gambling, 
pathological gambling, probable pathological gambling, and compulsive 
gambling. While these terms all refer to problematic gambling behavior, 
there are different levels of the affliction. This disagreement on the no-
menclature, coupled with different levels of problem gambling, makes the 
estimation of social costs even more difficult.     

All of the above issues will abate as the research matures. The remain-
der of this chapter examines some longer term, more substantive concerns 
related to social cost research. Section 7.2 discusses some of the problems 
in attributing costs to gambling behavior. In Sect. 7.3, I discuss several po-
tential social costs of gambling that have not been identified or measured 
in previous research. Aside from the economics perspective on social 
costs, there are several other viable perspectives that have been offered by 
well-respected researchers. These increasingly popular perspectives are 
described briefly in Sect. 7.4. Whatever methodology researchers view as 
legitimate and/or workable, in Sect. 7.5 I argue that we should adopt a sin-
gle “universal” methodology for social cost of gambling studies. Section 
7.6 concludes the chapter. 

7.2  Problems estimating social cost values 

Despite numerous attempts to estimate the social costs from casino gam-
bling in different countries, there are serious problems in this line of re-
search that have not been adequately addressed. In some cases, these prob-
lems are so serious as to completely invalidate the results of many social 
cost studies. Four of these issues are briefly addressed here, and related is-
sues are covered in Chap. 8. Although there may not be immediate solu-
tions to these problems, researchers should at least recognize these hurdles 
in their studies so policymakers and voters can be better informed. 

                                                     
2 Part of the explanation for this, of course, is that few authors define “cost.” 
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7.2.1  Counterfactual scenario 

When considering the costs (or benefits) associated with gambling and 
gambling behavior, it is important to consider the counterfactual scenario. 
That is, we must be mindful of what otherwise would have happened.3 In 
the social costs case, we must consider the magnitude of such costs if casi-
nos were not legal. Gamblers can travel to casinos outside their city, state, 
region, or country. Illegal and internet gambling may be available. In any 
case, legalizing casinos in the home area may not significantly affect the 
social costs that accrue to that region. 
 Even if we accept this argument, measuring the social costs in the coun-
terfactual may be difficult. One way to do this would be to identify similar 
regions that do not have casino gambling. Of course, such a comparison 
must be done carefully to control for as many societal factors as possible.  

7.2.2  Comorbidity 

Even after reconsidering existing social cost estimates, it is important to 
consider the matter of the net or marginal contribution of pathological 
gambling to socially undesirable behavior. Investigators usually observe 
that pathological gamblers have legal problems, often require public assis-
tance in the form of various kinds of welfare payments, and may require 
more medical services than other individuals.4

These observations are easily verified but prove little. As most authors 
would acknowledge, simply observing that gambling is correlated with 
such problems does not imply that gambling causes them. If gambling 
were not an option, a person who is predisposed to a pathological disorder 
may manifest his disorder in other destructive ways. More importantly, if 
pathological gambling is simply a symptom of some more basic disorder, 
it is the more basic disorder rather than gambling itself that is the underly-
ing cause of the adverse consequences and social costs of the pathological 
gambling. Most researchers (e.g., Grinols 2004, Grinols and Mustard 2001, 
and Thompson et al. 1997) simply attribute all of the costs to gambling. A 
mechanism is needed to allocate the harm among coexisting disorders, yet 
most authors ignore this issue.  

In comorbidity cases pathological gambling may make little or no mar-
ginal contribution to the legal problems, bankruptcy, need for public assis-
                                                     

3 See Collins and Lapsley (2003), Eadington (2003), Grinols (2004), and Walker 
(2007b). 

4 For example, see Grinols (2004), Grinols and Omorov (1996), and Thompson 
et al. (1997). 
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tance, or the high medical care costs that often characterize pathological 
gamblers. Since social cost calculations should include only the marginal 
contribution that pathological gambling makes to destructive behavior, a 
determination of whether such behavior is caused by, rather than simply 
correlated with, pathological gambling is crucial to correctly estimating the 
social cost of gambling. 

In large part, this issue revolves around whether pathological gambling 
is a primary or secondary disorder. Shaffer et al. (1997) have addressed 
this issue. They note that the DSM-IV (APA 1994) indicates that “a person 
meeting all of the criteria for pathological gambling is not considered a 
pathological gambler if he or she also meets the criteria for a Manic Epi-
sode, and the Manic Episode is responsible for excessive gambling” 
(Shaffer et al. 1997, p. 72). The authors explain that pathological gambling 
may be independent of other afflictions or it may be only a reflection of 
other problems (p. 73).5 Obviously, if the conditions for pathological gam-
bling are a subset of another affliction or of a combination of other afflic-
tions, then we cannot legitimately attribute all the social costs of patho-
logical gambling to the gambling per se. 

The study by Petry, Stinson, and Grant (2005) indicates the extent to 
which pathological gamblers exhibit other behavioral problems. They es-
timate 73.2% of U.S. pathological gamblers have an alcohol use disorder. 
The lifetime prevalence rate for drug use disorders among pathological 
gamblers is 38.1% and for nicotine dependence it is 48.9%. Other comor-
bid conditions include mood disorders (49.6%), anxiety disorders (41.3%), 
and obsessive-compulsive personality disorder (28.5%) (Petry et al. 2005, 
p. 569).6

Given many pathological gamblers exhibit other disorders, it is difficult 
if not impossible to accurately estimate the social costs attributable spe-
cifically to pathological gambling. As an example, consider a pathological 
gambler who is also a drug addict and engages in behavior resulting in so-
cial costs of $5,000. What proportion of the cost should be attributed to the 
gambling disorder and to drug use? Although it is critical to deal with this 
issue no social cost study has taken account for comorbid disorders. In-

                                                     
5 Briggs, Goodin, and Nelson (1996) report results suggesting alcoholism and 

pathological gambling are independent addictions. However, as Shaffer et al. 
(1997, pp. 72–73) note, “the Briggs et al. study employed a unique subject sample 
that likely represents the tails of two special self-selected distributions; they also 
employ a small sample size. Taken collectively, these factors encourage us to view 
their results as tentative and their conclusions as uncertain.” 

6 Thompson et al. (1997, pp. 87-88) provide some anecdotal evidence from a 
survey of Gamblers Anonymous members. 
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stead, researches have simply attributed all the costs to pathological gam-
bling. This results in overestimates of the social costs of pathological gam-
bling.  

The counterfactual scenario further complicates this issue. Again con-
sider a drug addicted pathological gambler. If the person was not a patho-
logical gambler, his behavior from drug use might result in social costs 
higher or lower than in the case with both disorders. It is theoretically pos-
sible that with comorbid disorders a particular disorder might actually de-
crease social costs compared to the counterfactual. This issue has not been 
considered in the literature.  

 The important implication to be drawn from these studies of multiple 
disorders is that observing a correlation between social problems or so-
cially costly behavior and pathological gambling is not adequate to attrib-
ute the social problems to gambling. Both pathological gambling and the 
probability that one will run afoul of the law may be symptoms of a more 
basic (“primary”) disorder. While this point is obvious to most observers, 
it is typically (and inappropriately) ignored in estimating the social cost of 
gambling. Studies which fail to address the causality and marginal contri-
bution issues are likely to overstate the actual social costs of gambling. So-
cial cost estimates for gambling that do not address these issues should be 
viewed with skepticism. 

7.2.3  Pathological gambling and “rational addiction” 

While the treatment of addictions and studies of their prevalence have pri-
marily received attention by psychologists and sociologists, economists 
have investigated the rationality of choice over a wide range of human be-
havior, including that influenced by addictions. Nobel Prize winning 
economist Gary Becker is largely responsible for the development of eco-
nomic theory in this area. The framework of the rational addiction model is 
explained most succinctly in Becker, Grossman, and Murphy (1994, p. 85). 
The model considers 

the interaction of past and current consumption in a model with utility-
maximizing consumers. The main feature of these models is that past consump-
tion of some goods influences their current consumption by affecting the mar-
ginal utility of current and future consumption. Greater past consumption of 
harmfully addictive goods such as cigarettes stimulates current consumption by  
increasing the marginal utility of current consumption more than the present 
value of the marginal harm from future consumption. Therefore, past consump-
tion is reinforcing for addictive goods. 
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Empirical tests confirm that the models have substantial predictive power.7

A central implication of this literature is that prior to becoming addicted 
to gambling, the decision of whether or not to gamble is a rational choice. 
This simply means the person weighs the expected costs and benefits of an 
action before acting. The implication here is that even pathological gam-
bling is a condition that results from rational behavior. Consider that there 
is a risk element in many decisions that we face daily. When deciding to 
drive a car, a person may consider that there is a slight risk of death from 
unforeseen accidents. Likewise, the choice of whether to play casino 
games includes a slight risk of developing an addiction. But risking addic-
tion is not inconsistent with rationality. The initial choice of whether or not 
to consume a potentially addictive good is generally a rational decision, as 
Orphanides and Zervos (1995, p. 741) explain: 

Addiction results from a time-consistent expected utility maximizing plan. Ad-
diction is voluntary, yet it is not intentional. It is the unintended occasional out-
come of experimenting with an addictive good known to provide certain instant 
pleasure and only probabilistic future harm. Despite the rationality of their de-
cisions, addicts regret their past consumption decisions and are not “happy.” 
Had they correctly assessed their addictive potential, addicts would have acted 
differently. Had they known, they would never have chosen to become ad-
dicted. 

This work alleviates criticisms of earlier rational addiction models that had 
not accounted for unknown probabilities of developing an addiction. 
Becker (1992, p. 121) anticipated the need for such a model: 

Nothing in the analysis of forward-looking utility-maximizing behavior pre-
sumes that people know for sure whether they will become habituated or ad-
dicted to a substance or activity, although that is sometimes claimed by the crit-
ics of this approach. An individual may have considerable uncertainty about 
whether she would become an alcoholic if she begins to drink regularly. A 
troubled teenager who begins to experiment with drugs may expect, but not be 
certain, that his life will begin to straighten out, perhaps because of a good job 
or marriage, before he becomes addicted. Since these and other choices are 
made under considerable uncertainty, some persons become addicted simply 
because events turn out to be less favorable than was reasonable to anticipate – 
the good job never rescued the drug user. Persons who become addicted be-

                                                     
7 For a comprehensive discussion of the rational addiction model, see Becker 

(1996), a collection of his previous papers: Becker (1992), Becker and Murphy 
(1988), and Stigler and Becker (1977). Empirical tests of the model can be found 
in Chaloupka (1991) and Becker et al. (1991, 1994). Mobilia (1992) applies the 
model to gambling behavior. 
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cause of bad luck may regret their addictions, but that is no more a sign of irra-
tional behavior than is any regret voiced by big losers at a race track that they 
bet so heavily. 

Landsburg (1993, pp. 100–101) supports this view, arguing that medical 
costs resulting from illegal drug use cannot be considered a social cost. He 
argues that “an increase in consumer surplus is already net of health costs 
and lost income. Any such losses would have been reflected in people’s 
willingness to pay for drugs so would have been implicitly accounted for 
in the original [cost-benefit] calculation.” The same argument applies to 
gambling.  

 To reiterate, whether or not a person has pathological or compulsive 
tendencies prior to placing a bet at a casino, the decision to gamble is ra-
tional prior to developing an addiction. If a person becomes an addict his 
quality of life may fall in a variety of ways. However, the development of 
an addiction does not imply that the initial decision to gamble was irra-
tional even if the person regrets the original decision. Since the adverse 
consequences experienced by a person as a result of his own rational ac-
tions cannot be considered a social cost, the reduced quality of life experi-
enced by a gambler who becomes addicted cannot be considered to be a 
social cost. In the words of Orphanides and Zervos (1995, p. 752), “when 
forward-looking expected utility maximizing individuals possess the cor-
rect information regarding the distribution of [addictive tendencies], a ban 
or any other restriction on consumption is never Pareto optimal.” Further, 
to argue that the original decision to gamble was irrational is an example 
of the “bad-outcome-implies-bad-decision” fallacy discussed by Frank 
(1988, pp. 72–75.)  

 This perspective on addictive behaviors, especially as it relates to patho-
logical gamblers, is very controversial in the gambling literature. If the ar-
gument is valid, it will have a significant impact on how social cost esti-
mates are estimated because it implies that the costs of pathological 
gambling are actually private in nature. Even if government social services 
are devoted to helping problem gamblers, it could be argued that these are 
costs of the policies themselves (Browning 1999; Walker 2007b).  

7.2.4  Surveys on gambling losses 

Diagnostic/screening instruments like DSM-IV and SOGS typically ask 
how the person financed his/her gambling and the maximum amount lost 
gambling in a single day. Blaszczynski, Ladouceur, Goulet, and Savard 
(2006, p. 124) explain that clinicians rely on estimates of gambling losses 
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to identify at-risk gamblers. In addition, such measures can be used to 
measure the reduction in gambling activity post treatment. Examples of fi-
nancial questions from the DSM-IV and SOGS are shown in Table 7.1.  

Table 7.1. Financial questions from DSM-IV and SOGS screening instruments 

Screening  
instrument 

Instrument item 

DSM-IV 8. “…has committed illegal acts such as forgery, fraud, theft, or em-
bezzlement to finance gambling.” 

DSM-IV 10. “…relies on others to provide money to relieve a desperate finan-
cial situation caused by gambling.” 

SOGS 2. “What is the largest amount of money you have ever gambled with 
on any one day?” Possible responses include: I’ve never gambled; $1 
or less; more than $1 but less than $10; more than $10 but less than 
$100; more than $100 but less than $1,000; more than $1,000 but less 
than $10,000; more than $10,000. 

SOGS 14. “Have you ever borrowed from someone and not paid them back 
as a result of your gambling?” 

SOGS 16a-k. “If you borrowed money to gamble or to pay gambling debts, 
who or where did you borrow from?” Possible responses include: 
household money; your spouse; other relatives or in-laws; banks, loan 
companies, or credit unions; credit cards; loan sharks; you cashed in 
stocks, bonds, or other securities; you sold personal or family prop-
erty; you borrowed on your checking account (passed bad checks); 
you have (had) a credit line with a bookie; you have (had) a credit line 
with a casino. 

Sources: DSM-IV (1994, p. 618) and Lesieur and Blume (1987, p. 1187) 

 Surveys including questions about sources of money and gambling 
losses have been used to make social cost estimates. Examples include 
Thompson et al. (1997), Thompson and Schwer (2005), and papers used 
by Grinols (2004) in deriving his social cost of gambling estimate.8,9 This 

                                                     
8 An additional problem with these studies is that they estimate “abused dol-

lars,” “bad debts,” and “bailouts” and call these social costs.  
9 The survey questions are typically omitted from published papers so it is dif-

ficult to know exactly what questions survey respondents were asked.  



7.2  Problems estimating social cost values      121 

practice is problematic for several reasons. First, it is unclear whether re-
spondents understand how to calculate gambling losses. Blaszczynski et al. 
(2006, p. 127) explain “without specific instructions regarding how gam-
bling expenditures are to be calculated, participants use different strate-
gies.” The obvious problem with this is   

different strategies used lead to variations in the expenditures reported and, 
therefore, cast doubt on the validity of the data and raise questions that there 
may be potential serious biases regarding gambling expenditures currently re-
ported in the gambling literature. (Blaszczynski et al. 2006, p. 128) 

A second problem is asking survey respondents to accurately identify 
the source of their gambling money. Keep in mind that such surveys ask 
problem gamblers who admit to having or who are diagnosed with spend-
ing control problems to classify various sources of income used for spe-
cific types of expenditures. Budgets are fungible. It is difficult or impossi-
ble for an individual to unequivocally specify the source of money lost 
gambling from paycheck, credit card, borrowing from friends or family. 
People have several sources of income or money and also many types of 
expenditure. Even financially responsible individuals may not typically 
link specific sources of income to specific expenditures. 

Third, any particular person’s financial problems may be due to gam-
bling but that is not easy to determine unequivocally.10 Several examples 
can illustrate. Suppose a problem gambler buys a car beyond what his 
budget would allow even if he did not have a serious gambling problem. It 
is quite possible that in answering or using the DSM-IV or SOGS criteria, 
the person will attribute his financial woes to gambling. But who can de-
termine the extent to which the financial woes are due to gambling or a 
preference for expensive cars? Perhaps the person exhibits financial irre-
sponsibility in many aspects of his life. The screening devices do not dis-
tinguish between gambling and other potential causes of financial prob-
lems. As a final example, how do the screening devices handle a situation 
in which a person secures a loan and then decides to gamble the money 
away? The person does not borrow to gamble, but gambles after he has 
borrowed. In either case the person might have a gambling problem, but 
these are different situations. How likely is it that the person or the clini-
cian will correctly answer the financial-related questions in these situa-
tions?  

                                                     
10 Obviously there will be cases where gambling is a clear problem. But it is 

doubtful that irresponsible gamblers are otherwise financially responsible. 
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Finally, extrapolating from the experience of the most serious problem 
gamblers to the general population as is often done is inappropriate 
(Walker and Barnett 1999). Thompson et al. (1997), Thompson and 
Schwer (2005) and Grinols (2004) base their estimates in part on survey 
responses by Gamblers Anonymous members. These are arguably the most 
serious cases and are not representative of the general population of patho-
logical gamblers.   

The point here is that financial woes and problem gambling may be cor-
related, but that does not indicate a causal relationship that is implied in 
the diagnostic instruments or in social cost studies that rely on surveys of 
problem gamblers. This is a critical issue that has not yet been adequately 
addressed in the literature.  

7.3  Unidentified and unmeasured social costs 

Even with best efforts at estimating the social costs of gambling and de-
spite apparent anti-gambling biases, there are still several social costs of 
gambling that have not been identified elsewhere in the literature. Perhaps 
these have been ignored because they deal more with the political process 
related to casino regulation than the costs attributable to problem gam-
bling. Even so, these costs are no less serious simply because they involve 
politicians rather than casino patrons. Since gambling is typically illegal or 
regulated by government, there are potentially very high social costs asso-
ciated with the regulation of casino gambling. Two specific issues are ad-
dressed below. 

7.3.1  Restriction effects 

A significant social cost can occur as a result of government restriction of 
casino gambling. The fact that gambling is not universally available means 
that the government prevents mutually beneficial voluntary transactions 
from occurring. Like it or not, even though gamblers face negative ex-
pected values from their activity, it must be the case that they expect to 
benefit with increased utility if they decide to place bets. When individuals 
are prevented from making what they see as mutually beneficial, voluntary 
transactions, they are harmed. Producers are also harmed by a restriction of 
their potential transactions because their profits are lower than they other-
wise would have been without the restrictions.  

 Wright (1995, p. 99) explains the benefits of moving away from a total 
ban on casino gambling. It removes economic distortions, including “dead-
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weight losses, enforcement costs, and incentives to lobby and bribe.” Ead-
ington (1996, p. 6) is another of the researchers who has identified the 
benefits to consumers of gambling legalization and implicitly the cost to 
consumers of restrictions on legalized gambling. 

The welfare lost to society as a result of casino gambling being artifi-
cially restricted below its market equilibrium level can be illustrated in the 
PPF–IC framework developed earlier. In Fig. 7.1, suppose the number and 
size of casinos in a jurisdiction are restricted from the market equilibrium 
of qe to level q2. As a result, the mix of goods changes from point a to b
and welfare decreases from that represented on IC1 to that associated with 
IC2.

We can also see that the level of casino gambling expenditures would 
not normally remain above level qe. If the current mix of consumption was 
at point c, society would be better off shifting expenditures away from ca-
sino gambling toward other goods and services. As a result the society 
would move to a higher IC.11

c

a

b

q3qe

IC3

IC2

IC1

q2

PPF

Casino 
Gambling 

All Other 
Goods 

Fig. 7.1. Welfare loss from restricting casino gambling 

                                                     
11 At point c the level of casino output has a marginal cost of production that 

exceeds the marginal benefit of consumption. In this case, the market is over-
saturated, and we may expect some casinos to go out of business until spending at 
casinos falls to point a.
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 Alternatively, we can show the harm caused by artificial restrictions on 
markets by considering the CS and PS lost as a result of the restrictions on 
casinos.12 For each transaction or bet that does not occur as a result of gov-
ernment restrictions, the CS and PS lost represents the social cost of the 
government restriction. Figure 7.2 illustrates CS and PS and an artificial 
restriction on quantity in the casino market. As before, CS and PS are indi-
cated by the shaded areas. CS is labeled a+b+c and PS is labeled d+e+f. If 
government restricts the quantity of casino gambling from qe to q2, then the 
CS and PS areas become smaller. Specifically, CS falls by b+c and PS 
falls by d+f. The social cost from the lost transactions is the difference be-
tween the social surplus at qe and q2 or area c+f. This is called a “dead-
weight loss” by economists. It represents a loss to one or more parties that 
is not offset by gains to some other party. 
 In the case of the casino industry and in the context of Fig. 7.2, areas 
b+d will likely go to the casino industry. Since the quantity of casinos is 
typically restricted, the firms in the industry can expect economic profits 
or a rate of profit above the average level. Because the supply of casinos is 
restricted, there is less competition in the market than would occur other-
wise.  As a  result, casinos can charge above  market  prices.  These  higher  
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Fig. 7.2. Deadweight loss from a quantity restriction 

                                                     
12 The Australian Productivity Commission report (APC 1999, Appendix C) 

provides a detailed discussion of the CS derived from gambling. 
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prices may be manifest in higher hotel rates, more expensive restaurants, 
or even worse odds/payouts in casino games. These profits are represented 
by areas b+d, the difference between what consumers pay and the sellers’ 
cost of production. The point is that there will be a transfer of CS to pro-
ducers in the amount b, so that total PS will be b+d+e when a government 
restriction is imposed.13

Although the restriction on casinos causes a welfare loss to society in PS 
and CS lost, casino suppliers may actually prefer the limitation on the 
number of casinos to a free market. They receive a transfer from consum-
ers (b). If b>f then the casinos actually benefit from the restriction.14 Gov-
ernments may prefer the regulated quantity as well since they have the 
power to tax. They may charge the casinos fees and taxes, reducing the 
benefits to casinos. Obviously if taxes and permit fees are too high (greater 
than b-f in Fig. 7.2) the casinos would prefer a free market to regulation. 
 One possible reason that gambling researchers have ignored the cost of 
restricting gambling is that authors rarely acknowledge the benefits of 
gambling to consumers. Consumer transactions are ignored. The basic 
point here is that the competitive market absent of artificial government 
limitations would bring about the social welfare maximizing level of ca-
sino gambling capacity. To some extent, this topic speaks to the counter-
factual scenario issue. In the absence of casino bans, consumers and pro-
ducers may be better off. We must consider the social costs of banning 
products that consumers would like to consume. When these are consid-
ered they will balance, to some extent, the marginal social costs associated 
with casino legalization. 

7.3.2  Lobbying  

Another significant cost related to casino gambling and legalized gambling 
in general has to do with the legalization process itself. There is an incen-
tive for wasteful lobbying in two related cases. First, lobbying will occur 
by both casino advocates and opponents over the legalization of casinos in 
new jurisdictions. Second, lobbying can be expected by prospective casino 
operators vying for permits where casinos are legal. 
 The mere facts that there is a government ban on gambling and that 
government policy can be influenced create incentives to engage in so-
                                                     

13 The discussion here is limited because what happens with the lost surplus de-
pends on the specifics of the market. 

14 One way of thinking about this is that area f represents profit lost from con-
sumers who now do not gamble; area b represents the higher prices that can be 
charged to remaining customers. 
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cially wasteful behavior. Specifically, the effort by opponents and propo-
nents of legalized gambling to influence government policy constitutes a 
social cost because resources would have been used to produce goods and 
services. This social cost is the result of “rent seeking behavior” and is ex-
pected given the legal framework within which gambling is controlled. 
Tollison (1982) describes rent seeking behavior and provides a useful ex-
ample illustrating why it is the institutional framework in which gambling 
is legalized that is the source of this social cost:  

Consider a simple example in which the king wishes to grant a monopoly right 
in the production of playing cards. In this case artificial scarcity is created by 
the state, and as a consequence, monopoly rents are present to be captured by 
monopolists who seek the king’s favor. Normally, these rents are thought of as 
transfers from playing card consumers to the card monopolist. Yet in the exam-
ple, this can only be the case if the aspiring monopolists employ no real re-
sources to compete for the monopoly rents. To the extent that real resources are 
spent to capture monopoly rents in such ways as lobbying, these expenditures 
create no value from a social point of view. It is this activity of wasting re-
sources in competing for artificially contrived transfers that is called rent seek-
ing. If an incipient monopolist hires a lawyer to lobby the king for the monop-
oly right, the opportunity cost of this lawyer (e.g., the contracts that he does not 
write while engaged in lobbying) is a social cost of the monopolization process.
(Tollison 1982, pp. 577–578; italics added) 

Johnson (1991, p. 336) stresses the government role in rent seeking behav-
ior:  

The most serious rent seeking is caused by government, because only govern-
ment has the power to create and enforce monopoly powers and to create and 
finance a system of special privileges without the possibility of competition 
eroding the values of these monopoly powers or special privileges. 

 Since the casino industry is typically not perfectly competitive due to 
government restrictions, a particular casino may expect a level of profits 
above the normal level.15 Based on Tullock’s discussion (1967, p. 231) the 
maximum rent seeking expenditures by a prospective casino owner would 
be the subjective risk-adjusted net present value of the future stream of 
profits for that casino.16 The total rent seeking expenditures of all potential 
gaming industry firms could be very large. 
                                                     

15 This “normal level” of profit, as well as the difference between economic and 
accounting profit is explained in any intermediate microeconomics text. 

16 The prospective gaming firm adjusts its willingness to lobby based on its per-
ception of the likelihood of legalization or securing an operation permit. 
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 The opponents of casinos may also use resources in attempts to prevent 
legalization. Opponents may include other gambling or entertainment in-
dustries, restaurants, hotels, and other firms even in other jurisdictions. 
Firms that fear being “cannibalized” by casinos would be willing to sacri-
fice up to the risk-adjusted present value of their expected losses from hav-
ing nearby casinos in an effort to prevent legalization.17 As with the gam-
bling proponents, the sum of these expenditures could be quite sizable.  

The rent seeking lobbying for a particular legislative proposal is a sunk 
cost that cannot be retrieved. We would expect a sizable amount of rent 
seeking expenditures each time a legalization proposal is considered. 

 The social costs caused simply as the result of the gambling legalization 
process could be large. Tullock (1967, p. 230) explains,  

Transfers themselves cost society nothing, but for the people engaging in them 
they are just like any other activity, and this means that large amounts of re-
sources may be invested in attempting to make or prevent transfers. These 
largely offsetting commitments of resources are totally wasted from the stand-
point of society as a whole. 

Both Tullock (1967, p. 228) and Krueger (1974, p. 291) suggest that 
measurement of these social costs would be complicated. Tullock explains, 
“the potential returns are large, and it would be quite surprising if the in-
vestment was not also sizable.”  

It is critical to understand that any money paid directly to politicians in 
lobbying efforts is simply a transfer.18 The social cost of lobbying comes 
from the hired lobbyists and lawyers whose efforts are aimed at promoting 
or fighting gambling legislation. These activities are socially costly be-
cause these individuals could be working in some productive capacity, not 
just in attempting to secure the government’s favor.19

It is useful to consider the level of political contributions by the gaming 
industry shown in Table 7.2. Although the contributions themselves are 
transfers and do not represent social costs, it is likely that there is a posi-
tive relationship between the level of contributions and the social costs as-
sociated with lobbying.  

                                                     
17 As in the case of the proponents, this ignores the expenditures by parties 

whose gains or losses are not measured in terms of expected profit changes. An 
example of such an opponent might be a religious organization. 

18 See Mueller (1989, p. 231) or Johnson (1991, pp. 336, 338) for an explana-
tion of this. 

19 The same argument applies to theft, bad debts, government welfare pay-
ments, and other transfers. 
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Table 7.2. Casino/gambling industry political contributions in the U.S. 

Election
cycle 

Industry  
rank 

Total  
contributions 
(millions) 

2006a 30 $9.7
2004 35 $11.3
2002 26 $15.0
2000 36 $12.6
1998 38 $6.6
1996 39 $7.1
1994 50 $3.0
1992 69 $1.6
1990 75 $0.5
Total 38 $65.3

       a The 2006 cycle figure is estimated. 
Source: Center for Responsible Politics. 

Even after casinos are legalized, local governments may regulate the 
number, size, types, location, and ownership of potential gambling estab-
lishments. This regulation creates an incentive for the potential owners to 
compete for the limited number of permits. The rent seeking at this stage 
could potentially exceed that described above since many more firms may 
be interested in competing for gambling permits once gambling has been 
legalized. This situation is analogous to Kreuger’s (1974, p. 301) case of 
import permits in which “an import prohibition might be preferable to a 
non-prohibitive quota if there is competition for licenses under the quota.” 
Applied to the restriction on the availability of casino gambling, a com-
plete (non-negotiable) ban on gambling may be preferable to the current 
process of campaigns and votes on legalization and subsequent competi-
tion for casino permits.20

 Another socially wasteful behavior related to the legalization process is 
the effort of government bureaucrats and others attempting to be on the re-
ceiving side of the contributions and lobbying by the parties discussed 
above. Krueger (1974, p. 293) explains this behavior by bureaucrats: 

Successful competitors for government jobs might experience large windfall 
gains even at their official salaries. However, if the possibility of those gains 

                                                     
20 This depends on the specific legal framework being considered. Krueger 

finds that the more inelastic demand for the product, the greater the deadweight 
loss from rent seeking. 
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induces others to expend time, energy, and resources in seeking entry into gov-
ernment services, the activity is competitive for present purposes. 

This cost would be difficult to estimate but it could be significant, espe-
cially considering how generous the gaming industry is in its contributions 
to politicians. 

7.3.3  Summary of political costs 

Although previous studies typically focus on the social costs related to 
pathological gambling, the costs associated with government restrictions, 
legalization, regulation, and lobbying are potentially larger than the social 
costs associated with pathological gambling. Perhaps the focus has been on 
pathological gambling because the afflicted individuals and their loved 
ones suffer. On the other hand, costs in the political process seem to be 
much less “personal” or obvious. Still, researchers wishing to give a com-
plete picture of the economic effects of casino gambling must not ignore 
the potentially significant social costs due to political processes.   

7.4  Other perspectives on social costs 

The methodology discussed in the previous chapter is economically ra-
tional, but there are other legitimate perspectives on the social costs of 
gambling. Several conferences have been dedicated to sorting out these so-
cial cost issues. They include the 1st International Symposium on the Eco-
nomic and Social Impact of Gambling (Whistler, September 2000) and the 
5th Annual Alberta Conference on Gambling Research (Banff, April 
2006).21 At both conferences, researchers from a variety of disciplines and 
perspectives met to discuss the appropriate way to identify and measure 
the socioeconomic effects of gambling. Little progress seems to have been 
made, in terms of agreeing on the appropriate methodology. As Wynne 
and Shaffer (2003, p. 120) explain,  

While the ultimate goal of the Whistler Symposium was to derive “best practice 
guidelines” for conducting future gambling socioeconomic impact studies, par-
ticipants rapidly realized this was an overly ambitious expectation that would 
not be achieved. Moreover, the Symposium experience showed that there was 

                                                     
21 Papers from both conferences are published. The Whistler papers are in the  

Journal of Gambling Studies (2003, vol. 19). Papers from Banff are forthcoming 
in Williams et al. (2007).    
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little consensus on (a) the most salient philosophical perspective, or conceptual 
framework, that should underpin research into the social and economic impacts 
of gambling; (b) definitions of private costs versus social costs attributable to 
gambling; (c) what costs and benefits should be counted in socioeconomic im-
pact analyses; and (d) the best methods for measuring gambling benefits and 
costs. 

The three major perspectives represented at Whistler and Banff were 
cost-of-illness (COI; Single 2003), economic (Collins and Lapsley 2003; 
Eadington 2003; Walker 2003), and public health (Korn, Gibbins, and 
Azmier 2003). Each of these approaches is (briefly) described below. 

7.4.1  Cost of illness (COI) approach 

One popular mechanism for estimating the costs of problem gambling is 
based on COI studies that have previously been applied to alcohol and 
drug abuse. Single (2003) describes these generally while Single et al. 
(2003, p. vi) provide a detailed explanation of the approach: 

The impact of substance abuse on the material welfare of a society is estimated 
by examining the social costs of treatment, prevention, research, law enforce-
ment, and lost productivity plus some measure of the quality of life years lost, 
relative to a counterfactual scenario in which there is no substance abuse.  

As Harwood, Fountain, and Fountain (1999, p. 631) explain,  

Underlying…COI [studies] is the premise that an illness or social problem im-
poses “costs” when resources are redirected as a result of that illness or prob-
lem from purposes to which they otherwise would have been devoted, includ-
ing goods and services and productive time. 

There are other methodologies that are commonly associated with the COI 
approach. These include the “willingness to pay” and “demographic” ap-
proaches (Harwood et al. 1999). 
 The COI approach to problem gambling is useful because it has its 
foundation in alcohol and drug studies. The application to problem gam-
bling does not require a reinvention of the wheel. In addition, this ap-
proach has much in common with the economic perspective. The issue of 
opportunity cost or the counterfactual scenario is important in both but 
they differ in how they treat worker productivity and some types of expen-
ditures.  
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Like the other approaches described below, COI studies are not without 
criticism (e.g., Reuter 1999; Kleiman 1999). As the name suggests, COI 
studies are focused on costs, not benefits. 

7.4.2  Economic approach 

This book focuses on the economic perspective on gambling. The ap-
proach discussed in Chap. 6 (Eadington 2003, Collins and Lapsley 2003, 
Walker 2003, and Walker and Barnett 1999) shares much with COI stud-
ies. Many of the same “costs” appear in both but there are differences in 
how they view what should be included as a cost and how costs should be 
measured. Several examples of disagreement are highlighted below. The 
economic approach is more general than the COI approach because it pro-
vides a framework for also classifying and measuring benefits.  

The economic perspective is concerned with the overall level of aggre-
gate wealth in society. If an action decreases overall wealth, it is a social 
cost. “Wealth” refers to well being, not simply material wealth. This ap-
proach has been criticized by McGowan (1999) and Thompson et al. 
(1999) among others. Researchers such as Hayward and Colman (2004, p. 
4) have argued that the economic approach ignores certain negative effects 
of problem gambling. Many of the criticisms are unfounded because they 
are based on an assumption that “economic” implies “money measure-
ment.” This is more a description of accounting than economics. 

7.4.3  Public health perspective 

The public health perspective is perhaps the most general of the three ap-
proaches. It is based on the Ottawa Charter (1986) and focuses on preven-
tion, treatment, harm reduction, and quality of life. In terms of gambling, it 
focuses on how gambling can affect individuals, families, and communi-
ties (Korn and Shaffer 1999, p. 306).  

The public health approach does not primarily focus on how to measure 
costs and benefits but they are an important component of the public health 
perspective. There are quality-of-life components that defy measurement 
and it is important for these to be considered along with components that 
are easier to quantify. In this sense, the public health framework helps to 
show how the other approaches fit into the big picture. 

While there are areas of agreement among the different perspectives, 
there are also some significant differences. Each approach has its merits 
and limitations, and each would imply a different approach to measuring 
the costs and benefits from gambling.  
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7.4.4  Revisiting the definition of “social cost” 

What constitutes “private” and “social” cost of gambling is debated, even 
among economists. Walker and Barnett (1999) were the first to explicitly 
address the issue. The economic perspective has been criticized because it 
fails to count as costs many of the negative effects that researchers and 
practitioners believe are critical (Hayward and Colman 2004; Thompson et 
al. 1999). At the other extreme, Thompson et al. (1997) and Grinols (2004) 
count as a social cost almost anything negative that can be remotely linked 
to gambling. The differences in opinion on these issues are illustrated by 
Thompson et al. (1999) and Walker (2003).  

The economics definition of social costs is based on the idea that these 
costs reduce the overall level of wealth, overall well-being, not just mate-
rial wealth (Walker and Barnett 1999). In this sense, the economics defini-
tion fits in the context of a public health perspective but is distinct from the 
COI approach. The COI approach is adapted from the substance abuse lit-
erature and focuses on costs insofar as they impact gross domestic product 
(GDP, the monetary value of all goods and services produced in an econ-
omy during a year). Economists are skeptical about the use of GDP as a 
measure of well being because it does not account for things like the qual-
ity of goods, the value of leisure time, environmental quality, or other fac-
tors that may affect happiness. 

Obviously, what should be counted as costs of gambling, and how to 
measure them, are issues that will continue to be debated for the foresee-
able future. There are several distinct approaches to this issue and a recon-
ciliation of the different methodologies is not likely to occur soon.  

Some researchers (e.g., APC 1999; Collins and Lapsley 2003; Single 
2003; Single et al. 2003) have based their definition of social costs on that 
posited by Atkinson and Meade (1974) and Markandya and Pearce (1989). 
According to these researchers, for a cost to be “private” the actor must 
have full knowledge about the potential costs of consuming the good. For 
smoking, this implies that if the consumer is not “fully informed” about the 
harm from smoking, he underestimates the harms and chooses to smoke 
too much. The result, according to these authors, is a social cost, even if 
the cost is borne by the smoker himself.

The Markandya and Pearce (1989) social cost definition ignores the fact 
that consumers are never fully informed about any of their decisions. For 
example, when I decide to get into my car and drive to work, I am not fully 
informed about the chances of being in an accident or my probability of 
surviving a particular accident. Furthermore, consumers are probably as 
likely to overestimate as they are to underestimate the dangers from smok-
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ing or gambling.22 Following the logic of Markandya and Pearce, if a con-
sumer overestimates the costs of smoking, he will smoke too little. The re-
sult is less smoking than is socially optimal. Yet, this possibility is not ac-
knowledged by Markandya and Pearce (1989) or researchers who cite 
them. The view that unknown or unexpected costs are necessarily social is 
fraught with potential problems. A careful analysis of the Markandya and 
Pearce social cost definition should be undertaken since the use of this 
methodology likely results in a significant overestimate of the social costs 
of gambling, at least from the economic perspective.  

7.4.5  The Australian Productivity Commission report 

The most thorough examination of the costs and benefits of legalized gam-
bling was published in 1999. The Australian Productivity Commission re-
port (APC) is very detailed and gives a meticulous explanation of the eco-
nomic perspective on social costs and benefits including a discussion of 
the benefits of legalized gambling (Chap. 5), consumer surplus and its 
measurement (Appendix C), and the measurement of costs (Chap. 9 and 
Appendix J). 

 The APC represents perhaps the best work that has been done in cost-
benefit analysis of legalized gambling. I have little disagreement with their 
work, for example, on the benefits of gambling (APC, Chap. 5). Unfortu-
nately, on the cost side the APC makes some of the same errors as other 
researchers. The APC takes the liberty of making numerous “judgment 
calls” in developing their methodology. While they consistently present 
explanations for these decisions, one can question their validity.  

What is needed in the literature, especially on the cost side, is a more 
objective criterion for judging social costs. This criterion will better facili-
tate comparability across time and regions. The economic definition of so-
cial cost provides a criterion. However, one could argue that the Pareto cri-
terion and economic efficiency are arbitrary standards for such analysis 
(Yeager 1978). 

                                                     
22 One could argue that to the extent gamblers are uninformed about the odds of 

the games they play, they are more likely to overestimate their chances of win-
ning. The majority of lottery players arguably overestimate the chances of win-
ning. After all, 1 in 100 million is hardly distinguishable from zero, yet lottery 
players relish imagining what they will do with their winnings if theirs is the lucky 
ticket. In the case of smoking, if there has been a significant amount of talk about 
relatively harmless second-hand smoke, people may be more likely to over-
estimate the dangers from smoking. 
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Table 7.3. The Australian Productivity Commission report 

APC position  Response from the economic perspective 

“Overall, the Commission consid-
ers that the costs to family mem-
bers flowing from problem gam-
bling are genuine social costs.” 
(Chap. 4) 

 The APC fails to accept the distinction be-
tween technological and pecuniary exter-
nalities. Thus, the APC counts a variety of 
simple transfers as true social costs. The 
externality issue is explained by Baumol 
and Oates (1988). For a discussion as it 
applies to problem gambling and family 
members, see ACIL (1999). 

The APC dismisses Becker’s ra-
tional addiction model because “the 
Commission does not consider the 
rational addiction model as an ap-
propriate framework for the analy-
sis of problem gambling.” (Chap. 
4) 

No substantive explanation for rejecting 
the model is given, even though the model 
has been ably applied to gambling (Mo-
bilia 1992). 

“Costs incurred by governments in 
providing welfare or counseling 
services are clearly externalities.” 
(Chap. 4) 

 Although this perspective is consistent 
with some researchers’ opinions, the APC 
does not offer supporting evidence for its 
position. It clearly contradicts the eco-
nomic perspective (see Sect. 6.5.4 of this 
book) and Browning’s (1999) concept of 
fiscal externalities. 

“…[the] costs of poor workplace 
performance derive originally from 
problem gambling then, irrespec-
tive of how they are shared be-
tween employer and employee, 
they remain social costs.” (Chap. 4)

 The APC simply asserts these are social 
costs, without justification. I previously ar-
gued that productivity losses are not social 
costs (Sect. 6.5.8).  

The APC advocates the estimation 
of intangible costs, for fear of “the 
greater risk that zero values will be 
imputed for these costs – which 
would be less meaningful than the 
conservative estimates presented 
[by the APC].” (Chap. 9) 

 This is arguable, and the APC position is 
reasonable. However, if intangibles are left 
to individual researchers, estimates will be 
completely subjective. 
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The APC repeatedly explains the “economic perspective” but often dis-
misses it without justification. Consider the examples presented in Table 
7.3.

To reiterate, the APC report is no doubt the most thorough report to date 
but it does not provide objective criteria for classifying negative effects as 
social costs. It would appear that there is not a complete understanding of 
the externalities issue among the APC report authors. The distinction be-
tween technological and pecuniary externalities is a key difference be-
tween the economic and APC methodologies. 

7.5  Adopting a single social cost methodology 

Legalized casino gambling can create benefits for consumers and local 
economies. On the other hand, pathological or problem gamblers impose 
costs on society. If a particular cost is “social” according to one research 
perspective but “private” from another perspective, adherents to one view 
may see the other perspective as ignoring significant social costs of gam-
bling.23 Research would arguably improve significantly if we could adopt a 
standardized methodology for identifying and measuring the costs and 
benefits of gambling.  
 Economists use GDP to compare productivity and economic growth 
across countries and over time. Although it is not a perfect measure of well 
being, it does provide a mechanism for comparisons. Psychologists use the 
DSM-IV for criteria to diagnose various types of problematic behavior in-
cluding pathological gambling. Having this standard is arguably better 
than relying on the subjective criteria of therapists. Similarly, a standard-
ized methodology for quantifying the social costs and benefits of gambling 
would be beneficial even if the measure is not perfect. 
 Developing a standardized methodology would have at least three posi-
tive effects on research. A standardized methodology would allow re-
searchers to more effectively contribute to the policy debate over gam-
bling, because such studies would be viewed with more legitimacy. 
Second, it would enable comparisons of costs and benefits across regions 
and through time. Third, it would provide a foundation by which the cost-
effectiveness of various pathological gambling treatment mechanisms 
could be tested. 

                                                     
23 An example is the criticism by some psychologists that economists ignore 

wealth transfers when these may amount to serious consequences to those facing 
decreased wealth. 
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7.6  Conclusion 

Social cost in the gambling literature is anything but clear and consistent. 
The major source of inconsistency is the lack of a basic definition of “so-
cial cost.” The work here, a restatement and extension of Walker and Bar-
nett (1999) and Walker (2003), provides one potential social cost method-
ology. Unlike previous social cost studies, the methodology proposed here 
includes a clear mechanism by which one can determine whether a nega-
tive effect of gambling is a social cost.  

 Given the variety of social costs related to legalized gambling, with 
some easily measurable and others a mystery, perhaps we should adopt 
general rules for social cost estimates. Let us develop estimates for the 
costs (police, court, incarceration and therapy costs) that are susceptible to 
measurement. But for others such as psychic costs that cannot be reasona-
bly measured, or for negative effects that are not social costs such as pecu-
niary externalities, let us identify them without providing spurious empiri-
cal estimates. Offering methodologically flawed cost estimates does not 
improve our understanding nor does it promote sound policy.  

Gambling researchers have different academic backgrounds, political 
perspectives, and opinions as to how casino gambling should be regulated 
and how pathological gamblers should be diagnosed and treated. Despite 
the amount of debate researchers probably agree on the goal of minimizing 
the harms associated with problem gambling. But reaching this goal re-
quires a much better understanding of gambling behavior and the eco-
nomic and social effects of gambling. The ongoing debates are worthwhile 
and important.  

 Policymakers and the press are very interested in gambling research, es-
pecially related to the social costs and benefits of gambling as well as 
pathological gambling. Simple measures, like money values for social 
costs or benefits, or prevalence estimates for pathological gambling are 
easily misinterpreted. When researchers provide these data, readers of the 
data are not likely to be aware of the controversies involved in creating the 
data. In areas where research is still relatively primitive, perhaps no data 
would be better than flawed data. For researchers such estimates are im-
portant to replicate and debate. This is part of the process of scientific de-
velopment. If policymakers wish to utilize whatever data are available, re-
searchers should do a better job at highlighting the potential flaws or 
controversies in their research.  

 Let us not be so eager to provide simple answers until we can reach 
some consensus on the fundamental methodological issues. This will re-
quire input from researchers in a variety of fields as well as the willingness 
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and ability to resist the temptation to offer politicians and media reporters 
simple “sound byte” answers to complicated questions. 



8  Problems in gambling research 

8.1  Introduction 

By now it should be clear that the social and economic costs and benefits 
of casino gambling is a controversial area of research. The previous chap-
ter offers several possible explanations including the young research area, 
jargon-laden arguments, and crossing disciplines. Shaffer, Dickerson, Der-
evensky, Winters, Karlins, and Bethune (2001, p. 1) comment:  

Compared with the more mature scientific areas of inquiry, the study of gam-
bling related phenomena is a relatively young field. Consequently, scientists 
and clinicians have countless opportunities to develop new areas of research 
and treatment approaches. Immature fields like gambling studies also provide 
the opportunities for quasi-scientists and even charlatans to influence the pub-
lic, policy makers, and perhaps themselves to thinking that their “evidence” 
supports a particular treatment, causal relationship or public policy. 

Aggravating the problems of research quality is the fact that gambling 
research is important. The casino industry is an important one in many lo-
cal economies and in some national economies. Politicians want some type 
of evidence or support for their positions and decisions on casino policy. In 
the absence of quality research the “quasi-scientists and charlatans” men-
tioned by Shaffer et al. (2001) become regarded as prominent experts. 
Gambling research is a field ripe for “policy entrepreneurs” whose primary 
purpose is to affect policy and who offer “unambiguous diagnoses even 
when the evidence is uncertain” (Krugman 1996, p. 11).  

A number of organizations use gambling research in their lobbying ef-
forts for and against expanded casino gambling. Published research re-
ferred to in lobbying efforts is not necessarily biased. Organizations that 
would like expanded casino gambling will cite research that supports their 
view just as opponents cite studies that reflect that perspective.  
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One example is the U.S. casino industry’s lobbying organization, the 
American Gaming Association (AGA).1 The AGA website lists a variety 
of “third party resources” on the casino industry. Included is contact in-
formation for academic and industry experts on a variety of casino-related 
topics.2 One would expect that the experts listed on the AGA site would 
tend to look favorably on the casino industry. 

There are more examples of anti-casino groups. One is “Focus on Fam-
ily,” a non-profit Christian organization opposed to casino gambling. Their 
website lists researchers and links to their papers.3 Aside from several 
summary papers the site lists only papers from Grinols (2 papers), Kindt 
(27 papers), and Thompson (1 paper). Another example is “Casino 
Watch.”4 This Missouri-based organization uses the social cost estimate by 
Grinols and Mustard (2001) to derive an estimate for the costs of casinos 
in Missouri. A page from the Casino Watch webpage is reproduced in Fig. 
8.1. Such use of academic research is common in the political arguments 
over casinos. Politicians and voters like such data that are easy to interpret 
and spin. Most politicians and voters do not take the time or effort to read 
and judge the cost-benefit analyses.  
 There are a variety of interest groups that would like to affect policy on 
casino gambling. These groups include the casino industry, religious or-
ganizations, and other business groups. Reviewing how these different 
groups demonstrate support for their positions on casino gambling does 
not necessarily say anything about the quality of the academic literature. 
This chapter examines some of the problems with gambling research. 

The remainder of the chapter is organized as follows. Section 8.2 ad-
dresses scopes of expertise in the literature. Various calls for improve-
ments of quality in the literature are described in Sect. 8.3. Section 8.4 
provides general examples of problems that appear to be persistent in the 
economics of gambling literature such as failing to cite relevant literature 
or competing analyses. Section 8.5 discusses specific errors in gambling 
research, such as classifying gambling as a wasteful activity, and errors in 
the research on casinos and crime.  

                                                     
1 The AGA webpage is at http://www.americangaming.org.  
2 Several years ago I was included as one of the experts on the AGA website. 

The AGA requests consent for individuals to be listed on its webpage. 
3 The Focus on Family website is http://www.family.org. 
4 Casino Watch is at http://www.casinowatch.org. 
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Fig. 8.1. Social cost estimate used in anti-gambling advertising 
Source: http://www.casinowatch.org/costs/gambling_costs_mo.html 
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8.2  Recognizing scopes of expertise 

Gambling research is by nature interdisciplinary and different authors ap-
proach the measurement of costs and benefits in different ways. Most 
economists are adherents to the concept of “consumer sovereignty.” This is 
the assumption that the individual consumer knows better than other peo-
ple what will make the individual the best off. The result is a more free-
market attitude towards gambling and other goods and services than gam-
bling researchers in other disciplines.  

Economists who take an advocacy position begin to see other potential 
roles for government, perhaps protecting consumers from the negative 
consequences of their choices.5 A sociologist may examine the same issues 
but with a predisposition for government control of markets. Psychologists 
may not spend much of their research effort on examining the appropriate 
role of government in a free society. Some aspects of disagreement in the 
literature are the natural result of differences in academic disciplines. 
 Few economists have written on issues surrounding casino gambling. In 
contrast, sociologists, psychologists, political scientists, lawyers, and even 
environmental planners and architects have published on economic aspects 
of casino gambling in a variety of outlets. Many of these non-economists 
have had significant influence on government policy with respect to legal-
ized gambling (U.S. House 1995; NGISC 1999). The problem is that these 
individuals often give “economic” arguments regarding legalized casino 
gambling even though their formal training is in some other field. The re-
sult is that they often confuse the issues.  
 One example of this is the confusion over the distinction between tech-
nological and pecuniary externalities as discussed in Chap. 6. Most authors 
simply consider any third-party effect to be an externality, even if it is 
clearly a transfer of wealth. Examples of this confusion are common. They 
include work by Thompson et al. (1997; see Chap. 6 of this book) and 
Kindt (1994, 1995, 2001). These authors have never acknowledged that 
externalities might be complicated.  

                                                     
5 For example, in the U.S. there has recently been debate over whether indi-

viduals should be allowed to control their own Social Security retirement funds. 
Opponents of private retirement savings accounts argue that individuals may make 
poor investment decisions. This perspective is a clear example of government at-
tempting to protect individuals from their own bad decisions or bad luck. 



8.2  Recognizing scopes of expertise      143 

Thompson (1996, p. 2) provides another example when he describes his 
“bathtub” macroeconomic model of the effects of casinos on local econo-
mies.6 He writes,  

A casino analyst does not need to know rocket science, or know how to demys-
tify Stonehenge. The application of the formulas of casino economics [does] 
not require the wizardry of brain surgery. The application uses only elementary 
arithmetic: addition, subtraction, multiplication, division, decimals, and per-
centages.  

If this is the case there should be more high school student contributors to 
the gambling literature. In his article “Why Does Johnny so Rarely Learn 
any Economics?” Paul Heyne attacks the common perception that market 
economies are “simple” and easily understood: 

It is a complicated system with billions of moving parts, in which everything 
depends upon everything else. That is the fundamental difficulty. The difficulty 
would be less if people weren’t convinced that the system is basically quite 
simple… If it is so simple, you don’t need any special knowledge to understand 
it. “I may not know much about economics,” people often say, “but I do 
know…” And then there follows some bit of incoherent but confident non-
sense. The invincibility of such arrogant ignorance manifests itself in the con-
tempt that these people have for “ivory-tower economists” who espouse aca-
demic irrelevancies like comparative advantage, marginal cost, and elasticity of 
demand. (Heyne 2001, p. 1)  

One factor that may contribute to the problem of working outside areas 
of expertise is the natural overlap between economics and politics. In the 
U.S. and other free countries, everyone is entitled to his own opinion on 
political issues. These opinions may be based on numerous considerations 
including the opinions of others, self-interest, empirical or other scientific 
evidence, and ignorance. Economic theory often has policy applications. 
Since any political position is conceptually defensible, many laymen be-
lieve their opinions on economic policy issues are as valid as everyone 
else’s. 

To point out the inherent danger, Heyne explains that although few peo-
ple understand the physics behind keeping a bicycle balanced, most people 
can learn how to ride one.7 Furthermore, he writes,  

                                                     
6 Thompson’s model focuses on the importance of monetary flows to and from 

a regional economy. The issue is discussed in Sect. 3.5. Although there are some 
elements of truth in Thompson’s model, it is far too simplistic and does not accu-
rately portray the economic effects of casinos on local economies. 
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we can hold a totally erroneous theory about bicycle balancing without getting 
into any trouble, unless we try to design the bicycle in accordance with our 
faulty theory. That is when we will get into trouble. In the economy, we can en-
rich one another without knowing how we do it. And we can maintain com-
pletely fallacious views of how any economy works without creating any great 
difficulties for anyone. But if our practical success generates excessive confi-
dence in our erroneous theory, and we try to use that theory to improve the op-
eration of the system, we can do a great deal of damage. (Heyne 2001, p. 1) 

We need authors from numerous academic disciplines involved in gam-
bling research because it is truly an interdisciplinary subject. We should all 
be cognizant of when we step outside our areas of expertise. Some eco-
nomic issues such as externalities are very complicated even though they 
may, at first blush, seem to be common sense. Likewise, diagnosing and 
estimating the prevalence of pathological gambling is not necessarily 
straightforward. These issues are best left to experts in that field to discuss. 

8.3  Calls for objectivity and transparency in research 

In 2001 the editors of the Journal of Gambling Studies pleaded for gam-
bling researchers to be careful in their public statements (Shaffer et al. 
2001). In a young science such as gambling research, it is necessary for re-
searchers to exercise care in revealing their opinions. One complication is 
the fact that public statements often must be brief with technical details 
and caveats dropped from the discussion.  

More specific questions about research quality and legitimacy, particu-
larly on the economic and social effects of gambling, have been raised in 
comprehensive analyses as well as in more narrow critiques. Comprehen-
sive analyses include APC (1999), NGISC (1999), and National Research 
Council (NRC 1999, Chap. 5) while more specific ones include Eadington 
(2004), Walker (2004) and Walker and Barnett (1999). The NRC (1999, p. 
186) explains, “most [studies] have appeared as reports, chapters in books, 
or proceedings at conferences, and those few that have been subject to peer 
review have, for the most part, been descriptive pieces.” The result has 
been questionable if not counter-productive research:  
                                                                                                                         

7 Heyne attributes the example to Michael Polanyi. By the way, people balance 
bicycles not by leaning in the opposite direction of a fall, but rather, by “[turning] 
the handlebars in the direction they are tipping so as to generate a centrifugal force 
that will offset the gravitational force pulling them down and to do this in such a 
manner that, for any given angle of imbalance, the curvature will be inversely 
proportional to the square of the cyclist’s velocity.” (Heyne 2001, p. 1) 
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In most of the impact analyses…the methods used are so inadequate as to in-
validate the conclusions. Researchers…have struggled with the absence of sys-
tematic data that could inform their analysis and consequently have substituted 
assumptions for their missing data. (NRC 1999, p. 185)  

An obvious example of this is in the social cost literature, discussed in 
Chaps. 6 and 7. In many of these studies, researchers use ad hoc method-
ologies to identify and measure costs.8 As a result, the annual social cost 
estimates have ranged from a “conservative” $9,000 to above $50,000 per 
pathological gambler.9

8.4  General problems in the literature 

Much of the early research on the effects of gambling through the mid-late 
1990s involved empirical estimates based on questionable methodologies. 
The published studies often appear to be “advocacy” pieces rather than 
scientific inquiries (Shaffer et al. 2001). The work by Arthur Andersen 
(1996, 1997), Goodman (1994a, 1995b), Grinols (1994a, 1995a, 2004), 
Grinols and Mustard (2001, 2006), Grinols and Omorov (1996), Kindt 
(1994, 1995, 2001), and Thompson and Quinn (2000) fall into this cate-
gory. This type of work exhibits several common characteristics raising 
questions about its validity. In particular, these authors appear to have 
adopted similar research strategies, the results of which tend to inflate the 
social cost estimates they produce. Four such problems are addressed here.  

8.4.1  Conflict of interest allegations 

The casino industry has hired consulting firms to write studies on the eco-
nomic effects of gambling. This type of research could be classified as 
“rent seeking” according to the discussion in Chap. 7. But the casino in-
dustry is not unique in this regard, as many industries hire consultants and 
researchers to study their markets or products. Nevertheless, research 
sponsored by the casino industry raises questions of conflict of interest. 
For example, Kindt (2001) simply ignores any research funded by the 
gambling industry. Conflicts of interest may taint the validity of research, 
but not necessarily. Rather than simply pointing to a potential conflict, 
specific errors in analysis must be shown in order to discredit research. 
                                                     

8 See Walker and Barnett (1999) and Walker (2003) for a more detailed review 
of the literature on social costs. 

9 These estimates are by Thompson et al. (1997) and Kindt (1995). 
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 As an example, I have been hired by governments, casino organizations, 
and conference organizers to do research. In each case, I was asked to do 
the research because of my previously published research, particularly 
dealing with the social costs of gambling. The Nevada Resort Association 
hired me to refute a paper by Thompson and Schwer (an early version of 
their 2005 paper). The reason I was asked to write the response was be-
cause I had already published a peer-reviewed journal paper on the topic 
that addressed the specific issues raised in the Thompson and Schwer pa-
per. Kindt would likely say that my work should be automatically dis-
counted regardless of the quality, simply because the work was funded. 

Certainly, there are examples where funded research has produced spu-
rious results. Arthur Andersen (1996, 1997) falls into this category. Their 
reports discuss various positive economic effects from casinos without jus-
tifying their methodology. In addition, the reports completely ignore any 
possibility that casinos cause economic or social harms.10

To be clear, funded research may be tainted but not necessarily (Rubin 
2004, p. 178). There are two obvious problems with the argument that 
funded research is necessarily dishonest. If funding nullifies research find-
ings, then all government-supported research may be invalid including 
most university research. In the extreme case, only unpaid volunteer re-
searchers should be trusted. Second, and more importantly, scientific find-
ings are not simply opinions. Questionable findings can be either sup-
ported or refuted by other researchers who repeat experiments, empirical 
tests, and analyses. 

8.4.2  Dismissing research without refutation 

Kindt (2001) uses ad hominem attacks rather than refuting arguments with 
which he disagrees. He demonstrates what C.S. Lewis called “Bulverism” 
(Lewis 1970, pp. 271–277) when one forgets that “you must show that a 
man is wrong before you start explaining why he is wrong.” Lewis (p. 273) 
describes its imaginary inventor, Ezekiel Bulver: 

…he heard his mother say to his father – who had been maintaining that two 
sides of a triangle were together greater than the third – “Oh you say that be-
cause you are a man.” At that moment, E. Bulver assures us, “there flashed 
across my opening mind the great truth that refutation is no necessary part of 
argument.” 

                                                     
10 Ignoring costs, by itself, is not academically dishonest if costs are not the 

subject of the study.  
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Lewis (1970, p. 274) explains, 

I see Bulverism at work in every political argument. The capitalists must be bad 
economists because we know why they want capitalism, and equally the Com-
munists must be bad economists because we know why they want Commu-
nism. Thus, the Bulverists on both sides. In reality, of course, either the doc-
trines of the capitalists are false, or the doctrines of the Communists, or both; 
but you can only find out the rights and wrongs by reasoning – never by being 
rude about your opponent’s psychology. 

 Following this suggestion, commentators who believe research has been 
corrupted by the casino industry should answer two questions: “The first 
is, Are all thoughts thus tainted at the source, or only some? The second is, 
“Does the taint invalidate the tainted thought – in the sense of making it 
untrue – or not?” (Lewis 1970, p. 272). Instead, many who lob “bias” alle-
gations do not bother to refute researchers with whom they disagree, ignor-
ing the work completely or simply dismissing it as dishonest. 

In an entertaining controversial example, Kindt’s Managerial and Deci-
sion Economics (MDE) article (2001) drew criticism from a number of re-
searchers. The paper was invited for and published in an issue of the jour-
nal guest edited by Grinols and Mustard (who published one of their own 
papers in the issue). One problem with Kindt’s paper is that he criticizes 
other researchers, dismissing their work without refuting it. Rather, Kindt 
simply alludes to conflicts of interest. For example, Kindt (2001, p. 31) re-
fers to Eadington as “a well-known apologist for the casino industry” but 
makes no attempt to refute Eadington’s research. Kindt uses a similar 
strategy in criticizing Shaffer (p. 27) and suggests that the Journal of 
Gambling Studies is under the influence of the casino industry. 

It is unknown whether Kindt’s paper underwent a standard peer review; 
the article does not read like an academic paper. Of Kindt’s 108 refer-
ences, only 6% were peer-reviewed articles; most are newspaper articles. 
There are 264 endnotes and 107 footnotes to the appendix tables. Aside 
from this, the paper is filled with stories, unsubstantiated allegations 
against researcher motivations, and other unscholarly argument. This is not 
the type of work that usually appears in peer-reviewed journals. Kindt’s 
writing is often published in law reviews. 

The editor-in-chief of MDE, Paul Rubin, was also surprised and disap-
pointed that Kindt’s paper had been accepted by the guest editors for pub-
lication (Rubin 2004, p. 177). Rubin decided to publish comments on 
Kindt’s paper in 2004 and allowed Kindt to reply to the comments. How-
ever, after reviewing the replies, Rubin wrote to him:  
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Based on the responses I am receiving, I am afraid that I cannot publish your 
replies. In my original letter…I indicated that “The comments and replies 
should avoid any ad hominem attacks. Moreover, they should deal with the pa-
per and comments as written.” You have not met either of these requirements. 
For one example, you routinely refer to anyone who disagrees with you as an 
“apologist for the gambling industry.” This is the essence of an ad hominem at-
tack. Moreover, as near as I and the authors can tell, your replies are almost 
completely unrelated to the comments….You have merely taken this opportu-
nity to continue your attack on the gambling industry, but you have not satis-
fied the requirements of my original letter. In my Introduction, I will indicate 
that you have written replies but that I did not find them suitable for publica-
tion…. I am sorry that things worked out this way. However, you seem unable 
to engage in normal academic discourse…. (Rubin 2003) 

 Another example can be found in Thompson et al. (1999) though it is 
not nearly as serious as Kindt. In defending their earlier paper from the 
criticisms by Walker and Barnett, Thompson et al. write, 

We reject criticisms of our model which say that social costs may not include 
costs that are imposed upon non-gambling individuals or groups of individuals 
while not being imposed upon all the members of society (Walker and Barnett, 
1997).[11] Our critics have suggested that we cannot call a theft a social cost. 
WE DO CALL A THEFT A SOCIAL COST…. We don’t say our critics are 
wrong. Not at all. They are simply pursuing a different definition of social costs 
than we are pursuing. It is a matter of apples and oranges. (Thompson et al. 
1999, p. 3)  

Walker and Barnett simply pursue a different measure of social cost. Fair 
enough. However, Thompson et al. could have explained why their social 
cost measure is superior or otherwise preferable to that used by Walker 
and Barnett, and they give no such argument.  

8.4.3  Ignoring published work 

In his comment on Kindt’s MDE paper, Eadington (2004, p. 194) identifies 
what appears to be a consistent and rather effective strategy of several 
staunch anti-gambling advocates:  

...Kindt selectively chooses facts, opinions, sources, claims, and slogans that 
are consistent with his views toward gambling. He ignores or omits any studies 
or findings that might suggest anything else to be the case.…Kindt and others 

                                                     
11 The 1997 paper is an early draft of Walker and Barnett (1999) that was pre-

sented at a conference.  
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of the same persuasion toward gambling are trying to establish an “alternative 
reality” of the economic and social consequences of gambling, by getting their 
questionably valid research published in a number of respected outlets, and 
then continue to cite one another’s articles until the “alternate reality” becomes 
accepted. 

The reader interested in specific examples should see Eadington (2004). 
Authors who appear to use this strategy of only citing material with which 
they agree as a method of advancing their ideas include Kindt, Grinols and 
Mustard, and to a lesser extent, Thompson et al. In addition, these authors 
rarely, if ever, acknowledge that their ideas are controversial. The problem 
in using this strategy is that it keeps relevant information from readers. 
Such a strategy is contrary to the spirit of academics.  

Oddly enough, Kindt claims to have the same concern as I do about ig-
noring research. He is critical of researchers who do not address “impor-
tant precedents such as the research article by Politzer et al. (1985),” the 
Task force in Maryland (1990), “Casinos in Florida” (1995) and Goodman 
(1994a) (Kindt 2003, pp. 16, 42).  

Kindt expresses dismay at how researchers have made only “cursory, if 
any, citation to the [Politzer et al.] report and related literature” (Kindt 
2003, pp. 20–21). Kindt ignores researchers who have addressed these pa-
pers, including Walker (1998a, 2003) and Walker and Barnett (1999).12 It 
would appear that Kindt ignores these studies because they are critical of 
the Politzer et al. (1985) methodology. Even Lesieur, whom Kindt regards 
as “one of the leading researchers in gambling issues” and “well-
respected” (Kindt 2003, pp. 17, 40) indicated that “I have regretted my ed-
iting and allowing publication of the Politzer et al. [1985] article on the 
costs of pathological gambling. It has been justifiably criticized” (Lesieur 
2003). 
 Grinols and Mustard (2001) also appear to provide an example of ignor-
ing relevant work in economics. The theme of the MDE issue in which the 
paper was published is “industries with externalities: the case of casino 
gambling.” In their discussion of social costs, Grinols and Mustard men-
tion externalities generally. For example, 

…casinos may generate positive or negative externalities. Positive externalities 
add value to the economy not reaped by the agent creating them, while negative 
externalities remove value not paid by the causing agent, following the usual 
definition. (Grinols and Mustard 2001, p. 145) 

                                                     
12 The discussion of the Politzer et al. (1985) study in this book is in Sect. 6.5.1. 
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They provide the example of crime prevention which suggests they under-
stand the distinction between technological and pecuniary externalities. 
However, there are also some hints or clues that they do not completely 
understand externalities. They do not cite any of the externality literature, 
and they suggest that “standard Pigouvian corrective theory for an industry 
with externalities is that it should be taxed by an amount equal to the costs 
that it imposes on society” (p. 155). 
 The first “hint” above is not, in itself, a problem. There is no need to cite 
historical literature if the topic in question is common knowledge, straight-
forward, or uncontroversial. But externalities are not straightforward. Re-
garding the second point, corrective Pigouvian taxes would not apply to 
pecuniary externalities. Suppose a new grocery store opens in a small 
town, significantly pushing up the demand for labor. If the market is 
somewhat competitive, then other firms may have to increase the wages 
they pay in order to retain employees. The higher labor costs for the exist-
ing firms represent a pecuniary externality. These costs may also lead to 
higher prices for groceries and other products for consumers. The higher 
prices would also be pecuniary externalities. Pigouvian taxes are usually 
applied only to technological, not pecuniary, externalities.13

 In short, Grinols and Mustard may be aware of the distinction between 
pecuniary and technological externalities, and how it applies to casino 
gambling and social costs, but their discussion does not reflect such 
awareness. One would expect them to either be aware of the distinction 
and recognize it in their papers, or to explain why it is either obsolete or ir-
relevant. 

Thompson and Schwer (2005) provide another example of ignoring 
published work. They utilize the methodology used by Thompson et al. 
(1997, 1999) in developing a social cost estimate for casinos in southern 
Nevada. However, they do not mention that their methodology has been 
criticized in the literature.14 This is not to say that Thompson and Schwer 
should exhaustively search the literature for attacks on Thompson’s earlier 
work, but research papers should include a reasonable literature review. 

                                                     
13 See Baumol and Oates (1988, pp. 29–32). The externalities issue is actually 

quite complicated but Grinols (2004) and Grinols and Mustard (2001) treat it as if 
it is very simple and straightforward. 

14 Critiques include Federal Reserve (2003), Walker (2003), and Walker and 
Barnett (1999). 
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8.4.4  Failure to analyze/criticize work cited  

A close relative of these problems is when researchers use previously-
published studies as the basis for their research, yet fail to analyze them or 
point out potential flaws. As in the previous cases, the problem is that this 
practice may hide areas of disagreement and debate from readers and per-
petuate shortcomings in the literature. 

Grinols (2004, p. 171) and Grinols and Mustard (2001, p. 154, Table 4) 
estimate the social costs of gambling by simply averaging cost estimates 
from previous, mostly non-refereed (and flawed) cost estimates. Nearly all 
of the studies they use have been questioned or discredited, directly or in-
directly, in the literature. Yet, Grinols and Mustard do not acknowledge 
the published critiques of these papers or their methodologies, nor do they 
analyze the papers themselves. 

To their credit, Grinols and Mustard do acknowledge that the social cost 
literature is “fraught with ‘inadequacy and confusion’” (2001, p. 143). But 
they imply that the studies they use are all legitimate: “We used many 
strategies to ensure that the final estimates of costs per pathological gam-
bler were lower bounds” (pp. 152, 154). In reality, most of the studies used 
by Grinols and Mustard to develop their cost estimate are flawed.15

8.5  Specific examples of errors 

In this section I discuss some specific examples of problems in the litera-
ture, including ignoring research, the misapplication of economic concepts, 
and errors in specifying econometric models. In each of these examples, 
the author seems to be strongly opposed to casino gambling.  

I do not provide examples here of problems where the authors appear to 
be pro-casino. These cases seem less common and outside the industry, 
there seem to be few academic proponents of casinos. Most pro-casino 
studies are performed by accounting firms hired by the casino industry 
(e.g., Arthur Andersen 1996, 1997). The potential errors in those analyses 
are too many to begin discussing here.  

                                                     
15 The studies include Politzer et al. (1985), Thompson et al. (1997), and 

Thompson and Quinn (2000), which have all been addressed earlier in this book. 
These studies or their methodologies have been criticized by the Federal Reserve 
(2003), NRC (1999), Walker and Barnett (1999), and Walker (2003), among oth-
ers.  
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8.5.1  Gambling as a wasteful activity 

Some authors have argued that gambling is a waste of time, or worse a “di-
rectly unproductive profit-seeking” (DUP) activity. Clearly, gambling is a 
form of entertainment, like golf, tennis, snow skiing, or watching televi-
sion and movies. Some gamblers may develop a gambling problem, and 
we should be concerned with that. But it is inappropriate to classify gam-
bling by professionals, for example, as a wasteful activity. 
 Yet, the “gambling is a wasteful activity” argument has been made by 
Grinols (1994a, 2004), Grinols and Mustard (2000), Grinols and Omorov 
(1996), Kindt (1994), and Thompson and Schwer (2005). For example, 
Thompson and Schwer (2005, p. 64) demonstrate a questionable under-
standing of why people gamble: 

Some economists will argue that there is no economic gain from gambling ac-
tivity as it represents only a neutral exercise in exchanging money from one set 
of hands to another. Indeed, as no product is created to add wealth to society, 
the costs of the exchange (time and energy of players, dealers, and other casino 
employees) represent a net economic loss for society. 

Oddly, the authors do not claim to hold this view but suggest that “some 
economists” do. But Thompson and Schwer do not criticize the statement. 
They could have pointed out, for example, that this is the same thing that 
happens when someone pays to attend a football game or to enter a movie 
theater. They could have explained that no one would voluntarily “redis-
tribute” his income to someone else if there was not some benefit to giving 
up the money. This is true even in the case of donating money to a church 
or other charity. The fact that Thompson and Schwer (2005) present this 
view without questioning it suggests they are sympathetic to the argument. 
They attribute the “gambling is unproductive” perspective to Paul 
Samuelson (1976). Indeed, their paper is named after Samuelson’s words 
“beyond the limits of recreation.”  
 There are numerous other examples of this perspective in the literature, 
although they are all due to a small number of researchers who seem to 
consistently argue that casino gambling is unambiguously harmful. For ex-
ample, Grinols and Omorov (1996, p. 50) write, “Economists have long 
known that for many gamblers and those who provide them gambling ser-
vices, gambling is in a class of activities called [DUP activities].” Yet they 
provide no citations to support this “long known” view. Grinols and 
Omorov do quote Bhagwati, Brecher, and Srinivasan (1984) in an apparent 
but subtle attempt to attribute this view of gambling to those authors.  

Bhagwati et al. (1984, p. 292) define DUP activities as  
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ways of making a profit (i.e., income) by undertaking activities which are di-
rectly unproductive; that is, they yield pecuniary returns but produce neither 
goods nor services that enter a conventional utility function directly nor inter-
mediate inputs into such goods and services. 

From this definition Grinols and Omorov (1996, p. 50) argue that “an indi-
vidual who does not gamble for utility value, but to acquire money en-
gages in income-reducing directly unproductive activity.”16 Grinols and 
Mustard (2000, p. 224) make the same argument and give an example of 
when an individual “quits his job to earn a living as a professional black-
jack or poker player, gambling for money and not for enjoyment, [and] re-
duces national income by his lost production.”17

 Although the professional gambler represents a very small proportion of 
all gamblers, it is informative to analyze these claims in detail because the 
conclusions can be more generally applied to the claims about non-
professional pathological gamblers and their reduced work productivity.  

The apparent source of the idea that professional gambling may be a 
DUP activity is an economics principles textbook. Many of the anti-
gambling activists selectively quote from a 25-year-old edition of 
Samuelson’s famous Economics. The specific passage describes an eco-
nomic case against gambling: it “creates no new money or goods,” and 
“when pursued beyond the limits of recreation…gambling subtracts from 
the national income” (Samuelson 1976, p. 425).18 In a nutshell, the argu-
ment is that some people quit their widget-production jobs to become pro-
fessional gamblers. If they do not enjoy gambling, then from society’s per-
spective, they are producing nothing of value. The net cost of this to 
society is the value of the widgets not produced, and GDP is lower. Gri-
nols and Kindt consistently use this DUP argument in their opposition to 
legalized casino gambling. 

It is unclear why researchers who quote this passage do not report other 
relevant material. For example, in the paragraph immediately preceding 
that quoted by Kindt, Grinols, etc., Samuelson writes:  

Why is gambling considered such a bad thing? Part of the reason, perhaps the 
most important part, lies in the field of morals, ethics, and religion; upon these 

                                                     
16 Marfels (1998, p. 416) provides a valid but brief attack on Grinols and 

Omorov’s interpretation of DUP activities. 
17 Grinols (1997) gives the same example. He is probably the most persistent 

proponent of this view. 
18 This passage has been cited or quoted by Grinols (1994a, p. 8; 1995a, p. 8), 

Grinols and Mustard (2000, p. 224), Grinols and Omorov (1996, p. 50), Kindt 
(1995, p. 567; 2001, p. 19), and Thompson and Schwer (2005, p. 64). 
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the economist as such is not qualified to pass final judgment. (1976, p. 425, 
emphasis added)  

On the very next page, as a footnote to his discussion, Samuelson explains: 

The astute reader will note…the case for prohibiting gambling must rest on ex-
traneous ethical or religious grounds; or must be withdrawn; or must be based 
on the notion that society knows better than individuals what is truly good for 
them; or must be based on the notion that we are all imperfect beings who wish 
in the long run that we were not free to yield to short-run temptations. Some 
political economists feel that moderate gambling might be converted into so-
cially useful channels. (1976, p. 426, note 7) 

After reading the context of the popular quotation, one wonders why re-
searchers resort to making a selective reference to an old principles text-
book in an attempt to convince readers that gambling is “bad.” Perhaps it 
is an attempt to appeal to authority, as Samuelson is a Nobel Laureate.  

Samuelson’s Economics is now in its 17th edition and has a co-author. 
The discussion on gambling (Samuelson and Nordhaus 2001, pp. 208–209) 
retains a negative flavor, arguing that the activity produces nothing tangi-
ble and is “irrational.” When I asked Nordhaus about the negative tone in 
Economics and suggested that consumers actually do get utility from gam-
bling, he replied, “You make several valid points.” However, he argues 
there are fundamental differences between “cocaine and compulsive gam-
bling and ice cream and tennis shoes” (Nordhaus 2002). 

In any case, Samuelson is not the only famous economist to have writ-
ten about gambling. For example, Gary Becker (1992 Nobel Laureate) 
published a Business Week magazine article titled, “Gambling’s Advocates 
are Right – But for the Wrong Reasons,” in which he writes,  

I support this trend toward legalizing gambling, although my reasoning has lit-
tle to do with revenues….It would enable the many people who wish to place a 
bet to do so without patronizing illegal establishments and facilities controlled 
by criminals. (Becker and Becker 1997, p. 45) 

Why gambling is not a DUP activity 

There are numerous problems with the idea that gambling may constitute a 
DUP activity. One is tempted to sympathize with Ignatin and Smith (1976, 
p. 75), who write, “it is difficult to understand why economists, who be-
lieve that gamblers must lose, do not infer that the act of gambling must, 
therefore, provide utility.” Microeconomic theory suggests that most gam-
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blers probably receive some level of consumer surplus (CS) from the activ-
ity as discussed in Chap. 2.19

Grinols and Omorov (1996) and Grinols (1997) do admit that gambling 
provides utility for many gamblers but say “professional” gambling may 
constitute a DUP activity. This is a surprising claim, especially considering 
that televised professional poker tournaments have become wildly popular 
in recent years. Even if the players do not enjoy the games, apparently 
many television viewers do. It is difficult to understand how poker players, 
any more than professional athletes or Hollywood actresses, are engaging 
in DUP.

Even if we accept the argument that professional gamblers reduce GDP, 
the whole idea seems contrived as an application to gambling. People often 
make choices for which, under an alternative choice, national income 
might have been higher. Are all such choices “bad” because they decrease 
national income from some potential maximum? GDP is not the perfect 
measure of well being, after all.  

In terms of the gambler himself, even if he does not “enjoy” gambling, 
we must assume that all things considered he decides how to best spend his 
time. Even though he may not enjoy it his gambling career including the 
expected return must be preferred to any alternative career path, no matter 
how much utility he might have received. If he is successful, his income 
and purchases rise, which would lead to increased utility. If, on the other 
hand, the professional gambler fails to earn an adequate living, we expect 
him to turn to some other method of earning a living.20

Scitovsky (1986, p. 192) writes “the active participants’ satisfactions 
from engaging in sex, social and competitive sports, social games, gam-
bling, etc., depend on the availability of equally active participants as part-
ners; and that kind of interdependence…is symmetrical.” Further, he notes,  

in social activities, like bridge, chess, tennis, football, or gambling, each active 
participant both needs partners and provides one. In other words, he creates 
both demand and supply, which complement each other and are mutually off-
setting. That explains why most such activities do not go through the market, 
which, in these cases, only performs the ancillary services of providing the 
tools, the premises, the training, the bringing together of partners, and occa-
sionally provides a standby professional partner when amateur partners are not 
available. (p. 192) 

                                                     
19 For a discussion specific to gambling, see ACIL (1999, pp. 60–61). 
20 Consider, as another example, an entrepreneur who starts his own business. If 

the business fails, of course, the investor is not likely to “enjoy” the experience. Is 
failed entrepreneurship therefore a DUP activity? 
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Thus, even in cases when the professional gambler does not enjoy his “ca-
reer” others may benefit from his choice.  

DUP and rent seeking 

Aside from these problems, a review of the DUP literature from the early 
1980s makes it clear that gambling cannot technically be considered a 
DUP activity. Bhagwati (1982, 1983) and Bhagwati et al. (1984) reveal 
that DUP is the general class of activities that includes “rent seeking.” 
Bhagwati (1983, p. 635) writes, “I call DUP activities the set of phenom-
ena that Tollison et al. call rent seeking.”21 Rent seeking was explained 
Sect. 7.3.2. In the case of a government-created monopoly, rents are avail-
able to a potential monopolist, and interested parties compete to win gov-
ernment favor. This lobbying for the monopoly privilege is rent seeking or 
DUP. Gambling lacks the characteristics required to classify it as rent 
seeking, since there is no artificially contrived transfer by government. 
 Bhagwati (1982, pp. 989, 991) christens the term DUP and explains that 
while most DUP activities are related to attempts to influence government 
policies, they “can in principle be government free or exclusively pri-
vate.[22] Thus, effort and resources may be (legally) expended in getting a 
share of the ‘going’ transfer by an economic agent, what may be described 
as ‘altruism seeking’.” Given that Bhagwati leaves the door open for the 
possibility of private DUP activities, does gambling by a professional qual-
ify?  

Consider an example that follows directly from Bhagwati’s discussion. 
Suppose a church has announced that it will contribute $1,000 to local 
charities. The administrators of soup kitchens and shelters might spend 
time and other resources “lobbying” the church for contributions. This 
lobbying constitutes DUP. It is important that, as Bhagwati notes, there is a 
“going transfer.” Otherwise, suppose a soup kitchen privately convinces a 
church to donate some money it had not initially intended to. This case is 
simply a voluntary, private transaction. The contribution was not going to 
occur ex ante.

                                                     
21 Tullock (1981, p. 391, note 2) explains, “Bhagwati is attempting to get the 

term ‘rent-seeking’ shifted to ‘directly unproductive profit seeking, DUP (pro-
nounced dupe)’. I do not like rent-seeking as a term and would agree that this revi-
sion of the language would be an improvement, but I suspect that it is too late to 
make the change now.” 

22 Bhagwati and Srinivasan (1982, p. 34) also make this point. Bhagwati (1982, 
p. 994) and Bhagwati and Srinivasan (1982) explain that in some cases DUP ac-
tivities may be welfare enhancing. 
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Is a casino bet by a professional gambler a “going transfer up for 
grabs”? No. It is not the case that the casino will transfer a certain prede-
termined amount of wealth and the various gamblers compete for casino 
favor. Rather, a betting player agrees to the rules of the casino game. The 
gambler cannot lobby such that he wins while excluding other players 
from the same opportunity. Each player that walks into the casino has the 
potential to win, regardless of other player performance.23

DUP activities are wasteful behavior that is geared at receiving a trans-
fer that is, by nature, rival. If one firm receives government consent to be-
come a monopolist, other firms are necessarily excluded from the privi-
lege. If soup kitchen A receives the $1,000 church donation, kitchen B 
does not. In contrast, my placing a bet at a casino and winning does not 
preclude other players from also playing, or even making the same bets. 
Put slightly more formally, in a standard rent seeking/DUP case where n
individuals compete for a monopoly right, n-1 of the individuals will be 
unsuccessful. In contrast, if there are n professional gamblers trying to 
make a living, it is not the case that n-1 or n minus some number >1 must 
be unsuccessful. All n gamblers may earn a positive return. Of course, in 
the long run casinos have the advantage. 

A bet in a casino is a voluntary private market transaction between ca-
sino and player. There exists no rivalrous “artificially contrived” public 
transfer, nor a “going” private transfer that is up for grabs, and gambling is 
not a DUP activity. 

8.5.2  Casinos and crime  

There have been several recent studies of how availability of casino gam-
bling affects crime.24 Some researchers have attempted to estimate the 
costs of crime without first establishing a valid link between gambling and 
crime (e.g., Thompson et al. 1997). The social costs from crime have been 
described by Walker and Barnett (1999) and with an opposing perspective 
by Grinols and Mustard (2001). The issue of crime has obvious importance 
to the COI, economic, and public health perspectives on gambling (Sect. 
7.4). 
                                                     

23 An exception to this would be playing poker at a casino, where players com-
pete against each other rather than against the casino. In some games (e.g., black-
jack) one player’s actions can affect other players’ performance. A final exception 
might be a case in which the casino is filled to capacity so that a given player is 
unable to place bets. 

24 See Albanese (1985), Curran and Scarpitti (1991), Stokowski (1996), Stitt, 
Giacopassi, and Nichols (2003), and Thalheimer and Ali (2004). 
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Grinols and Mustard (2006) 

Grinols and Mustard (2006) estimate that casino related crime costs every 
adult in the U.S. $75 per year. This is an important study, perhaps the most 
comprehensive study on casinos and crime. It was published in the highly 
regarded Review of Economics and Statistics. As a result, this paper has 
the potential to spark replication studies and to be particularly influential in 
policy debates.25

Crime rate data and associated cost estimates must be interpreted very 
carefully. Albanese (1985, pp. 40–41) explains,  

Crime statistics can be extremely misleading when they fail to account for: (1) 
changes in the population at risk, (2) changes in criminal opportunities, (3) 
changes in law enforcement resources and priorities, and (4) changes in crime 
elsewhere in the State. 

The Grinols and Mustard paper fails to account for two of the factors men-
tioned by Albanese. They do not account for changes in the population at 
risk or for changes in law enforcement resources and priorities. As a result, 
their crime rate statistics and cost estimates are unreliable.  

Grinols and Mustard report that crime in casino and non-casino U.S. 
counties fell during the sample period (2006, p. 3, Fig. 1). However, crime 
rates in non-casino counties fell significantly more than in casino counties. 
They interpret this result as evidence that casinos lead to more crime. But 
their conclusion should come with a major caveat. The crime rate includes 
the crimes committed by visitors to casino counties, but it omits the num-
ber of visitors from the population measure.26 The crime rate numerator in-
creases while the denominator remains constant after casinos open. They 
omit visitors from the population measure because county-level visitor 
data are not available. The result is almost certainly an overstatement of 
the crime rate in casino counties.27

                                                     
25 For example, a recent state-sponsored study of casino gambling in Indiana 

(PolicyAnalytics 2006) relied almost entirely on the Grinols and Mustard (2006) 
paper for its discussion of crime. 

26 The only case in which this would be the correct crime rate measure is when 
all casino-attributable crime was committed against residents. Obviously some 
crimes occur on casino grounds and/or against county visitors. 

27 Grinols and Mustard (2006, p. 7, note 13) attempt to consider the issue indi-
rectly. They analyze the crime rates in counties containing national parks and find 
that when population is adjusted by visitors, there is not an increase in the crime 
rate for park counties. Then they compare national parks to Las Vegas, for which 
visitor data are available. If Las Vegas and park visitors had identical propensities 
to commit crimes, Las Vegas would need to have 59 million visitors to account for 
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Giacopassi (1995, pp. 4–5) explains the same problem that was evident 
in a 1995 report from the Maryland Attorney General:  

One of the basic flaws […] is the failure to report rates of crime taking into ac-
count the population at risk. In the Uniform Crime Reports, the FBI states that 
“understanding a jurisdiction’s industrial/economic bases, its dependence on 
neighboring jurisdictions, its transportation system, its dependence on nonresi-
dents (such as tourists and convention attendees)…all help in better gauging 
and interpreting the crime known to and reported by law enforcement.” (FBI 
1993, p. iv) The FBI cautions against “comparing statistical data of individual 
reporting units…solely on the basis of their population…” (FBI 1993, p. v.)  

Giacopassi (1995, p. 7) gives an example that shows why it is a problem to 
omit visitors from the crime rate calculation: 

Extending this method of calculating crime rates to the logical extreme, it 
would be possible to have a casino and to have a vast amount of crime in a ju-
risdiction where there were no residents. This presents a dilemma: with no resi-
dents, there would be no denominator in the crime rate equation, so there could 
be no “official” crime rate. Clearly, calculating crime and crime rates without 
taking into account the population at risk can lead to wildly inappropriate con-
clusions. 

Other studies have addressed the crime issue while taking into account 
the visiting population, though Grinols and Mustard fail to recognize these 
studies. Albanese (1985) examines crime in Atlantic City. Once visitors 
and changes in police resources are included, the correlation between casi-
nos and crime is weak. Curran and Scarpitti (1991) also analyze Atlantic 
City crime pointing out that a significant amount of crime may be casino-
based rather than outside in the community. Since the proportion of resi-
dents to visitors at casinos is likely to be lower than in the community 
overall, crime statistics in casino communities will tend to overstate the 
crimes committed against residents. Stokowski (1996) studies the effect of 
casinos on crime in three small Colorado mining towns. Her study utilizes 
traffic count as a conservative proxy for the number of visitors. Like Gri-
nols and Mustard, she finds that crime/population rises after casinos open, 
but accounting for visitors the crime/vehicle count actually falls after casi-
nos open (Stokowski 1996, p. 67, Table 3).  

Grinols and Mustard do demonstrate that some crime is attributable to 
the presence of casinos. More important is what they do not show, that the 

                                                                                                                         
its number of larcenies in 1994. Las Vegas had 30 million visitors. This implies 
that casino visitors are more likely than park visitors to commit crimes. 
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crime rate increases or that the risk of crime to county residents increases 
accounting for the number of visitors.28 They also fail to account for 
changes in law enforcement, and to distinguish between casino-based and 
community crimes. Considering these issues, the Grinols and Mustard 
crime rates are questionable. 

Aside from the above issues, the cost per crime estimates utilized by 
Grinols and Mustard (Miller, Cohen, and Wiersema 1996, p. 24) deserve 
scrutiny. These cost per crime data include as their largest component an 
estimate for “quality of life” losses.29 As a result, the total estimated cost 
per rape is $87,000 even though the tangible cost estimate is $5,100. The 
difference of $81,900 is presumably the quality of life cost. Crime victims 
experience a decrease in the quality of life but monetary estimates of these 
losses are controversial.30 Grinols and Mustard do not explain why they 
chose these measures of cost over others. The U.S. Department of Justice 
(Klaus 1994) has an estimate that the average loss per rape in 1992 was 
$234, far below the estimate from the Miller et al. (1996) tangible cost es-
timate. This is not to suggest that one cost estimate is more appropriate 
than the other but Grinols and Mustard did not adequately justify their 
choice.31

Although Grinols and Mustard (2006) attempt a comprehensive analysis 
of casinos and crime, their crime rate measure and costs attributed to each 
crime are tenuous.  

                                                     
28 Another potential problem is that Grinols and Mustard do not account for ca-

sino size or volume. This would be related to the number of visitors to the casino 
county. They simply account for the opening year of the casinos. Although they 
note that casino profits and gross revenue are not available for Indian casinos, 
there are available proxies for casino volume. One such measure that is available 
is casino square footage (Walker and Jackson 2007a). Accounting for casino size 
might give a better indication of the relationship between casinos and crime. 

29 Grinols and Mustard (2006, p. 14) indicate that they use the “cost per vic-
timization figures…” This must be the higher “total cost per victimization” figure 
rather than “tangible costs per victimization” (Miller et al. 1996, p. 24). 

30 For a discussion, see “Uncertainty of the estimates and sensitivity analysis” 
(Miller et al. 1996, pp. 19–23). 

31 Grinols and Mustard (2006, p. 14) compare their cost estimate to that by 
Thompson et al. (1996). Walker and Barnett (1999) analyze the Thompson et al. 
study in detail and find that it greatly overestimates the social costs of gambling. 
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Gazel, Rickman, and Thompson (2001) 

Gazel, Rickman, and Thompson (2001) is another study on casinos and 
crime that appears to be flawed. The paper claims to be based on the 
Becker model of criminal activity that criminal behavior is a product of ra-
tional decisions. In reality, the paper has little to do with Becker’s analysis 
presenting a panel data model to explain crime in Wisconsin counties.  

The most serious problem in the paper is the econometrics, the results of 
which are spurious. When the authors find that the casino variable is insig-
nificant in explaining crime, they drop all other explanatory variables from 
the model. It is simply inappropriate to arbitrarily drop “insignificant vari-
ables and variables with coefficients of the wrong signs” and “all control 
variables” from the model (Gazel et al. 2001, p. 69). Obviously the re-
maining “County” variable for the existence of casinos will take on in-
creased significance if all other variables are omitted.32 In nearly every 
model, the casino variable is insignificant until the authors begin toying 
with the model, dropping variables, and rerunning with only the casino 
dummy. In effect, the authors are ignoring the t-test results for the casino 
variable and instead making the argument that the joint significance of all 
variables is representative of the significance of the casino variable. The 
authors make no attempt to justify the practice that should have been a red 
flag to referees and journal editors.  
 Regressing crime rates on a constant term and a group dummy indicat-
ing the presence of legalized gambling in the county is strictly equivalent 
to conducting a simple means difference test to assess whether crime rates 
differ significantly between counties that allow gambling and counties that 
do not. There is a vast statistical literature indicating that simply because 
means differ by some categorical variable, there is no implication that they 
differ because of that variable. In this case, just because crime rates are 
higher in gambling counties does not mean that they are higher because of 
gambling. Crime rates are known to be higher in more densely populated 
areas and casino gambling is known to have a very high threshold in the 
minimum number of consumers required for provision. One would expect 
to find casino gambling in more densely populated areas. We should not be 
surprised to find crime rates higher in areas with casino gambling but any 
causal inference is purely spurious.  
 Another shortcoming of the model is that the authors completely ignore 
the amount of police enforcement in the counties. Obviously the number of 

                                                     
32 The empirical model is a bit confusing because in the description of the 

model in the text uses different notation than the tables. It appears that “County” 
refers to the dummy variable for whether casinos are open in a particular county. 
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crimes that show up in official records will depend to some extent on the 
amount of police resources in the county. Fewer police will likely catch 
fewer criminals. Yet the authors do not mention this as an important vari-
able to explain the amount of crime showing up in the statistics.  

8.5.3  Grinols’ Gambling in America 33

Grinols’ recent book (2004) provides its readers with a comprehensive 
view of his perspective on gambling and illustrates some research prob-
lems (Sect. 8.4). In the first four chapters, Grinols discusses the history of 
gambling among other issues. In Chap. 5, he develops a formal cost-
benefit model of gambling that appears to be adapted from Grinols and 
Mustard (2001). Items included on the benefits side of the ledger include 
net increase in profit measured across all businesses, net increase in taxes 
measured across taxpayers, consumer surplus, distance consumer surplus, 
capital gains to consumers induced by the activity, and gains from relaxa-
tion or elimination of non-price constraints on consumer choices (p. 97). 
Only “real resources consumed to deal with harmful externalities” appears 
on the cost side.34

 Grinols simply drops CS from the analysis, and explains  

A reasonable first approximation is that the net effect of a casino on capital 
gains and consumer surplus considerations is small. If firm and household 
prices are invariant to the amount of gambling…, capital gains on endowments 
and consumer surplus drop out. (Grinols 2004, p. 107)  

This treatment of CS seems unusual and inappropriate. Grinols argues that 
the only benefit from having new casinos is a “distance consumer surplus” 
since the gambler does not have to travel as far to a casino. Should the first 
casino in Mississippi, for example, be treated as a new product or “brand” 
of entertainment in that market? There is an entire literature on the effects 
of increased variety for consumers.35 Certainly there are benefits to having 
Amazon.com other than the fact that consumers do not have to drive as far 
to shop. Increased product variety is beneficial but Grinols completely ig-
nores it.  

                                                     
33 This discussion is adapted from Walker (2007a). 
34 This statement is consistent with a proper understanding of technological ex-

ternalities. 
35 For example see Lancaster (1990), Hausman (1998), Hausman and Leonarad 

(2002), and Scherer (1979).  
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It is also unclear why Grinols thinks casinos do not create any signifi-
cant traditional CS. Casinos are often coupled with other products, usually 
restaurants and hotels. To the extent these put downward pressure on 
prices in the local restaurant and hotel markets, CS would be created by a 
new casino. Even on the casino games themselves, there is price competi-
tion. For example, casinos will advertise that their slots pay out a greater 
percentage, or that craps players can bet “10X odds” rather than the stan-
dard 2X odds. Such competition could result in CS. 

The chapter on social costs has very serious problems. Although Grinols 
addresses most of the standard social cost issues that have been examined 
in the literature (crime, employment and productivity losses, bankruptcy, 
suicide, social services costs, and regulatory costs) he completely ignores 
the remarkable level of controversy surrounding how to handle these is-
sues. He goes on to summarize the findings of several cost-benefit studies 
that were performed during the 1990s, and estimates the annual cost to so-
ciety per pathological gambler at $10,330 (Grinols 2004, p. 171).36 This es-
timate is seriously flawed because it is composed mostly of wealth trans-
fers or costs to the individual gamblers. The studies have been criticized in 
the literature and their credibility has been questioned. Grinols ignores any 
such controversy and does not bother to analyze the studies himself, result-
ing in an inflated social cost estimate. 

Finally, the social cost chapter includes a full 20 pages of examples of 
newspaper clips and other examples of the personal and economic damage 
cause by casino gambling. Similar stories and statements are peppered 
throughout the book. Rarely does Grinols hint that there is a legitimate ar-
gument that casinos may create a net benefit through providing jobs, price 
competition, variety benefits to consumers, or economic development. 
Grinols ignores any literature that might suggest such benefits. Even 
though Grinols indicates that he has no moral objection to gambling (p. 11) 
the reader may suspect that he sees casino gambling as a “merit bad” as is 
discussed in Chap. 9.  
 Overall, Grinols underestimates the potential consumer benefits from 
casinos. His reliance on flawed studies to estimate social costs results in an 
overestimate of the social costs of gambling. Unfortunately, the reader 
who is not already familiar with the economics of gambling will be left 
with an incomplete picture. As discussed above, Grinols generally does not 
cite the relevant economics literature in justifying his methodology, nor 
does he make any reference to gambling research that does not agree with 
his conclusions. As a result, it is important for the reader interested in the 
economics of gambling to seek resources not cited by Grinols. 
                                                     

36 This appears to be the same discussion as in Grinols and Mustard (2001). 
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8.6  Conclusion 

This chapter offers a review of some of the more serious problems that 
plague the economics of casino research. In some cases, problems stem 
from apparent research strategies that have been adopted in order to derive 
high social cost estimates. In other cases, errors may be due to researchers 
going outside their expertise. The economics of gambling is still young 
and improving. At this stage readers must still be careful to evaluate the 
merits of the arguments they are reading. 

Academic debate is a healthy and important catalyst for moving scien-
tific understanding forward. I agree with the Journal of Gambling Studies 
editors (Shaffer et al. 2001). As the gambling literature continues to de-
velop we must be careful to distinguish between our personal opinions and 
conclusions which are supported by quality empirical data or analysis. 



9  Conclusion  

9.1  Introduction 

The worldwide expansion of the casino industry is controversial. Eco-
nomic research on the industry has been less than enlightening. This is be-
cause it is a new area of research, there is no agreed-upon methodology to 
identify and evaluate benefits and costs, and researchers approach the in-
dustry from different academic disciplines.  

Policymakers are interested in the economic effects of casinos, espe-
cially the potential for economic growth and increased tax revenues. Un-
fortunately, the literature has provided little help. My goal in this book has 
been to give the reader a mainstream economic perspective on casino 
gambling and its economic effects while highlighting some of the major 
areas of contention. 

This final chapter reviews the issues discussed in the book and how 
gambling research has affected policy toward the industry. I also explain 
my perspective on how research should affect policy. The remainder of the 
chapter is organized as follows. Section 9.2 summarizes the economic top-
ics discussed throughout the book. Section 9.3 is an introduction to some 
of the psychology and sociology topics relevant to the social costs of gam-
bling and casino policy. In Sect. 9.4, I discuss the criteria on which casino 
policy is and should be based. I argue that more emphasis should be placed 
on the relationship among private property, freedom of choice, and the role 
of government in a free society. Section 9.5 concludes. 

9.2  Summary of economic issues 

The discussion in this book covers issues on the benefit and cost side of 
the casino gambling debate. In the first few chapters we discussed the eco-
nomic benefits from legalized casinos. The introduction of a new good like 
casino gambling can have a number of possible economic benefits. The 
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later chapters examine the social cost of casino gambling. This is a com-
plicated area in the literature because it is not well developed and different 
researchers have different perspectives on what constitutes a social cost. 
Because of the uncertainty on both the benefit and cost side of the equa-
tion, a reliable monetary estimate of the economic effects of casino gam-
bling is not available.  

9.2.1  Benefits 

The potential economic benefits from casino gambling include economic 
growth, consumer benefits and increased tax revenues. The effects of ca-
sino gambling on economic growth were discussed in Chap. 2. Some of 
the common misconceptions about the growth effects of the casino indus-
try were discussed in Chap. 3. The most common misperception is that the 
casino industry grows at the expense of other industries resulting in no 
overall positive effect.  

A flourishing casino industry may have positive effects on the labor 
market. The casino industry is labor intensive and the expansion of the in-
dustry is likely to increase overall employment in the host economy even if 
some competing industries are harmed.  

Peer-reviewed econometric evidence suggests that the casino industry 
has a positive effect on regional economic growth. Chapter 4 is an exami-
nation of the evidence based on U.S. casino data from 1991 to 1996. A 
preliminary examination of more recent evidence (1991–2005) indicates 
that the growth effect from casino gambling may not be long-term. The 
explanation for these mixed results is not straightforward and the issue 
warrants further investigation. To the extent casinos do stimulate economic 
growth, even in the short-term, local economies may use casino gambling 
as a revitalization tool and to attract new tourists.  

Even if casino gambling did not have a positive effect on economic 
growth the industry’s expansion would still benefit consumers who enjoy 
gambling. This is by far the most neglected benefit of the casino industry. 
Researchers and policymakers often ignore this issue focusing instead on 
tax or employment effects. Consumers benefit from the availability of ca-
sinos because they are able to enjoy a wider variety of entertainment op-
tions. Casinos are often accompanied by restaurants and hotels which lead 
to increased competition, lower prices, and increased consumer surplus.    

Policymakers usually focus on the potential for increased tax revenues 
with casino legalization/expansion. Such revenues can be used to provide 
more services for citizens or to reduce existing budget deficits. Although 
the gains to government are offset by the taxpaying casinos, the general 
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public may prefer taxes on casino revenues to sales taxes or other less 
avoidable taxes. 

The relationships between the different U.S. gambling industries were 
examined in Chap. 5 using data from 1985 to 2000. Although one might 
assume that the different forms of gambling would be substitutes for each 
other the empirical results are mixed. Some industries act as substitutes 
(casinos and lotteries) and others appear to be complementary (casinos and 
horse racing) at least in the U.S. The mixed results suggest that jurisdic-
tions should be careful to analyze local conditions and interindustry rela-
tionships to determine how adding a new gambling industry could affect 
existing industries and overall tax revenues. The extent to which casinos 
affect tax revenue depends on the size of the industry, its effect on other 
industries, tax rates, and other factors. 

Chapters 2–5 provide a foundation for future empirical research on the 
economic growth, employment, and tax effects of the casino industry. Now 
that the casino industry is well established in a variety of countries, data 
are available for more empirical studies.    

9.2.2  Costs 

The social and economic costs of casino gambling are even more contro-
versial than the benefits. As Chaps. 6–8 have shown, there is an enormous 
amount of debate over almost every detail of social cost studies. Even if 
we eventually agree on a definition of “social costs” actually measuring 
their value presents a host of other problems.  

Social cost research has been surprisingly influential with policymakers. 
Evidence of this can be seen in the U.S. House (1995) and the NGISC 
(1999). The influence of many of these studies has arguably been counter-
productive in promoting understanding of the casino industry and its eco-
nomic effects. The most common and fundamental problem is that most 
cost-benefit studies have not defined what exactly they are trying to meas-
ure. Exacerbating the problem is the fact that many authors make arbitrary 
assumptions in their analyses that have dramatic effects on their results. 

We cannot simply try to estimate monetary values for any and all nega-
tive effects that are remotely connected to casino gambling. Pathological 
gamblers certainly engage in some anti-social and costly behavior but es-
timating the values of these costs is tricky. We must be sure that the costs 
decrease overall wealth in society. We must also take account of comor-
bidity and develop a mechanism of allocating costs among coexisting dis-
orders. 
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Some of the social costs of gambling are connected to government pro-
grams and spending. These vary across country. In some cases such costs 
may be considered more a cost of a policy rather than a cost of pathologi-
cal gambling disorders. These issues raised in Chaps. 6 and 7 are meant to 
raise awareness of the difficulties is properly estimating the social costs of 
gambling. 

9.2.3  General problems 

Aside from confusion over specific cost- or benefit-related issues there are 
some general problems in the research. These issues are discussed in Chap. 
8. Authors have relied heavily on flawed studies and have ignored other 
relevant studies in the literature. We have discussed specific examples of 
these errors. My hope is that this discussion will incite readers of this book 
to read more of the casino gambling literature. It is a fascinating and con-
troversial research topic. 

9.3  Prevalence of pathological gambling 

The psychology/sociology literature dealing with diagnosis, prevalence, 
and treatment of problem and pathological gambling is also controversial 
and interesting, especially as it relates to government policy.  
 The DSM-IV (1994) and SOGS (Lesieur and Blume 1987) are examples 
of pathological gambling screening instruments that outline criteria that 
may characterize pathological gambling behavior.1 The diagnostic criteria 
from the DSM-IV are listed below. A person may be diagnosed as being a 
pathological gambler if described by five or more of the following condi-
tions (DSM-IV 1994, p. 618):  

The person… 
1. is preoccupied with gambling (e.g., preoccupied with reliving past 

gambling experiences, handicapping or planning the next venture, or 
thinking of ways to get money with which to gamble) 

                                                     
1 The discussion here is general and ignores many details. There are different 

levels of problematic gambling behaviors (problem or pathological gambling). In 
the discussion above, I simply lump these behaviors into “pathological gambling.” 
Readers interested in details of this issue should consult the diagnosis, prevalence 
estimation, and treatment literature.  
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2. needs to gamble with increasing amounts of money in order to 
achieve the desired excitement2

3. has repeated unsuccessful efforts to control, cut back, or stop gamb-
ling 

4. is restless or irritable when attempting to cut down or stop gambling 
5. gambles as a way of escaping from problems or of relieving a dys-

phoric mood (e.g., feelings of helplessness, guilt, anxiety, depression) 
6. after losing money gambling, often returns another day to get even 

(chasing one’s losses) 
7. lies to family members, therapist, or others to conceal the extent of 

involvement with gambling 
8. has committed illegal acts such as forgery, fraud, theft, or embezzle-

ment to finance gambling 
9. has jeopardized or lost a significant relationship, job, or educational 

or career opportunity because of gambling 
10. relies on others to provide money to relieve a desperate financial sit- 

uation caused by gambling3

It is not my purpose here to analyze the different criteria or the different 
classes of gambling problems. The important point is that researchers have 
developed prevalence estimates based on screening devices such as above. 
The APA estimates that between 1–3% of adults in the U.S. are afflicted.4

In most social cost studies, authors use prevalence estimates in order to 
estimate the social costs of gambling in a particular region. Studies that 
have done this include Grinols (2004), Grinols and Mustard (2001), 
Thompson et al. (1997), and Thompson and Schwer (2005).  

To illustrate, Thompson and Schwer (2005) estimate the social costs of 
gambling in southern Nevada (Las Vegas) using prevalence and social cost 
data from other researchers. Table 9.1 shows some of the calculations from 
which they arrive at a maximum social cost of gambling estimate for 
southern Nevada. It should be noted that these figures are based on a num-
ber of arbitrary assumptions. 

                                                     
2 This condition could be considered to be normal according to the law of de-

creasing marginal utility introduced in the appendix.  
3 This criterion, along with item 8 was discussed in Table 7.1. It may be diffi-

cult, if not impossible, for a gambler to correctly/accurately attribute these to 
gambling alone. 

4 This figure is admittedly old, but diagnosis and prevalence are issues beyond 
the scope of this book. 
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Table 9.1. Thompson and Schwer’s social cost estimate 

Diagnosis Preval. est. 
(% pop.) 

Preval. est.  
(# people) 

Est. cost per 
gambler  
(per year) 

Total est. cost 
(per year) 

Pathological 
gambler 

3.5% 38,571  
adults 

$10,053 $387.8 million 

Problem  
gambler 

2.9% 31,959  
adults 

$4,926 $157.4 million 

Total cost $545.2 million 
   Source: Thompson and Schwer (2005, pp. 84–85, Table 8) 

Such cost estimates are often quoted by politicians and the media in their 
discussions over the costs and benefits of casino gambling. An earlier ver-
sion of the Thompson and Schwer paper was widely publicized by the Las 
Vegas press and was the apparent catalyst for a discussion among politi-
cians on raising casino taxes in Nevada. The PolicyAnalytics report (2006) 
was submitted to policymakers in Indiana for their consideration in alter-
ing their policies toward casino gambling. 

9.4  Foundations of gambling policy  

Government policy toward casino gambling appears to be based on cost-
benefit analyses and expectations of casino tax revenues. Researchers, 
policymakers, voters, and the media implicitly accept that this is the ap-
propriate information to consider in making such policy decisions. Why?  

Politicians may be interested in making their society a better place and 
support policies that they believe will do this. Obviously, there are dis-
agreements among reasonable people on how a particular government pol-
icy may affect overall welfare.  

In the context of legalized casino gambling, cost-benefit analysis is per-
haps the best tool available to inform policymakers and voters but these 
studies are often primitive in how they approach the issue. Many of the 
most important elements of a cost-benefit analysis of casino gambling defy 
measurement. No monetary estimate may be better than some of the esti-
mates that have been published in terms of the quality of information these 
studies provide to policymakers. Improvements in the quality of research 
are sure to be slow coming, as researchers have yet to settle fundamentals. 
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But this is not due to a lack of trying as the conferences in Whistler (2000) 
and Banff (2006) demonstrate. 

A primary concern of politicians is raising tax revenues to fund the pro-
grams they support. From the politician perspective, taxing casinos is a 
relatively painless way to raise revenue. The industry is usually “created” 
in a jurisdiction by relaxing legal prohibition of casino gambling. This 
means that the politicians can create unique tax rules for the industry. In 
addition, consumers are not required to pay the tax since it is avoidable by 
not gambling. 

9.4.1  Are cost-benefit analyses useful? 

With so many problems in performing cost-benefit analyses, one is in-
clined to wonder whether researchers should even attempt to do such stud-
ies of the casino industry. In a discussion of the literature on the cost of al-
cohol and drug abuse, Reuter (1999) and Kleiman (1999) suggest that 
research effort may be better spent estimating the impacts of policy 
changes rather than absolute levels of costs and benefits. The same argu-
ment might apply to casino gambling. But there is a demand for cost-
benefit studies, as Reuter (1999, p. 638) explains: 

No senior political figure can afford not to have a number to offer as an indica-
tor of the seriousness of the problem with which her agency deals. The number 
should be current and have a scientific basis to be credible; that it may have ba-
sic conceptual flaws is probably not relevant because there is little organized 
interest in discrediting it. 

As for the value of cost studies like that by Harwood et al. (1999), Reuter 
(1999, p. 638) writes, “[the study], although an enormously helpful com-
pendium of a wide range of estimates of various components of something 
that might be called cost, is an unsatisfactory answer to a question of dubi-
ous importance.” The same could be said of the cost estimates published 
by Goodman, Grinols, Kindt, Thompson, and others.  

It is easy to understand why cost-benefit analyses and tax revenue pro-
jections are influential in casino policy. There may be no better analytical 
tools on which to rely. But one could argue that these should not be the 
primary considerations for determining legality of casino gambling.  
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9.4.2  Property rights, freedom of choice, and government 

An issue that has been almost completely ignored in the literature and in 
political discussions is the relationship between property rights, freedom of 
choice, and the role of government in a free society. Obviously, these is-
sues will play different roles in different countries depending on the form 
of government. 

In a free society where personal liberty is valued, individuals have the 
right to do as they please with their property and their money so long as 
their actions do not harm others. Government is created by citizens to pro-
tect these rights, and to protect individuals from harm caused by others. 
Exactly how do casino gambling, pathological gambling behaviors, and 
other related issues fit into this conception of rights and government? 

Peter Collins’ book Gambling and the Public Interest (2003) provides 
and excellent discussion of these fundamental issues. He explains that a 
commitment to individual freedom is the most compelling reason to think 
that gambling should be legal. He writes,  

Freedom consists in the right to make bad choices as well as good ones, and a 
society that seeks to protect people from the consequences of bad choices in 
matters of lifestyle by taking away their freedom to choose at all violates their 
fundamental rights and assaults their dignity as persons. (p. 49) 

Collins explains that he believes the arguments for casino legalization are 
stronger than those against it. He also believes that the casino market 
should be regulated by government (Collins 2003, p. 49). 
 Of course, individuals who have different political beliefs will reach dif-
ferent conclusions. Such is the nature of political issues. Whether or not 
one agrees with Collins, I believe that he commendably sums up public 
policy toward casinos and the duty of gambling researchers:   

Whether gambling should be legal is a question for public policy and as such is 
a question the answer to which requires a combination of normative and em-
pirical judgments. This means that the answer we give will depend in part on 
the political principles and social ideals to which we subscribe, as well as on 
what we think as a matter of fact will be the likely consequences of adopting 
one policy rather than another.…Consequently if debate about these matters is 
to be honest and constructive, it is essential that people be candid and explicit 
about the moral judgments that underpin these principles. (Collins 2003, pp. 27, 
29)  
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This view is consistent with the editors of the Journal of Gambling Studies 
(2001), in their “appeal for scientific maturity.” Researchers should strive 
to be transparent in explaining their perspectives on gambling.  

My opinion as an economist, based on my research during the past dec-
ade, is that the overall economic and social effects of casino gambling are 
positive. My beliefs about property rights, freedom of choice, and the 
proper role of government in a free society also lead me to support the le-
galization of casino gambling. I believe that individuals have the right to 
decide for themselves how to spend their money as long as these decisions 
do not violate the rights of other people.   

9.4.3  Externalities revisited 

In light of Collins’ work on the ultimate basis for decisions on the legality 
and regulation of casino gambling, it is worthwhile to reconsider the im-
portance of externalities in the debate.  

In the gambling literature, the concept of “externality” has been applied 
very loosely by Grinols and Mustard, Kindt, and Thompson et al., among 
others. Many individuals view gambling regulation as a legitimate role for 
government because of the externalities involved.  

I would argue that most researchers have ignored or misrepresented the 
perspective on externalities and that the magnitude of these problems as 
they relate to pathological gamblers is almost always overstated in the lit-
erature. But there is no doubt that pathological gambling behaviors can 
cause technological externalities. There are certainly some people whose 
gambling ruins their lives, the lives of family and friends, and even affects 
individuals they do not know. To many people, this potential loss justifies 
some level of government intervention.  

9.5  Conclusion 

It is apparent that many researchers, politicians, media members, and vot-
ers view gambling as a “sin good,” as demonstrated by Gross (1998, p. 
217):  

my sense is that gambling, just like alcohol, tobacco, drugs, and prostitution, is 
a “sin good” and should be addressed accordingly. The public debate raging re-
garding cigarette smoking is witness to the importance and complexity in-
volved in such commodities. 
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This “sin good” argument against gambling is analogous to the argument 
for publicly funding the arts or “merit goods,”  

commodities that ought be provided even if the members of society do not de-
mand them. Government support of the fine arts is often justified on this basis. 
Operas and concerts should be provided publicly if individuals are unwilling to 
pay enough to meet their costs. (Rosen 2005, p. 49) 

There are members of society who believe others should not be allowed 
to gamble because it is “bad” or immoral behavior – a merit bad. As Rosen 
explains, these types of goods are “just the opposite of ‘merit goods’ and 
are viewed as being bad per se. In both cases, the government is essentially 
imposing its preferences on those of the citizenry” (Rosen 1992, p. 494).  

 Perhaps some of what we see in the gambling literature is the result of 
authors viewing casino gambling as a merit bad. Some people are doubtful 
about the virtues of legalized casinos because of its historically illegal 
status.5 Most people however now apparently view casino gambling as a 
harmless form of entertainment.6

A first step toward improving casino research and policy is for authors 
to be honest about their views on these issues as they pertain to casino 
gambling. Even if all of the significant research questions could be an-
swered, all the economic and social effects of casinos understood, and ef-
fective pathological gambling treatment developed, the fundamental ques-
tions raised by Collins (2003) would remain. These are the important 
questions: the relationship between property rights, freedom of choice, and 
the role of government in a free society.  

Until researchers, politicians, the media, and voters begin to address 
these issues, research and government policy on casino gambling will keep 
moving on its current path, for better or worse.  

Policy debates have moved away from the fundamental issues. Instead, 
we tend to base policies on cost-benefit analyses and expected tax rev-
enues. As long as these are the criteria on which we base public decisions, 
researchers should strive to improve the quality of research as much as 
possible.

                                                     
5 Grinols (2004) discusses the history of gambling bans in the U.S. 
6 According to the AGA (2006, p. 34), over 50% of the U.S. public believes 

that gambling is “perfectly acceptable for anyone.” Another 29% believe that 
gambling is “acceptable for others, but not [me].” 
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This appendix provides an introduction to some of the economic tools used 
in this book. It is written for non-economists. There are three basic tools 
explained: the production possibilities frontier, the indifference curve, and 
producer and consumer surplus. An introduction to supply and demand is 
also provided. These tools are explained in the appendix using general ex-
amples and are applied to casino gambling throughout the book.  

A.1  The production possibilities frontier 

Economists use the production possibilities frontier (PPF) to model pro-
duction by an individual, group of people, or economy. For simplicity, we 
begin by considering an economy in which only two goods are produced: 
beer and pizza.1 The production possibilities frontier (Fig. A.1) illustrates 
the production choices faced. Using all available input resources effi-
ciently, the PPF shows all of the possible maximum combinations of beer 
and pizza that can be produced. The shape of the PPF – concave to the ori-
gin – implies an increasing opportunity cost of production as the quantity 
of production rises. That is, the cost of producing pizza in terms of beer 
sacrificed increases as the economy produces more pizza.2 The reason is 
that resources are not equally well-suited for production of the different 
goods. So as the production of a particular good or service increases, the 
additional inputs are less suited to the production of that good. The result 
is increasing marginal (or incremental) production costs.  

The slope of the PPF represents the opportunity cost of production. The 
steeper the PPF, the higher the opportunity cost of pizza, since more beer 
must be sacrificed to incrementally increase pizza production. The flatter 

                                                     
1 The simplification of a two-good economy is not a serious problem. We could 

instead use beer and “all other goods,” which would be a perfectly realistic, 
though a more general, example. 

2 This PPF shape corresponds to the standard positive-sloped supply curve, dis-
cussed below.  
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the PPF, the higher the opportunity cost of beer in terms of pizza. The 
slope of the PPF is called the marginal rate of transformation (MRT). 

PPF 

Pizza 

Beer 

Fig. A.1. Production possibilities frontier 

A technological advance in pizza production (if, for example, an auto-
matic dough machine is introduced) would cause the PPF to rotate out 
along the pizza axis (Fig. A.2). Note that an increase in pizza technology 
may allow society to produce and consume more pizza and beer by mov-
ing from point a to point b.3

Without knowing something about the preferences of the individuals in 
society (discussed below) we cannot say that one point on the frontier is 
better than any other. For example, in Fig. A.3, we cannot say that point b
is better than c or vice-versa. We do know, however, that each point on the 
frontier is, by definition, efficient. This type of efficiency is “technologi-
cal,” referring to the situation in which output is maximized given inputs, 
technology, etc. Stated differently, technological efficiency occurs when a 
given level of output is produced with the least possible amount of re-
sources. If production occurs on the PPF then input resources are not being 
wasted. Point a, on the other hand, exhibits waste, unemployment or inef-
ficiency because with the level of technology and inputs, the economy 

                                                     
3 This is because pizza production has become more efficient. The same 

amount of pizza can now be produced in less time or with less labor or other input 
resources. 
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could produce more (say at point b). However, it is not possible to produce 
at point d or any other point outside the PPF because of input and/or tech-
nological limitations. 

b

a

PPF2PPF1

Pizza 

Beer 

Fig. A.2. Technological advance in the pizza industry  

PPF

d

c

b

a

Pizza 

Beer 

Fig. A.3. Efficient, inefficient, and unattainable production points 
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From the consumer perspective, we can compare the points on the fron-
tier with many of the points off the frontier. For example, in Fig. A.3, d is 
preferred to a, b and c, since the former includes more of both goods than 
the other three points. But d is unattainable. We can also say that b is pre-
ferred to a. However, we cannot necessarily say c is preferred to b since it 
has more pizza but less beer.4

The ranking of various points can be summarized as in Fig. A.4. All 
points in quadrant I are preferred to point e and point e is preferred to all 
points in quadrant III. This is because each point in quadrant I either has 
more beer, more pizza, or more of both goods compared to point e. Simi-
larly, bundle e contains either more pizza or beer, or more of both goods, 
compared to all the combinations in quadrant III.

 We cannot legitimately rank the points in quadrants II or IV relative to 
point e. For example, all combinations represented in quadrant II have 
more beer than point e but less pizza. So unless we know something about 
preferences, we cannot compare points in II with point e. Similarly, com-
binations of goods represented in quadrant IV have more pizza but less 
beer than point e making a ranking of the points impossible without more 
information on preferences. 

PPF

IV

II 

e

I

Pizza 

Beer 

III 

Fig. A.4. Ranking consumption points

                                                     
4 “Allocative” efficiency refers to the situation in which the market is producing 

the optimal mix of goods considering preferences. 
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A.2  The indifference curve 

An indifference curve (IC) for an individual or society is the collection of 
points that represent indifferent combinations of two goods. We can de-
velop an IC using the information in Fig. A.4. Any point in quadrant I is 
preferred to e and e is preferred to any point in quadrant III. More is al-
ways better than less. If society is initially producing and consuming at 
point e then we would be better off given more pizza. For us to be indiffer-
ent between this new situation and the original one at e, we must give up 
some beer which would reduce well being. So the IC must have a negative 
slope.  

The specific shape of the IC results from the law of decreasing marginal 
utility, the idea that each additional unit of consumption tends to provide 
less and less additional (marginal) benefit. With pizza and beer, the IC 
would appear as indicated in Fig. A.5.  

5

3

1

5421

b

c

a

IC

Slices of 
Pizza 

Glasses 
of Beer 

d

Fig. A.5. Indifference curve for beer and pizza 

Four example points are shown. Since they all lie on the same IC, the 
consumer is indifferent among them. The law of decreasing marginal util-
ity can be illustrated by considering how much beer the consumer would 
be willing to give up for another slice of pizza and remain as well off. 
Consider two cases: movement from point a to b and from point c to d;
each move represents a one unit increase in the amount of pizza. Recall 
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that a person must remain as happy as before getting the additional slice of 
pizza in order to remain on a given IC. When a person has little pizza and a 
lot of beer, the marginal utility of beer is low and for pizza it is high. This 
suggests the willingness to give up a lot of beer for another slice of pizza. 
But if a person has more pizza, say at point c, his willingness to sacrifice 
additional beer for another slice of pizza is lower. The result is a convex 
shape for an IC between the two goods.5

Since the gambling issue is social in nature (i.e., whether or not to legal-
ize it is not an individual decision), it will be useful to think of a “commu-
nity indifference curve” rather than an individual IC.6

Now that the shape of the IC has been explained, there are several im-
portant characteristics to keep in mind. As Ferguson (1966) explains, every 
point in commodity space lies on one (and only one) IC, and there is an in-
finite number of ICs for any two goods. Furthermore, ICs cannot intersect. 
The proof is simple. In Fig. A.6, note that point a lies on both IC1 and IC2.
Ignore for a moment that this violates the condition that each point lies on 
a single IC. Then a must be indifferent to c, and a must be indifferent to b.
This implies that b is indifferent to c. But b must be preferred to c since b
has more beer and no less pizza than c, and more is always better. Hence, 
ICs cannot intersect. 

One final point is that higher ICs indicate higher utility or satisfaction. 
In Fig. A.7, every point on IC2 is preferred to every point on IC1 and every 
point on IC3 is preferred to all points on IC1 and IC2. This is because a is 
preferred to b, and b is preferred to c, and all points on a particular IC are 
valued equally. So consumers prefer to be on higher, rather than lower, 
ICs.
 Using ICs we can now rank all possible combinations of the goods rep-
resented in the graph. This will be a useful tool for demonstrating eco-
nomic growth and the social costs of gambling. It is important to under-
stand that this is the standard tool used in economics for the analysis of 
individual welfare related to consumption choices.  

                                                     
5 The slope of the IC is referred to as the marginal rate of substitution (MRS). 

The MRS of beer for pizza, i.e., the willingness to sacrifice beer for pizza, falls as 
one moves down and right along the IC. If one of the products on the axes is a 
“bad” then the slope of the IC will be positive. This is a special case that we need 
not deal with here. 

6 For more detail on community indifference curves, see Henderson and Quandt 
(1980, pp. 310–319). 
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Fig. A.7. Indifference map 

A.3  Allocative efficiency 

Technological efficiency occurs when production takes place on the PPF 
so that no input resources are wasted or unemployed and production is 
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maximized given technology and input quantities. Once we consider pref-
erences given by the IC, we can describe allocative efficiency.  
 It is important that what is produced is what people want to consume. 
Now that we have considered the supply side of the market (or costs repre-
sented by the PPF) and the demand side (or preferences represented by the 
IC) we can put the two sides of the market together and illustrate economic 
efficiency, technological and allocative.  
 In Fig. A.8 each point on the PPF is technologically efficient. However, 
only point c is allocatively efficient. That is, only at point c is the optimal 
mix of goods produced. From a social perspective, we want consumers to 
be on the highest possible IC. This is done by producing at the point on the 
PPF that allows us to be on the best possible IC, in this case IC2. That point 
represents the optimal combination of beer and pizza given preferences.7

Points a and b are inferior to point c because they are on a lower IC. Using 
ICs and PPFs together, we can rank different points on the PPF.  

PPF

IC1

IC2

IC3c

b

a

Pizza 

Beer 

Fig. A.8. Technological and allocative efficiency

 Consumer preferences will affect the production that takes place in soci-
ety. If consumers have a relatively strong preference for pizza, the ICs 
would appear steep, indicating a willingness to sacrifice more beer for an 
additional unit of pizza. The resulting tangency between the IC and PPF 
would then be closer to the pizza axis (more pizza and less beer). On the 
other hand, a relatively strong preference for beer would be represented by 
                                                     

7 A complete treatment of consumer choice would require consideration of rela-
tive prices of the goods, preferences, and a budget constraint. 
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flat ICs and the resulting tangency with the PPF would be nearer to the 
beer axis with more beer and less pizza production and consumption. 

A.4  Supply, demand, and markets 

The previous sections of this appendix explain production based on oppor-
tunity cost and consumption based on preferences. These concepts are the 
basis for the supply and demand curves, the two major components of 
market models.8

 The supply curve represents the marginal opportunity cost of produc-
tion. Recall that the PPF has a concave shape that represents an increasing 
opportunity cost of production. That is, as production of one of the goods 
increases, its marginal opportunity cost (MC) rises in terms of the other 
good. If we graph the positive relationship between cost of production and 
quantity, the result is a supply curve as illustrated in Fig. A.9. A more sim-
ple explanation for the positive slope of the supply curve is that as price 
rises sellers wish to sell greater quantities. This is because the increase in 
price makes each sale more profitable.  

Price 

S=MC 

D=MU

Quantity 

Fig. A.9. Supply and demand curves 

                                                     
8 The discussion of supply and demand here is very brief. For a complete treat-

ment consult a principles of microeconomics text such as Mankiw (2007). 
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 The demand curve represents the marginal utility (benefit) from con-
sumption. Recall the law of decreasing marginal utility which says that 
each additional unit of consumption (of a good or service) yields less and 
less marginal utility (MU). If each additional unit of consumption provides 
less utility, then each additional unit will be valued less than the previous 
one. A rational person’s willingness to pay for additional units would 
therefore be expected to decline. This negative relationship between quan-
tity and willingness to pay is illustrated in the demand curve of Fig. A.9. 
 When the two sides of the market, supply and demand, are put together, 
the result is a market model (Fig. A.10). The equilibrium price (Pe) is the 
only price at which the quantity demanded is equal to the quantity supplied 
(called the equilibrium quantity qe). If the current price in the market is not
the equilibrium price, the self-interested motivations of buyers and sellers 
in the market push the price toward this equilibrium price.  

shortage 

4

85

9

surplus 
P2

Pe

Price 

q e

P1

S

D

Quantity 

Fig. A.10. Prices and quantities in the market model 

 Consider a price such as P1 in Fig. A.10. At a price below Pe the quan-
tity demanded in the market exceeds the quantity supplied. This situation 
is called a shortage. In the example there is a shortage of five units. With a 
shortage, buyers and sellers in the market will bid the price up toward Pe
and the shortage disappears. Alternatively, at P2 or any price above Pe a 
surplus exists. That is, quantity supplied exceeds quantity demanded. In 



A.5  Producer and consumer surplus      185 

Fig. A.10 there is a surplus of three units at P2. In this case, the buyers and 
sellers act in their self interest and bid the price down. Hence, when P Pe,
market forces push the price toward the equilibrium level. In this way, 
prices are determined in markets.9

 The degree to which, and speed at which, prices adjust depend on the 
number of buyers and sellers in the market, the extent to which the prod-
ucts are homogeneous, and other market conditions. In any case, econo-
mists generally point to freely functioning markets as the most efficient 
mechanism for allocating scarce resources and producing what consumers 
want.10

A.5  Producer and consumer surplus 

Economists gauge welfare or well being using producer surplus (PS) and 
consumer surplus (CS). Obviously, firms benefit from selling their prod-
ucts for prices in excess of their cost of production. This is typically re-
ferred to as “profit” conceptually similar to PS, simply the difference be-
tween the price they receive for producing and selling (the market price) 
and the minimum price they would be willing to accept (the cost of pro-
duction, represented by the supply curve). So for all the transactions that 
occur in the market at the market equilibrium price, the PS is represented 
by the value of the triangle lying above the supply curve and below the 
horizontal line indicating the price. This is area (d+e+f) in Fig. A.11. 
 Consumers benefit when they engage in market transactions. Indeed, in 
order to willingly make a purchase, the consumer must expect the benefits 
from consumption to exceed the market price they pay. The difference be-
tween what a consumer is willing to pay (the expected benefit from con-
sumption, represented by the demand curve) and what must be paid (the 
market price) is the CS. In other words, CS represents the value of the 
product to the consumer in excess of its price. For all consumers who 
make purchases at the market price, total CS is represented by the value of 
the triangle lying below the demand curve and above the market price line. 
This is shown as area (a+b+c) in Fig. A.11. 

                                                     
9 This is true in competitive markets. For a discussion of the assumptions un-

derlying this model, see Mankiw (2007). 
10 There are exceptions, however. They include externalities, public goods, and 

monopolies. These are typically considered to be cases in which government in-
tervention can improve the efficiency of the free market. However, sometimes the 
government “solutions” to market failures are worse than the original problem 
(“State and Market” 1996). 
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Fig. A.11. Producer and consumer surplus 

The sum of the PS and CS areas is called the “social” or “total” surplus. 
It is a measure of the net benefits to consumers and producers who are en-
gaging in transactions in the market. It is important to recognize that both 
parties – consumer and producer – benefit from these transactions. As a re-
sult, the maximization of market transactions tends to maximize welfare in 
society. (This assumes that transactions do not harm other parties not in-
volved in the transactions. Such third party harms are called “externalities” 
and are discussed in Chap. 6.) So any restriction on the number of transac-
tions leads to a reduction in the size of the social surplus. This is important 
in considering legal restrictions on gambling, for example. When the quan-
tity of transactions, qe in Fig. A.11, is artificially restricted to q1 the 
amounts of CS and PS are reduced. The social surplus that remains at the 
restricted quantity of q1 is (a+e). The difference between initial levels 
(their sum) and the resulting sum represents the social cost of the quantity 
restriction.11 Some of the benefits that would have occurred in a free mar-
ket are now lost. (Social costs are discussed in detail in Chap. 6.) 

                                                     
11 This statement is somewhat simplistic. There is no doubt that the social sur-

plus and overall well being is lower than in an unrestricted market, but some of the 
benefits probably go to the sellers or the government from restricting quantity. 
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A.6  Summary 

The PPF, IC, CS and PS are standard tools of economic analysis described 
in this appendix. We can analyze many of the economic and social costs 
and benefits of casino gambling using these tools. However, for more de-
tails on these and other important economic concepts, readers should con-
sult an economics text such as Ferguson (1966) or Mankiw (2007).  
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