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Preface

New advances in information and communication technologies (ICT) continue to
rapidly transform how business is done and to change the role of information sys-
tems in business. E-business technologies and applications are also stimulating
new business models and redefining relations and processes within and across
business organizations. The ubiquity of digital devices is fast dismantling the
barriers between commercial, work, and social activities. Consequently, shifts
in managerial principles and practices are emerging in organizations, as Gen-
eration M or the Net Generation joins the workforce. Similarly, businesses are
adopting lessons learned from social networks and social computing. This marks
a striking contrast to the pre-Web eras where technology emanated from the
workplace with limited impact on personal or social activities. Many exciting
research questions are emerging.

This book constitutes the refereed proceedings of the Workshop on E-Business,
held in Shanghai, China, in December 2011. The workshop provided an open
forum for e-business researchers and practitioners worldwide to explore and re-
spond to the challenges of next-generation e-Business systems, share the latest
research findings, explore novel ideas, discuss success stories and lessons learned,
map out major challenges, and collectively chart future directions of e-business.
We received 88 papers from 13 countries. This proceedings volume includes 40
papers on topics that are diverse yet highly relevant to today’s e-business prob-
lems. The papers are organized in topical sections on social networks, business
intelligence and social computing, economics and organizational implications of
electronic markets, and e-business systems and applications.

February 2012 Michael J. Shaw
Dongsong Zhang

Wei T. Yue
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Mining Implicit Social Network
with Context-Aware Technologies

Eun Jung Yoon1 and Wei Zhou2

1 Information Systems and Operations Management
University of Florida, Gainesville, FL 32611, USA

2 Information Systems and Technologies
ESCP Europe, 75543 Paris Cedex 11, France

Abstract. Given their growing importance with the fast advance of today’s
information technologies, social networks have been extensively studied. How-
ever, a majority of existing published literature in this area consider only the
explicit form of social networks. We consider its complement - implicit social
networks. We adapt the social distance model and influence model to a basic im-
plicit social network scenario. We then extend the basic model by incorporating
the concept of multiple network paradigms.

Keywords: Implicit Social Network, Context-Aware Technology, RFID.

1 Introduction

With the development of an increasing number of online social networking platforms
such as Flickr, Facebook, Youtube, among others, frequent users of these services find
them to be powerful means to share, organize and search for content and contacts from
such Internet social networks. The structural analysis of social networks has proved
to be an important tool for business and sociological study of individual action and
collective phenomena. However, a majority of existing literature on social networking
are limited to explicit social relations/ties such as those that are explicitly created by
individuals or groups in those online social sites.

Social relations/ties also exist alongside as implicit knowledge and decision-making
artifacts in a given situation. These implicit phenomena exist in addition to or, in some
cases, even independent of the explicit phenomena. For example, questions such as
“Do individuals in a professional team generally see each other as friends?" implies
the existence of implicit social networks. While the answer remains unknown from
our review of existing literature, we are interested in exploring such unclaimed social
ties. We believe that implicit social networks could even have a more profound impact
on business practice from the perspective of organizational behavior and structure to
marketing design compared to information generated from explicit social networks.

Motivated by the gap in existing literature, we first investigate the possibility to dis-
cover implicit social networks by utilizing context-aware technologies. For example,
one can use RFID(Radio-Frequency IDentification)-generated data to determine social
relationships among consumers of a B&M (Brick&Mortar) retailer. We argue that such
implicit social networks discovered in the context of a local retailer could prove to be

M.J. Shaw, D. Zhang, and W.T. Yue (Eds.): WEB 2011, LNBIP 108, pp. 3–8, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



4 E.J. Yoon and W. Zhou

complementary to that from the Internet social network. As a result, it could gener-
ate valuable information for Internet business practitioners who own both physical and
virtual channels. We then attempt to model implicit social networks in a general form
based on traditional distance model as well as influence model.

The remainder of this paper is organized as follows. We begin with a brief litera-
ture review and motivating examples. We then present the basic scenario with single
paradigm in Section 3. We then extend the model by incorporating multiple paradigms.
Section 4 concludes this research-in-progress paper and highlights possible extensions
for future research.

1.1 Literature Review

Although our focus in this study is on implicit social network discovery, the concept
of unobserved or hidden relationships in a social network is not new. [7] develops a
set of latent structure analysis of social network where the probability of a relationship
between individuals depends on the positions of individuals in an unobserved social
space, with the results derived under maximum likelihood and Bayesian frameworks.

In some sense, we find implicit social network mining to be very similar to busi-
ness process mining. [9] classifies business processes from three different perspectives
including the process perspective, the organizational perspective and the case perspec-
tive. Our focus is on the organizational perspective, which we believe is appropriate
for Social Networking Analysis (SNA) that considers the relationship between indi-
vidual entities in a group. [9] describe the offices of the Dutch national public works
department in charge of maintenance of the road and water infrastructure in a city. They
analyze the processing of invoices sent by suppliers by using various process mining
techniques. As for mining from an organizational perspective, they examine the rela-
tionship between workers who perform the different steps and how they are related to
one another.

[4] suggests a business process framework to classify social network analysis and
mining from a business perspective. This framework introduces tools and techniques for
analyzing social networks that could be used in order to improve overall business pro-
cesses. Several researchers have studied sociograms from email logs in order to analyze
the communication structure between organizations. [5] investigate corporate mailing
lists to automatically generate approximate corporate social relationships. They found
that co-occurrence in mailing lists provided a good predictor to understand relationships
among users. [6] show how software can be developed to help support collaboration
among individuals by using the Soylent tool. They found particular characteristics from
the patterns observed in their study that can be used to explain contacts and communi-
cation in this environment.

Although there exists many methodologies and models to study social networks,
we find the latent distance model [7] [8] and social influence model [2] to be more
appropriate for our study.
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2 Implicit Social Network Mining

In contrast to explicit social network, in which individuals claim/develop their relation-
ships with one another, implicit social network deals with implicitly developed and con-
firmed relationships. The relationship/tie has too be inferred from the activities within
the group. Our first example illustrates probably the simplest implicit social network
in our daily lives, by observing the paths taken by involved persons in a community
through context-aware technologies. We study the hidden (i.e., implicit) relationships
among these people from tracking data. The technology considered, RFID, is not un-
common in practice.

A

J A P A N E S E 
A R T 

P H O T O G R A P H S 

2 0 T H   C E N T U R Y 
A R T 

G R E E K   A N D   R O M A N 
A R T 

E U R O P E A N 
P A I N T I N G S 

E U R O P E A N 
S C U L P T U R E S 

M U S I C 

M U S E U M   S H O P 

R E S T R O O M S 

C A F E 

M U S E U M   S H O P 

C H I N E S E 
A R T 

I N F O R M A T I O N 

A B 

At Bt

Fig. 1. Context-aware path tracking of museum visitors

Figure 1 illustrates the physical movement of museum visitors. By studying the pat-
terns in the tracking data, based on common-sense, we can observe and “guess" that
two individuals may have a relationship/tie if they are observed to be together most of
the time while they are both inside the museum. Such implicit social network can also
be discovered even on a virtual platform by examining individuals’ cyber-footprints.

2.1 One Paradigm Scenario

Similar to existing literature in social network modeling, our study is based on a setting
where a group of individuals (also called agents or users) are represented by nodes in
a social network G. Unlike a majority of existing literature in this area, we use the
concept of reverse-engineering to mine the implicit (hidden) social network.

P (Y |Z, X, θ) =
∏

i�=j

P (yi,j |zi, zj , xi,j , θ) (1)
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The latent distance model studies the cross-relationship among the individuals, such as
earlier studies using the Monk Data (Sampson 1968, Holland and Leinhardt 1981, Reitz
1982, Wang and Wong 1987). The relationship between the monks in the Monk Data are
transitive in the sense that “a friend’s friend is also a friend" (i → j, j → k,⇒ i → k).
For example, equation 1 may take the form of parametrization

ηi,j = logodds(yi,j = 1|zi, zj, xi,j , α, β) = α + β′x(i, j) − |zi − zj| (2)

which means that di,j ≤ di,k + dk,j , letting di,j = |zi − zj |.
In contrast, we are interested in converting the physical/virtual social distance to

meaningful implicit social networks. Thus different from the latent distance model, we
take a reverse perspective by studying the measurement of distance Z . We argue that
the observed implicit social distance at any point in time di,j |t is a pure random event
and only the accumulated observation reveals the real implicit relationships among the
individuals.

P (Y |Z, X, θ) =
∫ T

0

∏

i�=j

P (yi,j |zi, zj , xi,j , θ)|tdt (3)

The inclusion of time period [0, T ] makes it similar to the social influence model. In the
influence and correlation model, social correlation is observed when a subset of the group
becomes active after an individual performs the action for the first time [2]. A simple

social correlation coefficient can be found as ln
(

p(a)
1−p(a)

)
= αln(α + 1) + β , where

p(a) = eαln(α+1)+β

1+eαln(α+1)+β represents the probability of activation for an individual with α
already active agents.

The implicit social network that we consider in this study ignores the assumption
of influence that influential social correlation only exists when actions are followed.
Instead, we argue that two individual can simultaneously initiate an action, and as time
continues, they can choose to keep the action or to deactivate it at any time in the future.
The correlation matters only when it’s significant after accumulation.

The simplest form of social distance model is to measure the physical distance of
individuals. In this setting, Z is a two-dimensional vector that represents one’s location
in physical space.

P (Y |Z, X, θ)|i =

∫ T

0

∏
i�=j P (yi,j |zi, zj, xi,j , θ)|tdt

∫ T

0 zidt
(4)

2.2 Extended Scenario

As an extension to the previously considered scenario, we use the concept of paradigm
to distinguish the various angles through which social networks could be rendered dif-
ferent weights and values. For example, the observation that two individuals go shop-
ping together every Saturday afternoon may have less of an impact on the professional
paradigm of their own jobs than on the personal paradigm which can be used by retail-
ers to discover their shopping behavior (Figure 2). We introduce the n × m paradigm
matrix |λ|n×m to study the inherent inter-correlations, with each cell λi,j representing
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the weight of the ith paradigm on the jth network setting. This paradigm matrix en-
ables us to distinguish various implicit networks in the same social network setting. For
example, the existence of a tie/relationship between the two individuals i and j under
the kth paradigm (personal) in the lth network setting (shopping), yi,j,k,l = 1, may dis-
appear under another paradigm (professional, or some other special-interest paradigms)
in the same network setting, yi,j,k,l = 0.

P r o f e s s i o n a l   P a r a d i g m 

S p e c i a l   I n t e r e s t   P a r a d i g m s 

P e r s o n a l   P a r a d i g m 

E n v i r o n m e n t a l   S e t t i n g s 

1 2 

m

2

1

n3

Fig. 2. Paradigmatic view of implicit social networks

In a simple form, |λ|n×m is multiplied with P (Y |Z, X, θ). We leave the different
mechanisms for integrating the paradigm matrix in implicit social network discovery
for future research. Furthermore, by incorporating implicit social network in different
paradigm layers, we can infer the social relationships in one paradigm from another
paradigm.

3 Discussion

In this study, we considered implicit social network with a distance model. We then
extended the basic model to incorporate the concept of social paradigm. The primary
purpose of this paper is to point out a deficit or gap present in existing research literature
on social networks. We, therefore, did not present extensive analyses in this paper. Out
next step is to conduct experiments and data analysis to validate the model. We have
begun this process and, due to time constraints, we are unable to complete this as of
now. We leave this as an exercise for our future studies/publications.
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Abstract. This paper indicates that knowledge about a person’s social network 
is valuable to predict the intent to purchase books and computers online. Data 
was gathered about a network of 681 persons and their intent to buy products 
online. Results of a range of networked classification techniques are compared 
with the predictive power of logistic regression. This comparison indicates that 
information about a person’s social network is more valuable to predict a 
person’s intent to buy online than the person’s characteristics such as age, 
gender, his intensity of computer use and his enjoyment when working with the 
computer. 

Keywords: E-commerce adoption, Social network analysis, Classification, 
Data mining. 

1 Introduction 

In the last 20 years many different purchasing process models have been studied and 
presented (Engel et al., 1995; Anderson and Chambers; Hansen, 2005). Nowadays, 
internet based services can support all steps in the purchasing process: potential 
customers can use commercial websites to find information about a product or 
service, to find suppliers, to actually complete a purchase, etc. The question arises 
which users accept to use the internet for a particular step in the purchasing process. 
One of the most examined topics in the Information Systems (IS) field concerns IS 
use and acceptance. User acceptance was defined as the demonstrable willingness 
within a user group to employ information technology for the tasks it is designed to 
support (Dillon and Morris, 1996). Several models have been developed that present 
antecedents of use behavior. Two major antecedents of use behavior are the intent to 
use the system and facilitating conditions (Venkatesh et al., 2003). Furthermore, 
several antecedents of the intent to use systems (in general) have been identified as 
well (Venkatesh et al., 2003). The Technology Acceptance Model (Davis, 1989) 
identifies two main antecedents of the intention to use a system (behavioral intention): 
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the perceived usefulness and the perceived ease of use of the system. The Unified 
Theory of Acceptance and Use of Technology (UTAUT), developed by Venkatesh  
et al. (2003), builds upon the Technology Acceptance Model (TAM) and many other 
theories (such as the Theory of Planned Behavior (Taylor and Todd, 1995) and the 
Theory of Reasoned Action (Karahanna and Straub, 1999)), and is considered as a 
more complete model in modern literature. The UTAUT unifies the general 
determinants of system appreciation (e.g. performance expectancy, facilitating 
conditions and effort expectancy) with individual-related variables such as gender, 
age or experience using the system and social influences. The key dependent variable 
of behavioral intention is defined as the degree to which a person has formulated 
conscious plans to perform or not perform some specified future behavior (Warshaw 
and Davis, 1985). 

This paper aims to gain insight into one of the antecedents of behavioral intention: 
the social influence. Social influence (SI) was defined as the degree to which an 
individual perceives that important others believe he or she should use the system 
(Venkatesh et al., 2003). This concept is usually measured by asking users questions 
such as ’People who influence my behavior think that I should use the system’ and 
’People who are important to me think that I should use the system’. As suggested by its 
definition, the social influence construct should thus be regarded as the user’s 
perception of the social influence. One shortcoming of existing research methods is thus 
that they only consider the perceived social influence and not the latent social influence. 
A second shortcoming is that the use of surveys to measure perceived social influence – 
as is usually done – possibly distorts the picture. People may prefer not to reveal that 
they think they are influenced by others. The perceived social influence construct was 
found to be significant when system usage was mandatory, but was not significant in 
voluntary contexts (Venkatesh et al., 2003). The paper at hand intends to gain more 
insight in the role of social networks in system acceptance in a voluntary context, by 
avoiding the two shortcomings mentioned above. More specifically, with the goal to 
adapt the UTAUT in future research, this study will show that knowledge about the 
social network of a (potential) user is valuable when predicting the intent to use a 
system in a voluntary context; in casu the intent to buy products online. Moreover, this 
paper will show that information about the social network is more valuable than the 
person’s characteristics such as age, gender and enjoyment when working with 
computers. Possible explanations for the existence of social network effects are the 
word-of-mouth effect and social leader influence. The principle that a contact between 
similar people occurs at a higher rate than among dissimilar people has been observed in 
many kinds of social networks and is called homophily (Blau, 1977; McPherson et al., 
2001; Macskassy and Provost, 2007), assortativity (Newman, 2010), or relational 
autocorrelation (Jensen and Neville, 2002). 

In this paper, network based classification techniques are applied to predict 
whether a user is likely to adopt e-commerce, based on social network information. 
Network based classifiers have received a growing amount of attention during the last 
decade. This is partly due to the increasing amount of networked data that has become 
available, i.e. data with entities that are interlinked, such as for instance web pages on 
the internet and co-authorship in the scientific community. Section 2 introduces a 
range of network based classification techniques. Section 3 presents the method used 
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to collect data about people’s willingness to buy products online and about their social 
networks. Section 4 discusses the experimental setup followed in this study. In 
Section 5, the results of the experiments are discussed, and Section 6 summarizes the 
conclusions and outlines tracks for future research. 

2 Classification in Social Networks 

Formally, a social network is defined by a graph ࡳ, consisting of a set of nodes ݒ ࢂ∋ ,that are connected by a set of links ݁ ∈ ࡱ ; and ࡳ ൌ ሺࢂ, ሻࡱ . The number of 
elements in the sets ࢂ and E are denoted respectively by ݊ and ݇. The nodes in this 
study represent persons whereas the links represent social ties. The links in a graph 
can be directed or undirected. Directed links point from an origin to a destination 
node and incorporate a direction property, whereas undirected links do not. In this 
study, undirected links are adopted, and maximum one link exists between two 
persons ݒ and ݒ. A graph can be represented by an adjacency matrix  ൌ ሺܽሻ or 
a weight matrix ࢃ ൌ ሺݓሻ of size ݊ ൈ ݊. An entry ܽ  or ݓ  represents the edge 
between a vertex ݒ and a vertex ݒ. The value of ܽ  in an adjacency matrix is equal 
to one if an edge exists between vertices ݒ  and ݒ , and equal to zero when no 
connection exists. In principle, the weights ݓ ∈  can take any value. Typically, a ࢃ
weight expresses a property or characteristic of a link, in this paper the strength of a 
social tie between two persons. A value of ݓ  equal to zero means that no relation 
exists between two vertices. 

Besides the social network structure, there is further information about the nodes 
themselves. Assume a data set ࡰ ൌ ሺ࢞; ݈ሻ with ݅ ൌ 1 … ݊ ݔ ,  an attribute vector 
representing the information about person ݅ (e.g. age, gender, etc.), and ݈  a class 
label indicating the value for a binary target variable of the customer ݅ (e.g. whether 
the customer intends to purchase the product online). In the remainder of this study, ܿ 
will be used to refer to a non-specified class label value, either equal to one or zero. 
Typically, the class labels are not known for every node, and the set of nodes 
(persons) with unknown labels is denoted as ࢁࢂ, whereas ࡷࢂ is the set of nodes with 
known labels. The aim of a classification method is to predict the unknown labels. In 
general, a classification technique ܯ maps to each attribute vector ࢞ either a class 
label ܿ or produces a continuous score ݏሺݔሻ. Typically, a higher value of the score 
indicates a higher probability, e.g. to purchase a certain product, and the continuous 
score function ݏሺݔሻ can be mapped to class labels by setting a cut-off value.  

Traditional (i.e. non-relational) data mining techniques do not take into account 
information contained in the social network structure. In order to incorporate network 
effects, Macskassy and Provost (2007) introduced a framework for classification in 
networked data. In this node-centric framework, a full relational classifier comprises a 
local (non-relational) classifier ܯ, a pure relational or network classifier ܯோ, and a 
collective inference (CI) procedure. Local classifiers, which solely make use of the 
attributes that are related to the entity that is to be classified, have been extensively 
studied by the data mining community. Typical examples of local classifiers are 
decision tree classifiers, neural networks, support vector machines, statistical 
classifiers such as logistic regression or Bayesian based methods, and many others.  
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In this paper, the emphasis lies on the network based models which have been subject 
of few research so far, i.e. the pure relational classifier and the collective inference 
procedure. A pure relational classifier, uses information in a node’s neighborhood to 
predict its label or score. However, it is clear that, when two connected nodes have 
unknown labels, a pure relational classifier will experience problems to predict 
unknown labels. Collective inference (CI) procedures are developed to assign a label 
or score to all unknown nodes, by employing an iterative scheme. The relational 
classifiers and CI procedures applied in this study are briefly discussed in Section 2.1 
and Section 2.2 respectively. For detailed information and formulas, one may refer to 
the paper of Macskassy and Provost (2007). 

2.1 Relational Classifiers 

In this study, four relational classifiers are applied. The Weighted-Vote Relational 
Neighbor classifier (wvrn) estimates the probability of a customer to buy a product 
online as a function of the probabilities of his neighbors. More specifically, it will 
calculate the weighted sum of the neighbor’s probabilities, with the linkage strengths w୧୨ serving as weights. This sum is then normalized in order to yield probabilities 
between zero and one. 

The Class-Distribution Relational Neighbor classifier (cdrn) learns a model 
based on the distribution of neighbor class labels, instead of simply using the 
weighted sum of neighbor class labels as the wvrn classifier does. The class vector ܸܥሺݒሻ of a node ݒ is defined as the vector of summed linkage weights ݓ  to the 
various classes. The reference vector ܴܸሺܿሻ of class ܿ on the other hand is defined 
as the average of the class vectors for nodes known to be of class ܿ. Then the 
probability for a customer to have a label equal to one can be calculated as the 
normalized vector similarity between ݒ’s class vector and the class reference vector 
of class one. Note that any vector similarity measure can be used, such as for instance ܮଵ or ܮଶ matrix norms, cosine similarity, etc., normalized to lie in the range ሾ0; 1ሿ. 
In the experimental section of this study cosine similarity will be applied. 

The Network-only Link Based classifier (nlb) applies logistic regression on feature 
vectors which are constructed for each node by aggregating the labels of neighboring 
nodes. Various methods exist to aggregate the labels of the neighboring nodes, e.g. 
existence (binary), the mode, and value counts. The count model is equivalent to the 
class vector ܸܥሺݒሻ as used by the class-distribution relational neighbor classifier, and 
has been shown to perform best by Lu and Getoor (2003). The count vectors are 
normalized, since this results in better performance, as indicated by Macskassy and 
Provost (2007). Then, a logistic regression model is fitted to the class vectors of the 
nodes in VK, and used to predict the labels of the nodes in VU.  

The Spreading Activation Relational Classifier (spaRC) is based on the 
Spreading Activation technique (SPA) proposed by Dasgupta et al. (2008) and models 
the propagation of a certain action undertaken by a customer (which in this paper is 
equivalent to purchasing a product online) through a network as a diffusion process. 
The SPA technique of Dasgupta can be decomposed in a relational classifier and a 
collective inference procedure, and therefore incorporated within the modular 
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framework of Macskassy and Provost (2007). The relational classifier part boils down 
to the energy spreading step, in which activation energy is transferred from the node’s 
neighbors. The amount of energy transferred is proportional to the link strength.  

It is noteworthy to mention that the wvrn and spaRC classifier explicitly assume 
the existence of homophily, meaning that linked entities have a propensity to belong 
to the same class. Furthermore, all relational classifiers discussed above implicitly 
make a Markov assumption by only including the neighbors of order one. 

2.2 Collective Inference Procedures 

A relational classifier cannot assign labels to all nodes in one single step, since two 
connected nodes may both have unknown labels. Therefore, collective inference 
procedures are needed in combination with the relational classifiers discussed above. 
The four collective inference procedures applied in this study are discussed below. 

Gibbs Sampling (GS) (Geman and Geman, 1984) initializes the unknown nodes in ࢁࢂ using a local classifier model ܯ on the data in ࡰ. A node is initialized by 
sampling a label value ݈ based on the predicted probabilities. If no local classifier is 
used, the unknown nodes are left unknown. In a next step, an iterative procedure is 
followed, whereby for each unknown node a score (probability) is predicted based on 
a relational classifier ܯோ. Hereafter, a label value is again sampled, based on this new 
probability. Note that the relational classifier only sees hard labels, i.e. zeros or ones, 
due to the sampling process. Labels in the neighborhood of the node under 
consideration which are unknown in a particular iteration step are ignored. During the 
first 200 iterations, called the burnin period, no statistics are kept. Afterwards, during 
2000 iterations, the labels assigned by the sampling process are counted. Normalizing 
these counts yields final class probability estimates. 

Iterative Classification (IC) is based on a procedure described by Lu and Getoor 
(2003). As with Gibbs sampling, the unknown nodes are initialized based on a local 
classifier ܯ. Then, a relational classifier ܯோ is applied to all nodes in ࢁࢂ, whereby 
entities which have not yet been classified are ignored. The label assigned to each 
node is the one with the highest probability, based on the estimate of the relational 
classifier. This is repeated for 1000 times, and the estimates from the last iteration are 
used as the final class probability estimates. 

Relaxation Labeling (RL), based on a method introduced by Chakrabarti et al. 
(1998), adopts the following procedure (Macskassy and Provost, 2007). Again, the 
nodes element from ࢁࢂ are assigned a probability by a local model ܯ, as in the two 
previous CI procedures. With relaxation labeling however, no hard labels, i.e. one or 
zero, are generated based on this probability. Instead, soft probabilities are used as 
input for the relational classifier ܯோ, which is iterated 1000 times. The estimates 
from the last iteration again serve as the final class probability estimates. 

The Spreading Activation Collective Inference (spaCI) is the CI counterpart of 
spaRC (both are the result from the decomposition of SPA into a relational classifier 
and a collective inference procedure). The unknown labels are initialized with a local 
model, after which the relational model is applied to the probabilities. As all other CI 
procedures, spaCI applies a relational learner in each iteration, using the result of the 
previous iteration as input. However, whereas Gibbs sampling, relaxation labeling, and 
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iterative classification consist of a specified number of iterations, the spaCI procedure 
ends when a stopping criterion is met. The stopping criterion consists of the following 
conditions. The procedure ends when (1) the set of active nodes is not extended, and (2) 
the amount of energy that is spread, i.e. the change in the assigned labels, is smaller than 
a predefined amount. When combining spaCI with spaRC, the stopping criterion will be 
met since the amount of energy that is passed is reduced in each iteration. However, 
when combining spaCI with any of the other relational classifiers defined above, it is 
not guaranteed that the assigned probabilities will converge, and that the stopping 
criterion will be met. Therefore, a third stopping criterion is added, i.e. (3) the number 
of iterations is larger than a predefined number T୫ୟ୶. 

3 Data Collection and Preprocessing 

In order to analyze the influence of a person’s social network on his e-commerce 
adoption, two surveys have been conducted in April 2011. A first survey was meant to 
gather information about the social network of the respondents. The survey was 
distributed to university-level management students from the third bachelor. Students 
were asked to list their closest friends (up to seven) at the school. They also had to grade 
the intensity of the relation (A: we are together most of the day, B: we meet once a day 
for a short talk, C: we meet a few times every week, D: we meet once a week). This 
survey yields a social network indicating whether there is a link between two 
individuals, and how strong this link is. The second survey concerned e-commerce 
adoption. A subset of the students involved in the first survey was explained the role of 
the internet in doing business and were introduced to the survey. As homework, students 
had to fill out the survey themselves. They also had to ask both their parents to fill out 
the survey. In order to motivate students to collect data rigorously (and of course to 
have them learn about the issue), they received the additional task to write a paper, 
formulating findings based on the data they collected.  
 

Table 1. Characteristics of the data set and social network 

 
Product 2 

(Books) 
Product 4 

(Computers) 

# Nodes 681 681 

# Edges (undirected) 1102 1102 

# Known labels 435 (64%) 433 (64%) 

# Zero labels 214 (31%) 222 (33%) 

# One labels 221 (33%) 211 (31%) 

# Unknown labels 246 (36%) 248 (36%) 

Prior one (only known labels) 49.2% 51.3% 

Prior zero (only known labels) 50.8% 48.7% 
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More specifically, the second survey asked respondents (including students) to 
answer questions related to three steps in the acquisition of a product: 1) product 
information gathering; 2) supplier selection; and 3) purchasing medium, for different 
products. This paper only examines the last step: how the product would be 
purchased. Twelve products were covered in the survey, but this paper only examines 
two products: books (product 2) and computers (product 4); future research will 
examine the ten other products. The respondents were asked to provide information 
about how they purchased each of the twelve products, or how they would purchase if 
they did not purchase it before. No distinction was made in the tests between an actual 
purchase and the reflection of how a customer intends to make a purchase, following 
the reasoning of Jackson et al. (1997). 

Table 2. Description of the variables used in the logistic regression (the last variable is the 
target variable) 

Variable Description Type Range 
Age Continuous 19-73 
Gender Categorical Male / Female 

Education Categorical 
Primary / Secondary / 
Polytechnic / University 

City Size Categorical Big / Medium / Small 
Nr of persons in family Integer 0-9 
Intensity of Internet use Continuous 0-10 
Intensity of e-mail use Continuous 0-10 
Nationality Categorical French / Indian / Other 
Occupation Categorical Student / Working / Unemployed 

PC use at school / work Categorical 
Constantly / Sometimes / Never / 
na 

Level of Internet access at 
school / work 

Categorical 
Full / Restricted / LittleOrNone / 
na 

Internet access at school / work 
since 

Continuous 0-19 years 

I like working with the PC Continuous 0-10 
If working: company size Categorical Big / Medium / Small / na 
If I would buy online, I would 
only buy on site in my own 
language 

Continuous 0-10 

Response concerns a purchase I 
really did 

Categorical Yes / No 

Purchasing online is considered 
appropriate 

Binary 0 / 1 
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For each product, the respondent was asked about his opinion on the 
appropriateness of some medium for several tasks in the purchasing process. For each 
product, the respondent had to give a value of one to five to reveal his opinion about 
the information medium that could be used to achieve the task (e.g., using a website 
to make the purchase). The value ’1’ was used to denote a medium that was 
considered ’very appropriate’; the value ’2’ indicated ’appropriate, but less 
important’, etc. Since this paper cannot report on all data, only the way the purchase 
was made is examined, and more specifically whether online media were considered 
appropriate. Therefore, for each respondent the minimum was taken of his answers on 
two questions: ’it is appropriate to buy this product via the website of the seller’ and 
’it is appropriate to buy this product via another website (e.g. E-bay)’. For the test 
reported below, we recoded the value as ’1’ (i.e. the medium was considered 
appropriate) in case the minimum was 1 or 2, whereas a minimum of 3, 4 or 5 was 
coded as ’0’ (i.e. the medium was considered inappropriate). 

Whereas the first survey uncovered the social network, the second survey provided 
information about the target variable (also called label), i.e. whether it is considered 
appropriate by the respondent to purchase the product online, along with other 
variables. The information about the social network and the labels is summarized in 
Table 1. The network contains 681 persons and there are 1102 social ties. The number 
of people with known labels is respectively 435 (64%) and 433 (64%) for the 
products books and computers. For the people with known labels, further information 
from the survey is available, displayed in Table 2. These variables would typically be 
used by a traditional data mining approach (by a local model, as defined in Section 2), 
whereas the social network information is used by the relational classifiers. 

4 Experimental Setup 

The aim of this study is to examine whether social network data contains useful 
information in the context of e-commerce adoption. In order to carry out the analysis, 
a data set on e-commerce adoption and the corresponding social network information 
was gathered, as discussed in Section 3. The network classifiers, outlined in Section 2, 
are then used to predict e-commerce adoption. It is important to mention that the 
network based classifiers employed in this study only consist of a relational classifier ܯோ and a collective inference procedure, and do not incorporate a local model. The 
four relational classifiers introduced in Section 2.1 have been combined with the four 
CI procedures from Section 2.2, leading to 16 networked classification techniques, 
which only take into account the network structure and the known labels. Since the 
main goal is to examine whether network effects are present in e-commerce adoption, 
no local model is being used to initialize the labels. However, logistic regression 
(LR), a local classifier, has been included in the study as a benchmark for the 
networked learners. The networked learners have been implemented in Matlab, 
whereas for logistic regression the Weka toolbox was used. 

To gauge the strength of classification techniques, a variety of performance 
measures has been proposed (Ali and Smith, 2006). A very commonly used tool in 
performance measurement of classifiers is receiver operating characteristic (ROC) 
analysis (Fawcett, 2006). Typically, a classifier assigns a score ݏሺݔሻ  to each 
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instance, based on the attribute vector. Classification is then based on the score by 
defining a cutoff ݐ , whereby instances with scores higher (lower) than ݐ  are 
classified as cases (non-cases). A ROC curve shows the fraction of the correctly 
classified cases (i.e. instances with label one), versus one minus the fraction of the 
correctly classified non-cases (i.e. instances with label zero), for a varying cutoff. A 
classifier which ROC curve lies above the ROC curve of a second classifier is 
superior, and the point ሺ0; 1ሻ corresponds to perfect classification. Although ROC 
curves are a powerful tool for comparing classifiers, practitioners prefer a single 
number indicating the performance over the visual comparison of ROC curves. 
Therefore, the area under the ROC curve (AUC) has been widely adopted in the data 
mining community for its simplicity of use. Moreover, the AUC has an interesting 
statistical interpretation in the sense that it is the probability that a randomly chosen 
positive instance will be ranked higher than a randomly chosen negative instance 
(Fawcett, 2006). In other words, if the AUC of a classifier is larger than 0.5, then the 
classifier is able to draw meaningful conclusions with regard to the target variable. 

Even though the AUC has been extensively used, it was recently pointed out by 
Hand that in a business context, i.e. a profit oriented environment, the AUC suffers 
from the fact that it does not correctly account for the misclassification costs (for 
details, see (Hand, 2009)). In order to deal with this issue, Hand developed a 
performance measure, the H-measure, which is based on the expected 
misclassification loss. Hereby, the misclassification costs are not exactly known but 
follow a probability distribution, more specifically a beta distribution with parameters ߙ and ߚ. The H-measure is a normalized metric, ranging from zero for a random 
classifier to one for a perfect classifier. 

For classification performance measurement in this study, the data set has been 
split into a test set and a training set. Two scenarios have been experimented with: a 
test set consisting of 10% and 30%, drawn as a stratified random sample from the set 
of students with known labels. By assuming the labels in the test set to be unknown, 
the percentage of customers (nodes) with unknown labels in the network increases 
from 35% to respectively 42% and 55%. The reason why the instances with unknown 
labels, other than those in the test set, have not been removed from the data set is 
because they may contain relevant information on the social network structure. The 
above procedure to obtain a random test set and measure classification performance 
has been carried out five times in order to obtain stable results. Then, the 
classification performance on the test set is assessed with both measures. The AUC is 
reported because of its statistical interpretation, whereas the H-measure is included 
since it correctly measures the potential profits arising from the predictive ability of 
the model. The H-measure is calculated with default values for the distribution 
parameters, i.e. ߙ ൌ 2 and ߚ ൌ 2, implying symmetric misclassification costs (i.e. 
misclassifying a case is as costly as misclassifying a non-case). 

5 Discussion of Results 

The results of the simulations are shown in Table 3, with the left panel displaying the 
AUC for each classification method, and the right panel the H-measure. The results 
pertain to two products (books and computers) and one target variable (i.e. whether 
the respondent would intend to buy the product online), for which some trends can be 
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noticed. First of all, the network classifiers (the top 16 classifiers in Table 3) almost 
invariably outperform logistic regression, a local classifier. It is interesting to note 
that the performance of the network based techniques hardly seems to fluctuate 
among the two products, whereas the performance of the logistic regression is very 
dependent upon the product. Among the relational classifiers, wvrn and spaRC 
generally are in the top performing techniques, for the collective inference procedures 
there is no specific method outperforming the others. 

The network based classifiers also outperform logistic regression in terms of the H-
measure, illustrating the potential of social network information for achieving better 
predictive performance. Furthermore, as one would expect, when the amount of nodes 
with unknown labels increases, the predictive performance tends to decrease, 
although it still performs better than a random classifier. This is the case for the 
product books, where more information invariably leads to better prediction, which is 
an incentive for companies to collect as much data as possible. However, this is not 
true for computers, since for this product more data leads to better predictive 
performance only 9 times out of 16. The reason why this is observed in the data is not 
 

Table 3. Results of the full network learners and logistic regression (LR) as a local model 
benchmark. The reported performance metric is the AUC in the left panel and the H-measure in 
the right panel, for two sizes of the test set, i.e. 10% and 30%. 

 Books Computers  Books Computers 

 
10% 

(42%)
30% 

(55%)
10% 

(42%)
30% 

(55%)
10% 

(42%)
30% 

(55%)
10% 

(42%) 
30% 

(55%)

IC-wvrn 0.630 0.576 0.594 0.588 0.115 0.053 0.083 0.084

IC-cdrn 0.606 0.552 0.575 0.524 0.103 0.032 0.066 0.015

IC-nlb 0.609 0.526 0.609 0.587 0.082 0.012 0.088 0.065

IC-spaRC 0.619 0.565 0.594 0.591 0.094 0.043 0.082 0.079

RL-wvrn 0.623 0.583 0.590 0.605 0.108 0.049 0.090 0.122

RL-cdrn 0.615 0.555 0.578 0.546 0.113 0.036 0.091 0.067

RL-nlb 0.609 0.524 0.609 0.588 0.082 0.010 0.088 0.069

RL-spaRC 0.623 0.583 0.590 0.605 0.108 0.049 0.090 0.122

spaCI-wvrn 0.623 0.583 0.590 0.605 0.108 0.049 0.090 0.122

spaCI-cdrn 0.615 0.555 0.578 0.546 0.113 0.036 0.091 0.067

spaCI-nlb 0.609 0.526 0.614 0.587 0.082 0.010 0.093 0.068

spaCI-spaRC 0.623 0.583 0.590 0.605 0.108 0.049 0.089 0.122

GS-wvrn 0.625 0.582 0.592 0.609 0.108 0.047 0.092 0.120

GS-cdrn 0.593 0.535 0.578 0.565 0.079 0.032 0.074 0.040

GS-nlb 0.611 0.524 0.620 0.589 0.082 0.009 0.094 0.064

GS-spaRC 0.622 0.584 0.591 0.606 0.103 0.050 0.092 0.122

LR 0.580 0.539 0.417 0.507 0.057 0.016 0.002 0.015
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Entirely clear, but it suggests that the network effects are more pronounced for books 
than for computers, since the addition of new data consistently improves classification 
performance, whereas this consistency is not observed for computers. The weaker 
network effect for computers is possibly caused by differences in computer literacy, 
computer requirements, requested after-sales-service, etc. which increase the burden 
to purchase this product online. 

Secondly, since the AUC is (considerably) higher than 0.50, the results suggest there 
are social influences in e-commerce acceptance, especially since no local model was 
used to initialize the labels (meaning that no traditional variables were taken into 
account by the networked learners). Also note that wvrn and spaRC typically perform 
best. This has an interesting implication, since both wvrn and spaRC explicitly assume 
the existence of homophily. The fact that especially these two relational classifiers 
outperform the others, indicates that there is a strong resemblance between neighbors in 
terms of e-commerce adoption. It is less obvious to determine whether this resemblance 
is a result of social influence, or whether the resemblance just shows up because of the 
fact that people with similar behavior tend to have more contact. In any case, it opens 
perspectives for direct marketing applications in an e-commerce context. 

Although the respondents were not explicitly questioned about social influences, 
detecting signals of social influence is in contrast to what would be expected based on 
the literature on acceptance of systems which are voluntarily used. Prior research on 
social influence can be considered to study the perceived social influence and would 
suggest there is no perceived social influence in the adoption of e-commerce. The 
results of this study then suggest something such as latent social influence, of which 
the respondent is less aware. Our future research will examine whether the social 
influence construct in the classic UTAUT should be converted in a combination of a 
latent social influence construct and a perceived social influence construct. Similarly, 
it will be examined whether adding the social network as an antecedent of the 
behavioral intention to use a system in the UTAUT significantly increases the ܴଶ of 
the UTAUT. It has often been suggested, based on intuition, that friends would show 
similar e-commerce behavior. However, this paper is, as far as we are aware, the first 
to empirically justify this. The fact that friends behave alike when it comes to the 
acceptance of e-commerce is important for practitioners. Studying social networks of 
customers (e.g. via Facebook profiles) is valuable to identify potential customers. 
While marketing campaigns in the past were aimed at specific profiles (people of 
some age, gender, etc.), companies can now determine the exact names of potential 
customers. Importantly, these results show that knowledge about the social network is 
a better predictor of e-commerce behavior than classic factors that describe customer 
segments, such as age and gender. When setting up a Facebook Adds campaign, 
companies can choose to only show the add to friends of fans for example. This paper 
reinforces the idea that such practices really work.  

6 Conclusion and Future Research 

This paper examines the impact of social network information on the prediction of  
e-commerce adoption. Even though the number of products and target variables 
analyzed is limited, some very interesting trends arise. In contrast to what previous 



20 T. Verbraken et al. 

research suggests, there seem to be social network effects apparent in e-commerce 
adoption. Moreover, network based classification techniques are able to outperform 
traditional models, such as logistic regression. 

These results provide some interesting tracks for further research. First of all, more 
data from the survey is available and will be analyzed. There is information on ten 
more products and on more target variables (such as the intent to look up product 
information online and the intent to search the Internet for a supplier). Extending the 
analysis to these products, and to more randomly drawn test sets, will allow to 
statistically underpin the indications found in this study. Besides, the networked 
classification techniques were benchmarked against logistic regression, which is a 
commonly applied technique. However, more advanced local models exist (e.g. 
neural networks, support vector machines, etc.), which could be included in a future 
study. Furthermore, the classification models in this study exclusively use either 
social network data or traditional data. Future research should examine whether the 
performance of an e-commerce adoption prediction model can be improved by 
combining traditional information and the social network structure in a hybrid 
classification technique. Finally, while prior research showed that the intent to use a 
system is an antecedent of real system use (Venkatesh et al., 2003), it might be 
interesting in future research to distinguish between both.   
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Abstract. Innovation is one of the critical success factors for organizations. It is 
essential for business to understand the driving factors of innovation. This study 
investigates impacts of the following two aspects on innovation: employee 
relationship and knowledge sharing. 167 samples of firm level data were 
collected to construct the measurements of innovation, intensity of employee 
relationship, employee diversity, quality of knowledge sharing, and IT 
application maturity. It is found that all of these factors have significant impacts 
on innovation. Furthermore, IT application maturity has a significant 
moderating effect of enabling knowledge sharing to improve innovation. In 
order to further refine the characteristics of employee relationship, an individual 
level study was conducted to construct three consolidated employee social 
networks. It is shown that centrality of the information social network, which 
can be perceived as relationship characteristics of an individual employee in the 
network, is positively related to performance. With analysis at both 
organizational and individual level, this study empirically illustrates the 
importance of exploring innovation in the context of employee relationship and 
IT-enabled knowledge sharing.  

Keywords: intensity of employee relationship, employee diversity, quality of 
knowledge, innovation, social network, contextual performance. 

1 Introduction 

Innovation is one of the critical success factors for organizations, often referred as 
“the intentional introduction and application . . . of ideas, processes, products or 
procedures, new to the relevant unit of adoption, designed to significantly benefit 
[1].” Because innovation involves new ideas and technologies, it has been used to 
incorporate creativity, in addition to the implementation process [2]. As Porter (1998) 
pointed out, innovation can improve product quality and business operation, which 
are essential for gaining competitive advantages [3]. Innovative organizations often 
continuously seek for better ways to realize business strategies utilizing cutting edge 
technologies and new methodologies. Therefore, the ways to improve organization’s 
capability of innovation always draw attention from both researchers and 
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practitioners. This study complements the literature by introducing intensity of 
employee relationship, employee diversity, and quality of knowledge sharing into the 
framework of investigating innovation. 

Employee relationship in organizations can be investigated from either subjective 
perception or the characteristics of employee social networks. Relationship among 
employees evolves in a traditional format of interactions as well as in a digital format 
of communications. These interactions and communications at both individual and 
organizational levels are often embedded in a social network structure, influenced by 
the characteristics of network, and consequently, affect the evolution of network. Here 
in this study, the approach of subjective perception on the intensity of employee 
relationship is adopted to construct the measurements at organizational level [4]. On 
the other hand, the approach of social network characteristics is applied to represent 
employee relationship at individual level. Prior studies often emphasized on 
examining whether strong or weak ties of a network are more important to improve 
innovation and performance [5,6,7]. We use network centrality to characterize an 
employee’s position in the social network. 

Organization needs employee diversity to avoid the pitfalls of group thinking and 
resistance to changes in innovation processes. New cognitive skills, different 
personalities, and new interactions among employees can be critical to ignite 
innovation. Dalton and Todor (1979) started the study on this topic and show that 
team diversity can enhance team flexibility and adaptation [8]. Paulus (2000) agreed 
that diversity in a team can facilitate generation of new ideas and innovative problem 
solving [9]. Gilson (2001) showed that individual creativity is higher in a team with a 
higher diversity composition; furthermore, organizations with highly diversified 
employees are more effective in knowledge sharing [10].  

Beyond explaining innovation from the perspective of employee relationship and 
employee diversity, it is essential to note that knowledge sharing and disseminating 
also serve as incubators for most innovations. In fact, innovation is often rooted from 
an extensive range of knowledge sharing which is helpful to implement new ideas, 
processes, products, and services. Extant studies verified the direct linkage between 
knowledge sharing and innovation [11,12,13]. However, with information overload, it 
becomes a big challenge for employees to be able to identify relevant knowledge. In 
other words, the sharing quality matters. Yang and Long (2008) proposed a 
framework to evaluate quality of knowledge sharing and validated that good quality 
of shared knowledge can greatly motivate employees’ contribution to future 
knowledge sharing [14]. With regards to the implementation of knowledge sharing, it 
is noticeable that modern organizations exert significant efforts on information 
technology to implement core business functions, including knowledge sharing. It was 
observed that organization performance is highly dependent on IT application 
maturity [15]. Hence, in this study, while incorporating quality of knowledge sharing 
into the investigation of innovation, the platform for knowledge sharing – IT 
applications – is also considered. 

We collected 167 samples of firm level data based on the constructs used in the 
literature. The data were processed to generate variable measurements of: innovation, 
intensity of employee relationship, employee diversity, quality of knowledge sharing, 
and IT application maturity. Empirical models were then established to investigate the 
research questions. It is found that intensity of employee relationship, employee 
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diversity, and quality of knowledge sharing all have positive impacts on innovation, 
while IT application maturity significantly moderates the impact of quality of 
knowledge sharing. The findings complement the literature on employee relationship 
theory and organization resource theory, and provide managerial insights to 
organizations on how to improve innovation capability. 

Prior studies also analyzed individual level creativity. We include here an 
extension to represent employee relationship characteristics using social network 
analysis at individual level. An individual level study was conducted to construct 
three consolidated employee social networks. We find that the centrality of the 
information social network is positively significant in determining employee’s 
contextual performance. Innovation at organization level has to be eventually realized 
by individual employees, therefore, the validation on the importance of employee 
relationship at individual level can be aggregated throughout the organization. 

2 Theoretical Background 

Innovation capability is determined by a myriad of factors in an organization, which 
include individual creativity, organization learning capability, culture of knowledge 
sharing among employees, employee relationship, among others. However, not until 
the late 80's, there was no agreed upon theory on the nature of organization innovation 
capability, although how to improve team working has been emphasized along the 
way [17]. As discussed in [18, 19], three factors are identified for creativity, namely, 
domain-relevant knowledge, creativity-relevant skills, and motivation. This so called 
“Componential Model” also describes the characteristics of work environment for 
innovation: organizational motivation to innovate, resources, and management 
practices. In Ref. [2], the discussion on work environment is combined with 
individual factors: sense making, motivation, and knowledge and ability. These 
factors lead to creative actions when interacting with other contextual variables. West 
and Farr (1990)’s model of team climate for innovation includes four factors: vision, 
participative safety, task orientation, and support for innovation [1].  

Intense interactions among employees usually indicate a dense network of 
employee relationship, which can have important impacts on business performances. 
Lots of prior studies endorsed the influence of intense employee relationship on 
innovation. Vander and Elfring (2002) proposed a mechanism of investigating the 
effect of relationship network structure on knowledge disseminating [20]. Meagher 
and Rogers (2004) studied the relationship network features and see their impacts on 
integrating innovation capabilities [21]. Wang et al. (2009) also employs an empirical 
study to validate that the internal strength of network ties has a positive impact on 
team creativity [4]. Chen and Guan (2009) established a network among patent 
innovators, and find that a strong small world characteristic will lead to more 
innovative outputs [22]. Granovetter (1992) believed that weak link as an information 
bridge is important to organizations [5]. Burt (1992), however, emphasized more on 
structure holes in the network, and found no relationship between the strength of 
relationship and the amount of network resources [6]. Other scholars studied the 
components of embedded relationship and how embeddness shape organizational 
outcomes [23]. Bian (1997) utilized the resource flow in the network to demonstrate 
the importance of weak ties in terms of information distributing, and proposed that 
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strong ties based on trust and obligation have more advantages [24]. Hansen (1999) 
found out that weak ties  help  a  project  team  search for  useful information,  
but  impede  the transfer  of  complex  knowledge,  which  tends  to  require  a 
strong  tie in between [25]. In Ref. [26] and [27], authors presented similar results in 
explaining the role of weak ties. Bian and Zhan (2001) also noticed cultural difference 
in interpreting the role of weak and strong ties, and argue that strong ties can be more 
effective in job seeking in China [7]. In this study, social networks are not constructed 
at the firm level analysis, and the intensity of employee relationship is measured 
directly through respondents’ opinions. Instead, at the individual level analysis, three 
consolidated social networks are constructed and the centrality of each social network 
is calculated for the empirical model. 

With regards to employee diversity, author of Ref. [10] showed that individual 
creativity is higher in a team with a higher diversity composition, and organization with 
high diversified employees is more effective in knowledge sharing and disseminating. 
New cognitive skill, different personality, and new interactions among employees can 
improve the team creativity. Dalton and Todor (1979) showed that team diversity can 
enhance team flexibility and adaptation [8]. With diversity, team can take advantage of 
versatile skill sets and perceptions from various angles. Paulus (2000) agreed that 
diversity in the team can facilitate the generation of new ideas and improve capability of 
innovative problem solving [9].  

Based on the above discussion, two important factors need to be incorporated in our 
study toward innovation capability: intensity of employee relationship and employee 
diversity.  

Hypothesis 1: Intensity of employee relationship and employee diversity have positive 
impacts on innovation. 

Innovation is often rooted from an extensive range of knowledge sharing to implement 
new idea, process, product, and service. According to Ref. [11], knowledge sharing 
among individuals can help learning at both individual and group levels, and learning 
capability is the foundation of innovation. Ipe (2003) also agreed that interactions 
among individuals with different domain knowledge can boost innovation much more 
significant than pure individual efforts [12]. Lin (2007) found a high correlation 
between voluntary knowledge sharing and organization innovation capability [13]. 
Further, in the information age, with the information overloading, it becomes a big 
challenge for employees to be able to share and identify relevant knowledge. In other 
words, quality of knowledge sharing matters. Yang and Long (2008) proposed a 
framework to evaluate the quality of knowledge sharing and find that good quality of 
shared knowledge is important to motivate employees’ contribution to knowledge 
sharing [14]. In general, the higher the quality of knowledge sharing, the more efficient 
the utilization of knowledge, and consequently, more expectation can be placed on 
innovation. Therefore, we propose the following hypothesis: 

Hypothesis 2: The quality of knowledge sharing has a positive impact on innovation. 

Finally, most organizations use information technology to facilitate business 
operations. IT application platform is an essential enabler to implement knowledge 
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sharing among employees. The higher the quality of knowledge sharing, the higher 
the chance of success in innovation is [28]. IT application is also important to 
implement knowledge management practice. Hansen (1999) emphasized the 
importance of IT application platform, which can code and organize a huge amount of 
documents and information generated during business operations, provide indexing on 
these documents and information, and store them into database for further retrieval 
[25]. Similarly, Xia and Cai (2001) pointed out that an essential condition for 
knowledge sharing is to establish an IT platform for knowledge acquisition, 
processing, storing, sharing, and reusing, and provide safeguards for knowledge base 
[29]. Van den Hooff and De Ridder (2004) further studied the impact of computer-
mediated-communication on organization commitment, which in turn can influence 
knowledge sharing and innovation [30]. Based on these studies, the following 
hypothesis is proposed: 

Hypothesis 3: IT application maturity has a significant moderation effect on the 
quality of knowledge sharing.  

3 Methodology 

3.1 Research Design  

Before the measurement constructs are introduced, it is necessary to first define the 
research objectives discussed above: innovation, intensity of employee relationship, 
employee diversity, quality of knowledge sharing, and IT application maturity. 
Established constructs were adopted for this study in order to measure these variables. 
First, innovation was measured based on the framework proposed by Ref. [4], which 
is a modification from the model in Ref. [22]. In Ref. [4], the author also provided 
constructs for intensity of employee relationship and employee diversity. Second, 
quality of knowledge sharing can be established by the instrument in Ref. [14]. Third, 
the measurement construct for IT application maturity was adopted from that in Refs. 
[31] and [32]. 

Combining the above mentioned measurement instruments (except for IT 
application maturity), a survey study was first designed and conducted. The 
questionnaires were distributed to selected MBA and MPA students in authors’ 
university during March 2010 to May 2011. In order to collect more reliable firm 
level information, these selected respondents were required to have at least three-year 
working experience as a supervising manager in a company. A total of 195 
questionnaires were distributed and 167 effective responses were collected. 

Based on the effective responses, about half of them represent companies with state-
owned capital. 59 State-owned-enterprises account for 46.5% of the total sample, whilst 
21.3% are 27 private companies and 32.3% are 41 joint-venture companies. In terms of 
industry type, 53.9% of companies are in manufacturing and production and 46.1% in 
service industry. Major businesses of these companies range from electronics, 
telecommunications, mechanics, to home appliances, finance, etc. With regards to the 
number of total employees, 23 companies have less than 100 employees, 27 companies 
with 100 to 500 employees, 53 with 500 to 1000 employees, 44 with 1000 to 10000 
employees, and 20 companies with more than 10000 employees. 
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3.2 Data Processing 

Data collected were processed for reliability and validity analysis.  After eliminating 
the items that cannot fulfill requirement of reliability and validity test, we 
consolidated items into the following factor variables: innovation, quality of 
knowledge sharing, intensity of employee relationship, employee diversity. Results 
are presented in Table 1:  

Table 1. Factor loading and reliability scores of first questionnaire items 

Item Innovation 
Quality of 
knowledge 
sharing 

Intensity of 
employee 
relationship 

Employee 
diversity 

Reliability 
– Alpha 

Originality 0.786 - - - - 

0.920 

New ideas 0.841 - - - - 

Creative 
problem solving 

0.822 - - - - 

Methods of 
accomplish 
tasks 

0.802 - - - - 

Learning ability 0.696 - - - - 

Methods of 
problem solving 

0.828 - - - - 

Perspective of 
defining 
problems 

0.822 - - - - 

Information 
integration 

0.818 - - - - 

In time sharing - 0.813 - - - 

0.869 

Reliability of 
knowledge 

- 0.833 - - - 

Comprehensive 
sharing 

- 0.857 - - - 

Relevance of 
knowledge 

- 0.818 - - - 

Accuracy of 
knowledge 

- 0.728 - - - 

Colleague 
interactions 

- - 0.863 - - 

0.841 Colleague 
communications 

- - 0.918 - - 

Collegiality - - 0.775 - - 
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Table 1. (continued) 

Age difference - - - 0.830 - 

0.731 
Title difference - - - 0.832 - 

Education 
background 
difference 

- - - 0.711 - 

Team work 
experience 

- - - - 0.882 

0.677 Creative 
thinking 
capability 

- - - - 0.888 

KMO 0.889 0.840 0.650 0.612  

Eigen value 5.158 3.290 2.188 1.909 1.611  

Variance 
explained (%) 

64.480 65.280 72.940 70.389  

In order to further collect corresponding data in the dimension of IT application 
maturity, a second set of survey was designed on the basis of the measurement 
framework proposed in Ref. [32]. The questionnaires were then distributed to those 
companies giving effective responses in the first survey. Similar analysis of reliability 
and validity on the items in this data set was conducted. All measurement constructs 
for the five research objects have good reliability and validity, the derived variables 
(factors) hence were further used for empirical analysis. 

4 Model 

In order to test Hypotheses 1, 2, and 3, a regression model was proposed to verify the 
relationship between innovation and intensity of employee relationship, employee 
diversity, quality of knowledge sharing, and an interaction term of IT application 
maturity and quality of knowledge sharing: 

            0 1 1 2 2 3 3 4 5 3y x x x IT x ITβ β β β β β ε= + + + + + × + .                 (1) 

In the above equation, y represents innovation capability and is the dependent 
variable. The independent variables are x1 representing intensity of employee 
relationship, x2 representing employee diversity, x3 the quality of knowledge sharing, 
IT representing IT application maturity, and an interaction term of x3 and IT to capture 
the moderating effect. 

Using SPSS, the model was estimated and the result is presented in Table 2. Due to 
multi-colinearity, we also dropped the interaction term, x3 × IT, and estimated the 
model without this term. Alternatively, the variable of IT was dropped and the model 
without this term was estimated. The results are presented in Table 2.  
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Table 2. Parameter estimation for model (1) 

 
Model (1) Model (1) without interaction term Model (1) without IT term 
Coefficient VIF Coefficient VIF Coefficient VIF 

β0 .906 - .172 - .816** - 
β1 .170** 1.281 .175** 1.270 .170** 1.276 
β2 .154** 1.088 .139** 1.023 .151** 1.010 
β3 .109 17.303 .338*** 1.599 .135 3.910 
β4 -.032 19.743 .213*** 1.424 - - 
β5 .360 53.501 - - .316** 3.858 
R2 .353 .350 .353
F 17.597*** 21.839*** 22.128***
***p < 0.01, **p < 0.05 

It can be observed that innovation capability improves if intensity of employee 
relationship, employee diversity, or quality of knowledge sharing increases. In other 
words, effective knowledge sharing is critical to organizations in improving 
innovation capability. At the same time, an intense network of employee relationship 
or a diversified employee profile is also important to stimulate innovation. Therefore, 
Hypotheses 1 and 2 are supported. Further, it can be seen that IT application maturity 
has a significant moderating effect on quality of knowledge sharing with regards to 
innovation. β5 is positively significant in the revised model. In conclusion, mature IT 
application utilization does help the implementation of knowledge sharing, and 
consequently, improve the quality of knowledge sharing, which eventually stimulate 
organization innovation. Therefore, Hypothesis 3 is also supported. 

5 Employee Social Networks 

In Section 4, it is shown that intensity of employee relationship and employee 
diversity have significant positive impacts on innovation from the perspective of 
organizations. It is also interesting to investigate whether employee relationship 
matters at an individual level. We chose to use performance as the dependent variable 
here, because employee performance is the evaluation indicator of an employee’s 
competences and accomplishments, including creativity contributing to work.  

In order to investigate the relationship between relationship characteristics and 
performance at individual level, social networks of employees represented by nodes 
were constructed. A subsidy unit of a company in the first data set was picked as the 
sample organization. Eight social networks of employees in this subsidy unit were 
constructed based on a survey study. The centrality measurements of these networks 
are obtained based on network structure. Using factor analysis, the centrality 
measurements were further consolidated to represent the centralities of friendship 
network, advice network, and information network. They were then combined with a 
variable representing knowledge sharing to form the empirical model for individual 
performance analysis. 
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The company under study is a Fortune 500 company specializing in providing 
high-end healthcare equipment and healthcare information systems. It is one of the 
top companies in healthcare equipment manufacturing industry worldwide and has top 
market share in China. The subsidy branch under study is located in Guangzhou, 
China. It is composed of sales department, customer service department, and 
administration department. Overseeing the region of five provinces in southeastern 
China, this branch is in charge of product sales, after sale installation, after sale 
maintenance and service. There were more than 50 full-time employees in this branch 
when we conducted the survey, including department managers, administrative 
assistants, financial analysts, sales, senior engineers, and technicians. Since all of the 
employees work together in one business office, intensive interactions among them 
were observed. Social networks based on this group have clear network boundary 
because only the full-time employees working for this branch were included. 

5.1 Network Construct and Variable Measurement 

Krackhardt (1992) proposed that employee social networks can be categorized into 
three different types: friendship network, advice network, and information network 
[33]. Based on this network categorization, Luo (2010) established a framework of 
constructs to establish social networks [34]. A survey study was conducted using 
Luo’s framework. Table 3 is a list of question items used to construct social networks 
among employees. Social networks built upon each item of B1-B3 were representing 
friendship networks, networks based each item of B4-B6 representing advice 
networks, and item B7 or B8 formed information networks capturing information 
exchange relationship among employees. 

Table 3. Sample items in the questionnaire for constructing employee social networks 

Item No. Question 
B1 In general, which coworker do you hang out with after work? 
B2 If you have personal issues, who do you ask for help? 
B3 If you get frustrated from work or get criticism from supervisor, who do you ask?  
B4 If you have problems in work, who do you ask for help? 
B5 When you need to make important decisions in work, who do you ask for 

advices and recommendations? 

B6 In general, which coworker do you choose to discuss with on issues in work? 
B7 Who do you often choose to have casual conversations? 
B8 In general, who are the people having email communications with you? 

The eight items presented in Table 3 generated 8 social networks, and the centrality 
of each network was calculated to represent the unique position of each employee in the 
network. The consolidated centrality measurements were further used in the empirical 
model as independent variables. To maintain consistency with the organization level 
analysis, knowledge sharing was also considered. The measurement construct 
established in Ref. [35] was adopted for knowledge sharing at individual level analysis. 
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The dependent variable here is individual performance. Borman and Motowidlo 
(1993) categorized performance into task performance and contextual performance [36]. 
Contextual performance is defined as activities that contribute to the social and 
psychological culture of an organization [37]. We used the measurement construct 
proposed by that in Ref. [38] to generate the variable of contextual performance. This 
construct has been widely used by other researchers. With regards to task performance, 
which simply evaluates the completion of assigned tasks, we obtained the performance 
evaluations from records of Human Resource department of the company.  

Although we didn’t use creativity for individual level analysis, it is believed that 
data of individual performance, which are easier to measure, is including creativity 
characteristics. Bai et al. (2008) used a similar approach to take individual 
performance measurement as the proxy for creativity [39]. 

5.2 Data Collection and Processing 

A survey study on employee social networks was conducted toward employees of 
Guangzhou branch of the company from December 2010 to January 2011. 54 
questionnaires were distributed and 43 effective responses were collected with an 
effective response rate of 79.6%. Based on the effective answers collected from 8 
items listed in Table 3, 8 social networks were constructed using UCINET. The 
centrality of each network was calculated to represent the unique position of each 
employee in the network. Figure 1 depicts two sample networks built upon question 
item B3 and B4. 

The data were further processed through reliability and validity analysis. 15 items 
establish the construct of contextual performance of each employee, and 10 items 
represent individual knowledge sharing behavior. The centrality measurements 
calculated for the original 8 networks were consolidated into the three centralities of a 
friendship network, an advice network, and an information network. With regards to 
task performance, performance evaluation was obtained from records of Human 
Resource department of the company. We are now ready to examine the relationship 
between these network centralities and employee performance. 

Network graph representing question B3 
 

Network graph representing question B4 
 

Fig. 1. Two sample social networks 
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5.3 Model 

Now, with all valid constructs in place, the empirical model can be set up to 
investigate how network centrality, representing employee relationship, influences 
employee’s task and contextual performances: 
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     (2) 

In the above equation, y, as the dependent variable, represents performance, with 
subscript i=1 for contextual performance, and i=2 for task performance. Independent 
variables include x3 representing knowledge sharing, D representing a control for 
employee education background, and W representing a control of years of work 
experiences. Each employee’s network centrality is captured through variable C, 
while subscript j=1 referring to centrality in the friendship network, j=2 the advice 
network, and j=3 indicating the information network.  

Using SPSS, we first tested a preliminary model which includes only the centrality 
variables from three networks to examine the relationship between network 
characteristics and performance. Then the full model was examined by incorporating 
other factors: knowledge sharing, education background, and work experiences. The 
results are presented in Table 4. 

Table 4. Parameter estimation for model (2) 

 Preliminary model (2) Model (2) 

 
y1 y2 y1 y2 
Coefficient VIF Coefficient VIF Coefficient VIF Coefficient VIF 

β0 0.000 - 0.000 - -0.214 - -0.730 - 
ρ1 0.412*** 1.694 0.298** 1.694 0.165 2.332 0.164 2.332 
ρ2 -0.014 2.326 0.060 2.326 -0.011 2.642 -0.013 2.642 
ρ3 0.502*** 2.530 0.488*** 2.530 0.465*** 3.497 0.537*** 3.497 
β3 - - - - 0.399*** 2.107 0.217 2.107 
γ

• - - - - 0.139 1.217 0.354 1.217 
γ

•
 - - - - -0.007 1.318 0.002 1.318 

R2 0.660 0.541 0.757 0.628 
F 25.233*** 17.529*** 18.731*** 10.142*** 
***p < 0.01, **p < 0.05 

In model (2), only the centrality measure of the information network stays 
positively significant. In other words, a higher centrality of employee in the 
information network is essential to explain better contextual and task performances. 
Counter-intuitively, a higher centrality in the advice network doesn’t help with 
performances. This might be explained by the reason that centrality measurement 
treats incoming and outgoing links equally. In other words, high centrality in the 
advice network can indicate the employee is a person the others would like to seek for 
advices, or, at the other extreme, a person that always asks others for advices. In the 
latter scenario, the employee might not be a prospect of good performance. It is also 
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interesting to note that knowledge sharing is positively significant in improving 
contextual performance, while it is not playing a role in improving task performance. 

Both task and contextual performances were investigated in this section. A higher 
centrality in the information network often leads to better task and contextual 
performance. It is conceivable that if an employee has a hub or central position in the 
information social network, which means other employees often perceive him/her as a 
reliable source for information, then this information hub person must have a good 
personality in willingness to help, a sincere care about the organization culture, and a 
comprehensive skill set of information collection and dissemination. All of these 
characteristics lead to a higher chance of achieving good performance.  

Social network characteristics, representing employee relationship here, have 
significant impact on employee performance. Although this analysis is on an 
individual level, it can be argued that social networks influence employee 
performance, and at an aggregate level, employee performance eventually translates 
into business performance. Innovation capability, as one of the most important 
indicators of business performance is thus also influenced by employee relationship 
characteristics. Here, although the measurement of network characteristics, 
representing employee relationship, is different from the construct used in the firm 
level model, the importance of understanding employee relationship is emphasized at 
both firm and individual levels. 

6 Conclusion and Future Directions 

This study investigates several factors: intensity of employee relationship, employee 
diversity, quality of knowledge sharing, in terms of their impacts on organization 
innovation capability. A survey study was conducted through 2 sets of questionnaires. 
Mature constructs in prior literature were utilized to measure both dependent and 
independent variables in the empirical model. The model demonstrates that all of 
these factors have positive impacts in improving innovations. The result is consistent 
with the strong tie theory in Ref. [7], and also validates the common assumption that a 
diversified employee profile facilitates knowledge sharing and disseminating [10], 
which consequently improves innovation. 

Traditional organization resource theory hasn’t taken it into consideration in terms 
of employee relationship characteristics. In fact, these are important resources for an 
organization. The formation of an organization implies the formation of employee 
social networks. These social networks are intangible assets to business, and they can 
significantly affect organizational culture, innovation, and performance. This study 
validates the importance of relationship characteristics through demonstrating their 
impacts on innovation. By incorporating employee relationship into organization 
resources, it provides an extension to the theory of traditional organization resource.  

According to our research results, both the intensity and employee diversity have 
positive significant impacts on innovation. This result has lots of managerial insights in 
human resource management and talent retention practice. In fact, how to identify the 
required education background and work experiences for different job positions has 
always been challenging for human resource experts. From the perspective of improving 
innovation capability, a homogenous profile of employees is not advantageous. Also, in 



34 J. Peng et al. 

order to increase the intensity of employee relationship, organization can consider 
incorporating more team building and culture building activities.  

The quality of knowledge sharing has been a big challenge for organizations. In 
this study, beyond validating the positive impact of knowledge sharing on innovation, 
we also consider the implementation platform – IT application. Organizations today 
cannot survive without information technology. A good utilization of IT application 
can improve business operations. Therefore, when an IT-based knowledge 
management system is built, there should be built-in mechanism to encourage 
knowledge sharing. Organizations differ in the ways of utilizing IT applications [32]; 
consequently, a higher IT application maturity often provides employees with a digital 
platform of higher quality contents. Such digital platform is essential for information 
exchange and knowledge sharing among employees, such that they can effectively 
obtain the relevant information and knowledge to support their job tasks. The study 
tested this assumption by empirically validating the moderating effect of IT 
application maturity on knowledge sharing. 

A refined investigation is further carried out at individual level. It is found that the 
information network centrality does have significant positive impact on both task and 
contextual performance. Such impact can be aggregated from individual level to 
organization level. Therefore, characteristics of employee relationship, represented 
here by social network characteristics, cannot be ignored when analyzing organization 
behavior. A good social network structure is beneficial not only to each employee but 
also to the organization as a whole, which can lead to better performance and higher 
innovation capability.  

There are several future avenues for the current study. First, in the first set of 
questionnaire, intensity of employee relationship is obtained through traditional 
survey instead of from construction of social networks. Second, only the intensity of 
employee relationship and the employee diversity were captured in the model, there 
might be other employee relationship related variables to consider. Finally, it will be 
very interesting as well as challenging to examine whether there exist an “optimal” 
network structure of employee relationship. We will extend the research by working 
on these avenues. 
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Abstract. As the new work mode develops, virtual collaborative environments 
play an increasingly important role in future business and personal activities. 
Our research proposes a new method of constructing collaborators social 
network model which considers both communication relations and cooperative 
relations between cooperators. This method uses public information on the 
work platform to discover the cooperator’s behaviors, discovers community 
relationship intensity between collaborators and uses these to construct the 
coordinators social network model. Finally, we use the test data from the open 
source community website www.codeplex.com to prove the validity of the 
model and the method. As a result, this method does not only improve the 
connectivity of social networks, but also reflects each collaborator’s role of 
team better. 

Keywords: Social network, Open source community, Cooperation relationship, 
User behavior. 

1 Research Background and Related Work 

With the development of information technology, there are many new work modes 
emerged. A lot of works have been finished through the distribute work platform in 
different time and places instead of the traditional work mode. Due to lack of strict 
organization, carrying out work activities in this work mode always rely on social 
relations between collaborators. The old work-flow analysis methods are no longer 
meaningful for this type of work. Because of this, how to collaborate in virtue of the 
virtual network has become a hot issue in theory and industry. More and more 
researches have been published in Nature, Science, MS and other world-class 
magazines. Matthew Van Antwerp, who used social network analysis method to 
analysis the collaborators’ relationship in open source community project in 
SourceForge.net, proved that the pre-existing relationship between developers played 
a significant impact on the progress of future projects [1]. France, Giulio, Priscilla and 
Lin had all proposed a social network model constructed method using contact links 
between coordinators, and confirmed that the model would yield good results in 
studying the coordinators’ individual behavior and role of work[2],[3],[4],[5]. Korba 
used social network analysis method to develop a fuller understanding of interactions 
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between workers, and described a software prototype that automatically measures as 
well as analyzed aspects of collaboration developing visualizations of likely social 
interactions [6].  

Most of the existing researches only use information exchange between 
collaborators to construct social network model. But in most of the work 
environment, collaborators’ cooperation is equally important for measuring the 
relation of collaborators. So it is necessary to propose a new method of constructing 
social network model with work information. It will reflect the relations between the 
collaborators more correctly. 

To solve the above problems, our research proposes a new method of constructing 
social network model which considers the social relation both occurred during the 
cooperation and the communication. We use contact information on the working 
platform to discover collaborators’ community relationship intensity, and use work 
information on the working platform to discover collaborators’ cooperation 
relationship intensity, both of the relationship degree are used to construct the 
coordinators social network model. 

2 The Rules of Defining the Contact Relationship between 
Collaborators 

To explain the virtual network collaboration more clearly, it is necessary to define all 
kinds of relationships intensity. Relationship intensity is "a (probably) combination of 
the amount of time, the emotional intensity, the intimacy (mutual confiding), and the 
reciprocal services which characterize the tie. [7]" In the virtual world, collaborators 
established link through social relations and attention, so the collaboration interaction 
requires further analysis.  

2.1 The Definition and Rules of Cooperator Behavior 

Considering the frequency and the time range of collaborators’ information exchange, 
our research defines three rules of conducting the information exchange of the 
collaborators base on the definition of information issue sequence, as: reply rule, 
quote rule, co-present rule. 

Let C: ሼcଵ, cଶ, … , c୬ሽ  and  I: ሼሺiଵ, tଵሻ, ሺiଶ, tଶሻ, … , ሺi୫, t୫ሻሽ  be a collaborators 
collection and its information sequence, in which t୩ is the release time of information i୩. Definite that c୬ ՜ i୫ represents that collaborator n published the information m. 
We define the three rules: 

Rule 1. Reply behavior: 
If:cଵ, cଶ ∈ C, iଵ, iଶ ∈ I, cଵ ՜ iଵ, cଶ ՜ iଶ;tଵ ൏ tଶ, iଶ includes cଵ;  
Then cଵ and cଶ have reply behavior. 
Rule 2. Quote behavior:  
If: cଵ, cଶ ∈ C, iଵ, iଶ ∈ I, cଵ ՜ iଵ, cଶ ՜ iଶ; tଵ ൏ tଶ, iଶ includes iଵ ; 
Then cଵ and cଶ have quote behavior. 
Rule 3. Co-present behavior: 
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If: cଵ, cଶ ∈ C, iଵ, iଶ, iଷ, iସ ∈ I, cଵ ՜ iଵ, cଵ ՜ iଶ, cଶ ՜ iଷ, cଶ ՜ iସ;  ሺtଷ ൏ tଵ&tଵ ൏ tସሻ|ሺtଷ ൏ tଶ&tଶ ൏ tସሻ ൌ 1, or ሺtଵ ൏ tଷ&tଷ ൏ tଶሻ|ሺtଵ ൏ tସ&tସ ൏tଶሻ ൌ 1;  
Then cଵ and cଶ have co-present behavior. 
It can be seen that reply behavior and reference behavior are the direct interactions 

between the users, the co-present behavior is an indirect interaction, these is different 
between users reflect the behavior is different. 

2.2 Definition and Measurement of Contact Relationship Intensity 

It can be learned from the definition of user behavior, contact relationship is 
composed of two parts: the direct interaction and the indirect interaction. Thus, the 
relationship intense is composed of two parts:  

Definition 1. The contact relationship intense between cooperators X୧୨,୲: X୧୨,୲ ൌ ሺωଵXୢ,୧୨,୲  ሺ1 െ ωଵሻX୳,୧୨,୲ሻ 
In which: 
（ 1） Xୢ,୧୨,୲  represents the relationship intensity which generated by direct 

interaction during time t between user i,j，X୳,୧୨,୲ represents the relationship intensity 
which generated by indirect interaction during time t between user i,j. 
（2）ωଵrepresents the influence weight of contact relationship generated by direct 

interaction， ሺ1 െ ωଵሻ  represents the influence weight of contact relationship 
generated by indirect interaction. 
（3）the contact relationship intensity generated by users’ direct interaction 

Haythornthwaite proposed that the relationship intensity in the network is mainly 
determined by the following factors: frequency of contact between collaborators, the 
types of collaborators’ contact, the Intimacy between the linkage of collaborators and 
the common interest of collaborators [8]. Based on the characteristics of the Internet 
information exchange behavior combined the definition and rules of information issue 
sequence, our research consider that the relationship intensity is related to the 
frequency of contact, contact type and Intimacy. 

Contact Frequency. In unit time t , the amount of Information exchange taken place 
between two collaborators is the contact frequency. The contact frequency will be got 
by the amount of Information exchange taken place between two collaborators. In 
order to avoid the influence by the difference of activity between the collaborators, 
we use the incidence of user behavior, which substitute of the amount of user 
behavior, to measure user relationship intensity. 

)/( ,,,, tjtitijtij TTTN +=                              (1) 

In which tiT ,  is the total number of interaction behavior of user ic  during unit time

t , tjT ,  is the total number of interaction behavior of user jc  during unit time t ,

tijT ,  is the total number of interaction behavior of ic  and jc  during unit time. 
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Respondents and information publisher has a direct contact in reply behavior, 
which affects the publisher’s information weakly, so the Interaction degree is 
relatively weak. In quote behaviors, the user represents his recognition to the 
publisher’s information, which can be considered as a possible information exchange 
behavior, the contact degree is bigger than reply behaviors. We use modulus βr,βq  to 
distinguish reply behavior and quote behavior. 

Definition 2. The direct relationship intensity generated by users’ direct interaction: 

 Xୢ,୧୨,୲ ൌ βrN୰,୧୨,୲  βqN୯,୧୨,୲                              (2) 

In which: 
（1）N୰,୧୨,୲  represent the reply behavior rate between user  i,j during time t，N୯,୧୨,୲ represent the quote behavior rate between user  i,j during time t. 
（2）βr,βq respectively represent the modulus of reply relationship and quote 

relationship. 
（3）The contact relationship intensity generated by users’ direct interaction. 

According to Bo, the contact relationship intensity generated by users’ direct 
interaction can be obtained by the frequency of users pay attention to the same 
content [9].In order to avoid the influence by the difference of activity between the 
collaborators, we use the incidence of user behavior, which substitute of the amount 
of user behavior, to measure user co-present relationship intensity. 

Definition 3. The contact relationship intensity generated by users’ direct interaction 
is: 

                         X୳,୧୨,୲ ൌ T୧୨,୲/ሺT୧,୲  T୨,୲ሻ                               (3) 

In which T୧,୲ is the total number of co-present behavior of user ic  during unit time t , T୨,୲ is the total number of co-present behavior of user ic  during unit time t . 

According to Haythornthwaite and Joinson, intimacies of users’ interaction take an 
important part in the contact relationship intensity of users [8], [10]. Intimacy refers to 
the time factor of user’s interaction occurrence. For the users whose interactions 
occurred closely, they can be considered as having more closely in the frequency of 
contact; otherwise, their relationship intensity is weaker. 

During the measure of the relationship intensity, time factor tλ is used to represent 

the time factor of interaction behavior. To ensure the rules that tλ  will decrease 

during the time range from now being longer. 

Definition 4. The contact relationship intensity between cooperator i,j: 

                       DS୧୨,୲ ൌ ∑ X୧୨,୲T୲ୀଵ λ୲                                 (4) 

In which T is the total time，t represents the unit time，X୧୨,୲ represent the contact 
relationship intensity between users i,j during t, λ୲  represents the time factor. our 
research use the decay function proposed by Gu [11], as： 
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)( tT

t a −=λ
                                      

(5) 

In which )10( << aa  is time-sensitive factor. 

3 The Rules of Defining the Cooperative Relationship between 
Collaborators 

In one project, if there are two identical or similar work activities, and the first 
activity is executed by worker i, the second activity is executed by worker j, i and j 
are defined as having a collaboration relationship. The cooperative relationship 
between these two collaborators is closer than others [12]. 

In many cases, the similarity degree between the work activities is unknown; it 
needs to be discovered from the descriptions of the work activities. It can be measured 
by the cosine similarity of the morpheme in the work activities description. Here are 
the definitions of similar activities and similar activities set [13], [14]. 

Rule 4. Let A be a work activities set, two work activities a ∈ A, b ∈ A, Simୟୠ is 
similarity degree of a and b obtained by formula 6, SimT is the threshold of activity 
similarity degree. If:  Wୟୠ: ሼሺwଵ, aଵ, bଵሻ, ሺwଶ, aଶ, bଶሻ, … , ሺw୬, a୬, b୬ሻሽ is a set of morpheme in the 
description of work activities a and b in which a୩ is the numbers of morpheme in 
the description of Work activities a ; b୩  is the numbers of morpheme in the 
description of Work activities b; n is the number of morpheme in Wୟୠ and Simୟୠ  SimT.  

Then a and b is considered as similar activities, recorded as a  b.  

         Simୟୠ ൌ ∑ ୟౡౡసభ ୠౡට൫∑ ୟౡమౡసభ ൯൫∑ ୠౡమౡసభ ൯                             (6) 

Definition 5. For a work activities set A: ሼaଵ, aଶ, … , a୬ሽ, a୧, a୨ ∈ A, a୧  a୨, the set A 
can be defined as a similar work set.  

Base on the similar work set definition in definition 5, our research propose a 
definition of the collaborator relationship degree between the collaborators. 

Definition 6. The collaborator relationship degree between the collaborators: 

             DW୮୯ ൌ ∑ ሺ∑ min ሺc୮N୫୩ୀଵ ՜ a୩୨ , c୯ ՜ a୩୨ ሻ୫୨ୀଵ )                    (7) 

In which: 

(1) C: ሼcଵ, cଶ, … , c୬ሽ  is a collaborator set in one project; 
(2)  Aଵ, Aଶ, … , A୫ , is a group of similar work set, in which a୬୫ is a working 

activities of A୫, m is the number of activities in set A୫; 
(3) c୬ ՜ a୬୫  is the number of times collaborator c୬ work in the activity a୬୫ . 
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4 Social Network Model Construction Methods 

Social networks model is mainly used to describe the relationship intense between 
members within the platform, it can be express by social network diagram. 

In the social network diagram, the nodes represent coordinators, the edges between 
nodes represent the social relations between the collaborators and the weight of the 
edge represents social relations degree between the two members. This social 
networks model is in order to discover the relationship between the collaborators, so 
the direction of the edge is not helpful in our study. For the purpose of discovering the 
relationship between collaborators more easily, we remove the direction of the 
network to get the no-direction diagram under the premise of not changing other 
properties of the network [14]. 

In the dissemination networks of information in the internet, user node can aggregate 
other user node by information. In other words, aggregating the information carried by 
the other nodes information dissemination is the Internet's basic social networking 
features, and the model formed by the polymerization of "core - edge" is the basic mode 
of communication in Internet social network. For customer relationship-based social 
networks, the most useful factor to reflect the importance of the nodes in the network is 
the degree of the node, the definition of node degree is given below: 

Definition 7. A node’s degree is the total amount of its contacts with all other nodes 
in its structure.  

Many collaborators do not have the close contact, only because the chance to 
discuss or cooperate few times, they are measured to have social contact by the rules. 
Therefore, we define the filtering rules of social relations in this situation. 

Rule 5. Set the filter degree of social relationship DT. Let C be the collaborators set, c୮ ∈ C, c୯ ∈ C, DS୮୯ is the contact relationship degree between c୮ and c୯. DW୮୯ is 
the coordinator relationship degree between  c୮ and c୯, DA୮୯ is the total degree of 
social relations, if one of the following two assumption established: 

(1) DS୮୯=0, DW୮୯ ൏  .ܶܦ
(2) DW୮୯=0, DS୮୯ ൏  .ܶܦ

It is defined that the relation is occurred by accidental, DA୮୯ ൌ 0 otherwise DA୮୯ ൌDS୮୯  DW୮୯. 

Definition 8. The social network model: the social network model is obtained by 
using methods described above. Model expressed as a five-tuple: (User1, User2, DW, 
DS, DA). In which: 

(1) User1 and User2 is the two collaborators in the work group. 
(2) DW is the degree of cooperative relationship between collaborators. 
(3) DS is the degree of contacts relationship between collaborators. 
(4) DA is the total degree of social relationship between collaborators. 

It can get the sub-graph from the social network graph by using the small groups 
dividing method of social network model, and moderate the core node of each  
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sub-graph node by the degree of each node. The core node has an important influence 
on other nodes. We give the definition of core nodes in community work:  

Definition 9. Let iD  represents the degree of Node i , in work group S ,if

),....,max( 21 ni DDDD = ，node i  is the core of this work group，it is expressed 

as S⊙in 。 

By the above method, we can get social network model of collaborators, and the 
division of corresponding work sub-network. 

We can use the key nodes analysis to get the key graph of social network model to 
reduce the time required in find other nodes in the graph. There are two types of key 
nodes in the social network: one is the core node of sub-group, these nodes have 
powerful influence on other nodes in their sub-group, another is the node which degree 
is biggest, these nodes is the most important node in link sub-group. In our research, we 
consider the node which its degree is in the top 5% of all as the core node. 

5 Experiment 

Our research uses the Microsoft's open source community site www.codeplex.com as 
the experimental data sources. Open source community is a new work mode, it allows 
users to publish and share project code, discuss the progress of work with other users 
and finish their work in different spaces or different times. Codeplex is Microsoft's 
open source community platform, which has a total of 19,449 projects, and its project 
organization is relatively strict. To facilitate the experiment, we used 100 open source 
project which published the Alpha version and have more than 6 cooperate and have 
tab ‘sliverlight’, ‘C#.NET’, ‘wpf’ in the library of items. We extracted 1357 project-
related collaborators, 12705 posts in the discussion forum and 9707 records of code 
update from website by the crawler tools nutch. 

In the experiment, we use the thread discussion in the open source forum as the 
information exchange sequence. We let the quote modulus β as 0.8, the weight of 
direct interaction ωଵis 0.6，the weight of direct interaction ωଶ is 0.4。 

We will use the existing cooperation relationship in work group to be verifying 
data. According to the social network model, we respectively use DADWDS ,,  to 
construct the social network graphs, and use G-N Algorithm to divide the sub-group. 

During the validation, we propose the following one indicator as the criterion for 
measuring the effect of the model.  

Definition 10. Predicted relationship intensity mD  is the average relationship intensity 

of users who have real work relationship in the work platform, the formula is: 

)/()*( 1 11 1 ∑ ∑∑ ∑ = == == n
i

n
j ij

n
i

n
j ijijm CDCD                     (8) 

In which, ijC  is the amount of interactions behavior taken by ic and jc ， ijD  is 

relationship intensity using experiment data by DADWDS ,, . Predicted relationship 
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intensity will reflect the degree that the model measures the user’s behavior, the more 
the value is, the ability that the model reflects the interaction of user is more powerful.  

We use the average distance between the regular nodes and the core graph Pm to 
verity the effective of the core graph. The lower the value is, the effective of the core 
is more effective. The experiment result is listed in the table: 

Table 1. The experiment result of three model 

 isolated nodes work teams Dm 
DA 78 86 0.0382 
DS 146 89 0.0309 
DW 253 99 0.0237 

 
Experimental results can be obtained from the above: the model constructed by 

both the contact information and the cooperator information predict the behavior of 
social network collaborators more accurately, and divide the project team more 
accuracy. These reflect that the model make the real social relationship and 
cooperation relationship known more accuracy. It will make the user to get the 
interesting work group easily and find work partner easily. 

6 Conclusion and Outlook 

Our research proposes a new method of constructing collaborators social network 
model. This method obtains the contact relationship coordinator from the contact 
information and cooperation relationship from the work information, uses these to 
construct the social network model which can react the social relationship of 
collaborators more clearly, and uses the open source community data from 
www.codeplex.com to test and verity the feasibility and effectiveness of the method. 

It can be inferred from the experiment that, the new model does not only reflect the 
work role in the work group more accurately, but also makes the cooperator find the 
work partner they interest easily. This research provides the bases of the following 
study about the problem of open source work. 
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Abstract. The helpfulness rating of Amazon product review, a popular vote 
feature used by Amazon to rank product reviews and display them to online 
shoppers, has important implications for online shopping decisions. This 
research investigates how objective those helpfulness ratings are. The general 
assumption is that the ratings are "representative" views of the shoppers.  
However, previous studies on product reviews indicate bias may also exist 
among helpfulness ratings. Using the survey questionnaire, the study found that 
there were indeed significant differences between the helpfulness ratings 
displayed at Amazon.com and those from a simulated online shopper 
population. The survey results also show that there are evidences of rating 
differences by gender, age, ethnicity, income and mobile device use for 
shopping. Thus the "true" ratings on online user reviews may well be quite 
different from what we see at Amazon.com. Implications and limitations of this 
research are discussed. 

Keywords: online review, bias, amazon.com, B2C ecommerce. 

1 Introduction 

Online reviews are becoming an essential component of B2C ecommerce and part of 
the comparison-shopping information provisions [1]. They mainly have two roles. 
One is to help online shoppers evaluate products and services before making purchase 
decisions. The other is the informant role to allow consumers become familiar with a 
product or service even they do not have immediate purchase intent [2]. 

According to statistics from U.S. Census Bureau in the last 10 years, B2C 
ecommerce has been growing steadily and consists increasingly percentage of overall 
revenue of US retail industry. There are more commodities and services previously 
not available online become available. There are also increasing number of online 
shoppers. So we expect reviews will become more critical in terms of linking 
shoppers and products in online environment.  

Amazon.com is the leading B2C ecommerce portal. It also revolutionized many 
online review feature initiatives to further improve shopping experience, including the 
helpfulness rating of an online review. For example, once an online review on a 
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2.2    Review Helpfulness Ratings 

The abundance of online reviews for a product not only provides convenience to 
online shoppers to evaluate the product but also pose a challenge – if there are so 
many reviews for a product with mixed qualities, they could overwhelm online 
shoppers before the latter even found a helpful one. Thus, online retailers found they 
have to help online shoppers to identify those helpful reviews effectively. Obviously, 
established online portals like amazon.com were among those first experienced such 
problem.  

So a filtering mechanism through helpfulness rating was introduced by 
amazon.com to allow online shopper not only rate a product and write a review but 
also give a rating about a review’s helpfulness. Those reviews receiving the highest 
proportion of Yes vote against overall vote, or its helpful rating, will be displayed in 
the prime positions of the product page – the top three positions under the review 
section. Amazon.com expected such popular voting method to select the most quality 
reviews thereby helping online shoppers access quality reviews efficiently. 

The amazon.com helpfulness rating on each review is a successful feature from 
user experience perspective. However, the assumption behind this feature, which the 
reviews selected via this method are among the most helpful because they represent 
the “voice” of the general population, may not necessarily hold. A “helpful” rating 
may be biased. Such bias comes from at least two sources: the sequential bias and the 
self-selection bias.  

2.3    Sequential Bias 

We use a thought experiment to illustrate the influence from existing ratings, or 
sequential bias. Suppose there are ten reviews about a product currently available on 
Amazon.com. They are perfectly equal in helpfulness and all have zero helpfulness 
rating because they are newly created simultaneously by ten different reviewers. This 
is actually not unlikely considering the size of product offering and number of 
reviewers Amazon attracts at any moment.  

Now suppose one of the reviews is being displayed at the very beginning and 
being read by the next 100 online shoppers simultaneously. 30% or 30 of them are 
busy shoppers. They find the first review helpful, give a “Yes” vote, and then make 
the purchase before exit. Now this review become most helpful with a 30 out of 30 
rating compared with others with zero or less ratings. When the next wave of shopper 
want to evaluate this product, they will mostly read this review first and probably give 
the same Yes rating. The Matthew Effect begins to effectuate the cycle and this first 
review become the most helpful even it has the exact same helpfulness value 
compared with the others.  

We could go a step further by relaxing the assumption slightly and allow those 
reviews to be not perfectly equal in helpfulness and, say, the first review to be just 2% 
less helpful than average. It is then not difficult to find that there is still a chance that 
this not- most-helpful review could stay at the top rank for a while before it is 
eventually being voted down to a lower rank.  
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The thought experiment described above is a classic scenario of complexity 
phenomenon effectuate by sequential bias [7]. Its evolution and eventual outcome – in 
this case, the current helpful ratings – is path-dependent and unpredictable.  

The dynamics of sequential bias and its effect has been systematically studied in 
several existing literatures, including the online product reviews themselves [8] as 
well as on artificial music market about how hit songs became hits [9].  

Based on above discussion, we suspect that the most helpful reviews for a popular 
product, which has a highest rating compared with other reviews, may receive a 
different or probably lower rating if the initial conditions are slightly different. So we 
have our first hypothesis as following: 

Hypothesis 1: The current rating for the most helpful reviews of a product on 
amazon.com is different from a rating it will receive if all shoppers vote. 

2.4    Self-selection Bias 

Product reviews is not necessarily objective and suffer from self-selection bias by 
review authors’ gender, ethnicity, income, as well as other social demographic 
attributes [10]. Product reviews also suffer from homophily effect or its opposite – a 
review reflect a particular taste and perspective of review authors, which could be 
very appealing to shoppers that share similar demographic background but not 
appealing at all to shoppers without such sharing [11].  In another empirical study, 
Jurca et al. [12] found that groups of users who discuss a certain feature at length are 
more likely to agree in their rating. 

We suspect the self-selection bias exists with helpfulness ratings on product 
reviews because of the homophily effect. The reviewers are naturally attracted to the 
product and its reviews because of shared similarities with review authors, not the 
helpfulness of the review itself.   

In addition, not all shoppers write a review or give a vote on a review on 
amazon.com. Previous research indicates that those who feel imperative about a product 
tend to leave their comments and ratings about a product [13].  We suspect the same 
pattern goes to the helpfulness rating. That is only when a voter are particular like the 
review or hate the review will he or she gives a helpful rating about it.  

Thus, we have our second hypothesis: 

Hypothesis 2: The most helpful reviews displayed on amazon.com product page 
reflect the preference of specific online shopper groups with a particular configuration 
of age, ethnicity, income, as well as other factors. 

3  Experiment Design 

A survey experiment was designed to test above two hypotheses. We collected some 
most helpful reviews on most popular products shown in the top page of selected 
product categories at amazon.com, and masked their helpfulness rating information.  
Then we asked a group of participants to read those reviews and give their 
independent helpfulness ratings about these reviews. The results were compared with 
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the original ratings to test hypothesis 1 and the demographic information of 
participants are being used to test hypothesis 2.  

To select the most helpful reviews, we identify top three best selling products from 
search, experience, and credence product categories respectively [14-16]: 

For each product, we chose the top 3 most helpful reviews given by amazon.com. 
Altogether we collected 27 most helpful reviews. Out of these 27 most helpful 
reviews, we ranked them based on the total number of votes each review received. 
And then we select 9 reviews from them to allow there were at least three reviews 
from each SEC category and the total number of votes each review received were 
spread out from as small as 0 to 10 range to as high as 90 or higher range. 

Table 1. Survey products selection 

Search 
• T-Mobile G2x 4G Android Phone 
• Canon PowerShot A30000IS  
• HP LaserJet Pro P1102w Printer 

Experience 
• LUNGS (Audio CD) 
• “Heritage” (Audio CD) 
• “L.A. Noire” (Video Game) 

Credence 
• OxyElite Pro 
• Acidophilus Pearls 
• Whey 

 
The identified 9 product reviews were screen-captured from the website to retain 

the original format and style. The helpfulness rating for each review was recorded and 
then masked. Each review was then being inserted and coded into one web page with 
a simple “helpful or not” question under it. 

About 80 graduate students from four classes in a Midwest university were being 
invited for the experiment as a convenient sample of randomly selected shoppers.  

There is no monetary compensation though an extra credit towards final grade will be 
given for participation. Each participant was asked to read all 9 reviews and, for each 
review, they were asked to give a “Yes” or “No” rating for its helpfulness. Demographic 
information of participants, including gender, age, income, etc. was collected at the 
beginning of the experiment. A total of 74 valid responses were received. 

4  Data Analysis 

To test H1, we compared the helpfulness ratings at amazon.com with those obtained 
from the 74 valid responses.  The helpfulness rating is calculated by using following 
formula: helpfulness rating ൌ  total number of YES votes receivedtotal votes received  
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The total votes received including both Yes and No voting.  A common rule of 
thumb to approximate a binomial distribution with the normal distribution is when np 
and n(1–p) (n: sample size) are both equal to or greater than 10 [17].  In our case, the 
smaller ones of these values do not exceed 9.62.  Therefore, we used the binomial 
test to compare the amazon.com and sample helpfulness ratings. 

In Table 2, “Yes” column and “Total” column under both Ratings categories refer 
the votes a product review receives. The “Rating” column is the helpfulness rating 
indicated above. Table 2 lists the p-values in the right-most column regarding the 
difference between the helpfulness ratings at amazon.com and those obtained from 
the survey participants. All these p-values are less than .01.  Thus, H1 is supported. 

We also found that all nine ratings given by participants are lower than those 
displayed on amazon.com. This is probably because the total votes in our survey is 
larger than most of their counterparts on amazon.com, which indicates that, all other 
conditions being equal, ratings given by a larger number of online shoppers will 
 

Table 2. Summary of binomial tests between amazon.com helpfulness ratings and survey 
respondent ratings 

(S: Search Goods, E: Experience Goods, C: Credence Goods) 

ID SEC 
Product 
Name 

Amazon.com Ratings Sample Ratings Symp. 
Sig (1-
tail) Yes Total Rating Yes Total Rating 

1 S 

T-Mobile 
G2x 4G 
Android 
Phone 

13 15 0.87 52 74 0.70 .000 

2 S 
Canon 
PowerShot 
A3000IS 

53 57 0.93 54 74 0.73 .000 

3 S 
HP LaserJet 
Pro P1102w 
Printer 

61 64 0.95 52 74 0.70 .000 

4 E 
LUNGS 
(Audio CD) 

36 39 0.92 37 74 0.50 .000 

5 E 
Heritage 
(Audio CD) 

8 8 1.00 53 74 0.72 .000 

6 E 
L.A. Noire 
(Video 
Game) 

23 26 0.88 14 74 0.19 .000 

7 C 
OxyElite 
Pro 

82 92 0.89 30 74 0.41 .000 

8 C 
Acidophilus 
Pearls 

47 47 1.00 54 74 0.73 .000 

9 C Whey 64 73 0.88 57 74 0.77 .006 
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probably lead to lower or more “representative” ratings on the helpfulness of 
amazon.com reviews.  

To test H2, we used chi-square tests to detect any statistical differences on the 
helpfulness ratings based on 5 profile dimensions of survey participants.  These 
dimensions are: gender, age, ethnicity, income and mobile device use for online 
shopping.  Given the sample size, some cells are expected to contain less than 5.  Thus, 
we applied the Monte Carlo simulation with the sample size of 10,000 for those cases. 

Table 3. Demographic influences on helpfulness ratings 

(S: Search Goods, E: Experience Goods, C: Credence Goods) 

ID SEC Product Name Gender Age Ethnicity Income Mobile  

1 S T-Mobile G2x 4G Android 
 

2 S Canon PowerShot A3000IS .069 .094* 
 

3 S HP LaserJet Pro P1102w  .082 .017* 
 

4 E LUNGS (Audio CD) .028 

5 E Heritage (Audio CD) .063* 
 

6 E L.A. Noire (Video Game) .060 
 

7 C OxyElite Pro 
 

8 C Acidophilus Pearls 
 

9 C Whey 
 

  
Pearson Chi-Square, df 1 3 3 3 4 

*: Based on Monte Carlo simulation (sample size = 10,000) 

 
Table 3 indicates p-values of the chi-square tests regarding the user review 

helpfulness ratings based on gender, age, ethnicity, income and mobile device use for 
online shopping of the survey participants (the blank cells mean p ≥ .10).  Provided 
the small sample size, we use α = .10 as the cutoff point.   

According to the results, there are at least some significant differences based on 
one or more profile attributes of online shoppers for the search and experience goods, 
except for the Android phone.   
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Gender was a significant factor for two search goods: digital camera and laser 
printer.  The digital camera has some differences in the ratings among different 
genders and ethnicity.  The laser printer saw the different ratings by gender and 
income levels.   

For experience goods, gender and age were not significant factors.  Ethnicity was 
a factor for one audio CD whereas the other audio CD had mobile device use as such 
a factor.   

Finally, income was a factor for the video game.  In contrast, we do not see any 
statistically significant differences for the credence goods.  Therefore, the results 
show that the helpfulness ratings are not the same across at least profile attributes of 
online shoppers for experience goods and two out of the three search goods we tested. 

So H2 were supported by search and experience products. 

5  Limitations, Implications and Future Research 

One major limitations of this research is the limited number of reviews being used in 
this study. With a limited number of reviews as sample, we cannot exclude other 
factors native to these reviews that may lead to the differences we found out in this 
study. Another limitation is the convenience sample of graduate student we used. 
There might be inherent bias in the student population even though the graduate 
students group probably has less such bias compared with undergraduates.  

Our finding has important implications to current research related to helpfulness 
ratings. For example, the helpfulness ratings were being used by mainstream studies 
as an objective measure about the quality of online review [18]. Our findings indicate 
that such arrangement maybe problematic in discovering causal relationships.  

Online shoppers should also be aware of such bias when they are using helpfulness 
rating to find product reviews and then use such reviews as buying guide. This is the 
empirical implication.  

Future research could focus on further expanding the review samples and test the 
extent of such biases in different product categories and domains. Another direction is 
how to improve the rating process so as to make it more objective and being less 
influenced by demographic profile of voters. It would also be interesting to use some 
statistical method to adjust the rating based on the voter and make it more accurate as 
well as further explore the interaction effect between SEC product categories and 
homophily effect on ratings. 

6  Conclusion 

The helpfulness ratings used by Amazon.com is an important feature to help online 
shoppers identify useful product reviews so as to making shopping decisions. The 
assumption about the helpfulness ratings is it is representative of online shoppers’ 
opinions and reflects the “true” quality of the review. However, our experiment 
indicates the helpfulness ratings also suffer sequential and self-selection bias and only 
represents the opinion of certain group of online shoppers that sharing some common 
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demographic attributes. Online shoppers should be aware of such limitations of 
helpfulness ratings so as to better utilize them in shopping activities. Online portals 
like amazon.com should further refine helpfulness rating ranking and voting 
mechanism so as to make them more representative. 
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Abstract. The digital information era has allowed increasing online deception 
opportunities. In addition, the performance of detecting deception has been no 
better than chance in face-to-face communication, and is reported to be even 
worse in computer-mediated communication (CMC).  Thus, there is a great 
need to uncover effective cues to deception in CMC. Online interaction weaves 
an implicit social network. However, Deception in CMC has not been examined 
from the social network perspective. To fill this gap, this research explores 
interaction patterns of deceivers in online chat. Based on an analysis of social 
networks created from online chat messages, this study provides preliminary 
evidence for the efficacy of social network based metrics in discriminating 
deceivers from truth-tellers. The findings of this study have significant 
implications for deception research in social media. 

Keywords: Deception Detection, Online Deception, Cues to Deception, Social 
Network Analysis, Online Chat. 

1 Introduction 

Despite of the efforts that make Internet more reliable and secure space, there are still 
sophisticated attacks or acts of deceivers in online communication such as scamming, 
phishing, impersonating, profile hijacking, cyber stalking, and trust authority 
compromising [1]. Due to the geographical distance and anonymity, users easily get 
exposed to such malicious attacks. Furthermore, deception detection in face-to-face 
communication is no better than chance and some preliminary evidence shows that 
online deception detection is even more challenging.  Therefore, there is a great need 
to find effective cues to deception in computer-mediated communication (CMC). 

Extant online deception studies have analyzed an individual’s attributes such as 
non-verbal and verbal features to understand deception behaviors (e.g., [2, 3, 4]). For 
instance, deception research on text-based CMC has found that some linguistic 
features such as negative emotion, language diversity, and cognitive complexity are 
associated with deceptive behavior of an individual. Although deception is 
interpersonal and social interaction among people, deceptive behaviors in online 
communication have not been investigated from the social structure perspective.  
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Social network analysis has been a powerful tool to uncover power and centrality 
of members and to identify subgroups and social roles such as leaders and gatekeepers 
in social networks. In recent years, several studies (e.g., [5, 6, 7]) have employed 
social network analysis techniques for criminal or terrorist network analysis.  These 
studies have examined data collected from crime classification database (e.g., 
criminal records, financial transaction records) or from online media such as email, 
discussion forums, and mailing list in order to mine criminal or terrorist social 
networks. However, few studies have investigated deception in online chat from the 
social structure perspective. To fill the gap, this study explores structural cues to 
deception in online chat.  

This study potentially contributes to the deception research from the following two 
perspectives. First and foremost, this study applies social network metrics to the 
understanding of interaction patterns of deceivers in online chat. Second, this research 
develops heuristic strategies for the creation of social networks of online 
communication.  

The rest of the paper is organized as follows. Section 2 first provides theoretical 
background on online chat room discourse and social network analysis, and then 
proposes hypotheses. Section 3 describes data collection and analysis, and reports 
results. The last section discusses implications of the findings, limitations of the 
current research, and further directions. 

2 Theoretical Background and Hypothesis Development 

This section introduces characteristics of online chat room, social network analysis, 
and the construction of social network matrix.  

2.1 Online Chat Rooms 

Online chat is a popular modality in support of computer mediated communication 
(CMC) that allows users to engage a real time text mediated communication and 
collaboration with others from geographically different locations.  There have been 
several studies on deception cues in instant messaging [4, 8]. Instant messaging is a 
client based peer-to-peer chat discussion occurring between small numbers of 
participants. In contrast to instant messaging, a chat room is a server-based chat 
discussion occurring on one or more dedicated servers, where participants log on and 
communicate with several other participants only known by their screen names [9]. 
Online chat rooms are many-to-many communication. As a result, the messages 
displayed in a chat room can be read and responded by all connected participants in the 
chat room. Since media are expected to have influence on cues to deception [4, 10], 
investgating cues to deception in online chatrooms  should be treated separately.  

In general, people in an online chat room must be electronically present at the same 
time, and messages are immediately transmitted through the intermediate servers to 
all participants, wherever they may be. Thus, compared to asynchronous 
communication, an online chat room has several distinct features in delivering 
messages to other people as follows [11]: 
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• Shorter and Less Syntactical Messages. Preparation time for messages is shorter 
as well as response time to the messages. Thus, messages in online chat rooms are 
shorter and in smaller chunk in order to contain necessary information. 

• Turn-Taking. Synchronous online chat involves more rapid exchanges of turns and 
its messages are transmitted linearly and dynamically. 

• Temporal Properties. Relevant messages tend to occur temporally adjacent to 
initiating turns. However, when adjacency is disrupted by delays in message 
transmission (lag) or differential rates in receiving messages, it is difficult to track 
sequential exchanges and interaction.  

Therefore, online chat rooms are characterized by dynamic and temporal pattern of 
interactivity among participants.  To understand interactions in online chat rooms, it 
would be helpful to examine not only the individuals within a group but also the 
relationships among individuals. To this end, social network analysis provides useful 
methods and metrics. 

2.2 Social Network Analysis 

All social networks consist of two types of elements: actors (nodes) and relations 
(links) among actors. The relationships among these actors may indicate 
communicative interaction, and the nature and strength of relationships may also vary. 

Social network analysis (SNA) is defined as a method enabling the patterns of 
relations among social actors at different levels of analysis such as the node-level and 
the network-level [12].  SNA explores the structure of social relationships within a 
network to uncover the informal links between people and to identify how people of 
the network influence one another [13]. SNA has been used to describe and model a 
wide range of relations such as information diffusion, terrorist networks, and recently 
CMC-supported learning networks. Centrality is a popular social network metrics [1], 
which deals with the roles of individuals in a network. The degree of a particular node 
(actor) is its number of links that lead into or out of the node; its betweenness is the 
number of geodesics (shortest paths between any two nodes) passing through it; and 
its closeness is the sum of all the geodesics between the particular node and every 
other node in the high betweenness may be a gatekeeper in the network.  

2.3 Construction of Social Network Matrix 

In order to construct a social network matrix, the first step is to identify actors and the 
presence of relations in an online chat room.  This can be done by monitoring the 
activity in the chat room and identifying specific user interaction. Inferring actors is 
relatively simple, since user ID or name can be easily extracted from the messages for 
matching and consolidation. It is generally assumed that each user has a unique ID 
and each message is associated with a unique source ID. However, inferring 
relationships is relatively complicated.   In order to create relationships between 
nodes, heuristic-methods have been developed, which has been used to capture crude 
relations among users in synchronous CMC such as  Internet Relay Chat (IRC)  
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[13, 14]. Although the accuracy of these approximations is subjective by nature, the 
results are generally good and afterward should be followed by cross-validation. 
There are four heuristic methods used for building the set of relationships: direct 
addressing of users, temporal proximity, temporal density, and monitoring coherence 
of messages [11, 13, 15, 16]. 

• Direct Addressing of User Name/ID. Occurrences of direct addressing in 
conversations among participants have been examined to infer relationships.  Due 
to the multi-interaction in a chat room, every initiation and response pair is almost 
disrupted by intervening material. Nonetheless, the intended recipient of each 
message can be tracked by the message that contains user name or ID of the 
recipient explicitly addressed by a sender. This is a very simple yet reliable way of 
building the set of edges, but it needs to be confirmed by other methods. 

• Temporal Proximity. Direct addressing is not always used to specify the recipient 
of a message. A message without explicit direct addressing is either targeted to 
everybody or, to an individual.   Since messages in a chat room are transmitted in 
a linear order, turn-taking is an important cue to infer relationships among 
participants. Usually, the sequence of messages: initiation – follow-up – responses, 
occurs adjacently.  For example, a message from one participant is followed up 
immediately by a message from another participant. Then it is reasonable to imply 
that those two messages are relevant each other and this sequence can be used for 
inferring a relationship between the two participants. 

• Temporal Density. If there are no long delays or overlaps in chat room 
conversations, it is still possible to derive clues about the structure of the social 
network by examining other temporal features. If there are n messages within a 
short period time and all n messages are sent out by only two participants, then it is 
reasonable to assume that these two participants are engaged in conversation.  

• Monitoring Coherence of Messages. This method infers relationship between 
senders and recipients based on the understandings of topics or subjects discussed 
by participants in a chat room.  Accordingly, conversational and textual coherence 
in a chat room makes possible to infer relationship between participants. Coherence 
is the discourse connection of text and conversations such as statements-to-
statements, statements-to-people, and people-to-people [17]. Five strategies for 
creating cohesion in online chatting messages are applied [18]: 1) reference (words 
used to refer back to previously mentioned subjects), 2) substitution (words used 
instead of another), 3) ellipsis (connections become clear through the exclusion of 
certain words), 4) conjunction (segments liked through specific linking words), and 
5) lexical cohesion (links created through lexical repetition).  

2.4 Hypotheses Development 

According to Interpersonal Deception Theory (IDT) [19], deception is not a static 
process, but an interactive and strategic process. In other words, a deceiver’s 
behaviors and strategic moves are closely influenced by a respondent’s behaviors 
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during mutual communication. IDT suggests that there are two types of deception 
strategies: persuasive strategy and protective strategy. For example, while a deceiver 
persuades (deceives) the others to have a false belief about a certain topic, he or she 
also has to pretend to be innocent or truthful in order to protect him or herself from 
being caught in deception. Therefore, these two dichotomous strategies affect 
fundamentally on online behaviors of a deceiver [19, 20]. In case of an online group 
communication, a deceiver has to manage the above two strategies effectively to 
accomplish deception successfully under the significantly limited time and cognitive 
resources.  

Previous studies show that the amount of messages sent by deceivers in instant 
messaging communication is significantly less than that sent by truth-tellers  
[8, 10, 21]. In a real-time online group communication, a deceiver has to deal with 
multiple receivers. Particularly, a deceiver has to monitor receivers’ reactions and 
guess stance of each different receiver from minute to minute while deceiving.  
Accordingly, a deceiver’s interaction with multiple-receivers becomes increasingly 
difficult as the group conversation progresses, which can reduce the production of 
messages by the deceiver. Messages in text-based CMC imply the relationships 
among participants. Accordingly, the number of social ties in online group chat can be 
inferred by a production of messages. So the first hypothesis is proposed as follows: 

 
H1: Compared with truth-tellers, deceivers have fewer numbers of ties in online chat. 
 

Influence in a social network is closely related to the concept of power and centrality. 
Power and centrality can be described in a way that an actor is embedded in a social 
network as imposing constraints on the actor and offering the actor opportunities [22]. 
If actors are less dependent on others in a social structure and face fewer constraints 
and have more opportunities than others, they are in a favorable structural position. In 
an online group communication, an individual who intends to deceive others should 
take more influential position in a network structure than other receivers in order to 
accomplish his or her goal successfully. In addition, a deceiver is more likely to focus 
on figuring out other receivers’ feedbacks and intentions, while a truth-teller doesn’t 
pay as much attention to such information. If a deceiver could effectively apply 
deception strategies to hide his or her own role, he or she might influence other 
receivers’ decision making processes during online communication. There are three 
different social network measures to determine an actor’s ability in influence and 
power among actors [23]. The pattern of ties can be described as direct access to 
actors, brokerage linking together individuals, groups, or even whole network, and 
information efficiency. Three centrality measures including degree, betweenness, and 
closeness centralities are employed to look for the relations of a deceiver in 
comparison to the relations of a truth-teller in a group. Thus, the second hypothesis is 
proposed as the following: 

 
H2: Deceivers and truth-tellers differ in the network centralities: 1) degree, 2) 
closeness, and 3) betweenness. 
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3 Research Methodology 

3.1 Data Collection  

The data for this study was collected from an online version of the mafia game [24] 
(www.epicmafia.com). The game is played in an online chat environment. The game 
was selected to study the deceivers’ interaction patterns because game players employ 
deception strategies in order to win. There are many variants of mafia game, and the 
simplest version of the game was selected for analysis in this study. 

There are three different roles in the selected version of this game: mafia, villager, 
and third party.  Villagers know only their own identity, whereas mafia members 
know identities of their fellow players. The objective of the mafia game is to 
eliminate the opponent group. At the end, the group with a large number of survived 
members would win. Each game consists of two phases (days and nights). During 
days, all players can discuss and vote who they want to lynch or who the mafia is. 
During nights, the mafia kills a villager or a third party player.  Based on his/her role 
in the game, each player behaves differently because conversation during a game 
would affect the final outcome of game: either the mafia wins or the villagers win.  
Based on game statistics, a homogeneous sample of 44 games were selected, which 
are all composed of the following roles: one mafia, three villagers, one cop, one 
hooker, and one watcher. The distribution of game outcomes is 50:50. 

3.2 Data Preparation 

As discussed earlier, a social network needs to be created before performing social 
network analysis.  The nodes of the network contain individual players of a game, 
and the relationships are established based on message exchanges in a game chat 
room, which exclude pre-game and post-game messages and trolling messages such 
as off-topic messages and interruptive messages. Specifically, the relationships were 
inferred using a heuristic method, which involves the following rules: 
 

• If a number of messages from two or more users occur in adjacency or a sequential 
order, a relationship or relationships can be assigned to these users. For example, a 
directional relationship between TCM and SFS is inferred based on the following 
messages, since TCM initiates a conversation and SFS responds to TCM. 

              
 
 
 
 

• If a user directly addresses another user’s ID or name in its message, a relationship 
can be assigned to these users. For example, a relationship between TCM and GAR 
is inferred from the following messages. 

TCM: msg: at this point 
SFS: msg: kk 
TCM: msg: its stupid 
SFS: msg: I will do that next time 
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• If a relationship between two or more users repeatedly occurs, it will be added up to 
the weight of the relationship. For example, the following back and forth message 
exchanges between MC and JSL increase the weight of the relationship.  

• If two or more messages are connected with textual cohesion such as reference, 
substitution, ellipsis, conjunction, and lexical cohesion, a relationship or 
relationships between these two or more owners of messages can be assigned. For 
example,   adjacent two messages from SFS and MC are connected with 
conjunction ‘and’, which indicates textual coherence. Thus, a relationship between 
SFS and MC is established. 

             
 
 
 
 

• If a message responds to another message including the initiation of conversations 
such as discussions, questions, or arguments, a relationship between these two 
owners of messages can be assigned. For example, the following two messages 
form a question-response relationship, so a relationship is inferred between MC and 
SFS. 

 
 
  

After a social network was created for each game, the actors of the networks are 
mapped to corresponding game roles for further analysis. NodeXL, an open- source 
add-in for Excel 2007, was used to derive social network metrics in the current study. 
NodeXL imports data in Pajek files, other spreadsheets, comma separated value 
(CVS) files, or incidence matrices [25]. 

TCM: msg: gar* 

TCM: msg: claim 

GAR: msg: Blue 

 MC:   msg: hooker here 

 MC:   msg: btw 

 JSL:   msg: I know. 

 MC:   msg: so theres a cop 

 MC:   msg: in this setup 

 JSL:   msg: I`m vanilla. 

 JSL:   msg: Wanna kill SFS just in case? 

 MC:   msg: who do u want to kill and who  
       do u think is cop? 
 

SFS: msg: I`ll be on you 

MC: msg: and then the persons name 

SFS: msg: You be on me 

MC: msg: should i claim? 

SFS: msg: You should claim 
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4 Analyses and Results 

According to the game rules, a mafia has to successfully deceive other players to 
survive until the end of a game, whereas a cop and villagers have no intention to 
deceive other players. Therefore, to discover the patterns of deceptive interaction in 
online group chatting, we compare the network metrics of the mafia (the deceiver) 
against those of the cop and villagers (both are truth-tellers) separately. In case of 
villagers, the average scores of three plays were used in the comparisons.  

A paired–sample T-test is performed to test the hypothesis H1. The results are 
reported in Table1, which did not yield significant results (p>.05). Thus, hypothesis 
H1 is not supported.  

Table 1. Paired-sample T-test on the number of social ties 

Pair 
Difference 

Mean 
Std. 

Deviation

Std. 
Error 
Mean T 

 Sig.  

(2-tailed) 

Pair 1 C – M   .93182 19.94924  3.00746 .310 .758 

Pair 2 V – M  -.58409 14.46619  2.18086 -1.643 .108 

 
To test hypotheses H2, four popular centrality measures were selected, including in-

degree, out-degree, closeness, and betweenness.   

• In-Degree and Out-Degree. A count of the number of edges that are connected to a 
node. 1) in-degree is the number of edges that point toward the node of interest and 2) 
out-degree is the number of edges that the node of interest points toward [26].  

• Closeness. The number of the shortest paths between nodes [26]. 

• Betweenness. A measure of the average distance from each node to each other 
nodes [26].  

Table 2. Paired-sample T-test on centrality measures and clustering co-efficient 

Measure: Mafia vs. Cop 

Social Network Measures 
Mean Difference 

(Cop-Mafia) Std. Error 
      

  Sig. 

In-degree -.909 .334 .009* 
Out-degree     -.159     .307 .607 
Closeness -1.317 .391 .002* 

Betweenness -2.595 .316 .000* 
Measure: Mafia vs. Villager 

Social Network Measures 
Mean Difference 
(Villager-Mafia) Std. Error Sig. 

In-degree  -.636         .355 .080 
Out-degree   .409 .221 .071 
Closeness -1.324 .392 .002* 

Betweenness -1.527 .574 .011* 
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Table 2 reports statistical test results of social network measures. The results 
indicate that most social network metrics significantly differ between the mafia and 
the cop and between the mafia and villagers. Specifically, the mafia has a higher level 
of betweenness in comparison with the cop or the villagers. On the other hand, the 
cop or the villagers have a higher level of closeness (indicated by a lower value) and 
in-degree. However, the analysis on outdegree did not yield significant results. 

5 Discussion 

5.1 Major Findings and Implications 

The study investigates interaction patterns of deceivers in online chat. The empirical 
evaluation of the current study yields mixed results. In terms of number of ties in 
online group chat, there is no significant difference between a mafia and a cop/a 
villager, which is not consistent with the previous studies [2, 3, 4]. Such a discrepancy 
could be caused by the different operationalization of productivity, which was defined 
as the number of messages sent/turns taken by each player and the size of social 
networks that is relatively small. 

The findings on closeness and betweenness centrality metrics confirm our 
hypotheses.  Interestingly, a deceiver has higher betweenness centrality than a truth-
teller, while a truth-teller has higher closeness centrality than a deceiver. These two 
social network measures are particularly revealing of an actor (node)’s advantageous 
or constrained position in a network.  The closeness centrality can be described as the 
efficiency of information access in a network. The capacity for reaching more people 
more quickly gives influence in the network. The betweenness centrality can be 
interpreted as the ability to broker relationships between people that lack other 
connections. Thus, the node with higher betweenness would allow, withhold, or 
distort incoming and outgoing resources. For instance, if an individual has high 
betweenness centrality, he or she is more likely to be the one who has control over 
information transfer and diffusion in a network.  If an individual has high closeness 
centrality, he or she is likely to receive information more quickly than any others. The 
results of the current study reveal that a deceiver is likely to play an important role 
and take an influential position in controlling information flow of other members 
within a social network. Accordingly, interaction patterns of a deceiver is more likely 
to function as “a broker”, not “a leader or a core” in online group communication. 

We can provide the following alternative explanations for the lack of support for 
our hypotheses on out-degree centrality, despite that there exists difference in in-
degree centrality between the mafia and the cop. First, the group size of games 
selected for the current study ranges between 6 and 7, which is considered as 
relatively small networks.  Since the degree centrality is computed in terms of the 
number of nodes to which a particular node is adjacent to, so it ignores any indirect 
connections it may have. As a result, the nodes in the small networks as used in the 
current study tend to be fully connected, which makes the degree centrality less useful 
for examining the influence or power of an individual in a network. Secondly, 
deceptive interactions may have influence on the degree centrality. The degree 
centrality is used to measure the ability of an individual to directly influence or gain 
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access to other individuals in a network. However, given the intention to deceive, 
deceivers should be cautious that frequent interactions may arouse suspicion from 
other receivers. Thus, the deceivers tend to control and maintain appropriate 
conversational involvement depending on receivers’ reactions and other contextual 
factors. They may go to the other extreme by talking less and becoming 
nonimmediate and less expressive.  

This study has made multifold research contributions. First, this is the first study that 
applies social network analysis to understand deceiver’s interaction behaviors in online 
chat. Second, this study used real-world data. Third, the study adopts the existing 
heuristic-based methods in other domains such as asynchronous CMC (discussion 
forum, emails) and synchronous CMC (IRC, IM) and modifies the methods to apply for 
identifying relationships among nodes in an online chat environment.  

5.2 Limitation and Further Research 

Much work remains to be done in this field of online deception and several issues are 
worthy of future research attention. First, the current study only looks for measures of 
the connectedness in node-level social network analysis. To understand social 
structural cues to deception in a network accurately, more in-depth social network 
analysis should be conducted. Second, deception behavior may change over time, and 
accordingly dynamic social network analysis would be helpful in revealing temporal 
structural patterns of deceptive interactions. Third, the construction of social network 
metrics for online interaction requires cross-validation. Finally, the future research 
should replicate the current study with larger networks.  
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Abstract. How social networks and financial transaction networks interact on 
each other has drawn more and more interests for supervision agencies and 
financial institutions in their efforts to combat money laundering. By 
introducing super-network theory, we proposed a super-network model 
integrating social network and financial transaction network. Based on this 
super-network, we presented a multiple objective decision model, and after 
analyzing the optimal functions of the agents, the equilibrium flows for both 
social network and financial transition network are found so as for the super-
network achieves an equilibrium state. Then we discussed how to analyze the 
suspicious transaction flows or suspicious financial agents using those 
equilibrium flows. 

Keywords: Super-network, Financial transaction network, Social network, 
Variational inequalities. 

1 Introduction 

Money laundering (ML) is attracting more and more attentions from government and 
scholars all around the world due to its significant illness. For one thing, money 
laundering is always related with other crimes such as drug abuse, terrorism, and 
other financial crimes. For another thing, every year, ML related money accounts for 
large percentages in the world’s GDP [1].  

In China, our anti-money laundering (AML) process has achieved quite huge 
progress since the crime of money laundering first issued in “Criminal Law” in 1997. 
Nowadays, “Administrative Rules for Reporting of Large –value and Suspicious 
Transactions” was published by People’s Bank of China in 2003 [2], he and his 
second edition issued in 2007 [3] become the major instructive document for related 
financial institutions in combating ML activities. Today, China has formed a 
systematic union combining different related agencies. It includes legislation 
agencies, information agencies, jurisdiction agencies, and administration agencies, 
within which, information agencies (including financial regulation agencies and 
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various financial institutions) plays important role in collecting, analyzing, delivering 
and identifying large value and suspicious cases [4]. However, previous researches 
showed that there exists huge space in enhancing efficiency of detecting SARs for 
information agencies [4]: Those systems used in financial institutions nowadays are 
mainly based on fixed rules or given thresholds which can be easily escaped and 
evaded by real money launders, meanwhile for financial regulation agencies it is lack 
of tools to trace suspicious clients or transactions based  multi-source information, 
for example, collaborating social information and transaction information .   

This paper aims to propose a super-network based model integrating financial 
transaction network and social network and solve the multi-criteria decision model for 
each client (agent) using variational inequalities. It is organized as following: the second 
section introduces those previous researches. The third section proposed a super-
network model integrating social networks and financial networks, and we discussed 
how to use super-network based model to identify suspicious transactions or accounts. 
In the end we also summarized the paper and elaborate our future direction.  

2 Previous Studies 

2.1 Suspicious Activity Detection 

Previous suspicious activity related detection can be classified into different levels:  
suspicious transaction detection, suspicious clients/accounts detection, and suspicious 
group detection. Suspicious transaction detection aims to identify most abnormal 
transactions; client/account detection aims to separate suspicious clients or accounts that 
differentiated from those in the same peer groups, while suspicious groups  intends to 
find out criminal gangs or usually hidden organizations. In all, the suspicious activity 
detection can be viewed as an outlier detection problem, in which, most of the methods 
are categorized into threshold-based detection and state-based detection. In AML 
realities, most AML detection systems use human-set thresholds to filter those 
suspicious transactions according to survey result from China [4]. Among the more 
elaborate AML systems, the American National Association of Securities Dealers, Inc. 
uses break detection technology to detect abnormal stock transactions [5] and the U.S. 
Financial Crimes Enforcement Network AI System (FAIS) uses suspicious scores to 
flag certain types of transactions and activities, and it also utilizes link analysis 
technology to detect related crimes [6][7]. Some researchers also focus on using 
machine learning methods to help detect suspicious activities. For example, [8] used 
SVM to deal with labeled transaction data in order to find out suspicious activity and [9] 
introduced decision trees to customer AML risk assessment using manually labeled 
examples to train the trees. [10] used scan statistic model to identify most unusual 
transferring fragments (with high frequency or high transaction volumes) within a short 
time. Also there are papers focusing on finding suspicious accounts whose transaction 
tendencies were differentiated from other customers in the same industry [11][12]. 
Compared with transaction detection and account level detection, group detection 
related research is really limited, representative research includes link analysis methods 
proposed by [6] and hidden group based model by [13]. 
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Summarizing the previous studies, we found that those information used in AML 
detection are mainly transaction information includes category data such as flow 
direction / operation type, as well as numerical data including transaction amount, 
transferring frequency and so on [14]. While other information such as social 
relationship levels between different pairs of accounts are not used as meaningful 
information in detection process. In the next paragraph we would like to summarize 
interrelationship that does exists between social network and financial networks so as to 
demonstrate the feasibility of introducing social relationship into suspicious detection.  

2.2 Interrelationship between Social Network and Financial Networks 

Actually, previous literatures have demonstrated that social networks do play roles on 
financial networks. And the role that relationships play in financial networks has been 
studied analytically as well as empirically in several different contexts.  [15] 
described the role of social networks in the context of micro-financing. [16] dealt with 
the connection between relationships and leading. [17] surveyed on network 
formation with emphasize on how networks of relationships play an important role in 
many economic situations. [18] suggested that social relationships and networks 
affect personal and corporate finance dealings. [19] pointed out that firms are more 
likely to get loans and to receive lower interest rates on loans if social relationships 
and network ties exist.  

2.3 Super-Network Theory 

“Super” networks are networks that are “above and beyond” existing networks, which 
consist nodes, links, flows, with nodes corresponding to the locations in space, links 
to connections in forms of roads, cables, ext., and flows to vehicles, data, etc [20]. 
The super-network framework provides us with tools to study interrelated networks. 
Tools applied in the network framework includes: optimization theory, game theory, 
variational inequality theory, projected dynamical system theory, and network 
visualization tools.  

Super-networks so far have been explored into many application areas such as 
transportation networks, telecommunication networks, economic and financial 
networks [20]. Also some specific applications of super-networks include: super-
networks consisting of social networks interacting with supply chain networks, super-
networks consisting of social networks interacting with financial networks, and 
knowledge super-networks [21].  

3 The Super-Network Model Integrating Social Networks and 
Financial Networks for AML 

3.1 Super-Network Model and the Multi-criteria Decision-Making Problem 

In this section, we develop the super-network model consisting of the integration of 
the financial network and the social network.  



 Research on Financial Super-Network Model Based on Variational Inequalities 69 

The depiction of the super-network is given in Fig. 1. As shown in the figure, the 
super-network is comprised of the social network, which is at the left bottom side, and 
the financial network, which is the top level network. In financial network, flows are 
electronic financial transactions from one agent to another (each agent represent a 
personal customer or corporation), and in the figure are denoted by solid directed line. 
In the social network, flows are relationship levels between each pair of agents, and 
are denoted in the figure by solid lines. Subsequently, we describe the inter 
relationships between the financial and solid networks using dotted arcs.  

 
Fig. 1. The Super-network structure of the integrated Financial Network/Social Network 
System 

Then we turn to the description of the behavior of economic decision-makers and 
discuss their multiple objective decision models.  

Consider a cluster containing distinct n  customers with a typical agent denoted 

by i  and j . In social networks, we let ijh denote the nonnegative level of the 

relationship between agent i  and j . Relationship levels can take on a value from 0 

to 1 where 0 means no relationship while 1 stands for the highest possible 
relationship. For each social relationship, there exists relationship value which we 

denoted by ijv , and ijv  is assumed to be a function of the relationship level such 

that jihvv ijijij ,),( ∀= . We assume that the value functions are continuously 

differentiable and concave. To establish relationship between pairs of agents, one 
needs to spend some cost, we further assume the production cost function of 

relationship level between agents are denoted by ijb , jihbb ijijij ,),( ∀= . It is 

convex and continuously differentiable.  
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In financial networks, we assume the quantity of financial funds transacted 

between agent i  and j is denoted by ijq (transacted from node j to node i ); thus 

the overall volume agent i  holds can be denoted by  

∑ ∀+==
j

ijijii jiqqqqq ,,)( 0 ; we further assume that the transaction cost 

between agent i  and j is denoted by ijc ,and it depends on the volume of financial 

transactions between the particular pair and on the relationship level between them, 

that is  jiqhcc ijijijij ,),,( ∀= ；  Furthermore, it is also reasonable to assume 

there exists risk for each agent to deal with another agent, and we let a risk function 

for agent i  dealing with j denoted by ijr , this function depend not only on the 

quantity of the financial flow transacted between pair of nodes, but also on the 

corresponding relationship level, that is jiqhrr ijijijij ,),,( ∀= . Finally, using those 

financial funds, agent i  can get profit denoted by jiqpqpp ijiiii ,),()( ∀== . 

Then for agent i , he faces 5 different decision-making problems as following: 

1) Agent i  tries to maximize his total volume of financial funds:  

∑=
j

ijii qqq )(maxmax  
(1) 

2) Agent i  tries to maximize the total value of his relationships expressed as:  

∑ ∑=
j j

ijijij hvv )(maxmax  
(2) 

3) He also tries to maximize his net revenue he faces the following maximization 
problem:  

∑ ∑=
j j

ijii qpp )(maxmax  
(3) 

4) Agent i  also faces an optimization problem associated with his desire to 
minimize the total risk:  

∑ ∑=
j j

ijijijij qhrr ),(minmin  
(4) 

5) Agent i  faces to minimize the total cost and corresponding to:  

]),()(min[]min[∑ ∑ ∑∑ +=+
j j

ijij
j

ijijij
j

ijij qhchbcb  
(5) 



 Research on Financial Super-Network Model Based on Variational Inequalities 71 

Then, we can now construct agent si′ multicriteria decision-making objective function 
and is denoted by )(iU .Assume that agent i  assigns separately 5 nonnegative weight 

54321 ,,,, ααααα to the above (1)(2)(3)(4)(5) functions. Therefore, the multicriteria 

decision-making problem of source i  can be expressed as: 

⎩
⎨
⎧

<≤
≤≤

+−−

++=

∑ ∑∑

∑ ∑∑

iij

ij

j
ijij

j
ijijij

j
ijijij

j j
ijiijij

j
iji

qq

h
tsqhchbqhr

qphvqqiU

0

10
.]},),()([),(

)()()(max{)(max

54

321

αα

ααα

(6) 

3.2 The Equilibrium Conditions of the Super-Network Integrating Social 
Networks and Financial Networks 

Based on variational inequality theory, the equilibrium state of the super-network is 
one where the relationship levels, financial flows coincide and satisfy the function (6). 
We now can establish the following theorem: 

Theorem 1 (Variational Inequality Formation). The equilibrium conditions governing 
the super-network integrating the financial network with the social network are 
equivalent to the solution of the variational inequality given by: determine 

,)(,)( **** n
ij

n
ij RqqRhh ++ ∈=∈= such that Kqh ∈),( ** , satisfying: 

Kqh

qq

q

qp

q

qq

q

qhr

q

qhc

hh

h

hv

h

qhr

h

qhc

h

hb

ijij
n

i

n

j ij

iji
n

i

n

j ij

iji

n

i

n

j ij

ijijij
n

i

n

j ij

ijijij

ijij

n

i

n

j ij

ijij

n

i

n

j ij

ijijij

n

i

n

j ij

ijijij

ij

ijij

∈∀

≥−

⎪
⎪

⎭

⎪
⎪

⎬

⎫

⎪
⎪

⎩

⎪
⎪

⎨

⎧

∂
∂

−
∂

∂
−

∂
∂

+
∂

∂

+

−

⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪

⎬

⎫

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

⎨

⎧

∂
∂

−

∂
∂

+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
∂

+
∂

∂

∑∑∑∑

∑∑∑∑

∑∑

∑∑

∑∑

= == =

= == =

= =

= =

= =

),(

0)(*
)()(

),(),(

)(*

)(

),(

),()(

*

1 1

*

3
1 1

*

1

1 1

**

4
1 1

**

5

*

1 1

*

2

1 1

**

4

1 1

***

5

αα

αα

α

α

α
 

 

 

 

 

 

(7) 



72 X. Liu et al. 

let 

∑∑∑∑

∑∑

= == =

= =

∂
∂

−
∂

∂
+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
∂

+
∂

∂
=

n

i

n

j ij

ijij
n

i

n

j ij

ijijij

n

i

n

j ij

ijijij

ij

ijij

h

hv

h

qhr

h

qhc

h

hb
XF

1 1

*

2
1 1

**

4

1 1

***

51

)(),(

),()(
)(

αα

α
 

 

 

(8) 

        

∑∑∑∑

∑∑∑∑

= == =

= == =

∂
∂

−
∂

∂
−

∂
∂

+
∂

∂
=

n

i

n

j ij

iji
n

i

n

j ij

iji

n

i

n

j ij

ijijij
n

i

n

j ij

ijijij

q

qp

q

qq

q

qhr

q

qhc
XF

1 1

*

3
1 1

*

1

1 1

**

4
1 1

**

52

)()(

),(),(
)(

αα

αα
 

 

 

(9) 

Then the multicriteria decision-making model can be represented as: 
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,where , presents the inner 

product of vectors with same dimension.  
The proof of Theorem 1 is similarly presented by [22], and because of the paper 

length limitation, here we omit it.  
In Fig. 2, we display the super-network in equilibrium in which the equilibrium 

financial flows and relationship levels are shown. If the equilibrium values (either 
financial or relationship levels) on links are identically equal to 0, then those links can 
be removed from the equilibrium super-network. From Theorem 1 we can also 
conclude that the effect of relationship levels and transactions flows on cost, risk and 
revenue determined the equilibrium financial flows and relationships flows (based on 
(7),(8),(9)). To be more specific, for relationship level, the weighted marginal cost for 

relationship establishment ( ∑∑
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α ) determined the distribution of 

social network flows. Similarly in financial transaction network, factors such as the 
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weighted marginal cost for transaction acquirement ( ∑∑
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distribution of equilibrium transaction flows.  

 

Fig. 2. The Super-network at Equilibirum 

3.3 The Solutions to the Variational Inequality Using Projected Dynamical 
System 

In this section, we use Euler method for the computation of solutions to variational 
inequality (7). It is a special method for the solution of projected dynamic systems 
and this algorithm not only provides a solution to variational inequality problem, not 
also yields a time discretization of the continuous-time adjustment process of the 
projected dynamic system.  

Following the Euler method, there are several steps to complete the computation 
of the solution: 
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Step 0: Initialization 

Set KX ∈0 , let Γ denote an iteration counter and set Γ =1. Set the sequence 

}{ Γα with 0>Γα for all Γ  and ∑∞

=Γ Γ ∞=
1
α , as ∞→Γ (which is a 

requirement for convergence).  

Step 1: Computation 

Compute KX ∈Γ by solving the variational inequality subproblem: 

KqhXXXXXFX ∈=∀≥−−+ Γ−Γ−Γ
Γ

Γ ),(,0,)( 11α  

Step 2: Convergence Verification 

If ε≤− −ΓΓ 1XX , with ε >0, a prespecified tolerance, then stop; otherwise, set 

1+Γ=Γ , and then stop; otherwise, go to Step 1.  

Convergence results for the Euler method can be found by details in paper written by 
[20].  

4 Suspicious Detection Using Equilibrium State 

Using the equilibrium state, we can further think about how to identify suspicious 
transactions or suspicious accounts. Consider those clusters formed by different persons 
or corporations, basically, agents with more closer relationship levels, for example, 
companies in the same supply chain, persons with blood relations and so on, are more 
likely to have frequent transactions between them, while companies with barely no 
business deals or persons in different cities would hardly have chance to have any 
trading. Thus, those agents with high relationship levels in social network, will be also 
with high homogenous, and vice versa. Thus, when financial transaction networks 
achieves to be a corresponding pattern compared with social networks, the super-
network become at equilibrium. As for suspicious client detection, taking a client 
denoted as i , first we can extract and analyze its surroundings i  agents for both social 

network and transaction network, explicate relationship levels as ( ijii hhh ,..., 21 ) and 

transaction flow vectors as ( ijii qqq ,..., 21 ); second we calculate the super-network 

equilibrium as represented as (
**

2
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, then ikq are highly differentiated 

from normal patterns. Similarly, we can judge suspicious accounts.  
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5 Summary and Conclusion 

In this paper, we considered the interrelationship between social network and 
financial networks, and proposed a super-network based model to construct a new 
model integrating this two kinds of network. By explicating the relationship levels for 
pairs of clients or agents, we further analyzed the multicriteria decision-making 
behavior for each clients or agents, including maximizing its total transaction amount, 
maximizing the total relationship value, maximizing its total net revenue, minimizing 
its total risk and total cost, using the variational inequality theory, we concludes the 
super-network in equilibrium, in which the financial flows and the relationship levels 
coincide and established the variational inequality formulation . Then we discussed 
how to use the proposed model in suspicious activity detection. In the near future, it 
would be interesting to apply the theories and models herein to actual AML cases.  
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Abstract. Many online rating systems represent product quality using metrics 
such as the mean and the distribution of ratings. However, the mean usually 
becomes stable as reviews accumulate, and consequently, it does not reflect the 
trend emerging from the latest user ratings. Additionally, understanding 
whether any variation in the trend is truly significant requires accounting for the 
volatility of the product’s rating history.  Developing better rating aggregation 
techniques should focus on quantifying the volatility in ratings to appropriately 
weight or discount older ratings. We present a theoretical model based on stock 
market metrics, known as the Average Rating Volatility (ARV), which captures 
the fluctuation present in these ratings.  Next, ARV is mapped to the 
discounting factor for weighting (aging) past ratings and used as the coefficient 
in Brown’s Simple Exponential Smoothing to produce an aggregate mean 
rating. This proposed method represents the “true” quality of a product more 
accurately because it accounts for both volatility and trend in the product’s 
rating history. Empirical findings on rating volatility for several product 
categories using data from Amazon further motivate the need and applicability 
of the proposed methodology.   

Keywords: Consumer confidence, e-commerce, decision support, online 
ratings, reputation systems. 

1 Introduction 

The effect of the current downturn of the U.S. Economy on consumer confidence can 
be observed by a close examination of the new shape in the demand and utility of e-
commerce systems. Consumers are, now more than ever, looking for ways to 
minimize their expenses and e-commerce has moved from novelty and convenience to 
necessity. This has resulted in the growth of new technologies and revenue from 
applications such as mobile commerce (m-commerce) and location-based services.  
The combined revenue of e-commerce and m-commerce accounts for a large volume 
of the overall online retail market.  Forrester Research estimates that both US and 
European online retail (representing 17 Western European nations) will grow at a 10 
percent compound annual growth rate from 2010 to 2015, reaching $279 billion and  
€134 billion, respectively, in 2015. 

Many e-commerce services like eBay and Amazon, as well as some of the  
newer online shopping applications, such as Yelp and Groupon, all share similar 
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characteristics and advantages over conventional retail stores in providing greater 
convenience, choice, and customer feedback. Almost all e-commerce systems offer 
potential buyers with easy access to product ratings from other buyers. The widely 
held belief is that virtual trust in these systems can be achieved when many 
consumers provide a similar rating for the product, independent of each other.  This 
concept has been captured in phrases such as “wisdom of the crowd” which suggests 
that wisdom, and in this particular case quality, can be determined based on how 
many consumers share the same rating for the product.  However, online ratings 
suffer from subjectivity bias and the arithmetic mean rating is often not the most 
accurate metric to base purchase decisions. Hu et al., [12] reported that online rating 
distribution for most products are bimodal (J-shaped) because of the “brag-and-moan” 
phenomenon among reviewers. Recent research also suggests other aggregators such 
as the weighted mean, median and mode may portray a more accurate picture of 
product quality [1].  

While pursuing the identification of robust metric is undoubtedly useful, our focus in 
this paper is to understand and quantify the extent of volatility inherent in the user 
ratings of current systems.  Since product ratings may be one of the strongest predictors 
of a consumer’s decision to purchase a product online, providing such additional 
information on average volatility and latest rating trends can significantly influence 
consumer confidence.  Using quantitative ideas from the stock market, we introduce a 
model to estimate rating volatility and use it to analyze an Amazon dataset with about 
16,500 ratings across product categories of movies, books, fashion, and electronic 
goods. We examine the volatility in ratings that potential buyers of such goods are 
exposed to as they browse through the ratings from other reviewers, and then propose a 
way to potentially improve consumer’s perception of a product’s true quality.    

2 Related Work 

Research on online ratings has primarily focused on understanding various economic 
and social aspects, such as the impact of online ratings on sales [4],[6],[7],[11] and 
methods to increase trust and reputation [8],[10].  

Besides the economic and social dimensions, researchers have also worked on the 
developing rating systems based on new quantitative metrics that may provide deeper 
insight and credibility for consumer ratings.  Jøsang and Ismail [9] proposed a new 
rating metric called the beta reputation system that uses beta probability density 
functions to combine feedback and derive reputation scores.  They also demonstrate 
an aging mechanism to account for the weighted difference between old and new 
reviews.  Optimization techniques for new rating metrics have also been proposed [3].  
In addition to the investigation of new metrics, other researchers have suggested 
simple transformations for displaying the quality of a given product.  While rating 
feedback on product quality is most commonly aggregated using the arithmetic mean, 
recent research suggests other aggregators such as the weighted mean, median and 
mode may portray a more accurate picture of product quality [1]. Utilizing a different 
aggregator such as the median was further substantiated through the examination of 
feedback bias [2].     
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evaluation of the proposed rating strategy on the data gathered from Amazon for four 
different products categories (movies, books, cameras, and shoes).    

3.1 Average Rating Volatility (ARV)  

We introduce Average Rating Volatility (ARV) as a measure of the amount of 
variability inherent in the ratings that a product receives over time.  It is calculated 
based on the mean rating value over non-overlapping intervals (windows) of N 
consecutive ratings. A time series of the product’s rating fluctuation is thus obtained 
as the window moves.  The counterpart to the idea of ARV in the stock market [5] is 
known as the Volatility Index, denoted by VIX or AIV. 

In this work, we compute the ARV based on a batch of 10 consecutive ratings, i.e. 
the window size N is set to 10.  This size was chosen because most online portals and 
Amazon in particular, present viewers with a batch of 10 rated reviews on each page.  
Moreover, site visitors can view these ratings listed according to “newest first” 
option, in which case, the AVR metric reported here can be interpreted as a direct 
quantification of the volatility in ratings that a potential buyer is exposed to as he/she 
moves from one page to the other. However, it should be noted that this approach also 
accommodates the use of other review window sizes. Choosing the correct window 
size is a non-trivial task; one direction to explore in future is to choose the window 
size that gives the highest correlation between the ARV and the standard deviation 
index of the rating volatility.  

Let R(t) ={rt, rt-1, …, r0} denote the original time series of a product’s rating scores, 
and this series is divided into M non-overlapping time windows of size N, denoted by 
W1, W2,…WM (i.e. |Wi| = N). The Average Rating Volatility is then defined as the 
fractional change in the average rating values of two consecutive time windows of 
size N: 

ሺܸܴܣ                                     ܹሻ ൌ |〈ܴሺ ܹାଵሻ〉 െ 〈ܴሺ ܹሻ〉|〈ܴሺ ܹሻ〉   ;  ݅ ∈ ሼ1,  ሽ .                      ሺ1ሻܯ

 
where 〈R(Wi)〉 is the average index value in window Wi, which is given by 
                                  〈ܴሺ ܹሻ〉 ൌ  ∈ௐݎߠ    ;   ∈ௐߠ ൌ 1                                       ሺ2ሻ 

 ’s are the weights assigned to the ratings in window Wi, which in the simplest caseߠ 
is set to ߠ ൌ 1/ܰ.  A more sophisticated approach would entail setting the weights in 
accordance with the review of ratings (e.g. “helpful”/ “not helpful” comments left by 
other reviewers). The absolute value of the difference is used in (1) to capture the true 
magnitude of shift in public perception, which often shows a synchronized shift in 
one direction, upward or downward, depending on a sudden discovery of product 
flaw, introduction of rival products with comparable features etc. The ARV values 
thus give another time series, the area under which is a measure of the latent 
variability in the rating time series. But this area depends on the length of the time 
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Table 2. ܸܴܣതതതതതത for 5 critically acclaimed books computed between 1996 and 2005 using 
Amazon’s rating data 

Books (Arts & Culture)  ࢂࡾതതതതതത Number of ratings 

1. One hundred years of solitude             
(G. G. Marquez) 

0.095297574 424 

2. Beloved (Toni Morrison)  0.146078200 557 

3. Blindness (Jose Saramago)  0.098140184 251 

4. Lolita (Vladimir Nabokov)  0.090344492 415 

5. Satanic Verses (Salman Rushdie) 0.149658322 181 

Genre/Category, λ =  0.116 (11.6%) Total = 1,828 

Table 3. ܸܴܣതതതതതത for a group of digital cameras computed between 2008 and 2011 using 
Amazon’s rating data 

Digital Cameras (Electronics)  ࢂࡾതതതതതത Number of ratings 

1. Canon PowerShot SX20IS 12.1MP 0.087368 391 

2. Nikon S8000-vibration reduction  0.178723893 552 

3. Polaroid CZA-10011P  0.106465356 175 

Genre/Category, λ =  0.124 (12.4%) Total = 1,118 

Table 4.   ܸܴܣതതതതതതfor popular women’s shoe brands based on Amazon’s rating data between 2006 
and 2011  

Women’s Shoes (Fashion) ࢂࡾതതതതതത Number of ratings 

1. Easy Spirit Traveltime 0.056502532 150 

2. UGG Classic Footwear 0.047895357 148 

3. BearPaw Shearling Boots 0.086294498 201 

4. Skechers Shape-Ups 0.12181668 186 

5. Tamarac Slippers 0.121079089 120 

Genre/Category,  λ = 0.087 (8.7%) Total = 805 

3.2 Discounting Factor Function (DFF)  

We now introduce a function that maps ܸܴܣതതതതതത (which provides a measure of the latent 
volatility in the product’s ratings) to the coefficient with which older ratings need to 
be discounted.  This coefficient is also referred to as the discounting (aging) factor, 
0≤α≤1. A small value of α puts greater weights on past ratings while α≈1 puts more 
the weight on the current rating in making future predictions.  

When ܸܴܣതതതതതത is low (i.e., similar average ratings across time windows), then the 
discounting factor should be kept large so that more weight is put on the current 
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Therefore, the prediction for the aggregate rating mostly follows the latest trend 
and is therefore more responsive to changes in the readership’s taste or critical 
evaluation of the book in the larger social context.  Similar results were observed for 
other categories of products that further strengthen the case for using this AVR-based 
rating strategy for online rating systems. 

4 Conclusion and Future Work 

This paper presents a theoretical model for a new rating mechanism which may 
provide greater insight into the reliability of existing ratings used to convey product 
quality. The three-tiered strategy of this model attempts to address issues of 
stabilization, prediction, and discounting.  First, we introduce a metric called Average 
Rating Volatility (ARV) that captures the extent of fluctuation present in the ratings.  
Second, we define a map between ARV and the discounting (aging) factor to be used 
in weighting the past ratings.  Third, the discounting factor is used as the coefficient 
for Brown’s Simple Exponential Smoothing to predict the mean rating and future 
values.  Lastly, the proposed model is evaluated using data gathered for different 
types of products from Amazon.  A rating mechanism based on this model will 
provide a more accurate representation of “true” quality of a given product since it 
will account for both rating volatility and the emergence of long-term trends.  

The step-by-step approach presented here towards creating a review window based 
aggregation metric is only an initial attempt at capturing the potential impact of 
volatility in the rating aggregation. Extending this study along the dimensions of 
aggregation granularity, stabilization, and rating prediction can be explored as 
interesting directions for future work on this study. 
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Abstract. Nowadays, patents become much more important for companies to 
protect their rights and intellectual assets under the keen competitive business 
environments. However, it is not free for a granted patent. In the patent systems 
of many countries, a patent holder is required to pay a maintenance fee after the 
initial application to retain patent protection on his/her invention until the 
expiration of the protection period. Because not all the patents are worth 
maintaining by patent holders, firms and organizations need to identify 
“important patents” for maintenance and abandon “unimportant patents” to 
avoid unnecessary patent maintenance costs. In this paper, we employ the 
variables suggested by prior studies that would discriminate renewed patents 
from those abandoned ones and then take the data mining approach to construct 
a prediction model(s) on the basis of these variables for supporting patent 
maintenance decisions. Such a data-mining-based patent maintenance decision 
support system can help firms and organizations improve the effectiveness of 
their patent maintenance decisions and, at the same time, decrease the cost of 
their patent maintenance decisions. Our empirical results indicate that the 
effectiveness of our proposed system is satisfactory and practical for supporting 
patent maintenance decisions. 

Keywords: Patent maintenance, Patent renewal, Data mining, Patent analysis. 

1 Introduction 

The role of intellectual assets (IA) is becoming more and more significant in the era 
of knowledge economy. IA includes traditional assets such as patents, copyrights, 
trademarks, trade secrets, and domain names, as well as certain tacit knowledge like 
know-how, business practices, and customer preferences [22]. Compared with other 
IAs, patents are more tangible to measure, and the importance of patents is much 
more significant in terms of commercial pursuits and technology. 
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The basic function of patents is to provide the granted right to an inventor for a 
certain period of time (USPTO).1 Protecting the rights of inventors is not the only 
purpose of patents. Its significance in technology management, knowledge 
management, R&D portfolio management, strategic planning, human resource 
management, and merger and acquisition decision support is also vital [7]. 

In the patent systems of many countries, patent holders are required to pay periodic 
renewal (or maintenance) fees until the expiration of the protection period in order to 
keep their patents in force. For example, in the United States, the term of protection is 
20 years from application, and it is necessary for a patent holder to pay a maintenance 
fee every four years for the first twelve years. Furthermore, the maintenance fee 
increases over the maintenance period. For example, the charging criterion for a large 
entity is US$980 in between the 3.5th and the 4th year, $2,480 in between the 7.5th 
and the 8th year, and $4,110 in the final 11.5th and the 12th year. Table 1 shows the 
details of maintenance fees in the United States. As shown, a small entity in U.S. 
needs to pay a total of $3,785 to ensure a full-term legal right and a large entity has to 
pay a total of $7,570 to secure the same result. 

Table 1. Patent Maintenance Fees in U.S 

 Due at 3.5 years Due at 7.5 years Due at 11.5 years 
Small Entity2 $490 $1240 $2055 
Large Entity $980 $2480 $4110 

Source: USPTO 

Table 2. Patent Renewal Rates 

Patent Renewal Rates3 2005 2006 2007 2008 2009 

First Stage 83.1% 93.1% 90.1% 83.1% 80.3% 
Second Stage 65.4% 69.2% 71.4% 73.7% 65.3% 
Third Stage 45.0% 44.4% 48.5% 49.2% 45.4% 

Source: USPTO 2009 Performance and Accountability Report 
 
The patent renewal rate from the USPTO 2009 Performance and Accountability 

Report is shown in Table 2. It shows the percentage of patent renewal rate in the most 
recent five years. For example, in 2009, 80.3% of the patents issued three years earlier, 
65.3% of the patents issued seven years earlier, and 45.4% of the patents issued 11 years 
earlier were renewed. On the other hand, the maintenance rate could differ from 
industry to industry. In countries such as Finland and Norway, prior studies show that 
the maintenance rate is higher in chemical industry than in heavy industry and low-tech 

                                                           
1 Available at http://www.uspto.gov/ 
2 Small entity: person, small business concern, nonprofit organization, license to a federal 

agency, security interest. 
3 The first stage refers to the end of the 3rd year after the initial patent is issued; the second 

stage refers to the end of the 7th year after the initial patent is issued; and the third stage 
refers to the end of the 11th year after the initial patent is issued. 
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industry [16]. In a 1991 U.S. study, patents in the category of “Other Industries” had the 
lowest renewal rate of 16.34%, while patents in the industry of Computer and 
Communications had the highest renewal rate of 53.24% [3]. 

There are several factors that would influence patent maintenance decisions. The 
context of patent maintenance provides an interesting window through which we 
could explore how the patent holder weighs “important” or “unimportant” factors in 
determining whether to maintain a patent or not. In general, the decision of patent 
renewal might be influenced by the high cost of the maintenance fee [8] or the limited 
resources of firms. Patent holder thinks some patents might not bring revenues in the 
future or the expected expenditures might exceed the expected incomes. Abandoning 
these valueless patents would reduce unnecessary maintenance costs. On the other 
hand, some companies take patents as their knowledge assets and their proper 
management will effectively improve their returns. For example, Dow Chemical 
saved $4 million during the first year of its knowledge management initiative and it is 
expecting to generate more than $100 million in licensing revenues in the future that 
might otherwise have forgone. Companies such as IBM (with 3,000% increase in 
revenues from licensing its intellectual capital), Microsoft, and Texas Instruments 
demonstrated the power of licensing to improve the financial performance by 
managing and carefully reviewing the patents [11]. 

Moreover, companies may decide to maintain their patents to gain the protection 
from their patent rights, despite that they might not bring revenues in the future. In 
fact, patents become powerfully competitive tools with strategic functions to litigate 
their competitors. In response, some patents are therefore maintained to protect the 
company itself from losing money from litigations and gain advantage in negotiations 
[5], [15], [19]. Furthermore, companies may need to consider their R&D and 
knowledge management strategies when making their decisions on patent 
maintenance. To determine whether a patent is worth to be maintained, the company 
cannot assess a single patent individually, but needs to take the entire relations of all 
of its patents into consideration. For example, the renewal probability is higher for 
those patents that belong to internal sequential innovation than those patents of stand-
alone innovation [13]. 

However, patent maintenance decision making is knowledge-intensive and its 
process is time-consuming, especially for firms and organizations holding numerous 
patents. Prior research related to patent maintenance mainly concentrates on comparing 
the characteristics of renewed patents with those of abandoned ones. In addition, 
existing studies pay much less research attention on the development of an automated 
system capable of supporting patent maintenance decisions. In response, in this study, 
we attempt to exploit the characteristics suggested by prior studies that potentially 
differentiate renewed patents from abandoned ones as the predictors (i.e., independent 
variables) and adopt a data mining approach to develop a patent maintenance decision 
support system in order to help firms and organizations improve the effectiveness and, 
at the same time, decrease the costs of their patent maintenance decisions. 

The remainder of this paper is organized as follows. Section 2 reviews the 
literature related to this study. In Section 3, we describe our design of the data-
mining-based patent maintenance decision support system, including the predictors 
employed and the detailed process and the design of the proposed system. 
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Subsequently, we report our empirical evaluation, including data collection, 
experiment design, and important evaluation results in Section 4. Finally, we 
conclude in Section 5 with a summary as well as some future research directions. 

2  Literature Review 

In this section, we review prior literature related to patent maintenance. Specifically, 
we will first review the aspects that may be considered when making patent 
maintenance decisions. Subsequently, we will review existing studies that analyze the 
characteristics of renewed patents as compared to those of abandoned ones. 

2.1  Aspects of Patent Maintenance Decisions 

Economic Aspect: Prior studies show that economical factors are essential to patent 
maintenance decisions. These studies assume that patent holder makes a patent 
maintenance decision on the basis of the expected revenue from the patent and its 
maintenance fee. In other words, the patent holder decides not to pay the maintenance 
fee when the expected benefits from the patent are less than its maintenance cost [5], 
[15], [19]. 

 
Technological Aspect: A patent maintenance decision should support the technology 
portfolio of an organization. A patent is important to subsequent technological 
innovations of its holding firm or organization, but may not bring any revenues to the 
assignee. Biases might appear if only the economic aspect is considered; the 
technological aspect along with the firm’s strategies is also crucial in terms of making 
patent maintenance decisions. In some studies on patent renewal data, the 
technological aspect may have a greater influence upon renewal decisions than 
economic concerns regarding the costs of their renewal [23]. 

2.2   Characteristics of Patent Renewals 

Several prior studies compare the characteristics of renewed patents with those of 
abandoned ones. According to their empirical analyses, renewed patents differ from 
abandoned patents in the following characteristics: 

 Backward citations: Patents maintained to the full term cite more patent prior 
art references than abandoned patents [14]. 
 Number of claims: Patents that were maintained to the full term have more 
claims than abandoned patents [1], [14]. Patents with more claims are more 
intimidating to potential infringers because more claims mean higher chances 
that other companies will infringe these patents and the harder the patents will 
be to invalidate [14]. Thus, patents with more claims are more likely to be 
maintained by their assignees than patents with fewer claims. 
 Claim length: The average claim length of abandoned patents generally is 
longer than that of patents maintained to the full term [1]. 
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 Size of patent family: The size of patent family of patents maintained to the 
full term is larger than that of abandoned patents [12]. 
 Number of forward citations: Because forward citations are associated with 
technological value [14], patents that were maintained to the full term receive 
more citations (i.e., forward citations) than abandoned patents [1], [9], [14]. In 
addition, the study by Thomas [23] also suggests a strong positive relationship 
at all three renewal points between patent citations and patent renewals. 
 Length of written specification: Patents maintained to the full term have 
longer descriptions than abandoned patents [1].  
 Patent scope: The theoretical patent literature in economics suggests that the 
scope of a patent (typically measured by the number of different four-digit IPC 
classifications) may be an important determinant of the efficacy of patent 
protection [20], [21]. Thus, patents maintained to the full term are likely to have 
larger patent scope than abandoned patents. 
 Self citation: The study by Thomas [23] indicates that there is a strong 
positive relationship at all three renewal points between self citations and patent 
renewals. 
 Internal sequential innovations: Internal sequential innovations refer to a 
sequence of innovations that build upon the same underlying technological 
trajectory and therefore share some genealogical connections. Because internal 
sequential innovations complement each other in co-defining and co-delimiting 
the underlying technological trajectory, when a patent belongs to a sequence of 
patented innovations, the firm is in a better position to fully exploit 
technological potential in this sequence and the underlying technological 
trajectory. Therefore, patents belonging to internal sequential innovations are 
more valuable and therefore more likely to be renewed than patents that are 
stand-alone innovations [13]. 

In addition to the studies examining the characteristics of renewed patents, some other 
prior studies investigate the characteristics of valuable and worthless patents. For 
example, the study by Harhoff et al. [10] suggests that both the number of backward 
citations to patent prior art references and non-patent literature (i.e., science linkage 
metric) as well as the citations a patent receives are positively related to a patent’s 
value. Moreover, patents representing large international patent families (i.e., size of 
patent family) are particularly valuable. From the economic aspect, patent 
maintenance decisions relate to the expected revenues (i.e., economic values) of 
patents. Therefore, the abovementioned characteristics between valuable and 
worthless patents (i.e., including backward citations, science linkage, and size of 
patent family) also represent important variables to be considered when making patent 
maintenance decisions. 

As mentioned, prior studies mainly examine the characteristics that could 
differentiate renewed from abandoned patents or valuable from worthless patents; 
however, each of these prior studies only focuses on certain characteristics rather than 
a more comprehensive set of characteristics. In addition, existing studies do not 
attempt to develop an automated system for supporting patent maintenance decisions. 
Therefore, to address the research gap of the existing research, we will integrate the 
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characteristics suggested by prior studies that potentially differentiate renewed patents 
from abandoned ones as the predictors (i.e., independent variables) and adopt a data 
mining approach to develop a decision support system for supporting patent 
maintenance decisions of firms and organizations. 

3 Design of Patent Maintenance Decision Support System 

In this study, we formulate the task of patent maintenance decision as a classification 
problem; i.e., classifying a patent to either the “maintain” or the “abandon” (i.e., not 
maintain) class. In our formulated classification problem, we integrate all 
characteristics that could differentiate renewed from abandoned patents or valuable 
from worthless patents as the independent variables and employ a supervised learning 
algorithm that learns a prediction model(s) for patent maintenance from a set of 
training instances (i.e., patents with known maintenance decisions). In the following, 
we first describe the set of independent variables and their operational definitions. 
Subsequently, we detail the process and the design of our proposed patent 
maintenance decision support system. 

3.1  Independent Variables Employed 

On the basis of the review of existing studies (in Section 2.2), we employ thirteen 
independent variables in our study, including number of backward citations, science 
linkage index, number of claims, average length of independent claims, size of patent 
family (applications), size of patent family (countries), number of forward citations, 
length of description, patent scope (by IPC), patent scope (by USPC), forward self 
citation rate, backward self citation rate, and internal sequential innovations. Table 3 
provides the definition of each independent variable employed in this study. 

Table 3. Summary of Independent Variables Employed 

Independent Variable Definition 

• Number of backward 
citations 

Number of patents cited by the focal patent 

• Science linkage index Number of non-patent references cited by the focal patent 

• Number of claims Number of claims in the focal patent 

• Average length of 
independent claims 

Average length of independent claims of the focal patent 

• Size of patent family 
(applications) 

Number of applications the patent protecting a particular 
invention 

• Size of patent family 
(countries) 

Number of countries in which protection for the focal patent 
was sought 

• Number of forward 
citations 

Number of patents citing the focal patent 
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Table 3. (continued) 
 

• Length of description Length of the description of the focal patent 

• Patent scope (by IPC) Number of different four-digit IPC classification codes of 
the focal patent 

• Patent scope (by USPC) Number of different three-digit USPC classification codes of 
the focal patent 

• Forward self citation 
rate 

patent focal  theof citations forward of #

patent focal  theas assignee same  thefrom are

t patent tha focal  theof citations forward of #

 

• Backward self citation 
rate 

patent focal by the cited citations backward of #

patent focal  theas assignee same  thefrom arethat 

patent focal by the cited citations backward of #

 

• Internal sequential 
innovations 

= 1 if the focal patent belongs to a sequence of patented 
innovations (i.e., internal sequential innovations or patents 
interrelated by divisional and continuation-in-part 
relationships); otherwise, = 0. 

 

 

Fig. 1. Overall Process of Our Patent Maintenace Decision Support System 
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3.2   Process and Detailed Design of Our Patent Maintenance Decision Support 
  System 

Because our proposed patent maintenance decision support system takes the data 
mining approach (specifically, using a supervised learning algorithm), the proposed 
system can be divided into two subsystems: learning and prediction subsystems. As 
Figure 1 illustrates, the inputs to the learning subsystem is a set of training instances 
(i.e., patents with known maintenance decisions, either the “maintain” or “abandon” 
class). In the “extraction of values for independent variables” phase, the values of the 
thirteen independent variables (defined in Section 3.1) are extracted for each training 
patent. The information sources for computing the thirteen independent variables are 
mainly from the USPTO patent database. Moreover, when calculating the variable of 
“size of patent family (countries),” we extract related information from EPO 
(European Patent Office) and JPO (Japan Patent Office) databases.  

Following the “extraction of values for independent variables” phase is the 
“inductive learning” phase. Depending on the supervised learning algorithm 
employed, the inductive learning phase induces a patent maintenance prediction 
model or multiple patent maintenance prediction models from the set of training 
instances. In this study, we choose C4.5 [17], [18], a supervised learning technique, 
which offers computational efficiency and advantageous interpretability decision tree, 
as the underlying learning algorithm to construct a patent maintenance prediction 
model to be used by the prediction subsystem for supporting the maintenance 
decisions for future patents. 

Specifically, C4.5 follows a divide-and-conquer strategy for constructing a 
decision tree and generally prefers simple trees over complex ones because they are 
more accurate classifiers of future (new) instances [17], [18]. Given a set of training 
instances, C4.5 evaluates the information gain (or gain ratio) for each input attribute 
and selects the one that yields the greatest information gain to branch a target node of 
the tree. The root node is the initial target node before the decision tree construction 
process begins (i.e., an empty tree). As the construction proceeds, the decision tree 
grows by creating child nodes—one for each value of the selected branching attribute 
emanating from the target node—and then classifying the training instances into 
appropriate, newly created child nodes. For each child node, the branching attribute 
selection and tree-construction process continues recursively when the training 
instances associated with the node do not belong to the same class or the specified 
termination condition is not satisfied; otherwise, the node becomes a decision node 
whose class is assigned through the majority class of the training instances associated 
with the node. Similar to other decision-tree induction techniques, C4.5 is popular 
partially because of the uncomplicated tree construction process and interpretable and 
verifiable classification results. 

Besides using C4.5 to construct a patent maintenance prediction model, we also 
adopt a widely employed method, i.e., the bootstrap aggregating (bagging) method 
[2], [4], to improve the prediction effectiveness of our proposed patent maintenance 
decision support system. The bagging method, proposed by Breiman [4], generates 
multiple versions of prediction models and uses these models to arrive at an overall 
prediction result for a future (new) instance. Figure 2 shows the process of our 
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Fig. 2. Process of the Bagging Method 

bagging method. In the beginning, we sample with replacements k training subsets 
from the training database (i.e., after the values of all independent variables are 
extracted for the set of training patents in the “extraction of values for independent 
variables” phase). In this study, we choose k as 15. The size of each training subset is 
the same as that of the original training dataset. Subsequently, for each training 
subset, we use C4.5 to train a patent maintenance prediction model. As a result, k 
patent maintenance prediction models are produced and will be used by the prediction 
subsystem for supporting the maintenance decisions for future patents. 

In the prediction subsystem, given a patent whose maintenance decision to be 
predicted, the extraction of the values for independent variables needs to be performed 
for this patent. This phase is identical to that in the learning subsystem. Accordingly, if 
the learning subsystem induces only one patent maintenance prediction model (i.e., 
without the use of bagging method), the deductive reasoning phase of the prediction 
subsystem traverses the decision tree (i.e., the prediction model) induced by C4.5, on the 
basis of the values of the independent variables for the target patent, for arriving at a 
predicted maintenance decision for the patent. However, if the bagging method is 
employed by the learning subsystem, the deductive reasoning phase needs to perform 
multiple deductive reasoning, one for each patent maintenance prediction model. 
Subsequently, the deductive reasoning phase uses the voting mechanism to combine k 
predictions and assigns the target patent to the class that receives most of the votes from 
the k patent maintenance prediction models. 
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4  Empirical Evaluation 

4.1  Data Collection 

The first step of our data collection is to choose industries and companies to be included 
in our empirical evaluation. In this study, we select industry sectors from Fortune 
Global 500 4  in 2005. There are fifty industries in total in the list of global 500 
companies. However, because some industries (e.g., banks, insurance, and wholesalers) 
traditionally have fewer patents than other industries, we exclude these industries from 
our further consideration. Furthermore, for those industries with less than 3 companies 
listed, we consider them lack of representativeness and thus also exclude them from our 
consideration. As a result, we select 7 industries for our empirical evaluation purposes. 
They include Aerospace and Defense, Chemicals, Electronics, Electrical Equipment, 
Motor Vehicles & Parts, Network and Other Communications Equipment, and 
Pharmaceuticals. In these industries, there are 34 companies and 16,205 patents in the 
third stage that have faced maintenance decisions during 2004 to 2006. Thus, the 16,205 
patents are employed in our empirical evaluation. Table 4 summarizes the number of 
companies and patents in each industry. 

In the second step, we obtain the maintained record of each patent in our dataset 
from USPTO.5 There are 121 maintenance event codes. Because we only focus on the 
maintenance decisions in the third stage, for each patent in our dataset, the status of 
“payment of maintenance fee, 12th Year” means the patent was maintained and the 
“Patent Expired for Failure to Pay Maintenance Fees” means the patent was 
abandoned. Accordingly, we assign the corresponding maintenance status as the 
known decision to each patent in our dataset. 

Table 4. Profiles of Industries and Companies Included in Our Evaluation 

Industry # of Companies # of Patents 

Aerospace and Defense 5 1,365 

Chemicals 6 2,144 

Electronics, Electrical Equipment 3 5,238 

Motor Vehicles & Parts 6 2,131 

Network and Other Communications Equipment 4 2,371 

Pharmaceuticals 6 966 

Telecommunications 4 1,990 

Total 34 16,205 

                                                           
4 http://money.cnn.com/magazines/fortune/global500/2005/index.html 
5 https://eipweb.uspto.gov/MaintFeeEvents/ 
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4.2   Evaluation Procedure and Criteria 

To evaluate the effectiveness of our proposed patent maintenance decision support 
system, a ten-fold cross validation is employed. That is, all the instances in our dataset 
(i.e., 16,205 patents) are randomly partitioned into ten mutually exclusive subsets of 
nearly equal size. A single subset is retained as the testing set for evaluating the 
system, and the remaining subsets are used as the training set. The process is then 
repeated 10 times, with each of the subsets used once as the testing set. 

We examine the effectiveness of our proposed patent maintenance decision support 
system in terms of accuracy, recall, precision, and F1 measures. The accuracy 
measure is defined as percentage of predictions that are correct. In addition, the recall 
rate is defined as the portion of patents maintained by respective organizations that 
are correctly predicted by our proposed patent maintenance decision support system, 
whereas the precision rate refers to the portion of patents suggested to be maintained 
by our system that were actually maintained by respective organizations. The F1 
measure is the harmonic average of recall and precision rates and is defined as 
2×Recall×Precision

Recall+Precision
. 

4.3   Evaluation Results 

Table 5 shows the evaluation results of our proposed patent maintenance decision 
support system, with or without the use of bagging method (where Single C4.5 denotes 
the one without the use of bagging method). The accuracy attained by Single C4.5 is 
68.23%, which is 1.98% lower than that achieved by the Bagging C4.5 method. 
However, Single C4.5 slightly outperforms Bagging C4.5 in precision rate (i.e., 74.17% 
vs. 74.12%), at the cost of its recall rate (i.e., 85.60% for Single C4.5 and 89.93% for 
Bagging C4.5). The F1 measure indicates that Bagging C4.5 can achieve greater 
prediction effectiveness (i.e., 81.26%) than Single C4.5 can (i.e., 79.47%). Taken all 
evaluations together, our empirical evaluation results, on the basis of 16,205 patents, 
suggest that both methods of our proposed system can achieve satisfactory effectiveness 
to support patent maintenance decisions and the superiority of the bagging method (i.e., 
Bagging C4.5) over the non-bagging method (i.e., Single C4.5). 

Table 5. Comparative Evaluation Results 

Evaluation Criteria Single C4.5 Bagging C4.5 

Accuracy 68.23% 70.21% 
Precision (Y) 74.17% 74.12% 
Recall (Y) 85.60% 89.93% 
F1 Measure (Y) 79.47% 81.26% 

5  Conclusion 

In this study, we propose and develop a patent maintenance decision support system 
that takes the data mining approach to construct a patent maintenance prediction 
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model(s) on the basis of the independent variables that we integrate from prior 
studies. Specifically, we adopt and develop two learning methods: Single C4.5 (i.e., 
without the use of bagging method) and Bagging C4.5 (with the use of bagging 
method). Using a set of 16,205 patents as our evaluation dataset, our empirical 
evaluation results suggest that both methods of our proposed system can achieve 
satisfactory prediction effectiveness. Furthermore, the bagging method (i.e., Bagging 
C4.5) outperforms its counterpart (i.e., Single C4.5) in most of the evaluation criteria. 

This study contributes to patent maintenance decision support by proposing an 
effective system and learning methods for constructing patent maintenance prediction 
model(s). Firms and organizations can employ this system to assist their patent 
maintenance decision making. In addition, this research also highlights the 
importance and feasibility of applying data mining techniques to challenging patent 
analysis research. The integration of these two research areas sheds light on the 
potential of patent mining for future research. 

Our study has several limitations that warrant additional research attention. In this 
study, we only integrate the variables suggested by prior studies as our independent 
variables for patent maintenance prediction. To further improve the prediction 
effectiveness, a comprehensive investigation of other possible factors affecting patent 
maintenance decisions by firms and organizations should be conducted. For example, 
we can conduct a Delphi study that involves a panel of senior patent managers and 
analysts to identify possible patent maintenance decision factors. Subsequently, we 
can include additional independent variables to extend and enhance our proposed 
patent maintenance decision support system. In addition, our study only employs a 
prevalent decision tree induction algorithm (i.e., C4.5) as the underlying supervised 
learning algorithm. The use and evaluation of other supervised learning algorithms 
(e.g., backpropagation neural network, support vector machines) for patent 
maintenance prediction represent another interesting future research direction.  
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Abstract. Introduced is a neural network method to build survival time 
prediction models with censored and completed observations. The proposed 
method modifies the standard back-propagation neural network process so that 
the censored data can be used without alteration. On the other hand, existing 
neural network methods require alteration of censored data and suffer from the 
problem of scalability on the prediction output domain. Further, the 
modification of the censored observations distorts the data so that the final 
prediction outcomes may not be accurate. Preliminary validations show that the 
proposed neural network method is a viable method. 

Keywords: Neural Networks, Survival Time Prediction, Censored Observation, 
Data Mining. 

1 Introduction 

The study of estimating timeline of an event occurrence has drawn interests in 
medicine, finance, and engineering. Often, it involves censored (i.e., suspended) 
observations of expected events as well as completed observations. This form of 
timeline prediction with censored data does not fit into standard classification or 
functional form prediction. Survival analysis methods such as life table analysis, 
Kaplan-Meier estimator, and Cox’s proportional hazard model were introduced for 
study with censored data. They result in a survival function (i.e., the cumulative 
survival rate on time) or a hazard function (i.e., the failure, or non-survival, 
probability function on time), instead of survival time estimations on individual cases. 
Neural network methods have been introduced for survival time estimations [1, 3, 5]. 

The standard neural network does not allow censored observations to be used when 
the network is trained. Thus, previous methods make the use of censored observations 
possible by altering or manipulating the observation data. A major problem with these 
approaches is in the scalability. That is, if an application has a large domain of output 
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(e.g., prediction in months between 1 and 120 months), either a large number of 
neural networks or a big neural network must be built. In addition, the actual use of 
the trained neural networks can be complicated. Further, the modification of the 
censored observations distorts the data so that the final prediction outcomes may not 
be accurate. 

We propose modification to the standard back-propagation neural network method 
so that censored data can be used without alteration in network training. The method 
results in a single neural network whose size does not depend on the output domain. 
Experiments on synthetic data show that the proposed neural network method 
performs better than previous neural network approaches. We also provide the details 
of the modified neural network method and its application to cancer recurrence 
prediction together with a feature selection technique. 

2 Neural Network Models for Right-Censored Observations 

A number of neural network methods [1, 3, 5, 8] have been proposed to predict event 
occurrence time given previous data of censored and completed observations. Using a 
simple example, we will illustrate data preparation, network structure, and prediction 
processes of these methods. 

Right-censored data, or suspended data, are those without final observation of an 
expected event, while others are data with completed observation. The lack of final 
observation of an expected even may be simply due to the fact that the event has not 
occurred yet or due to termination of the observation before the occurrence of the 
expected event. For example, as illustrated in Fig 1, suppose we are checking 
machines’ durability after repair services. Machines 1 and 3 failed in 3 and 2 months 
after the repair; machine 2 is still running after 4 months and under further 
observation; and machine 4 was still running after 2 months, but the observation was 
terminated (say, because it was sold at that time). During the observation, we 
recorded 4 attributes of operating conditions such as average work load, temperature, 
and others. Then, we have 2 completed observation data points (from machines 1 and 
3) and 2 right-censored data points (from machines 2 and 3), as shown in Table 1. 

 

Fig. 1. Censored and Completed Observations (• Time when machine was repaired) 

Time

failed

failed

running

not failed, but observation terminated
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Table 1. Sample Attributes of Observations in Fig 1  

Observation 
 Attributes  

Censored? Timea 
 1 2 3 4  

1  3 3 4 4  N 3 
2  2 1 4 3  Y 4 
3  4 3 5 3  N 2 
4  3 4 3 3  Y 2 

acensoring time for censored observation; occurrence time for completed observation 

 
The standard neural network processes cannot use censored data for network 

training. However, there are a number of techniques to deal with censored data in 
neural network modeling [1, 3, 5, 8]. They are as follows. 

2.1 A Single Neural Network with a Single Output 

Assuming the machine failure experiment is over a period of 5 months, from the 4 
observations in Table 1, we obtain the following data: 
 

 (3, 3, 4, 4, 1 | 1), (3, 3, 4, 4, 2 | 1), (3, 3, 4, 4, 3 | 1), (3, 3, 4, 4, 4 | 0), (3, 3, 4, 4, 5 | 0) 
 (2, 1, 4, 3, 1 | 1), (2, 1, 4, 3, 2 | 1), (2, 1, 4, 3, 3 | 1), (2, 1, 4, 3, 4 | 1) 
 (4, 3, 5, 3, 1 | 1), (4, 3, 5, 3, 2 | 1), (4, 3, 5, 3, 3 | 0), (4, 3, 5, 3, 4 | 0), (4, 3, 5, 3, 5 | 0) 
 (3, 4, 3, 3, 1 | 1), (3, 4, 3, 3, 2 | 1), 
 

where first 4 numbers are attribute values, the 5th number is the time of observation, 
and the 6th output value indicates if the machine was running (1) at the observation 
time or failed (0) at or before the observation time. 

A neural network that consists of 5 input nodes (i.e., 4 nodes for attributes and 1 
node for time), a number of hidden nodes, and one output node (indicating that the 
machine is running or not) is trained using the above data [1]. Once the neural 
network is trained, an unseen case with estimated or actual attribute values of a1, a2, 
a3, and a4 are predicted as follows. The neural network sequentially evaluates data (a1, 
a2, a3, a4, 1), (a1, a2, a3, a4, 2), and so on until the output value becomes less than a 
certain threshold (e.g., 0.5). If the evaluation stops with (a1, a2, a3, a4, 2), the case’s 
predicted failure time is 2 months. 

2.2 Multiple Neural Networks with a Single Output 

For each month under consideration (i.e., 1, 2, 3, or 4 months), we build a neural 
network that consists of 4 input nodes, a number of hidden nodes, and one output 
node [3, 5]. For every observation in Table 1, if the machine is still running or has 
already failed, obtain a data point with the input attributes of the observation and 1 
(running) or 0 (failed) as the output. For instance, for the neural network predicting 
3rd month failure, the following data are obtained from observations 1, 2, and 3 in 
Table 1, we have: 

(3, 3, 4, 4 | 1), (2, 1, 4, 3 | 1), (4, 3, 5, 3 | 0) 
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We cannot obtain any data from observation 4, because it was terminated in the 2nd 
month and the machine’s status was not known in the 3rd month. Each neural network 
is trained with data obtained in this way. An unseen case with estimated or actual 
attribute values of a1, a2, a3, and a4 is sequentially evaluated by the neural networks, 
until the output value becomes less than a certain threshold (e.g., 0.5). If evaluation 
stops with the 3rd neural network, the case’s predicted failure time is 3 months. 

2.3 A Single Neural Network with Multiple Outputs 

Assuming the machine failure experiment of up to 5 months, we build a neural 
network that consists of 4 input nodes, a number of hidden nodes, and 5 output nodes 
(for up to 5 months failure prediction) [8]. For a completed observation with time t, 
values of 1st to t-th outputs are 1 and others are 0. For instance, from the 1st 
observation in Table 1, we have 

 

(3, 3, 4, 4 | 1, 1, 1, 0, 0) 
 

For a censored observation with time t, values of 1st to t-th outputs are 1 and those 
after t-th output are the Kaplan-Meier estimates. For instance, from the 4th 
observation in Table 1 (assuming that there are many other observations in addition to 
those in Table 1), we have 

 

(3, 4, 3, 3 | 1, 1, 0.6, 0.2, 0.1) 
 

Once the neural network is trained, the evaluation outputs of an unseen case are 
sequentially checked from the 1st output until an output value becomes less than a 
certain threshold (e.g., 0.5). If the 2nd output value is less than the threshold, the 
case’s predicted failure time is 2 months. 

3 Modified Neural Network Method for Censored Observations 

The previous neural network methods use the standard neural network structures with 
modified or manipulated data. A practical problem is the neural network scalability on 
the output domain (i.e., the measure and range of time units). If the time prediction is 
in months up to 120 months, the multiple neural network method requires the creation 
and use of 120 neural networks; the single neural network with a single output node 
requires up to 120 evaluation sessions of a case; the single neural network with 120 
output nodes requires a substantially many training cases due to the size of the 
network. If the output domain is continuous, then discretization is need, which can be 
another factor that complicates the whole task of learning and prediction. Further, the 
modification of the censored observations distorts the data so that the final prediction 
outcomes may not be accurate. 

We propose another neural network method for censored and completed 
observations. Instead of manipulating observation data, we modify the existing back-
propagation neural network method so that it can handle both censored and completed 
observation data. The modified neural network method works as follows. 
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Given a set of complete observations with n attributes and occurrence time and 
right-censored observations with n attributes and censoring time, we build a three-
layer feed-forward back-propagation neural network with n input nodes, a number of 
hidden nodes, and one output node. The linear basis function (uj = ∑i wijξi + bj in 
Fig 2) and the hyperbolic tangent activation function (oj = tanh(uj) in Fig 2) are used 
for input aggregation and transformation in the hidden nodes; the linear basis function 
and the linear activation function (oj = uj in Fig 2) are used for the output node. 

 

Fig. 2. Data Aggregation and Transformation in Neural Network 

Like a typical feed-forward and back-propagation mechanism, training data flow 
from input to output; the output generated by the neural network is then compared 
with the known output of training data to determine the error. The critical adjustment 
in the proposed neural network is in the error determination algorithm. For a complete 
training observation whose actual occurrence time is ζ and the output generated by 
the neural network is o, we set the error 

 
⎩
⎨
⎧

≥−
<−

=
, if/)(

 if

oMo

oo
E

ζζ
ζζ

 (1) 

for some big number M >> 1. That is, over-estimation of occurrence time is penalized 
much more than under-estimation of occurrence time. For a censored training 
observation whose censoring time is ζ and the output generated by the neural network 
is o, we set the error 
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That is, only under-estimation of non-occurrence/waiting time is penalized. This 
information is transferred, or propagated, back to adjust the weights of the arcs using 
the gradient decent algorithm and the chain rule. That is, the weight w of an arc and a 
bias term are incremented by 
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where η is the learning rate and 0 ≤ α < 1 is the momentum parameter. 
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4 Experiments with Synthetic Data 

To evaluate the prediction accuracies of various neural network methods, we perform 
experiments on synthetic data sets. We generate them following the method in [2] 
such that each data point consists of 8 attributes (ai) having integer values between 1 
and 10 and the output value is randomly generated having the binomial distribution of 
bin(10, p) with 

,5.05.0
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5.0)sigmoid(
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⎠
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⎛
−⋅
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where a = ∑i ai. Note, the sigmoid function is defined as 1/(1 + e−t). We set ā = 40 and 

c = 1, 2, and 3. Generated are six small data sets and three large data sets; a small data set 
includes 300 data points and a large data set 1200 data points. For each of three small 
data sets, 50 data points are converted to censored data. For such a data point, its output 
value o is replaced by censoring time ξ having the discrete uniform distribution of 
DU(1, o). For each of remaining three data sets, 150 data points are converted to 
censored data. For each of large data sets, 400 data points are converted to censored data. 

A small set does not contain a sufficient number of data to build good neural 
networks. In such situations, we would like to see various neural network methods’ 
prediction accuracies contingent on the proportion between censored and completed 
observation data. A large data set contains a sufficient number of data to build good 
neural networks. We would like to see different neural network methods’ accuracies 
at their best configurations. 

For each experiment with a small data set, 200 data points are used for training 
neural networks and remaining 100 data points are used for validation. As presented 
in Table 2, the modified neural network performs better than others. 

Table 2. Sample Attributes of Observations in Fig 1  

Neural Network 
Small Data Sets 

Large Data Sets 
Less Censored Data More Censored Data 

Single NN–Single Out. 0.29 0.33 0.27 
Mult. NN–Single Out. 0.18 0.27 0.12 
Single NN–Mult. Out. 0.22 0.25 0.19 
Modified NN 0.11 0.18 0.08 

Note: Numeric values indicate prediction errors (of Equation (1) or (2), where M = 100) averaged over 

three data sets. 

5 Breast Cancer Recurrence Prediction 

5.1 Experiment with All Features 

The breast cancer prognosis data set [4] used for our study contains 194 data points. Each 
data point consists of 32 input features, one class attribute, and one recurrence/survival 
time attribute. The majority of the features were on fine needle aspirates taken from 
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patients at the time of diagnosis. The first ten features (x1, x2, . . . , x10) are the mean 
values of cell nuclei’s radius, texture, perimeter, area, smoothness, compactness, 
concavity, concave points, symmetry, and fractal dimension. The second ten features (x11, 
x12, . . . , x20) are their standard errors; and the third ten features (x21, x22, . . . , x30) are 
mean values of their three largest (i.e., worst) values. The last two features (x31, x32) are 
tumor size (i.e., diameter of the excised tumor) and lymph node status (i.e., number of 
positive axillary lymph nodes) observed at the time of surgery. 

Among 194 data points, 46 are of completed observations with recurrence times 
varying between 1 month and 125 months, and 148 data points are of censored 
observations with survival (i.e., censoring) times varying between 1 month and 79 
months. Using this data set, we built a modified neural network and perform leave-
one-out validation, in which a modified neural network was created using all data 
points except one and tested on the left-out data point. Experiments were repeated for 
each of the 194 data points being left out testing. 

The modified neural network process was implemented in Matlab/Octave, a 
numerical computation system. The neural network consisted of 32 input nodes, 20 
hidden nodes, and one output node for cancer recurrence time prediction. We set 
learning rate η = 0.1 and momentum α = 0 for learning. For error measure, we used 
M = 10, 50, and 100. The average prediction errors of cancer recurrence or patient 
survival time over the 194 leave-one-out validation sessions were 18.08 months 
(14.46% error rate) for M = 10, 16.96 months (13.57% error rate) for M = 50, and 
18.19 months (14.55% error rate) for M = 100. These error rates are low according to 
doctors’ evaluations [8]. 

5.2 Experiment with Selected Features 

Network pruning via input feature selection/reduction is a practical method to 
minimize the size of the neural network while maintaining good performance. When 
the training of a neural network is finished, a set of arc weights for the trained neural 
network is obtained. At this time, we use four feature-weighting measures to check 
the relative importance of input features: sensitivity, activity, saliency, and relevance 
[6, 7]. Each of these measures calculates the degree of an input feature’s importance 
by using the connection weights and activation patterns of nodes in the trained neural 
network. The feature-weighting measures are as follows. 

For input feature (i.e. node) i, the sensitivity is defined as the impact of i on prediction 
outcomes of training data. Let L be the set of n training data points, and ph for h ∈ L be 
the prediction outcome of training data point h (using all features) produced by the neural 
network built with L; let pi,h be the prediction outcome of h with all features except i (i.e., 
with the i value set to 0). Then, the sensitivity of input feature i is 

n

pp
S Lh hih

i
∑ ∈ −

=
|| ,
. 

The activity of a node measures the variance of activation values of training data. Let 
wi,j denote the weight of an arc connecting input node (i.e., input feature) i and hidden 
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node j, and wj the weight of an arc connecting hidden node j and the output node. 
Then, the activity of hidden node j is 

( )( )ji hiji
Lh

jj bxwgwA +⋅= ∑
∈

,,
2 var , 

where xi,h is the i value of data point h, and g(⋅) is the activation function (i.e., tanh(⋅)). 
The activity of input node i is obtained by aggregating the activities of all hidden 
nodes: 

∑= j jjii AwA 2
, . 

For feature selection, we use the activities of input nodes. 
The saliency of an input node is another parameter measuring the importance of the 

input node in the derivation of prediction outcome. It is calculated by aggregating arc 
weights. That is, the salience of input node i is 

∑=
j

jjii wwL 22
, . 

The relevance of a node is a measure of variance of weights in the neural network. 
The relevance of hidden node j is 

( )2
,

2 var ji
Lh

jj wwR
∈

⋅= . 

The relevance of input node i is obtained by aggregating the relevance values of all 
hidden nodes: 

∑= j jjii RwR 2
, . 

We use the relevance values of input nodes for feature selection. 
We applied a backward sequential elimination operation on a subset of the data 

points. The sequential elimination worked as follows. We used all 32 features to train 
a neural network and calculated all input nodes’ sensitivity, activity, saliency, and 
relevance values. Then we eliminated a node with the average rank of these four 
feature-weighting values was lowest, which was the mean value of cell nuclei’s 
smoothness (x5) as shown in Fig 3. Now, we used 31 features to train a neural 
network, calculated 31 input nodes’ feature-weighting values, and eliminated a node 
with the lowest mean rank of these values. We performed this operation until no 
improvement was made. The feature selection operation reduced the 32 input 
attributes into 5 attributes, which were the mean value of cell nuclei’s texture, 
variance of cell nuclei’s perimeter values, the extreme value of cell nuclei’s 
concavity, the mean value of tumor size, and the extreme value of cell nuclei’s 
smoothness as shown in Figure 4. When the reduced attributes were used for the 
training and validation of the neural network, the average prediction errors were 17.58 
months (14.06% error rate), 16.04 months (12.83% error rate), and 18.07 months 
(14.46% error rate) for M = 10, 50, and 100, respectively. 
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Fig. 3. Feature-Weighting Measures 

 

Fig. 4. Feature Selection Result 

6 Discussion 

In the experiment with breast cancer prognosis data, we successfully predict the 
cancer recurrence (i.e., patient survival) with the proposed neural network method. 
Because the domain of output ranged between 1 month and 125 months, we had 
difficulty in training and validating other types of neural networks. Thus, we could 
not compare the modified neural network method with previous methods for this data 
set. However, we generated synthetic data and compared the proposed method with 
previous approaches. The results indicated the proposed method performed very well. 

Further validations and applications of the proposed neural network method for 
various problems are necessary before we claim the general usability of the method. 

var Sensitivity Activity Saliency Relevance Sen Rank Act Rank Sal Rank Rel Rank Average
x1 0.19694 0.33961 0.58281 0.10757 18 31 23 31 25.75
x2 0.63899 2.15034 2.25855 0.65409 2 3 3 3 2.75
x3 0.22391 0.37492 0.60573 0.13869 16 29 22 24 22.75
x4 0.17984 0.3443 0.39085 0.10856 26 30 31 30 29.25
x5 0.18341 0.20763 0.36727 0.07971 25 32 32 32 30.25
x6 0.3199 0.71516 0.78533 0.25203 9 15 18 18 15
x7 0.18644 0.42052 0.45954 0.12884 23 26 30 26 26.25
x8 0.19172 0.40904 0.53568 0.1428 21 27 27 23 24.5
x9 0.50681 1.63075 1.83707 0.58302 3 5 4 4 4

x10 0.43439 0.90172 1.13257 0.30959 5 12 12 13 10.5
x11 0.2477 0.69942 0.7584 0.18764 14 17 19 20 17.5
x12 0.24865 1.23589 1.7922 0.49766 13 6 6 6 7.75
x13 0.36763 0.60041 0.75639 0.16536 6 20 20 22 17
x14 0.17659 0.45355 0.50827 0.12361 27 25 28 28 27
x15 0.17425 0.62555 0.58174 0.18882 28 19 24 19 22.5
x16 0.19502 0.70915 1.01523 0.2736 19 16 14 16 16.25
x17 0.14727 0.48207 0.54582 0.12748 32 23 26 27 27
x18 0.15717 0.45575 0.56437 0.11004 29 24 25 29 26.75
x19 0.19234 1.03019 1.23109 0.35443 20 9 11 10 12.5
x20 0.15218 0.38751 0.48409 0.13608 31 28 29 25 28.25
x21 0.15485 0.83491 1.00129 0.31075 30 13 15 12 17.5
x22 0.48705 1.70244 1.79382 0.54936 4 4 5 5 4.5
x23 0.18893 0.49572 0.62321 0.17631 22 22 21 21 21.5
x24 0.26232 0.66986 1.12944 0.28857 12 18 13 14 14.25
x25 0.88679 2.95362 2.9789 1.01699 1 2 2 2 1.75
x26 0.32153 1.00961 1.31539 0.3604 8 10 9 9 9
x27 0.30449 1.09204 1.25276 0.32907 10 8 10 11 9.75
x28 0.24104 0.76467 0.85941 0.28648 15 14 16 15 15
x29 0.21246 1.15217 1.53539 0.40799 17 7 8 8 10
x30 0.18599 0.58013 0.85202 0.26123 24 21 17 17 19.75
x31 0.34069 3.09557 4.04304 1.22051 7 1 1 1 2.5
x32 0.28521 0.98133 1.56397 0.44835 11 11 7 7 9

var Sensitivity Activity Saliency Relevance Sen Rank Act Rank Sal Rank Rel Rank Average
x2 2.1751 129.78 171.1686 1.1659 1 1 1 1 1

x13 1.6423 104.301 130.1978 0.6945 5 4 4 4 4.25
x25 1.8974 25.2105 38.9465 0.1942 4 5 5 5 4.75

x27 2.0925 106.886 142.8691 0.7717 2 3 3 3 2.75
x31 1.9751 116.067 153.2707 0.9647 3 2 2 2 2.25
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The major difficulty is in the collection of data. Nevertheless, we are currently 
collecting more data sets on which we are testing the proposed method. The results 
will be presented in a subsequent research report. 
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Abstract. Online content providers need a loyal user base for achieving a 
profitable revenue stream. Large number of visits and long clickstreams are 
essential for business models based on online advertising. In e-commerce 
settings, personalized recommendations have already been extensively 
researched on their effect on both user behavior and related economic 
performance indicators. We transfer this evaluation into the online content 
realm and show that recommender systems exhibit a positive impact for online 
content provider as well. Our research hypotheses emphasize on those 
components of an advertising-based revenue stream, which are manipulable by 
personalized recommendations. Based on a rich data set from a regional 
German newspaper the hypotheses are tested and conclusions are derived. 

Keywords: E-business, information economics, business model, digital goods, 
recommendation agent, online customer loyalty, empirical research/study, web 
metrics. 

1 Introduction 

The ongoing digital transformation leads to generation of enormous, ever-growing 
amounts of information that is made available through content-based web pages in the 
Internet. In contrast to e-commerce web pages, content providers face the challenge of 
establishing a viable business model. Advertising is being perceived as the primary 
and dominant source for revenue for the vast majority of online content providers 
(Evans 2009). For example, the total revenue of newspapers splits up as follows: 
81.5% are being earned with advertising; the rest is based on subscription (Clemons et 
al. 2002). Since advertising is dominating the content providers' revenue streams, it is 
crucial for them to create heavy traffic on their pages and keep readers to their pages 
as long as possible. The large article databases of content web-pages demand new 
techniques to decrease search costs and present items of potential interest quickly and 
easily to users. Recommender systems particularly serve these requirements. They are 
a rather new field of academic research, becoming a focus of interest in the mid-1990s 
(e.g. Resnick and Varian 1997). In the beginning, system design as well as the 
technical efficiency and predictive accuracy have been the primarily focus of 
evaluation of recommender systems (e.g. Schafer et al. 1999). Understanding the 
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behavioral effects on users and impact on key economic performance indicators has 
only been subject of research recently. Examples for such evaluation are two studies 
conducted on the basis of realworld data from Amazon.com (Kumar and Benbasat 
2006) and LeShop (Dias et al. 2008). These studies analyzed the business value of 
personalized recommendations including the impact on revenue. The largest group of 
studies focuses on analyzing the effects on sales diversity patterns (e.g. Brynjolfsson 
et al. 2006; Fleder and Hosangar 2007). Hinz and Eckert (2010) compare multiple 
search systems (hit lists, recommendations, etc.) and show that recommenders lead to 
substitution that is beneficial for retailers when niches yield higher margins than 
substituted top-sellers. As shown, most studies that have hitherto been conducted have 
dealt with the effect of recommender systems in e-commerce settings. Corresponding 
impact on content based services has only marginally been evaluated yet. We address 
this research gap and try to find answers to the overarching question: do 
recommendations entail an impact on the user behavior in a content page setting, and 
improve relevant economic performance indicators in advertising-based revenue 
models? To show these effects we put up a model that inter-relates all components of 
an online content provider's revenue stream (cf. Bodenbenner and Neumann 2012). 
We formulate a set of hypotheses on components, which can be influenced by 
recommender systems, and test them in a study. The study is being conducted based 
on a real-world data set from a major German newspaper. Core of the study is two-
group experiment comparing usage data from a test group with a control group. The 
control group was provided with random links instead of real, personalized 
recommendations. The paper is structured as follows: First, we describe our research 
framework and the related hypotheses. Then, the study environment is presented. 
Finally, hypotheses are evaluated and preliminary results are derived. 

2 Research Framework 

For our research framework we have to extract the nucleus of revenue streams of 
content web pages. The basis for this is a group of performance indicators, so-called 
web metrics, which have been defined within the realm of web analytics. The topic of 
web analytics is rather new and scientifically still in its infancy. Recently, a few 
reference books dealing with web analytics have been published (e.g. Peterson 2006). 
According to Bhat et al. (2002) exposure, as well as stickiness are core objectives of 
content web pages. These concepts reflect customer engagement that is a key driver 
for an effective online customer relationship. In addition, these concepts are 
supplemented by “content portfolio” that characterizes the depth of usage of a 
providers’ content base. Together with the external factor “profit” these concepts 
determine the final outcome, which is total revenue of the content provider. 

Concept: Exposure. The first objective, exposure, reflects the number of total visits a 
web page exhibits. This embraces both the number of unique visitors as well as their 
average number of visits to the web page (Bhat et al. 2002). The key figure “number 
of unique visitors” resembles the sum of users that frequent a web page within a 
certain time frame. For web pages that rely on an advertising revenue model, having a 
large number of visitors is crucial. New visitors have to be acquired and should view 
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as many different pages as possible in order to generate advertising views. The second 
factor of the exposure cluster is average number of visits per visitor. This shows 
visitor retention and measures the number of times a visitor has shown up on the web 
page within a given period. 

Concept: Stickiness. The second objective is stickiness, which measures the overall 
visit duration on a web page (Demers and Lev 2001). Moreover, stickiness indirectly 
measures the relevance of provided information and the associated satisfaction of 
users. It is derived from the number of page views per visit and the average time spent 
per page. A visit denotes usage sequences that can be related to a certain user 
(Peterson 2006). Inactivity between two user activities exceeding a certain threshold 
implies the end of the old visit and the start of a new visit. The most prevalent 
measure for comparison of web pages is the number of page views. The number of 
page views is an excellent indicator of how compelling and easy to navigate visitors 
find a web page. For content-based web pages, a measure of success is getting visitors 
to look at a large number of pages. Furthermore, stickiness is determined by the 
average time spent per page. This describes the timespan between entering and 
leaving a single web page (Peterson 2006). This metric helps to measure the overall 
goal of increasing the amount of time users spend on a web page. Multiplied with the 
average page views per visit, it results in the average time spent on the web page per 
visit. The duration of a web page visit is important since an increased page exposure 
time concurrently increases the probability that a user clicks on an advertising  
banner. This phenomenon has been evidenced in different studies (e.g. Bucklin and 
Sismeiro 2003). 

Concept: Content Portfolio. With the fact that online stores are able to display a 
much larger number of products than regular stores, consumption moves away from 
being concentrated on a small number of popular items only (e.g.; Zhu and Zhang 
2010). With the help of online search and filtering tools, customers can also search for 
and discover the lower-selling niche products off the list of top sellers, the so-called 
"long tail" (Anderson 2006). The long-tail phenomenon is particularly relevant for 
information goods and online content (e.g. news, music) that can be digitized and 
distributed at virtually no cost via the Internet. Due to the fact that production and 
distribution costs for these goods approach zero, the tail can be extremely long, 
outplaying the traditional 80/20 Pareto principle of offline channels (Elberse 2008). 
This makes the strategy of extending a top seller portfolio by a substantial long tail 
promising for online content providers. A long tail portfolio has an increased 
relevance for a broader audience, since it addresses both mainstream and niche 
interests. Therefore, it positively affects users’ loyalty (exposure) and their visit 
duration (stickiness). 

External Factor: Profit. As described beforehand, most content-based web pages 
rely on advertising as revenue stream. For online advertising there exist two major 
classes of pricing models, namely “Cost-per-Mille” (CPM) and “Cost-per-Click” 
(CPC) pricing (Evans 2009). With CPM-based pricing advertisers pay for exposure of 
their banners to a specific audience that is measured per thousand impressions.  
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costs. Thus, they are only needed when search costs are high (Chen et al. 2004), 
which particularly applies to online content bases with thousands of accessible 
content pages. Items with high search costs can particularly profit: showing more 
recommendations significantly increases their sales figures. For easy-to-find items 
and small-sized content bases, recommendations could not achieve a major 
improvement. By decreasing search costs, recommender systems manage to guide 
users quicker and easier towards information they are looking for and thusly support 
overcoming the information overflow (Davenport and Beck 2001). Moreover, 
personalization, which is the core of recommender systems, increases the relevance of 
shown links on a web page. Most users visit news websites with the attitude of “show 
me something interesting,” rather than having any specific information goals (Das  
et al. 2007). Efficient recommenders can help provide users with more relevant 
content that fits users’ current preferences and thus stick users to websites (Davenport 
and Beck 2001). The perception of personalization significantly increases customers’ 
readiness to build up loyalty (Komiak and Benbasat 2006). An experiment conducted 
with Google News showed that personalization of news recommendations created a 
more focused reading in the test group (Liu et al. 2010). Users pay more attention and 
spend more time in the recommended news section. A similar coherence between 
recommender systems and stickiness is also shown by Hinz and Eckert (2010). In this 
e-commerce setting it could be observed that recommender systems lead to 
substitution and not additional consumption; different results were achieved when 
analyzing other search systems, such as hit lists. In summary, there seems to be 
coherence between the impact of recommender systems and attractiveness of a web 
page. This entices users to stay longer on the respective pages and perform more 
clicks. Thus, we raise the following hypothesis: 

H2: Showing personalized recommendations increases stickiness of a content page. It 
positively impacts a) the number of page views per visit, and b) leads to more 
intensely read content pages.  

A focal point of present studies and research related to recommenders’ non-technical 
impact is on sales concentration respectively diversity. So far, the findings have been 
derived from e-commerce settings. Two oppositional trends can be found in literature. 
There is a small group of mainly older research that found evidence for increase in 
sales concentration when employing recommender systems (e.g.; Mooney and Roy 
2000). This means the popularity of already popular products, so-called blockbusters, 
is further reinforced. The long tail is focus of the second existing group of research. 
This much stronger and more recently-active group proves recommender systems 
help consumers discover new products and thus increase sales diversity (e.g. 
Brynjolfsson et al. 2006; Fleder and Hosangar 2009). That means hitherto niche items 
are being recommended and adjacently read, respectively sold, more often. This is 
especially interesting from an up- and cross-selling perspective. We follow the 
impression of the latter group and deduct our third hypothesis: 

H3: Recommendations lead to diversity in visited content base – from recently top 
viewed content to long tail: breadth of visited article base, contents’ age as well as 
articles’ category. 
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3 Study Design and Preliminary Results 

Our examinations focus on one specific type of content-based web pages, namely 
online news-papers. Nonetheless, our findings can be easily translated to other 
content-based services. To evaluate our research framework we are able to conduct a 
study based on usage data from a major player in the German newspaper market, 
which employs a YOOCHOOSE recommender system (i.e. a hybrid algorithm, 
combining stereotype and collaborative filtering) to provide personalization to its 
visitors. The dataset for our study is derived from a two-group experiment that 
recorded usage data from a test group and a control group over a period of one week. 
The full dataset comprises of around 300k records. The groups are constituted 
randomly, and they are virtually equal in size (test group = 53,828 unique users, 
control group = 53,604). Any further characteristics about the groups are not known. 
During the testing period the test group was provided with “real” personalized 
recommendations, whereas the control group was shown arbitrary links. We have to 
hazard the consequences of well-known constraints that arise from collecting 
anonymous measuring data without user login. For example, the refusal of session 
cookies, multiple persons using one device, and persons using multiple devices lead 
to inaccuracy in determining user sessions as well as the uniqueness of users. We 
assume that this effect is balanced out over the two groups and large number of 
observations that we analyzed. 

The evaluation of data is still ongoing. But still, we are able to already present a 
few noteworthy preliminary results. We have clustered the observations into different 
segments (see figure 2).  

 

Fig. 2. Segmentation of Study Observation Data 

Hypothesis H1. The first hypothesis targets at the impact of personalization on the 
exposure component. Firstly, we evaluate the test group, and compare users that never 
clicked on a recommended link with those that have reacted to such a link at least 
once (UR- vs. UR+). The Wilcoxon test calculates a critical value z that lies outside 
the boundaries of the 97.5% confidence interval (see test 1). Hence, the null 
hypothesis (i.e. actual location shift between distributions of visits is greater than 0) 
can be rejected. Consequently, the average visits per user are stochastically higher for 
those users that clicked on at least one recommendation in any of their visits during 
the testing period. H1 is accepted for this part. Secondly, we compare the observed 
values of the test group with the control group. Results of the Wilcoxon test are 
inconclusive (see test 2). Thus, a significant advantage of the personalized 
recommendations, i.e. more visits per user, over the arbitrary links cannot be 
witnessed. Nonetheless, the observations show that personalized recommendations 
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have a positive impact on “converting” users into loyal visitors (i.e. cluster UR+). The 
percentage of users that clicked at least one recommendation (UR+) is more than 30% 
higher for the test group (4.7% of users) compared with the control group (3.5%). 
This again leads to a higher total average of visits per user. Unfortunately, this effect 
cannot be fully validated. For interpretation, the position of the recommendations on 
the web page needs to be taken into account. The recommended links are presented on 
the lower end of a content page. Thus, they are recognized by a small percentage of 
visitors only, which results in limited influence of personalized recommendations on 
the full data set.  

Hypothesis 2. H2a sets the focus to the stickiness of a content page: do personalized 
recommend-dations help to extend a single visit of a user? Again, we start by 
assessing the test group (UR- vs. UR+). The observed mean of average page views 
per visit is considerably higher for the cluster using personalized recommendations. A 
Wilcoxon test confirms this assumption (see test 3); the null hypothesis can be 
rejected. Hence, personalized recommendations entail a significant increase in page 
views per visit. H2a is accepted for this part. Secondly, we analyze differences in the 
impact of using recommended links between the test and control group. Results of the 
Wilcoxon test are again inconclusive (see test 4). “Personalization”, even when 
arbitrary links can be considered as placebo, has a considerable impact as such, but 
H2a cannot be accepted when it comes to showing advantages of personalized 
recommendations over arbitrary links. 

Table 1. Overview on results from Wilcoxon-Mann-Whitney tests, α = 2.5% for all test runs. A 
chi-square-test showed that the observed values are not normally distributed. The Wilcoxon test 
can be applied since the observed values are ordinal and observations from the compared 
groups are independent of each other. 

 1) Visits/user 2) Visits/user 3) Clicks/visit 4) Clicks/visit 5) Reads/visit 6) Reads/visit 

UR-(t) UR+(t) UR+(t) UR+(c) UR-(t) UR+(t) UR+,a(t) UR+,a(c) SR-(t) SR+(t) UR+,a(t) UR+,a(c) ݔҧ 1.32 2.45 2.45 2.36 1.37 2.59 2.88 2.81 0.94 2.57 1.09 2.05 
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When the user visits a page, a read event is triggered after a certain time. We use 

the number of these events to measure the average visit duration. For evaluation of 
H2b we compare distributions of read events for visits with and without clicks on 
recommended links. The observed means of read events per visits show a clear 
tendency: it is greater for visits that include clicks on recommendations. Testing 
confirms the observation; H2b is accepted for this part. For comparing test and 
control group we again employ a Wilcoxon test, which results in rejection of the null 
hypothesis. This result is surprising at first sight: the average number of read events 
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per visit is stochastically higher when showing arbitrary recommendation links, and 
not (as assumed) for personalized recommendations. This result is possibly biased by 
the way we measure read events. When a user clicks on an arbitrary recommended 
link he is pushed into a setting that is (most probably) not linked to the prior page. 
The user requires a certain time to conceive the context and content of the newly 
called page. Since read events are triggered after a pre-determined time span, the user 
is still in the state of getting familiar with the new context and not really reading yet. 
Read events that follow clicks on personalized recommendations consequently exhibit 
a higher probability that the content has been really consumed. 

Hypothesis H3. For Hypothesis 3 no significant results have been derived yet. 

4 Managerial Implications and Conclusion 

Content providers are searching for viable business models in the Internet. Currently, 
a revenue stream based on advertising is most promising. Therefore, providers need to 
attract their visitors with relevant, personalized content. As our study in an online 
newspaper setting demonstrates, recommender systems can contribute to this and 
significantly improve the revenue stream. The preliminary study results suggest that 
recommender systems entail a positive influence on key business performance 
indicators of a content business model, namely exposure and stickiness. Exposure is 
significantly improved by increasing users’ loyalty (i.e. increasing number of recur-
ring visitors and higher average visits per visitors). Stickiness is amended as well: the 
length of stay both in terms of page views and time spent on the page are positively 
affected. In the near future, we plan to conduct further evaluations to compare effects 
of different recommender systems (e.g. popularity). Moreover, we want to extend our 
research to the actual content to evaluate whether recommendations within or across 
different categories entail diverse effects. 
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Abstract. With advancements made to the Internet, a considerable increase in 
the number and types of products available online has come. Yet, the large 
amount of online consumer reviews may present an obstacle to potential buyers. 
This study proposes a four-dimensional book evaluation system for use by 
leading online booksellers, thereby enabling potential buyers to form decisions 
based on differentiated criteria. This book evaluation system was empirically 
examined by employing a text mining approach and multivariate regression 
model. The findings here-in may aid in improving the understanding of the 
construction of online product evaluation systems. 

Keywords: Online review, evaluation system, text mining. 

1 Introduction 

User-generated online reviews of books sold in electronic stores have greatly 
promoted the eBusiness. Such user-generated feedback has been a critical factor in the 
success of online business as well as a versatile platform within academic research 
[1], [2]. At present, the online review of books is an important source of information 
to consumers that may substitute or complement other forms of word-of-mouth 
communications regarding book quality [1]. Separately, the sheer volume in addition 
to the myriad content of online reviews may raise challenges to book 
customers.  Although reading online reviews may help the potential customer make 
informed decisions, in many cases the large quantity of textual reviews available for a 
book can be overwhelming thereby impeding the customer’s ability to evaluate the 
product [3]. For example, the number of reviews for any average book on 
Amazon.com can exceed several hundred. But for the popular books such as The Girl 
Who Kicked the Hornet's Nest, the number of reviews has reached 1,237. 
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Related to the idea that a large volume of reviews may impede customer decisions, 
websites have added the helpfulness a helpful voting mechanism that may encourage 
users to evaluate the helpfulness of user reviews by simply asking anyone who has 
read the review to vote on the question “Was this review helpful to you?.” Yet, the 
degree to which this mechanism may aid the consumer remains limited.  Even for the 
most popular online booksellers such as Amazon.com and Barnersandnoble.com, a 
large portion of book reviews do not receive any helpfulness votes. Therefore, if there 
are not enough helpfulness votes, customer decision-making facilitated by the 
helpfulness votes will be limited in effect. 

In order to assist the user in more easily finding helpful review information, the 
construction of a numeric multi-dimensional evaluation of books based on online 
reviews was investigated. The two leading online booksellers, Amazon.com and 
Barnersandnoble.com, have only a single overall rating outcome for a book; thereby 
potentially providing limited information about the book. Additionally, potential buyers 
might employ a set of criteria with which to make a decision, such as: the usefulness of 
the book, the writing quality, the richness of the text, as they have different purposes for 
the book use and different knowledge about the book they are seeking. Normally, online 
reviews of a book express these evaluative concerns but consumers must read the whole 
review to find useful information. As such, eBay.com provides a four-dimensional 
evaluative-approach to indicate a seller's performance in addition to the numeral 
reputation statistics—the latter based on buyers’ rating category of positive, negative, or 
neutral. The four dimensions of evaluation include “Item as described”, 
“Communication”, “Shipping time” and “Shipping and handling charges”. Another 
example is Wikipedia.com. This website encourages users to rate each page they have 
read with four criteria: Trustworthy, Objective, Complete, and Well-written. Under each 
dimension, users can evaluate the page on a five-point scale. As users’ demand of a 
product becomes diversified, they may come to know the subjects from different angles 
thus making their decision based on differentiated criteria.  

Our objective was to conceive a text-mining method to build a multi-dimensional 
evaluation system for the books sold on Amazon.com. Based on previous studies [4], 
[5], regarding the review of books and clustering result from Enterprise Miner, we 
have constructed the evaluation system for online books from the dimensions of 
character, plot, completeness, and well-written. The character dimension measures the 
author’s ability to craft meaningful and interesting fictional character. The plot 
dimension is used to judge the fictional plot’s attractiveness. The completeness 
dimension aims to evaluate the content of the book reviewed. The well- 
written dimension focuses on the clarity of the book’s content. Based on the afore-
described four-dimensional evaluation system for books sold online, book reviews 
were analyzed in a selected category from Amazon.com by employing text-mining 
techniques and then testing the validity of the four-dimensional evaluation system by 
scoring the new book reviews in the same category. 

The present study contributes to the eBusiness research discussion by proposing a 
four-dimensional evaluation system for online books. This evaluation system allows 
users to apply their favored weights of different dimensions to construct their 
decisions based upon different choices. In this way, it may be easier for potential 
buyers to find relevant and meaningful book information. This research also 
contributes to the text-mining research literature by using a text-mining approach in 
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the study of online book reviews. The online book reviews contain a wealth of textual 
information, traditionally making it difficult to quantify the ambiguous textual 
information from online reviews [6]. However, some previous studies have employed 
content analysis and statistical methods to analyze the online reviews [4], [5]. In this 
paper, a text-mining approach was employed to extract vectors of singular value 
decomposition (SVD) from reviewers’ text and to further use these newly extracted 
variables in a multivariate regression model to examine what factors determined the 
rating in each dimension of the four-dimensional evaluation system. 

The remainder of this study is presented as such: Section 2 reviews literature 
relevant to the presented thesis.  Data collection techniques and other methodologies 
are discussed in Section 3. Empirical results are presented in Section 4. Section 5 
considers the limitations of current research while proposing meaningful avenues for 
further exploration. 

2 Relevant Work 

2.1 Online Book Review  

Online book reviews have become an important source of information to consumers, 
either through substitution or by complement to other forms of word–of-mouth 
communication regarding the quality of various products [1]. Academic attention has 
been given to the significance of this community content on the consumer purchasing 
decision [1], [2]. Chevalier and Mayzlin (2006) examined the effect of voluntarily-
supplied customer reviews on the subsequent sale of books at Amazon.com and 
Barnesandnoble.com. Customer reviews were overwhelmingly positive on both 
websites but a greater abundance of reviews as well as a comparatively larger word 
count per review were identified at Amazon.com [1]. Forman et al. (2008) also 
examined the relationship between online-reviews and product sale. Their results 
suggested identifying information about a reviewer’s background does shape 
community members’ judgment of products and reviews. 

Although there is evidence supporting the efficacy of user-generated online review 
in influencing a consumer’s decision to purchase, greater research is needed to 
address potential improvements to the utilization by buyers regarding the user-
generated online reviews. The abundance of information created by the online review 
system provides a significant obstacle to the consumer’s decision towards purchase. 
This paper investigates the construction of a multi-dimensional evaluation system for 
online products, potentially helping prospective buyers to more easily identify useful 
information. 

2.2 Analysis of Online Review by Text Mining 

There are several emerging studies [4], [7], [12], [13] that examine the detailed 
textual information contained within the online reviews. Content analysis was utilized 
to identify the factors affecting the evaluative content of book reviews in sociology  
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[4]. As this technique is extraordinarily time-consuming when dealing with a large 
amount of data, such as the online book reviews, text mining is gaining attention in 
information systems research. Opinion-mining and sentimental-analysis have 
previously been used to analyze the textual information found in Amazon book 
reviews [7]. The authors found that the perceived helpfulness of a review depended 
on its content as well as that the evaluation did relate to other evaluations of the same 
product. Cao et al. (2011) employed latent semantic analysis to uncover the semantic 
factors that may influence the number of helpfulness votes given to a particular 
review. 

Several studies have extracted users’ opinions from online reviews to predict 
products sales [2] and examined the effect of semantic characteristics on the 
helpfulness votes [7], [8]. However, few studies have realized the usefulness and 
importance of constructing a multi-dimensional evaluation system for online products 
by automatically extracting the semantic information of reviews, thereby possibly 
helping consumer decision-making. This research explores the potential ability to 
utilize a text-mining technique to quantify the semantic information contained in 
online book reviews. 

3 Research Methods 

3.1 Data Collection  

Data was collected from Amazon.com, a leading online bookseller. Initially 
established was the training data-set. Three fictional-genre books in a given theme 
were selected; each book selected received 10 reviews, which included user ratings 
and user review comments. Regarding the testing data-set was chosen a separate book 
with selection criteria identical to model training data-set. A total of 30 user reviews 
for the latter book were collected. This testing data-set also contains user ratings and 
user reviews. 

3.2 Text Mining Method  

Latent Semantic Analysis (LSA)-based text mining method was used to explore the 
textual information in the book reviews. LSA is a statistical approach that is used to 
analyze relationships between a set of documents and terms contained therein that 
produces a set of meaningful patterns related to the documents and terms [9]. In the 
present study, each book review can be understood as a document, and terms are 
either a single word or a phrase that appears in the document. A concept generated by 
LSA may refer to the features of some documents. Within the context defined by this 
research, a concept such as “extremely realistic” could be a key feature of a review 
with an attractive plot. LSA was utilized to analyze the sentimental information 
hidden in book reviews and map them into different evaluative dimensions: character, 
plot, complete and well-written. 
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Text Miner node in SAS® Enterprise Miner (EM) 6.2 uses a descriptive terms 
algorithm to describe the contents of both EM clusters and hierarchical clusters. The 
clustering results are shown in Table 1. Table 1 displays the descriptive terms for each 
of the four clusters, Cluster ID, that indicates which cluster that a document is 
grouped into. All documents are grouped into four clusters. Based on the descriptive 
terms, the clusters could be mapped into the evaluation dimensions in previous studies 
[4], [5]: character, plot, completeness, and well-written. The character dimension 
measures if the author has depicted the characters in the fiction well.  The plot 
dimension was used to judge the attractiveness of the fictional plots. The 
completeness dimension aimed to evaluate the content of the fiction reviewed, while 
the well-written dimension focused on examining clarity of the fiction. The 
Frequency refers to how many documents belong to the same cluster. 

Table 1. Clustering results 

Cluster ID Example Frequency Corresponding 
Dimension 

1 character; man; officers 4 Character 
2 war; Jungle; Life; marines 14 Plot 
3 Full; richness 9 Completeness 
4 Fluent; detail; 3 Well-written 

Note: the theme of the fictions was about Vietnam War; 

 
Based on the four-dimensional evaluation system for books, the present empirical 

study consisted of three steps:  

Step 1: Manually coded each review in the training dataset in accordance with the 
four-dimensional evaluation system: character, plot, completeness and well-written. 
An expert in the review of fictional works gave the scores for each book review under 
four dimensions for the different books. Since the rating scale on Amazon is 1-5, it 
was kept in the four-dimensional evaluation system consistency. One example of this 
manual coding is shown in Table 1. 

Table 2. An Example of Manual Coding Reviews 

Review ID Character Plot Completeness Well-written 
Review 1 3 4 5 5 
Review 2 4 4 4 5 
… … … … … 
Review 30 3 3 2 1 

 
Step 2: Established a multivariate regression model for predicting the four 
dimensions with which to score books. In order to investigate the relationship 
between the information contained in the reviews and the score for each dimension of 
the book, multivariate regression model was developed.  Multivariate regression is a 
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technique that estimates a single regression model with more than one dependent 
variable. Multivariate regression is very suitable for our study because the dependent 
variables are the scores of four dimensions for each book. Equation 1 depicts the 
basics of the multivariate regression: 

εβ += XY  (1) 

Where Y is a ሺn ൈ pሻ  data matrix containing the response variables, X  is a  ሺn ൈ qሻ data matrix containing the factors, β is a ሺq ൈ pሻ  data matrix containing the 
factor coefficients (model parameters), and ε is a ሺn ൈ pሻ data matrix containing the 
noise terms. In our study, Y is the scores of four dimensions for each book while X is 
the textual information identified from the review data-set by Singular Value 
Decomposition (SVD). 

Parsing the document collection (here refers to the reviews data-set) may generate 
a term-document frequency matrix, in which each entry of the matrix represents the 
number of times that a term appears in a document. If there is a collection of several 
thousand documents, the term-document frequency matrix can contain hundreds of 
thousands of words. It requires too much computing time and space to analyze this 
matrix effectively. To solve this problem, singular value decomposition (SVD) can be 
implemented to reduce the dimensions of the term-document frequency matrix by 
transforming the matrix into a lower dimensional, more compact, and informative 
form. As SVD is a good summary of the document collection, the document 
collection can be represented by certain number of SVD factors. Each SVD factor 
summarizes words in the document with similar characteristics [9]. Therefore, SVD 
factors represent the textual information contained in the reviews. Further details of 
SVD and more information about SVD can be found at [10].  

Step 3: After the parameter estimates of four models were completed, another set of 
reviews were applied for scoring. To establish the training dataset, 30 user reviews 
were collected for a new book in the given category. There were two steps for 
scoring: 1) Use the text-mining model to obtain the input values from the testing data-
set for the multivariate regression model. 2) Apply the multivariate regression model 
to the final scores under each dimension. Based on each review in the training data-
set, the predicted scores for the book under each dimension are given in Table 3. 

Table 3. Prediction for Scores under Each Dimension 

Review ID Prediction for 
Character 

Prediction for 
Plot 

Prediction for 
Completeness 

Prediction for 
Well-written 

Review 1 0.93491 0.80636 2.99426 2.0893 

Review 2 2.03561 1.87524 2.93898 2.69335 
… … … … … 
Review 30 2.83699 2.91483 4.47323 3.72766 
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4 Results and Discussion 

Table 4 shows the weights of different terms in each review. “Role” refers to the 
attributes of the term, “Freq” represents how many times the term appeared in a 
certain review, “Num of reviews” indicates in what review the term appeared. 
“Weight” refers to Term Frequency-Inverse Document Frequency (TF-IDF, here 
document refers to each review) Weighting. Less frequent terms are more useful in 
distinguishing reviews. TF-IDF weighting [11] was used to place less weight on more 
frequent terms, and vice versa. For example, the role, frequency, and weight of the 
term “book” in review 22 is noun, 66, and .13266 respectively. But for the term 
“story”, its frequency is 33 but its weight is 0.23299 which is higher than that of term 
“book”. This means that high frequency leads to low weights. Generally, terms with a 
high frequency contain less useful information and thus have lower weights.  

Table 4. Weights for Terms 

Term Role Freq Num of reviews weight 

book Noun 66 22 0.13266 

war Noun 64 19 0.19329 

story Noun 33 17 0.23299 

experience Noun 23 16 0.22224 

author Noun 29 15 0.25677 

book Verb 21 15 0.22132 

character Noun 29 15 0.24545 

reader Noun 27 15 0.25077 

novel Noun 40 14 0.31579 

man Noun 25 13 0.28483 

 
In order to examine which semantic factor had the key impact on the final score in 

a certain evaluative dimension, the outputs of multivariate regression model were 
investigated further to include the parameter estimates, standard error, t values and p 
values. Table 5 through Table 8 individually presents the results of the investigation, 
respectively. 

Table 5 demonstrates that “_SVD_5” had the lowest p value and the parameter 
estimates for it was -2.9049, indicating that it had a higher negative impact on the 
final score under character dimension. This affect may be explained by the inclusion 
in the reviews of negative descriptors such as “boring” and “misleading”. Similar 
situations can be found in the other three regression models. Based on the following 
four tables, it is clear which SVD factor had the higher impact on the final scores for 
the book in certain evaluative dimensions. 
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Table 5. Parameter Estimates of Regression Model of Character Dimension 

Parameter Estimate Error T Value Pr > |t| 

Intercept 5.7182 0.3340 17.12 <.0001 
_SVD_1a -4.7778 1.2949 3.69 0.0210 
_SVD_11 -0.9135 0.2745 3.33       0.0292 
_SVD_14 -0.8735 0.2846 3.07 0.0373 
_SVD_16 1.5312 0.4449 3.44 0.0263 
_SVD_3 1.4286 0.3723 3.84 0.0185 
_SVD_5 -2.9049 0.2893 10.04 0.0006 
_SVD_9 -2.5532 0.3982 6.41 0.0030 

a The “_SVD_” is the prefix of SVD factor loadings. “_SVD_1” presents the loading on the 
first SVD factors. 

Table 6. Parameter estimates of regression model of plot dimension 

Parameter Estimate Error T Value Pr > |t| 
Intercept 6.1293 0.3584 17.10 <.0001 
_SVD_1a -5.6965 1.3895 4.10 0.0149 
_SVD_12 -1.4968 0.4990 -3.00 0.0400 
_SVD_15 -1.4036 0.4441 -3.16 0.0342 
_SVD_16 2.1991 0.4774 4.61 0.0100 
_SVD_3 2.0979 0.3995 5.25 0.0063 
_SVD_5 -2.8441 0.3104 9.16 0.0008 
_SVD_9 -2.6166 0.4273 6.12 0.0036 

a The “_SVD_” is the prefix of SVD factor loadings. “_SVD_1” presents the loading on the 
first SVD factors. 

Table 7. Parameter estimates of regression model of completeness dimension 

Parameter Estimate Error T Value Pr > |t| 
Intercept 6.1241 0.4354 14.07 0.0001 
_SVD_1a -5.9912 1.6881 3.55 0.0238 
_SVD_11 -0.8422 0.3579 2.35 0.0782 
_SVD_15 -1.3208 0.5395 2.45 0.0706 
_SVD_7 1.4142 0.4869 2.90 0.0439 
_SVD_3 2.3675 0.4853 4.88 0.0082 
_SVD_5 -2.7563 0.3771 7.31 0.0019 
_SVD_9 -3.1928 0.5191 6.15 0.0035 

a The “_SVD_” is the prefix of SVD factor loadings. “_SVD_1” presents the loading on the 
first SVD factors. 
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Table 8. Parameter estimates of regression model of well written dimension 

Parameter Estimate Error T Value Pr > |t| 

Intercept 5.1964 0.5488 9.47 0.0007 
_SVD_21a 0.8600 0.4005 2.15 0.0983 
_SVD_11 -0.9135 0.2745 3.33 0.0292 
_SVD_24 0.8634 0.3906 2.21 0.0916 
_SVD_14 -0.6196 0.4676 1.33 0.2558 
_SVD_15 -1.0413 0.6801 1.53       0.2005 
_SVD_17 1.0701 0.6840 1.56 0.1927 
_SVD_19 0.6381 0.4202 1.52 0.2035 

a The “_SVD_” is the prefix of SVD factor loadings. “_SVD_21” presents the loading on the 
21st SVD factors. 

To test if the multi-dimensional values were consistent were Amazon’s overall 
rating information, the original overall rating that each review received was compared 
with the combination of scores under each dimension. To make it more intuitive, this 
difference was qualified by computing the deviation. The equation 2 for the 
computation is listed below: Deviation ൌ ඥሺOverall Rating െ Combination Scoresሻଶ (2) 

As shown in Table 9, the average deviation from the overall rating to combined scores 
is 1.4. But the difference between their average values is 1.3, which is smaller than 
the deviation. This indicated that the deviation can be reduced while the amount of  
the reviews increases. Even though the deviation is a little bit larger than expected 
(within 1), the reasons could be the small sample sizes, ignorance of the correlation 
between different evaluation dimensions. We directly summed the scores on four 
dimensions without considering the weights for different dimensions. 

Table 9. Deviation between overall rating and predicted combination rating 

Review ID Overall Rating 
Combination of scores in four-

dimensions 
Deviation 

Review 1 5 4 1 
Review 2 4 4 0 
… … … … 
Review 30 3 1 2 
Average 4.4 3.1 1.4 

5 Conclusion 

The present study examined an important yet-not-well researched academic issue 
concerning the multi-dimensional evaluation system for online bookstores. By 
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analyzing readers’ review comments, this multi-dimensional evaluation system may 
be of potential help in solving customer confusion caused by an information-overload 
for online book buyers. It may allow potential buyers to make a decision based on 
differentiated criteria. This issue was addressed by examining the multi-dimensional 
evaluation system for fictional-genre books. Here proposed is a four-dimensional 
evaluation system, presenting the numerical evaluations of character, plot, 
completeness, and well-written. Based on the idea of this book evaluation system, the 
text mining method and a multivariate regression model was used to investigate 
online reviews of fictional-genre books with the data collected from Amazon.com. 
Also examined were the semantic factors that may have impacted each dimension 
using a text mining approach and multivariate regression model. The approach 
describe herein can be easily applied to the multi-dimensional evaluation for other 
types of books. Its main contribution is that it can convert previously single-
dimension evaluation to a multi-dimensional evaluation system with the existing 
online review system for the book. The idea potentially might be further generalized 
to the online review systems for other types of electronic stores. 

This exploratory research retains some limitations. Limited by the sample size, the 
deviation between overall rating and combined scores is not satisfactory. Our training 
data-set only included 30 observations, thus leading to a large variance from the 
sample. In future research, the sample size should be expanded to reduce the 
statistical deviation. Another limitation of this research is that the evaluation system 
for the book genre of fiction was investigated. When applying this approach to other 
products or services, there may be new challenges. Even though different products or 
services require different evaluation criteria, our methodology that combines text 
mining techniques with multivariate regression modeling can be easily replicated and 
generalized to analyze other online products or services. 

There are a series of interesting directions for future research. Since the deviation 
between the overall rating and the combined scores is a little larger in this study, how 
to make the multi-dimensional values consistent with the use of the Amazon overall 
rating information is worth further research. Separately, some websites, such as 
Amazon.com and eBay.com provide a helpfulness voting mechanism, how to weigh 
the inputs with regard to the information of helpfulness of the reviews needs further 
consideration. Finally, the evaluative dimensions could be automatically identified 
from the online reviews by employing certain opinion summarization models. 
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Abstract. The increasing computing capacity and popularity of smartphones has 
stimulated great demand for mobile applications, especially for mobile games. 
When consumers have a variety of choices of mobile games, online reviews 
become critical information for consumers in making decisions. Online reviews 
show the important characteristics of mobile games that consumers care most 
about. Therefore, the objective of this study is to identify the critical 
characteristics of mobile games from the online reviews. We conducted content 
analysis and analyzed 1,485 online reviews of 38 mobile games and identified 
and classified 2,145 terms into 20 characteristics. We found that the important 
characteristics of mobile games include fun, information richness, perceived 
value, after sales services, stableness, and challenge. Our findings provide 
empirical evidence of the critical determinants of purchasing mobile games 
which can serve as a precursor of future text mining research. In addition, this 
study provides practical insights for software developers and for smartphone 
manufacturers. 

Keywords: Consumers’ decision, mobile games, online review, software 
characteristics, word-of-mouth.  

1 Introduction 

After launching iPhone in 2007, Apple introduced the revolutionary App Store in 2008 
which has created a new chapter for the mobile application (mobile app) market. Apple 
App Store has delivered billions of mobile apps to its users and has established a new 
business model of mobile application downloads. The hype created by Apple around 
applications has made iPhone much more personalized and useful for the users. The 
International Data Corporation (IDC) predicted that downloads of global mobile 
applications will increase from 38.2 billion in 2011 to 183 billion by the end of 2015 
(IDC 2011a). IHS Screen Digest Research predicted that the profit of the four largest 
mobile app stores (Apple, Google, Nokia and RIM) will account for 77.7% of the total 
profit of mobile software in 2011, that is, $3.8 billion US dollars, of which, the Apple 
App Store dominates with 75% of the market share (IHS Screen Digest research 
2011b). According to Gartner (2011a), mobile games account for over 70% of mobile 
app downloads. Although 60% to 70% of mobile games are “free,” the revenue of 



 The Investigation of Online Reviews of Mobile Games 131 

mobile games worldwide has been predicted to reach 5.6 billion dollars in 2010 and 
surpass 11.4 billion in 2014 (Gartner 2011a). The hype around mobile app stores  
has opened this market up and expanded competition among the players in the  
industry.  

Since there are numerous free and trendy mobile games available in app stores, 
browsing online reviews has become the first step of product information seeking in 
pre-purchase processes. Consumers usually browse online reviews before they decide 
whether to download mobile games. The word-of-mouth effect from online reviews has 
great impact on consumers’ purchase decisions because of the non-profit conflict 
between products and users’ online reviews (Scoble and Israel 2006). It is common to 
see consumers follow earlier buyers’ decisions especially when asymmetrical 
information exists. Although decision making processes are complex and dynamic, 
precursors’ comments and experiences are critical referrals for potential buyers when 
marking decisions. Therefore, the objective of this study is to identify and classify the 
key terms in online reviews of the mobile games in the Apple App Store. The 
classification of characteristics of mobile games serves as the precursor of our further 
text mining research.  

This paper is organized as follows. Section 2 reviews the global market of mobile 
applications and mobile games, and studies of word-of-mouth. Section 3 addresses our 
research method, data collection process and research design. Section 4 discusses our 
data analysis, findings, and the implications of the research results. Section 5 concludes 
our findings and discusses the contributions, and limitations of this research.  

2 Literature Review 

This section reviews the development of the mobile platform and global market of 
mobile applications and mobile games. We further review previous studies of 
word-of-mouth and online reviews.  

2.1 Global Market of Mobile Applications and Mobile Games 

IDC predicted that the number of global smartphones sold will reach 472 million in 
2011, and rise to 982 million in 2015 (IDC 2011b). Gartner also predicted that the 
worldwide sales of smartphones will be around 107 million in the second quarter of 
2011, accounting for 25% of mobile device sales (Gartner 2011b). The increasing 
demand and popularity of smartphones indicate the great potential of the mobile 
application market. The most common activities of smartphone users are to  
receive short message services (70%), send/receive multi-media services (50.4%), 
check news/sports/weather (53%), look up direction or maps (50%), send/ 
receive instant messages (e.g. MSN) (41%), and send or receive work email (38%) 
(Forrester Research 2011). According to Forrester Research, the revenue of mobile 
applications from customers’ downloads in 2015 will exceed $38 billion US dollars 
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(McCarthy et al. 2011). Around 33% of smartphone users have downloaded mobile 
applications in the US. The most frequent downloaded categories of mobile 
applications of smartphone users are games (65%), social networking (46%), 
news/weather (56%), maps/navigation/search (55%), entertainment/food (38%), 
banking/finance (31%), sports (30%), shopping/retail (29%), video/movies (25%), 
and communication (25%) (Nielsenwire 2010). There are four major players 
worldwide in mobile applications: the Apple App Store, Blackberry App World, 
Nokia Ovi Store, and Goggle Android Market. Among the four major players, the 
Apple App store is far ahead in terms of market share and revenue. The sales of the 
Apple App Store reached $1.78 billion dollars in 2010 with a global market share  
of 82.7%, with a growth of 132% compared with 2009 (The IHS Screen Digest 
Research 2011a). 

Table 1. The Growth of Global Mobile Applications Store in 2010 and 2009 

 
                              (Source: IHS Screen Digest research 2011a) 

 
Although the revenues of mobile games are predicted to grow significantly year by 

year, there are only a few studies related to mobile games (Kleijnen et al. 2004;  
Fin 2005; Schwabe and Goth 2005; Rashid et al. 2006; Salo and Karjaluoto 2007; 
Demirbilek 2010). Rashiad et al. (2006) developed location-based games via mobile 
phones. Some researchers studies how to use mobile games in improving learning 
(Schwabe and Goth 2005; Demirbilek 2010). A few studies investigated the adoption 
of mobile games and the advertising of mobile games. Solo and Karjaluto (2007) 
argued that many mobile game developers provide free downloading fees because they 
can generate revenues from advertising. Based on refined adoption model, Kleijnen  
et al. (2004) explained the adoption of mobile gaming. However, there is no research 
studied consumers’ review of mobile games. 

Store Share Revenue (Millions) Year-over-Year Growth

Apple App Store
92.8 2009 $769

131.9%
82.7 2010 $1,782

BlackBerry App World
4.4 2009 $36

360.3
7.7 2010 $165

NOKIA Ovi Store
1.5 2009 $13

719.4
4.9 2010 $105

Google Android Market
1.3 2009 $11

861.5%
4.7 2010 $102

Total
$828 2009

160.2
$2,155 2010
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2.2 Word of Mouth Effects 

People usually read online reviews of products or services to make decisions efficiently 
and effectively (Cheung et al. 2009). Because of information asymmetry, consumers  
may not have full knowledge of products or services. Thus, word of mouth (WOM) has 
become an efficient and effective source of getting information. Word of mouth is 
defined as, “all information communications directed at other consumers about the 
ownership, usage, or characteristics of particular goods and services or their sellers” 
(Westbrook 1987; Hennig-Thurau and Walsh 2003). WOM refers to the perspectives 
from customers’ experiences and evaluations of products or services. Instead of 
receiving promotional perspectives from companies, consumers can judge their 
purchase decisions based on customers’ experiences and evaluations. WOM may be 
affected by customer satisfaction (Richins 1983) and customer satisfaction is 
influenced by product quality and price. Enterprises can gain benefits and higher 
evaluation by reducing price, but this strategy only applies for products with moderate 
quality (Li and Hitt 2010).  

The online forum has provided a virtual channel for customers to share comments 
through the Internet. This new trend of WOM is known as “eWOM” (Cheung et al. 
2009). Compared to WOM, eWOM has many distinct characteristics. For example, it is 
larger scale, available anytime and anywhere, efficient, comparable, and almost 
costless. However, since there is no limitation for customers to comment online, 
un-screened information might decrease the credibility of eWOM (Cheung et al. 2009). 
Previous studies showed that negative eWOM usually have greater impact than positive 
ones (Cheung et al. 2009). Consumers are usually suspicious of positive eWOM 
because these comments may be distributed by firms in order to boost sales. By 
contrast, negative eWOM seems to be more reliable even though it may be posted by 
competing firms. Therefore, finding a way to ensure authority is a critical issue for 
eWOM. To establish the reputation of online reviews, Apple App Store has stopped 
selling thousands of mobile applications from one company because of its purposely 
manipulative comments. Extremely negative comments are less helpful for consumers 
than fair or positive comments (Mudambi and Schuff 2010).  

3 Research Method 

This section addresses our research design, data collection process, coding procedures 
of content analysis, and the reliability and validity of content analysis. 

3.1 Research Design 

To identify the key terms of online reviews in mobile games, we collected online 
reviews from the Apple App Store and further conducted content analysis to analyze 
our data. Content analysis is a quantitative technique which can systematically and 
objectively identify specific characteristics from the texts and make inferences (Stone 
1966; Krippendorf 1980; Weber 1990; Neuendorf 2002; Berelson 1952). 
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3.2 Coding Procedures of Content Analysis 

The coding and analyzing procedures were as follows. First, the analysis unit was the 
postings of online review comments. Second, we created a classification guide of the 
characteristics of mobile games. Third, two coders read through the classification guide 
and made sure each other understood and agreed upon the classification, operational 
definitions, and examples. Forth, the two coders read the postings of the online review 
through their iPhones. Based on the classification guide, the two coders read through 
the texts of the online review comments and identified the key terms. Overall, there 
were 2,145 terms identified from the 1,485 online reviews, which were classified into 
20 characteristics of mobile games. Their percent agreement was 0.950, while 
reliability was 0.974, which was higher than the recommended 80% as the acceptable 
reliability (Gottschalk 1995). We further evaluate the validity of classifications by three 
researchers to arrive at an agreement on the definitions of all characteristics of mobile 
games. In the coding process, the two coders had several rounds of discussions in 
finalizing the classifications of all terms.  

4 Findings and Discussion 

This section shows the descriptive statistics of our data, results, and discussion. 

4.1 Descriptive Statistics 

There were 1,485 selected online reviews of mobile games in 38 categories. 2,145 
terms were identified by two coders. These online reviews were accessed in April 2011. 
We summarize the descriptive statistics in Table 2 which includes the names of games 
in each category, version, price, downloaded ranking, average stars/number of ratings, 
and number of reviews of the selected mobile games. The descriptive statistics can be 
discussed as follows. First, the selected mobile games are priced from 0.99 to 15.99 US 
dollars. Final Fantasy III (Role Playing) is priced the highest, at $15.99, among the 
sample, but still ranked number 1 in the downloaded ranking. Around half of the mobile 
games are priced at $0.99. The average price of the selected sample is $2.62. Second, 
half of our selected mobile games ranked in the top 3 most downloaded in their 
categories in the Apple App Store Taiwan. The lowest downloaded ranking within our 
selected sample is 27. Only 6 of the selected games are not ranked in the top 10. The 
average downloaded ranking is 6.21. Third, 8 selected mobile games have the highest 
customer ratings, 5 stars. There is one mobile game, AFROian Jewels (Dice), which has 
the lowest customer rating, 2.5 stars. The averaged numerical customer ratings are 4.12 
stars. Forth, Angry birds (Action) has the greatest number of reviews, 870, and 
Vocabulary Bubble (Word) has the fewest number of reviews, 2. The average number 
of reviews is 179.  
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Table 2. Descriptive Statistics of Selected Mobile Games 

 
Note: *There is one free mobile game because we were unable to find paid mobile games with 
the online reviews in the Trivia category. “Are you Still Sober” has more online reviews.  

4.2 Results and Discussions 

We identify the 2,145 terms of mobile games and classify them into the 20 
characteristics of mobile game. Our findings are as follows. We found the most 
frequent terms appearing in the online review of mobile games are fun (29.19%), 
information richness (12.5%), perceived value (9.49%), after sales service (8.37%), 
stableness (6.47%), and challenge (4.97%) (See Table 3). First, fun is defined as 
something that gives us enjoyment and pleasure (Prensky 2001). Fun is the most 
frequently appearing term which indicates what customers care most about is whether 
the mobile game is enjoyable, entertaining, and pleasurable. Second, information 
richness is the second most frequently appearing term. Information richness refers to  
 

Categories Name of Game Price Download Ranking Stars / Rating No. of Reviews 

Action Angry Birds 0.99 2 5/130 870 
Fruit Ninja 0.99 3 4.5/136  458 

Adventure Infinity Blade 5.99 2 5/325 794 
Devil May Cry 4 refrain 4.99 7 4/84 68 

Arcade iSlash 0.99 10 5/387 581 
STREET FIGHTER IV 4.99 18 4.5/18 303 

Board Bubble Bust! 0.99 2 4.5/63 34 
Gyrotate 0.99 18 3/293 39 

Card UNO™ 0.99 2 4/14 20 
i.Game Big2 1.99 5 3/8 25 

Casino Mahjong World  0.99 1 3/55 39 
Fruit MaTsai 0.99 5 3.5/76 45 

Dice Nintaii 0.99 1 3.5/24 3 
AFROian Jewels 0.99 2 2.5/94 4 

Education Memory Planet 0.99 5 3.5/132 41 
iGirlz Alexis 1.99 3 3.5/21 7 

Family Cut the Rope 0.99 1 5/116 657 
Bejeweled2 + Blitz 0.99 3 4/241 81 

Kids Flower Garden 1.99 27 4.5/46 144 
The Creeps! 1.99 16 5/673 164 

Music Tap Tap Revenge 3 1.99 2 4/76 148 
Bongo Touch 0.99 1 4.5/234 155 

Puzzle A Monster Ate My Homework 0.99 16 5/62 92 
Cat Physics 0.99 20 4.5/731 454 

Racing Real Racing 2 6.99 4 4.5/30 53 
Need For Speed™ Undercover 2.99 8 4.5/251 114 

Role Playing Final Fantasy III 15.99 1 5/118 89 
Dungeon Defenders: First Wave 2.99 12 3/81 62 

Simulation Burger Queen 0.99 2 4.5/146 253 
Cooking Mama 6.99 9 3.5/149 29 

Sports HOMERUN BATTLE 3D 4.99 2 4/715 150 
Baseball Superstar®2011 pro 4.99 8 4/70 48 

Strategy Plants vs. Zombies 2.99 2 5/220 650 
Paladog! 1.99 4 4.5/50 91 

Trivia Aha Here 0.99 1 4/31 21 
Are You Still Sober 0* 4 3/81 12 

Word Vocabulary Bubble 2.99 1 4.5/77 2 
Chinese Idiom Bubble 1.99 6 4/74 16 

Average 2.62 6.21 4.12/161.37 179.37 
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the ability of information to change understanding within a time interval (Daft and 
Lengel 1984; Lee 1994). In this study, information richness measures four elements: 
the contexts of games, music and sound effects, the frame of the game, and complexity 
and endurance of playing. Third, perceived value is the third most frequently appearing 
term in the online review. Perceived value is a subjective evaluation which refers to 
customers’ perceived value of a product rather than product quality (Li and Hitt 2010). 
Forth, customers also care whether mobile games provide good after sales services. 
Fifth, customers also care about the stableness of mobile games. Stableness refers to the 
ability of a module to remain largely unchanged when faced with newer requirements 
and/or changes in the environment (Yu and ramaaswamy 2009). The other appearing 
terms are expectation (4.35%), stickness (3.85%), ease of use (2.73%), usefulness  
 

Table 3. The Most Frequent Appeared Terms in the Online Reviews (Over 5%) 

 

Game Fun Information richness Value Service Stableness
Angry Birds 23 6 4 2 2
Fruit Ninja 16 1 2 0 0
Infinity Blade 10 21 7 4 5
Devil May Cry 4 refrain 6 21 11 6 8
iSlash 27 4 1 3 0
STREET FIGHTER IV 4 3 1 4 1
Bubble Bust! 21 13 6 3 0
Gyrotate 14 3 2 8 2
UNO™ 13 0 7 2 0
i.Game Big2 6 6 4 3 1
Mahjong World 8 3 7 11 2
Fruit MaTsai 9 20 9 19 3
Nintaii 2 1 2 1 0
AFROian Jewels™ 0 5 0 0 0
Memory Planet 19 3 0 0 0
iGirlz Alexis 2 0 0 1 0
Cut the Rope 31 7 5 0 0
Bejeweled2 + Blitz 5 2 2 15 23
Flower Garden 19 8 0 6 1
The Creeps! 29 10 7 3 0
Tap Tap Revenge 3 12 3 2 4 5
Bongo Touch 28 2 2 0 0
A Monster Ate My Homework 34 5 3 0 1
Cat Physics 32 2 1 0 0
Real Racing 2 12 11 11 1 4
Need For Speed™ Undercover 16 12 10 7 0
Final Fantasy III 5 5 13 2 0
Dungeon Defenders: First 
Wave 6 5 9 14 22

Burger Queen 30 0 0 5 1
Cooking Mama 9 7 14 7 9
HOMERUN BATTLE 3D 4 1 2 8 13
Baseball Superstar® 2011 pro 14 11 7 0 1
Plants vs. Zombies 13 5 5 2 0
Paladog! 21 6 6 1 3
Aha Here 9 11 2 7 9
Are You Still Sober 7 0 0 0 0
Vocabulary Bubble 1 0 0 0 0
Chinese Idiom Bubble 6 1 6 1 0

Total 523 224 170 150 116
Ratio 29.19% 12.50% 9.49% 8.37% 6.47%
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(2.46%), promotion (2.18%), online community (1.51%), accuracy (1.62%), special 
event (1.51%), style of game (0.89%), innovation (0.78%), and sustainability (0.11%). 
Customers also care about these characteristics of mobile games. In our analysis, we 
further analyze the positive and negative feedback in online reviews. In the online 
reviews, 79.63% of the terms are positive and 20.37% of the terms are negative. It is 
interesting to notice that positive feedback is much more common than negative 
feedback.  

5 Conclusion 

The increasing competitiveness sparks fierce competition among software developers 
and highlights the importance of understanding the critical characteristics of mobile 
game. This has motivated us to identify the most frequent terms appearing in the online 
reviews of mobile games. We selected 2 mobile games in each category of mobile 
games across 19 categories in the Apple App Store Taiwan which have high 
representation. Two coders went through 1,485 online reviews and identified 2,145 
terms in the online reviews. The most frequently appearing terms are fun, information 
richness, perceived value, after sales service, stableness, and challenge. This implies 
that the characteristics that customers care most about in the mobile games are fun, 
information richness, perceived value, after sales service, stableness, and challenge. 
The contributions of this research are as follows. First, we define and identify the 
critical characteristics of mobile games in 2011. Some of the characteristics are from 
previous studies and some are tailored for mobile games. We applied content analysis 
and carefully coded the terms. These findings can serve a reference for future text 
mining research. Second, our findings related to the critical characteristics of mobile 
games can also serve as a theoretical basis for further quantitative research. Third, our 
results provide practical insights for mobile game developers and marketers in 
developing mobile games and developing marketing strategies. However, this study 
has two limitations. First, we only analyze online reviews from the Apple App Store 
and do not include online reviews from other platforms. Second, we only analyze the 
online reviews of mobile games, not other mobile applications. Future research can 
compare the online reviews in different platforms and among all mobile applications. 
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Abstract. There has been an increased amount of discussion about firms 
needing to account for the hacker’s perspective in protecting their information 
assets. However, we still have very little idea about how attack information is 
disseminated within the hacker community. In this paper, we study the role of 
hacker forums in disseminating vulnerability information that leads to attacks. 
We found that the discussions in online hacker forums correlate significantly 
with the number of cyber-attacks observed in the real world. Furthermore, 
hacker forums also play a moderating role in disseminating vulnerability and 
threat information. As cyber security becomes an increasingly prominent issue 
for firms, our study indicates that there is a need to study the behaviors of the 
participants in the hacker forum further in order to better understand the risks 
that they pose. 

1 Introduction 

Online communication platforms have made technology diffusion and information 
sharing more practical in recent years. Although there have been many discussions 
about how such a platform facilitates the enhancement of productivity 
(Assimakopoulos & Yan, 2006), less has been said about its negative impact. Indeed, 
information shared online serves as a double-edged sword as it can be exploited for 
either a good or a malicious intention. This complicated phenomenon has been 
observed in online hacker forums, where novice posters seek attack scripts, and 
veteran attackers solicit help to illegally intrude on online information systems, yet at 
the same time, there are forum participants seeking computing knowledge that would 
enhance systems protection. Similarly, we have long recognized that there is a need to 
disclose vulnerability information to facilitate software patching; on the other hand, 
some experts have also argued that public disclosure vulnerability could lead to more 
attacks (Cavusoglu, Cavusoglu, & Raghunathan, 2007). Thus, how do we prejudge 
whether the information and knowledge disseminated online are used by white hats to 
improve systems protection or are utilized by black hats to penetrate and destroy 
systems? 
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Even as more and more information security knowledge is disseminated online, its 
impact still remains relatively unstudied. Our main objective in this study is to 
understand whether information shared online can lead to more attacks. Specifically, 
we address this question by linking vulnerability and threat disclosure events to the 
events taking place in hacker forums, and studying their combined effect on cyber-
attacks. We compiled a unique dataset based on different information sources, and 
linked them to attack data. Our dataset allows us to capture the complexities of online 
threat, vulnerability and attack phenomena that have not been discussed before. 

The availability of the large amount of security information and malicious codes 
(e.g., viruses, Trojan horses, works, etc.) has substantially reduced the technological 
barriers and has shortened the incubation period that allows a novice to commit cyber-
attacks. Our findings suggest that the discussions in online hacker forums exhibit a 
significant relationship to the cyber-attacks observed in the real world. We found that 
the moderating effects of hacker forums on discovered threats were significant but not 
consistent across different categories. This observation suggests that the role of an 
online forum as a medium for attack knowledge dissemination is not only determined 
by economic and social factors but also is shaped by the nature of the hacking 
techniques (technology) used by attackers. 

2 Background 

The hacker’s perspective is increasingly being recognized as an important issue in the 
information security literature. Previous studies have examined the best protection 
strategies against the presence of strategic hacker(s) (Png & Wang, 2009; Galbreth & 
Shor, 2010; Cavusoglu, Raghunathan, & Yue, 2008). The hacker’s perspective is 
important because it take into consideration how hackers could react to a firm’s 
protection strategy. While there has historically been a greater emphasis on 
attacker/hacker motives in protecting a firm’s assets, a hacker’s activities with respect 
to information sharing have often been considered to be contained in a black box. 
Furthermore, many of the studies have assumed the possibility of potential attacks by 
hackers while the nature of the actual hacker behaviors remains relatively unknown.  

Given the abundant amount of data available online, researchers began to 
recognize the potential of using online data sources as a means to understanding 
hacker behaviors (Mahmood, Siponen, Straub, Rao, & Raghu, 2010). In the area of 
online warfare and terrorism, the online medium has been recognized as a means to 
not only facilitate the exchange of information, but also to enhance the collaboration 
of various parties’ coordinated actions (Baskerville, 2006). To date, there have been 
relatively few studies which utilize online hacker data. Our study is the first in this 
area to examine the impact of information being shared in hacker forums on the 
attacks made on firms. Our work is closely related to that of Ransbotham, Mitra and 
Ramsey (Forthcoming) that studied which type of vulnerability disclosure mechanism 
would result in fewer vulnerability exploitations. In their study, their main objective 
was to link vulnerability disclosure to vulnerability exploitation (attack). 
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In recent years, there are more and more empirical studies that seek an 
understanding of the problems related to information. For instance, how does software 
patching behavior affect the vulnerability disclosure cycle (Arora, Krishnan, Telang, 
& Yang, 2010), or how does information security enforcement affect attack trends 
(Png, Wang, & Wang, 2008), or how does vulnerability disclosure of a security attack 
incident affect a firm’s market value (Gordon, Loeb, & Sohail, 2010). Our study used 
a broader lens to examine how information, which is shared in an online forum, could 
affect the spread of vulnerability and the threat of disclosure online and also of 
attacks. 

3 Methodology and Hypotheses 

Vulnerability comes in many different forms. Although IT security professionals and 
expert hackers are actively attempting to reveal system vulnerabilities, a vast majority 
of the system owners and users do not participate in the revealing of system 
vulnerabilities. Thus, there is a need to disseminate vulnerability information. The 
purpose is twofold: 1) to allow software firms to develop security patches, and 2) to 
inform the IT community about the need to apply software patches. Likewise, many 
hackers are waiting for opportunities to exploit newly-disclosed system vulnerabilities 
with the intention of exploiting these systems before a patch can be applied. 
Therefore, vulnerability information is also disseminated through the hacker 
community. 

In a typical attack, a hacker goes through a number of stages in the attack process. 
The first stage involves probing a system to find an unpatched software application 
service running (Liu, Zang, & Yu, 2006). Each software application is tied to a 
specific port. Given that our attack data consists of a series of attacks targeting 
different ports, we group all of the attacks that target a particular port as being the 
same type of attack. Although vulnerability disclosures could lead to better and faster 
software patching (Arora, Krishnan, Telang, & Yang, 2010), it could also result in a 
broader dissemination of attack knowledge, skill sets, and toolsets within the attack 
community that in turn leads to a greater attack volume (Ransbotham, Mitra, & 
Ramsey, Forthcoming). 

Hypothesis 1: Vulnerability disclosure on an attack type generates more attacks for 
that particular attack type. 

While vulnerability disclosure provides first-hand information to hackers and IT 
security professionals, the information is further disseminated through other sources. 
Hacker forums are a perfect medium for participants to discuss the various issues tied 
to vulnerability. The phenomenon is not too different from other types of discussion 
forums, where discussions (or so-called buzz) are often generated as a result of new 
events. Thus, we hypothesize that hacker forum discussions will moderate the impact 
of vulnerability disclosure on attacks. 

Hypothesis 2: There is a positive moderating effect of discussions in hacker forums 
on Hypothesis 1. 
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In addition to vulnerability disclosure, risk assessments of disclosed vulnerabilities 
are often conducted by security firms in order to determine the level of risks faced by 
clients. Not all vulnerabilities are created equal, and some types of vulnerabilities may 
trigger higher risks than others. Risk and threat information, however, can facilitate 
the making of risk mitigation decisions. On the other hand, hackers can not only 
search for viable targets but also they can identify the preferred targets that will incur 
high payoffs. Studies have found more and more hackers attack because of the 
possibility of obtaining monetary rewards (Evers, 2005). Hence, a report on a 
vulnerability with a high risk impact could then be more preferred by hackers. As 
such, we hypothesize that an online threat report should increase the possibility of 
more attacks on firms. 

Hypothesis 3: The threat report on a particular attack type generates more attacks 
for that particular attack type. 

Similar to vulnerability disclosure, threat and risk disclosure also signals a release of 
information that could be further disseminated in hacker forums. Hence, the hacker 
forums should have a positive moderating effect on Hypothesis 3. 

Hypothesis 4: There is a positive moderating effect of discussions in hacker forums 
on Hypothesis 3. 

Hacker forum discussions also allow us to associate forum characteristics with 
attacks. When an attack type is discussed by more participants, it signals that the 
attack type has received more attention in the hacker community. Furthermore, for 
reasons such as resolving technical difficulties and pooling resources, some attacks 
require a higher degree of collaboration among hackers. For example, DDoS type 
attacks require substantial resources to carry out an attack. Such a need could 
encourage hackers to pool resources in launching massive coordinated attacks. 

Hypothesis 5: An attack type with more discussions generates more attacks for a 
particular attack type. 

Hacker forums are comprised of posters with different backgrounds. Previous studies 
have found that a hacker community follows a very hierarchical order in which novice 
hackers work their way up in the community rankings by constantly proving their 
value to the community (Jordan & Taylor, 1998). Hacker forums provide a perfect 
medium for hackers to hone and demonstrate their abilities with respect to 
establishing themselves in the community. We therefore expect that an attack type, 
which has been discussed by more active participants, should result in more attacks. 

Hypothesis 6: An attack type which has been discussed by authors with a more active 
status in the forum generates more attacks for the particular attack type. 

Figure 1 presents the attack information dissemination model based on our 
hypotheses.   
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Fig. 1. Attack Information Dissemination Model 

3.1 Data Collection 

We compiled our dataset from several different sources. The attack data was taken 
from the SANS Internet Storm Center, where daily attack incidents are captured based 
on logs. The vulnerability data was taken from the National Vulnerability Database 
(NVDB) and the Open source vulnerability database (OSVDB). The threat and risk 
information was taken from the Symantec’s enterprise Security Response Unit. The 
hacker data was taken from two notable online hacker forums. We aggregated the 
data on an annual basis. Port number was used to link the different sources of data. 
We generated 9128 observations in our dataset covering the cyber-attacks observed 
from the years 2002 to 2010. Table 1 provides the descriptive statistics of the main 
variables used in the subsequent analysis. 

4 Analysis 

We examined the hypotheses proposed in Section 3 via panel data analysis. All 
regressions take the double natural logarithmic form and use the robust estimator of 
variance. Table 2 shows that the interdependent variables are not highly correlated, 
and thus the model does not have a multicollinearity problem. As a baseline model, 
we regressed the total volume of attacks in year t on the stock of vulnerabilities and 
the total number of malwares (categorized as worms, viruses, Trojan horses and 
others including hoax and hacking tools). Yearly dummy variables were also included 
to capture the country-constant by year-varied effects.  

The results are reported in column “a” of Table 3. It shows that the stock of 
vulnerabilities and the number of worms is positively and significantly related to the 
volume of attacks and explains on average more than 27.5% of the variance for each 
attack type over time. The results provided support for Hypothesis 1 (Hypothesis 3), 
which states that vulnerability disclosure (a malware report) of a particular attack type  
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Table 1. Descriptive Statistics 

Variable Obs Mean Std. Dev. Min Max 

Total volume of cyber attacks  9128 2464399 33500000 0 1.45E+09 

Stock of vulnerabilities  9128 0.356376 0.8154924 0 15 

No. of worms  9128 0.0606924 1.328253 0 73 

No. of Trojans   9128 0.0317704 0.2217461 0 8 

No .of viruses  9128 0.0008764 0.0295931 0 1 

No. of attack-related threads and 
their replies 

9128 25.15261 356.7223 0 15476 

No. of posts made by attack thread 
authors  

9128 94.46166 1202.483 0 44352 

Table 2. Correlation 

  V1 V2 V3 V4 V5 V6 

V1 Stock of vulnerabilities  1      

V2 No. of worms  0.0834 1     

V3 No. of Trojans  
-

0.0141 
0.0511 1    

V4 No. of viruses  0.0552 0.0042 0.0625 1   

V5 
No. of attack-related threads 
and their replies 

0.3288 0.1598 0.0491 0.1585 1  

V6 
No. of posts made by attack 
thread authors  

0.3988 0.0493 0.0167 0.0627 0.4769 1 
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generates more attacks for that particular attack type. This observation remains true 
when we consider the possible impact from hacker forums as being measured by the 
number of threads (including their replies) which have been discussed in relation to 
other attacks. As shown in column “b” of Table 3, the coefficient of this hacker forum 
variable is positive and significant, while the coefficients of the other variables remain 
similar to the ones observed in column “a”. This outcome is also consistent with 
Hypothesis 5 which states that there is a positive relationship between hacker forum 
discussions and cyber-attacks. 

To investigate the double-edged roles of hacker forums in facilitating user 
precautions and hacking, we next examined the moderating effects of hacker forums 
on attack information dissemination and cyber-attacks. The interaction terms of a 
hacker forum discussion with vulnerability disclosure and various types of malware 
reports are incorporated into the regression. Column “c” in Table 3 reflects the 
outcome. Because there is a high correlation with the interaction terms, the coefficient 
of the hacker forum discussion variable becomes insignificant. However, its 
interaction terms are all significant. Specifically, the moderating effects are positive 
for vulnerability disclosure and reports associated with Trojan malware but negative 
for reports associated with worms and viruses. These results are robust when year 
dummy variables or the hacker forum discussion term is excluded from regression. As 
shown in column “d”, including the thread author’s experience (represented by the 
number of posts made by individual thread authors in the forum) in the regression 
does not significantly change the estimated coefficient. Furthermore, the results show 
that the impact of an author’s experience is not significant. In summary, the 
estimation results presented in columns “c” and “d” support Hypothesis 2, and 
partially support Hypothesis 4 but do not support Hypothesis 6. 

The mixed moderating effects suggest that the question of hacker forums 
facilitating user precautions or promoting the hacker could very well depend on the 
nature of the threats. This result is revealing in light of the different classes of threats, 
that could affect marginal hacking costs and marginal precaution costs differently. For 
instance, a vulnerability associated with a Trojan horse may require a hacker to find a 
target-specific means to carry out the attacks, whereas worms and viruses could 
typically propagate by themselves in order to infect other targets. This may very well 
explain why hackers incur a higher marginal cost with Trojan horse attacks as 
compared to attacks that involve worms and viruses. Similarly, compared to viruses 
and worms, users may incur a higher marginal precaution cost in order to protect 
Trojan horses as their primary attacking trajectory may be more complicated and 
subject to changes at any time.  

In fact, according to Png and Wang (2009), facilitating a user’s use of a precaution 
is an effective instrument in deterring cyber-attacks when both the marginal hacking 
costs and the precaution costs are relatively low. Following their proposition, in the 
scenarios of cyber-attacks related to worms and viruses, the reduced number of 
attacks could be due to the hacker forum’s facilitation in promoting user precaution. 
Consequently, we observe the negative moderating effects of hacker forums on 
worms and virus reports. 
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Table 3. Categorize threats by worm, virus, Trojan horse and others 

 a b c d 

VARIABLES Baseline 
Hacker 

forum 

Hacker 
forums' 
moderating 
effects 

Authors' 
activeness 

Stock of vulnerabilities  
1.484*** 
(0.166) 

1.290*** 
(0.145) 

1.248*** 
(0.144) 

1.246*** 
(0.144) 

No. of worms  
1.690*** 
(0.144) 

1.639*** 
(0.179) 

1.860*** 
(0.158) 

1.859*** 
(0.158) 

No. of Trojans  
0.120 
(0.175) 

0.101 
(0.179) 

0.071 
(0.184) 

0.071 
(0.184) 

No. of viruses  
0.544 
(0.677) 

0.390 
(0.746) 

0.759 
(0.790) 

0.757 
(0.790) 

No. of attack- related 
threads and their replies 

 
0.311*** 
(0.032) 

0.077 
(0.061) 

0.057 
(0.073) 

No. of attack- related 
threads and their replies × 
vulnerability stock 

  
0.255*** 
(0.068) 

0.251*** 
(0.068) 

No. of attack- related 
threads and their replies × 
No. of worms 

  
-0.247*** 
(0.051) 

-0.242*** 
(0.051) 

No. of attack- related 
threads and their replies × 
No. of viruses 

  
-0.358*** 
(0.123) 

-0.363*** 
(0.123) 

No. of attack threads and 
their replies × No. of 
Trojans  

  
0.293** 
(0.114) 

0.298*** 
(0.114) 

Total no. of posts by 
attack thread authors 

   
0.020 
(0.033) 

Time-varied effects included included included included 

Constant 
-0.006 
(0.051) 

-0.005 
(0.048) 

-0.005 
(0.048) 

-0.005 
(0.048) 

Observations 9,128 9,128 9,128 9,128 
R-squared 0.920 0.922 0.923 0.923 
Number of ports 652 652 652 652 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Port and year fixed effects; robust standard errors clustered by port 
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5 Conclusion 

The sharing and dissemination of hacking techniques via online forums brings a 
significant challenge to how we approach technology governance. Specifically, 
should policy-makers encourage or limit the phenomenon in which the Internet is 
used as a platform for sharing security information? Should law enforcement be more 
vigilant in observing users who disseminate information that threatens the general 
public? To answer these practical questions, we need to first identify and differentiate 
between the possible impacts on cyber-attacks from the online diffusion of 
information security technology among technology enthusiasts and potential security 
violators. Our study found that there was a significant relationship between the 
discussions in online hacker forums and the number of cyber-attacks observed in the 
real world. Furthermore, hacker forums also play a moderating role in disseminating 
vulnerability and threat information. The moderating effects differ in their security 
threats.  

More hypotheses can be tested in a future version by further differentiating 
between attack techniques. We can also explore the issues regarding whether or not a 
participant in a community could be encouraged to carry out deviance behavior 
(Sherman 1993). We can also further consider whether or not and how the support 
level of an attack-related topic in the forum affects the frequency of real world cyber-
attacks. 
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Abstract. With the rapid development of Internet and electronic commerce, 
more and more innovative online business models have been proposed. Internet 
group buying, one of the most interesting model, has attracted much attentions. 
Due to the properties of Internet and group behavior, trust on the Internet and 
among the group are both important factors that would affect the success of 
Internet group buying. In this research, we constructed a research model based 
on trust theory and conducted an experiment to investigate the impacts of trust 
on Internet group buying. Under different trust scenarios in our experiment, the 
subjects are invited to participate in a group buying activity. The results show 
that, the consumers have different intention to attend a group buying activity in 
different trust scenarios. It also means that different trust perspectives have 
different impacts on the consumers, and trust is a critical factor for Internet 
group buying. 

Keywords: Internet Group Buying, Trust, Intention of Consumer. 

1 Introduction 

With the rapidly development of information technology (IT), Internet and electronic 
commerce (E-commerce, EC) have play important roles in the life of people. More 
and more consumers spend their time on online shopping, and lots of innovative EC 
business models have been proposed on the Internet. Transaction on the Internet can 
cross the limitations of geographical boundaries. As such, the Internet platform can 
gather more and more consumers with similar interests from different regions. 
Therefore, the group buying on the Internet is getting popular, such as Groupon.com 
has been an important company in the world nowadays. The buying costs on the 
group buying sites could be driven down further by at least 20 percent to 40 percent; 
therefore, group buying has been brought to the attention of the general public and 
still remains one of the heated topics within E-Commerce.  

The greatest target groups for the traditional group buying are students and white-
collar workers in the office. In comparison to traditional group buying, Internet group 
buying crosses boundaries related to time and distance. In addition, it makes it 
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relatively faster to gather more customers to share the transport costs, obtained from 
bulk buying to achieve price savings. Other than the foregoing advantages, Internet 
retailers save overheads over the physical stores and benefit from substantial publicity 
out of established group buying websites to increase sales volumes. In a nutshell, 
Internet group buying is beneficial both for buyers and sellers [16]. 

Although Internet could bring in much assistance to grouping buying, with the 
inherent properties of Internet, it might also cause many obstacles to group buying. 
For example, due to the virtualization properties of Internet, the consumers cannot 
touch the merchandizes and meet with the other group members before they make the 
decision. This might cause some risk and uncertainty during the group buying 
process. Current research on consumer behavior has demonstrated that the price is the 
prime factor to affect group buying behavior. Aside from pricing, the consumer 
decision making process might be affected by different situational contexts.  

Kauffman et al. [13] highlighted the financial risks, psychological risks, and trust 
in the auction initiator have influences on the consumers’ willingness to attend an 
Internet group buying. Lee and Turban [18] has proposed that trust is an important 
element in the scenario of perceived risks in E-commerce. Urban et al. [32] further 
mentioned that trust is a critical component of the consumer decision-making process 
on the Internet.  

Due to the limitation of Internet, given the risks and uncertainty, trust is essential in 
a virtual collaboration, such as group buying. In addition, several critical factors for 
group buying have been identified in previous literature, yet no comprehensive 
empirical study to date has investigated the effects of trust on consumers’ willingness 
in group buying. In this research, we developed an experimental website for Internet 
group buying to study the impacts of different trust factors on the consumer’s 
intention to participate in a group buying activity. The consumers were invited to a 
group buying activity under different trust scenarios, and the consumers’ perspectives 
were collected to analyze and discuss the role of trust in group buying. 

2 Literature Review 

This study focuses on the role of trust in group buying in the context of E-commerce. 
The relevant literatures on group buying in E-commerce, and trust theory are 
discussed below.  

2.1 Group Buying in E-Commerce  

Kauffman and Wang [14] characterized group buying in E-commerce as a group of 
potential customers, with similar needs arising from one specific good or service over 
computer networks, exerting their collective power to fight for a lower price. 
According to Kaufmann and Wang [14], as the size of the group and the purchasing 
quantities are increasing, the price of the product is decreasing. Consumers can see an 
array of information over computer networks, such as: latest price, quantities etc. By 
means of coalition, they can get their products at a lower retail price. Consumers used 
to bid their products on auction sites where the highest price offered at the end of the 
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auction would get the product. In contrast, in the group buying model consumers can 
negotiate the selling price, due to their collective power.  

In the group buying, as time lapses more buyers are employing the collective 
bargaining approach. Gradually, a mass number of buyers is built up to obtain a lower 
price from sellers. Different buyer organizations might be scattered across e-markets, 
thus the bargaining power of each buyer organization is very limited. Consolidating 
different buyer organizations based on group similarity, such as products, interests, 
aggregates their bargaining power. In turn, buyers can obtain a better price to reach 
another form of group buying.  

The buyers wish to get substantial discounts and aggregate their bargaining power; 
therefore, they are making repetitive purchases from the group with higher bargaining 
power. To some extent, they are willing to sacrifice some of their own interests and 
desires to get better deals from the sellers. As such, the success or failure of each 
transaction lies in bargaining which is the core essence of group buying [4]. The 
collective bargaining approach is much more effective than the price ceiling in terms 
of strategic interactions between bidders. An early perspective on the study of 
bargaining has assumed that all the participants gain the maximization of benefits by 
attempting to reach acceptable results between buyers and sellers. For buyers, their 
preferences might fall short of their anticipations, except price. The buyers continue 
to negotiate the price with the sellers who in turn adjust their price accordingly. In the 
continuous price negotiation, the final price falls in between the seller’s lowest 
accepting price and the buyer’s highest asking price [1]. Apart from the price 
incentive as a quantity discounts scheme, there would be another factors should be 
concerned in group buying. In this research, we focus on the trust factors to evaluate 
the intentions of consumers to group buying.  

2.2 Trust  

The application of trust theory is very broad and each discipline exhibited a variety of 
insights into the nature of trust, its methodologies, and the evolving process which 
demonstrates some degree of ambiguity, multi-dimensional complexity and 
contradictions [3], [19], [25], [28].  

The definition of trust proposed by the literature review on social psychology and 
marketing [17] exhibits two explicit components: credibility and benevolence [9], 
[15]. Lindskold [20] further argued that trust “based on a partner’s expertise and 
reliability focuses on the objective credibility of another partner: an expectation held 
by an individual that the partner can be relied on.” Benevolence is defined as the care 
for a partner’s welfare and by extensions, as two partners actively looking for mutual 
benefits [7].  

Rempel et al. [28] found that trust encompasses three essential elements: 
predictability, dependability and faith. The first element of trust, predictability, is the 
extent to which the other partner’s behaviors can be predicted and the partner 
continues to act in a trustworthy manner. Thus, the other partner is reliable. The 
second element of trust, dependability is the extent to which the other partner is 
dependable in any circumstances: in particular when you are immersed in a harmful 
situation, you definitely reckon that the other partner is reliable. The final element of 
trust, faith is the extent to which some signs are unfavorable to you, but you still 
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believe that the other partner is reliable. On the grounds of a review of the relevant 
literature, how to build trust in an online environment for the first-time consumer has 
been an open question; hence, the first-time consumer initially only believes in the 
seller [10]. Trust, a by-product of numerous transactions in online environments, can 
only be enhanced steadily.  

Trust is a phenomenon that carries a social and psychology meaning. Previous 
research on trust has suggested that trust can be constructed in four levels: individual, 
interpersonal, relational and social [5]. Researchers have focused on different aspects 
of trust classifications covering how the nature of trust has developed and its 
development process. McAllister [24] has asserted that interpersonal trust 
encompassed two principal forms: “affected-based trust, grounded in reciprocated 
interpersonal care and concern” and “cognition-based trust, grounded in individual 
beliefs about peer reliability and dependability.”  

The above-mentioned concept of trust is multi-dimensional. Based on the 
theoretical streams developed by Gefen et al. [10], “trust is a product of many 
antecedents”, which in turn foster the formation of trust. These antecedents include 
personality-based trust, cognition-based trust, knowledge-based trust, calculative-
based trust and institutional-based trust. Doney and Cannon [7] provide a 
comprehensive overview of five evident processes through which trust has developed 
over years: calculative process, prediction process, capability process and 
intentionality process as well as transference process.  

Drawing from the above literature, Paul and Daniel [26] observed that 
interpersonal trust comprises of four elements: self-interest, ability, empathy and 
integrated, which strongly affect virtual collaborative relationship. From the 
standpoint of operational activities, calculative trust can be understood as self-interest: 
“the individual in one party perceives that the benefits from directly participating in 
the collaborative relationship are greater than the costs” [26]. Several other 
researchers have discussed trust similarly. Mayer et al. [23] identified three factors 
associated with trust: ability, benevolence and integrity. Amongst them, the factor of 
ability and the capability process have much in common. Trust is intertwined in the 
intentionality process involved with the motives hidden in between two parties. 
Benevolent intention which is consistent to the factor of benevolence allows one party 
to understand the other party’s aims and goals better [7]. Integrity means 
trustworthiness and honesty. Some past evidence demonstrated that personal integrity 
affects the levels of trust. Based on this overview of theories proposed by a variety of 
scholars, this study will define group trust as interpersonal trust comprised of self-
interest, ability, empathy and integrated.  

Concerning the trust to the seller on the Internet, Jarvenpaa et al. [12] addressed 
that the size and the reputation of the seller directly affect their levels of trust. Also, 
the size and the reputation of the selling firm have impacts on the consumers’ trust 
towards them [7]. Furthermore, the verification mechanism is essential to increase the 
security of the Internet, commonly known as mobile phone certification and credit 
card certification. Mobile phone certification enables the seller to further contact the 
buyer to prevent Internet crimes from happening or to reduce the rates of Internet 
frauds. Credit card certification is used to ensure that the cardholder indeed exists. 
Meanwhile, each cardholder can accumulate his/her credit profiles to undertake other 
financial activities such as increase in credit line, overdraft. Of which theory is 
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consistent with the institutional-based trust pointed by Gefen et al. [10]. Thus, we are 
going to measure the seller’s trust as size, reputation and verification mechanism in 
the research design.  

With regard to trust towards the website, trust towards the information system 
means that the interactions between specific systems and the trustee is deemed as 
individual computer system. According to Chopra and Wallace [5], four determinants 
are characterized by the trusted/reliable information system – capability, positive 
intentions, ethics and predictability. First, capability can be defined as the efficiency 
with which the system maintains its accuracy and feasibility. Second, positive 
intentions can be perceived as the absence of malicious codes from the computer 
system to alleviate users’ worries. Third, ethics can be regarded as measures of the 
copy protection in the computer system to deter hackers’ attacks. Last, predictability 
means that the systems should be sustainable and fit for operations. Therefore, we are 
going to measure three variables (positive intentions, ethics and predictability) in 
relation to trust towards the websites. 

3 Research Model 

The aim of this study concentrates on measuring the effects of trust factors on group 
buying. We construct one group buying platform from the consumer’s viewpoint. 
Using a trust scale, we are going to observe the factors on which consumers focus. As 
such, these factors will become reference points for E-commerce developers and 
group buying participants. The research constructs and the research model are 
illustrated in Figure 1.  

 

 

Fig. 1. Research Model 
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Group buying involves not only buyers and sellers but the platforms. In our 
research model, we try to investigate the relationship between consumer’s trust and 
intention to group buying. The foregoing factors of trust to group buying are 
analyzed, including trust to the group, seller, and website.  

(1) Trust to group buying  

Given the risks and uncertainty inherent in the environments, trust is very crucial, 
especially in the virtual collaborative relationship [18]. This study considers the trust 
of consumer to group buying would be the critical factor to the consumer’s 
willingness to participate in group buying. 

(2) Trust to the group  

Before the consumer would consider joining a group buying activity, he/she must 
believe the group is worthy to be trusted. The consumer’s trust to the group can be 
divided into the members and the leader in the group [23], [26].  

a. Reliability of the Members in the Group: Consumers evaluate costs, profits, 
the ability to pay installments, familiarity and intentions fostered by the 
interactions between the group buying members. 

b. Reliability of the Leader in the Group: Consumers evaluate the credit 
certification of the group leader, the ability to handle a number of transactions, 
the ability to seek massive profits and intentions possessed by the leader of the 
group [13].  

(3) Trust to the seller 

The size and reputation of the seller are also critical in a transaction [7], [10], [12]. 

a. Size: Consumers’ perception of the size of the seller in the group buying 
context.  

b. Reputation: Consumers’ feelings of feedback ratings of sellers in the group 
buying context based on comments by other buyers in anticipation of good 
reputation to enhance the level of trust.  

(4) Trust to the website  

Chopra and Wallace [5] noted that ethics and predictability should be taken into 
account. So, the present study has used these criteria to assess the relationship 
between trust towards the website and the variables. Accordingly: 

a. Ethics: Consumer perceptions of the degree of group buying website security 
have a direct and positive influence on the process of trust development and 
therefore, consumers expect effective and high security mechanisms in group 
buying website to be in place. 

b. Predictability: Consumers predict that group buying website should perform 
stably and effectively.   

(5) Intention to group buying  

Buying intentions imply the possibility of consumers purchasing products/services 
[11]. Likewise, buying intentions are likely to express intent to purchase  
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products/services [33]. According to Sheth et al. [29], consumer buying intentions 
would be varying due to product category, home shopping experience, promotions, 
brand image, product warranty, shop image, and past online shopping experience as 
well as trust. The preceding factors will influence the willingness to do online 
shopping [6], [8], [9], [21], [27], [31].  

Based on the previous research model and constructs, seven hypotheses are 
proposed in figure 1. The details of the hypotheses are described as follows:  

First, we discuss the influences of interpersonal trust on group buying trust. The 
hypotheses are listed below:   

Hypothesis 1: In a group buying context, the reliability of the member in the group 
has positive impacts on the trust to group buying. 

Hypothesis 2: In a group buying context, the reliability of the leader of the group 
has positive impacts on the trust to group buying. 

Second, we would like to study the relationship between trust to the seller and group 
buying trust.  The hypotheses are listed below:   

Hypothesis 3: In a group buying context, the size of the seller has positive impacts 
on the trust to group buying.  

Hypothesis 4: In a group buying context, the reputation of the seller has positive 
impacts on the trust to group buying  

Third, we are going to discuss how group buying trust is determined by trust to the 
website. As mentioned previously, trust to the website consists of ethics and 
predictability. Thus, we propose the following hypotheses.  

Hypothesis 5: In a group buying context, the ethics of the website has positive 
impacts on the trust to group buying.  

Hypothesis 6: In a group buying context, the predictability of the website has 
positive impacts on the trust to group buying.  

In the aforementioned discussion, the definition of group buying trust is made of the 
trust to group, the seller and the website. In advance, we propose the final hypothesis: 

Hypothesis 7: In a group buying context, the higher the trust to group buying, the 
consumer will have higher intention to participate in a group buying 
activity. 

4 Research Design  

4.1 Experimental System Architecture  

As shown in Figure 2, we build a group buying experimental system, in which a 
randomization process creates a set of parameters to implement a quantitative analysis 
on trust.  
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Fig. 2. The trust factors of experimental system 

Based on a randomization of sets of variables like the leader, the member, the 
seller and the website to generate relevant parameters, the system creates mock up 
websites in different trust scenarios. When the research subject logs in the system, 
parameters are set by a randomization process and all these data are quantified. Each 
parameter corresponds to a test score and we subsequently add up each score under 
each category, i.e. the group, the seller and the website. By doing so, it is much easier 
to categorize different treatment groups. The main purpose of this system aims to 
assess how different types of interpersonal trusts (i.e. group, seller, or website) 
influence consumers. The online questionnaire is implemented in the system, enabling 
each respondent to answer each questionnaire item, of which parameter specifically 
retrieved from the system to be included in the questionnaire. The experimental 
process briefly includes the following four steps.   

Step 1: After the subject logs in this experimental website, the system creates 
different levels (varying scores) of trust parameters by a randomization 
process.  

Step 2: The varying scores of trust parameters will be stored in the database of 
group buying which in turn generates different trust scenarios.  

Step 3:  Evaluate his/her feelings towards this trust scenario after browsing over the 
website  

Step 4: Repeat the second and third steps until finishing off the whole process of 
group buying  
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4.2 Experimental Design  

In this study, we use a factorial design to assign participants to different groups 
(scenarios). In this design, we have three contextual factors: trust to the group, the 
seller and the website respectively. Each factor varies across two different modes 
(high/low trust). In this study, we have a 2 by 2 by 2 factorial design. The subjects 
would be assigned randomly to each of the 8 possible scenarios to observe the extent 
to which the subjects are influenced by the different scenarios. The final valid 
samples are allocated as shown in Table 1.  

Table 1. Experiment Design and the Number of Subjects 

Trust to website 
Trust to group 

Total 
High Low 

Trust to 
seller 

High 
High 82 High 70 

290 
Low 70 Low 68 

Low 
High 71 High 74 

324 
Low 93 Low 86 

Total 316 298 614 

 
The aim of this study focuses on how the group buying environment affects 

consumers’ willingness to participate in group buying, and therefore the selection of 
experimental products involves the values of the independent variable. In the real 
world, food products dominate most group buying websites. As a consequence, this 
study chooses “cake” as the tested product. Some fundamental parameters are set up 
based on a wide range of parameters available in ihergo.com, which takes a massive 
share of the domestic group buying market in Taiwan. Furthermore, these 
fundamental parameters are adapted to the definition of each variable, which we later 
quantify into a test score within a range of 1 to 10.  

4.3 Scale Design  

The scale design is divided into six sections based on the research constructs. The first 
section attempts to understand the disparity between the quality of group buying 
participants and the environment from the subject’s viewpoint on the scenario he/she 
is in. The second and third sections cover the trust towards the seller and the website, 
respectively. The subjects should determine whether the questionnaire items match 
the scenario variables in the preceding three sections. If the questionnaire item 
matches the scenario variable, this results in high scores, whereby unmatched 
questionnaire items lead to low scores. After thorough grasp of the above-mentioned 
three types of trust, subjects should be asked about their trust towards the scenario 
they are in. Section five covers the questionnaire items about online shopping 
experiences in order to relate subjects’ distribution to their online shopping 
experience. Subjects should demonstrate varying degrees of acceptability of the 
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particular scenario in which subjects have been allocated in section six. A 5-point 
Likert Scale is applied to design the questionnaires ranging from “strongly disagree” 
to “strongly agree.”   

5 Data Analysis  

5.1 Reliability and Validity Analysis 

This study uses factor analysis (principle component analysis) to evaluate 
questionnaires’ validity. The Varimax method of orthogonal rotation is used for 
extracting factors with Eigenvalues greater than 1 (as part of total variance explained). 
The factor loading of each question within each construct should be eliminated if a 
factor loading is greater than 0.5 to ensure that each construct maximizes its 
convergent validity. Concerning the justification of questionnaires’ reliability, with 
Cronbach’s alpha (α), the value of α should be above 0.6. The value of Cronbach α for 
these six constructs falls between 0.6840-0.9357 which is above 0.6. In the other, the 
value of Composite Reliability (CR) falls between 0.8175-0.9514 which is higher than 
the recommended one, 0.7.  

Two indicators are applied to measure the reliability of the construct: the factor 
loading and Average Variance Extracted (AVE). AVE can be defined as the 
measurement of potential variance within the construct with reference to the amount 
of variance due to measurement error. If the average variance extracted is higher, it 
implies that the measurement of potential variance within the construct represents 
higher reliability and convergent reliability. In this study, the average variance 
extracted for these six potential variances falls between 0.5408-0.9074 which is 
greater than the cut-off value of 0.5. Overall, it demonstrates that the questionnaire 
scaling has considerable convergent reliability.  The square root of the AVE for each 
construct is greater than the absolute value of each construct which indicates that this 
study demonstrates significant discriminant validity [2].  

5.2 Hypotheses Validation  

We applied PLS to analyze the data. Coupled with the bootstrap resampling 
technique, 500 times in this study, we can calculate the path coefficient significance 
in the model. In this research, we performed eight experimental scenarios to 
accomplish the aims of this study. The path coefficient analysis and the whole model 
analysis results are presented in Table 2. The number in the parenthesis is t value, and 
above the parenthesis is beta coefficient. 

Based on the findings of scenarios 1 and 2, with high levels of trust towards both 
group and seller but low levels of trust towards the website, the reliability of leader 
has a significantly positive effect on group buying trust. In other words, when there is 
low trust towards the website, the reliability of the leader is the key factor in 
promoting group buying trust. From the findings of scenarios 1 and 3, it can be 
inferred that with high levels of trust towards group and website, and low levels of  
 



 A Trust Perspective to Study the Intentions of Consumers to the Group Buying 163 

Table 2. Results for Hypotheses Testing 

 Scenario 

1 

Scenario 

2 

Scenario 

3 

Scenario 

4 

Scenario 

5 

Scenario 

6 

Scenario 

7 

Scenario 

8 

G S W G S W G S W G S W G S W G S W G S W G S W 

H H H H H L H L H H L L L H H L H L L L H L L L 

H1 
0.211 

(2.240) 
ns ns ns 

0.314 
(2.745) 

0.439 
(3.342) 

0.407 
(3.395) 

0.338 
(2.873) 

H2 ns 
0.387 

(3.218) 
0.405 

(2.898) 
ns ns ns ns ns 

H3 ns ns ns ns ns ns ns ns 

H4 
0.333 

(2.937) 
ns 

0.241 
(2.010) 

0.214 
(1.980) 

ns ns ns 
0.354 

(2.697) 

H5 
0.238 

(2.377) 
ns ns ns ns ns ns 

0.284 
(2.323) 

H6 ns ns 
0.286 

(1.984) 
0.226 

(1.971) 
ns 

0.351 
(2.574) 

0.420 
(2.249) 

ns 

H7 
0.533 

(5.807) 
0.614 

(7.193) 
0.608 

(8.605) 
0.503 

(5.523) 
0.566 

(4.935) 
0.588 

(6.094) 
0.643 

(8.272) 
0.631 

(10.345) 
(G: Group, S: Seller, W: Website, H: High, L: Low, ns: non-significant) 

 
trust towards the seller, the reliability of the leader and the reputation of the seller as 
well as the predictability of the website have significantly positive effects on group 
buying trust. Thus, with low levels of trust towards the seller, the reliability of the 
leader and the reputation of the seller along with the predictability of the website may 
trigger consumers to take up the activity of group buying.  

The findings of scenarios 1 and 5 could reflect that group self-interest has a 
significantly positive effect on the group buying trust on the condition of high levels 
of trust towards both seller and website but low levels of trust towards group. Clearly, 
when the consumers are exposed to with low levels of trust towards the group, 
assessment of self-interest plays a critical role in gaining trust to group buying.  

Results from the scenarios 2 and 4 indicate that the reputation of the seller and the 
predictability of the website have a significantly positive impact on group buying trust 
within the context of low level trust towards both website and seller, yet in spite of 
high level of trust towards group. Group buying trust arises when essential ingredients 
of the seller’s reputation and the website’s predictability are in place. Further, the 
results of scenarios 2 and 6 indicate that when consumers are exposed to high levels 
of trust towards the seller but low levels of trust towards both group and website, we 
observe a significantly positive association between group buying trust on one hand 
and the self-interest for the group and the predictability of the website on the other. 
Such information suggests that the underlying factors that affect group buying trust 
are evaluations of self-interest and website predictability.  

Observation of the results of scenarios 3 and 7 demonstrates that in the context of 
high levels of trust towards the website and low levels of trust towards the seller, the 
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self-interest for group members and the size of the seller as well as the predictability 
of the website have a significantly positive impact on group buying trust. Thus, these 
findings are best understood as promoting group buying trust.  

Our results of scenarios 4 and 8 also indicate that with low levels of trust towards 
the seller, website and group, three factors including the self-interest for the group, 
the reputation of the seller and website ethics have significantly positive effects on 
group buying trust. Combining insights from the results of scenarios 5 and 6 suggests 
that on the condition of high levels of trust towards the buyer but low levels of trust 
towards both seller and website, we observe a significantly positive association 
between group buying trust and the self-interest for the group and website 
predictability. A couple of noteworthy findings are drawn from scenarios 5 and 7. 
With high levels of trust towards the website but low level of trust towards both group 
and seller, a cluster of factors, namely self-interest for the group, size of the seller and 
predictability of the website, has a significantly positive effect on group buying trust. 
With low levels of trust towards group, seller and website, the findings of scenario 8 
also indicate that group buying trust is strongly determined either by self-interest for 
the group, seller reputation or website ethics.  

6 Conclusions  

The findings from five experimental groups demonstrate that the reliability of the 
members has a significantly positive effect on group buying trust.  In particular, 
when the context of the group environment is set up as low trust, consumers demand 
high levels of trust towards the group (scenarios 5 to 8). When consumers realize that 
they have offered little room for profit, the trust to group buying will diminish. On the 
contrary, consumers’ group buying trust strengthens after they realize that they could 
gain more profits. In addition, results of two experimental groups suggest that the 
impact of the reliability of the leader on group buying trust is significant. The 
reliability of the leader is one essential element for consumers to get involved in 
group buying. The higher the leader’s reliability, and the higher the trust to group 
buying.  

The results of all eight experimental groups strongly indicate that the size of the 
seller has no effect on group buying trust. Therefore, it appears that within the group 
buying context, consumers do not pay much attention to the size of the seller. 
However, the findings from four experimental groups suggest that the reputation of 
the seller has a significantly positive effect on group buying trust. Consumers tend to 
focus on reputation when they do online shopping. For more than half of the 
respondents, the higher the reputation of the seller, the greater the trust to group 
buying.   

An overview of the findings from eight experimental groups indicates that group 
buying trust has a significantly positive impact on the willingness to participate. 
When the consumers are in risky online environments, they might object to the idea of 
participating in group buying. On the contrary, if the online environment is favorable 
and secure to the consumers, consumers would choose to participate in group buying. 



 A Trust Perspective to Study the Intentions of Consumers to the Group Buying 165 

Overall, when consumers face up with a variety of group buying environments, they 
focus on their own interests and assess potential profits and risks. Then, they decide 
whether to participate in the group buying.  

In this research, we make contributions to the understanding of different levels of 
trust and its association with group buying trust through assessment of different group 
buying scenarios, either with high or low levels of trust. As a consequence, we could 
clearly understand what triggers the consumers to participate in a group buying 
activity. Findings establish a correlation between group buying trust and members, the 
leader and the website in group buying contexts that are central to real-life 
organizations and their daily operations. Thus, on the basis of these findings, group 
buying website designers can tailor their websites to meet potential consumers’ needs.  
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Abstract. In online Peer-to-Peer lending market, the borrower-defined 
conditions of loan requests predetermine the successfulness to receive loans. 
We analyze the transaction data of PPDai, a leading Peer-to-Peer lending 
market provider in China. By using the multinomial logit model to investigate 
the importance of borrowers’ decisions and their effects on funding results, we 
reveal that loan amount, acceptable maximum interest rate, and loan period 
decided by borrowers significantly influence the loan outcomes. For the 
unsuccessful listings, the requested loan amount has much more importance 
than other factors, while for the listings attracting more supply than the 
requested amount, the borrower’s acceptable maximum interest rate are more 
dominant than other factors to the outcomes. Besides, consistent to prior 
literature’s findings, PPDai borrower’s personal information and social capital 
also play major role in the transactions.  

Keywords: Lending, P2P lending, Borrower Decisions, Funding Results. 

1 Introduction 

As one latest new form of E-commerce, online Peer-to-Peer lending (OP2PL), also 
called online social lending, allows individuals to lend and borrow money directly 
among each other without the mediation of a creditor bank institution [1]. It provides 
versatile online services for reallocating small funds among people, particularly for 
those with poor credit, which could utilize the large number private idle capital 
efficiently. Harvard Business Review announced it to be one of the 20 breakthrough 
ideas for 2009. This market has experienced significant growth since 2005 [2]. Today, 
there are more than 30 OP2PL marketplaces in more than 10 countries worldwide [3]. 
Prosper (www.prosper.com), the largest profit market in US, helped its one million 
members receive over $218 million loans by early 2011; Kiva(www.kiva.org), the 
largest non-profit OP2PL market, serviced its 876,654 member with the total value of 
loans more than $192 million by the same time. Different from prior literature, which 
mainly focuses on the context of Propsper.com in last three years [e.g., 4, 5], this 
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paper is to report our recent study in the PPDai.com, founded in 2007, the largest 
OP2PL market in china and more comparable to Prosper. PPDai has a pool of 
subscribers of 400,000 in early 2011, doubled from that of two years ago, and more 
than 7 million loans contracted each month. PPDai, rooted in a booming economy and 
inhered with a special oriental culture, demonstrated quite unique features that may 
help us understand the OP2PL market with a broader view and enhance our 
knowledge mainly gained from the case of the west. 

Although OP2PL market has developed fast during last several years, the 
successful rate of loans in this kind of market is still very low right now. Take PPDai 
for example, only about 30% listings on PPDai could successfully fund the loan. So, 
how to improve the successful rate of the transactions is important for the 
development of this market, which is also the main motivation of this study. 

During the transaction process, borrower’s decisions play very important roles on 
the funding results. In this marketplace, borrower initiates the request of a loan 
(named as listing) and multiple lenders make bids on it. The borrower in OP2PL 
market usually makes systematic decisions in loan seeking strategies, such as the loan 
amount, the acceptable maximum interest rate, and the descriptions of the loan. All 
the information provided by the borrower should encourage lenders to bid on the 
listing. Therefore, it is important for borrower to know how her decisions influence on 
the funding results and how to make efficient decisions to fund the loan with 
minimum cost under their current situation. While for the OP2PL marketplaces, they 
should identify the status of the borrower’s decision-making in the market and 
understand the borrowers’ behavior to finds proper ways to improve borrower’s 
decisions. Based on the phenomena, this study focuses on the borrower’s decisions, 
exploring the borrower’s decision-making in PPDai. The specific objectives are as 
follows: (1) identify the most important decision variables influencing the funding 
outcomes; (2) examine the effect of changes in the significant decision variables on 
the elasticity of funding outcomes; (3) investigate the efficiency of borrower’s 
decisions into different groups according to the listing’s demand-supply relationship. 
The works done by this paper could shed light on optimizing borrowers decisions-
making to improve the successful rate of the transactions in the market. 

We claim that this study makes several contributions to both academia and 
practice. First, while OP2PL is a large and growing aspect of commerce on the 
Internet, relatively little research pays attention to the decision-making from 
borrowers’ perspective except for a few [4, 6], which try to build borrower decision 
support system from different ways. To our knowledge, the works done in this study 
becomes unique from previous researches. Second, according to the prior researches, 
the decisions made by borrowers (i.e., loan amount, interest rate, loan period) are the 
main factors influencing the funding probability [e.g., 2, 4]. Hence, it is important to 
find out how these decisions affect the funding results, and how to optimize these 
decisions, which could be a contribution the practical implementation of such 
decision support services. Third, previous OP2PL literature has largely been limited 
to the Western context by utilizing Prosper’s public transaction data [7], except for 
some works done by Qui et al. [3, 8]. While the culture constitutes the broadest effect 
on many dimensions of human behaviors [9], by doing empirical analysis of Chinese 
OP2PL market, this paper also presents diversified research outcomes about the same 
type of market but in a different country with an enriched and unique culture.  
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The rest of the paper is organized as follows. Section 2 reviews relevant literature. 
Section 3 is the methodology section, including research scheme, data collection and 
variable selection. Section 4 covers the empirical model specification and empirical 
results analyses. Section 5 concludes the results and presents future research tasks. 

2 Literature Review 

While social lending is a large and growing aspect of commerce on the Internet, it has 
received only limited attention in the research literature, most of which focusing on 
empirical studies [5]. Like other online businesses, the fundamental problem in 
OP2PL is information asymmetry between the lenders and the borrowers [1, 10]. This 
consequently causes problem of trust, risk control, incentive [11]. How to mitigate the 
information asymmetric thus becomes a key issue for the OP2PL market. In order to 
solve this problem, most OP2PL marketplaces build the credit systems which contain 
the “hard information” credit system and “social capital” credit system. Most OP2PL 
empirical studies focus on how borrowers’ “hard information” and “social capital 
information” influence on loan performance, especially the last one. 

"Hard information" is a kind of quantity information that can be stored easily and 
spread objectively [2]. In OP2PL marketplaces, "hard information" credit system 
provides user’s information, such as credit profile, education, age. When borrowers 
apply for loans, their personal information is typically requested by the marketplace to 
provide to lenders to evaluate the credit and riskiness of the borrowers, and then 
decide whether to bid as well as the interest rate [12]. Iyer [13] finds that lenders infer 
the most from standard banking “hard” information. Besides, a large number of 
studies have found that hard information could affect the funding probability, interest 
rate, default rate, etc. For instance, Lin et al.[2] discover that the lower credit grade 
the borrower has, the less chance the loan is successful with higher borrowing rates 
and higher loan default rate; Puro et al. [4] find that loan amount have an negative 
impact on success rate and interest rate; Collier [12] concludes that the borrower's 
financial situation (loan/ income ratio) and auction format have impacts on interest 
rate. 

In microfinance literature, asymmetric information risk is mitigated by two 
principal factors: joint financial liability and personal relationships [14]. Most OP2PL 
marketplaces build “social capital” credit system to solve the asymmetric information 
problem. For example, Prosper and PPDai allow their members to build group or 
friend relationships with others; members of Lending Club can share their 
backgrounds; Smava and Zopa UK build forums for their members. Much prior 
literature of OP2PL examines how borrower’s social capital influence P2P loan 
performance [e.g., 1, 14] based on the Granovetter’s [15] “Embeddedness” social 
capital theory, and proves that social capital has positive effect on loan performance. 
Everett [14] finds evidence that higher bidding by borrowers’ social network are 
associated with lower default rates, and lower interest rates. Lin et al. [2] focus on the 
relational aspect of networks, and show that borrower’s relational network is 
significant predictors of lending outcomes (funding probability, default time and 
interest rate). Lopez et al. [16] conclude that inviting friends and group members to 
bid on borrower’s listings can increase her chance of getting fund. 
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However, there are very few studies about people’s decisions in this market except 
several ones, like Kumar [17], Iyer et al. [13], Puro et al. [18], Puro et al. [4] and Wu 
and Xu [6]. The first three papers analyze the effectiveness of lender’s behavior, 
while the last two focus on the role of borrower. Kumar [17] reports that lenders 
mostly behave rationally and charge appropriate risk premiums for antecedents of 
loan default. Iyer et al. [13] find that lenders are able to use available information to 
infer a third of the variation in creditworthiness that can be captured by a borrower’s 
personal information. While Puro et al. [18] study lender’s bidding strategy on 
Prosper, and show that bidding behavior is not homogeneous among bidders. From 
the perspective of borrowers, Wu and Xu [6] propose a decision support system 
(DSS) model which used to recommend loan design to borrower in P2P lending 
(P2PL-BCS) which uses ontology to set up the knowledge base, and uses intelligent 
agents to recommend the most optimum lenders to borrower by their expectations. 
Puro et al. [4] focus on the trade-off between the success rate of loan listings and the 
interest rate, and try to help borrowers to improve their decision quality. Through 
calculating the pairwised correlations among a group of decision variables, they 
identified several key variables that are highly related to the success rate of listings, 
such as starting rate, amount requested, credit grade, and debt-to-income. Finally, 
they build a DSS that can provide borrowers with three combinations of predicated 
interest rates and success rates based on borrowers’ own settings for their listings.  

In summary, previous research is insufficient, especially on loans' efficiency [6]. 
However, much of prior empirical literature considers the borrower’s decision-
making information as the control variables when it examines other problems, such as 
Lin et al. [2], Collier et al. [12], Everett [14], which could provide some guidance to 
this study. 

3 Methodology  

3.1 The Research Scheme  

The transaction in this market is conceptualized as a sequential process. First, 
borrower who wants to borrow money in the market initiates a listing with systematic 
decisions. Then, lenders decide whether bid on the listing, and the bid amount as well 
as interest rate when they decide to bid. Finally, the borrower could get the loan if and 
only if lenders’ total bid amount (Supply) is equal to or more than borrower’s 
requested loan amount (Demand), and the bidders with lower bidding interest rate 
finally fund the loan. From the funding outcomes, based on the relationship of 
listings’ demand-supply relationship, the listings could be categorized into four 
groups, represented by the variable of ListType in the study. We denote the listings 
that do not have any bid at all as the first group (ListType=1). The second group of 
listings has less supply amount than demand amount, and the value of ListType is 2. 
The supply amount of listing with ListType=3 is exactly equal to the demand amount 
requested by the borrower. And the fourth group are those listings with more supply 
amount than demand amount (ListType=4). For the first two groups, listings are failed 
to fund the loan, while the last two groups of listings successfully fund the loan.  

A borrower’s decisions in the OP2PL market are complex because she needs to 
make trade-off among several loan conditions, e.g., the interest rate (cost of the loan) 
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she is willing to pay for lenders, and loan amount. Presumptively, if the borrower 
delineates a higher interest rate or smaller loan amount, she could have a higher 
funding probability with a higher cost. On the contrary, if the borrower delineates a 
lower interest rate or larger loan amount, she could obtain the loan with a lower cost 
but in the risk of lower funding probability. For borrower, efficient decisions could 
make the lenders’ supply amount exactly equal to her requested amount. Less supply 
amount than request amount means she could not fund the loan, while more supply 
amount means she could fund more loan amount with current interest rate or fund the 
given loan amount with less interest rate. So, based on this point of view, only 
borrowers of listings belonging to ListType 3 make efficient decisions.  

This study is to identify the major borrower decision determinants of loan results, 
examine the effects of borrowers’ decisions, and investigate the market responses to 
these decisions with regard to these four different types of listings. Based on the 
empirical results, our study is also to provide suggestions to the borrowers of listings 
in different groups about how to improve the efficiency of their decisions, and what 
decisions they should pay more attention on. 

3.2 Data Collection and Variable Selection 

As a new form of e-commerce in latest few years, the platforms of OP2PL have quit 
similar business model with each other. Being the leading OP2PL marketplace, PPDai 
has more than 400,000 members with 7 millions loans each month in early 2011, 
which could represent the OP2PL market in China. In this research, we randomly 
collect data from PPDai’s website by crawler program. The raw dataset contains 
17,211 loan request listings with 55,727 bidding transaction records, and 17,188 
subscribers’ credit profiles. We remove invalid listing records by comparing the bid 
count in the listing page to the number of bid which is calculated from bid records, 
and also removed those records with missing values in key variables. Finally, we 
obtained 16,748 cleansed listing records with 4,221 listings with bid amount and 
12,527 listings with no bid at all. Among the 4,221 listings with bids, there are 1,349 
successful ones and 2,872 unsuccessful ones. Considering the available information 
we could get, we choose the variables mainly guide by the prior literature. Table 1 
gives short description of the variables used in this study.  

Different from previous studies which largely focus on borrower’s loan 
performance, we analyze the efficient of borrower’s decisions from the perspective of 
listing’s demand and supply relationship. Much prior literature utilizes the Prosper 
transaction data, and some variables used in this study like Repayment are not 
appeared in prior literature for the different information provided by Prosper.com and 
PPDai.com. Similar to the credit grade on Prosper.com used in Lin et al. [2], Puro et 
al., [4] etc., in PPDai, borrower’s credit profile concludes two kinds of scores, 
BCreditS and LCreditS, Besides borrower’s decision information and personal 
information, we also add her social capital information (FrdNbr, FrdbidAmt, 
Frd2bidAmt) into empirical model as the control variables according to prior 
literature [1, 2]. 
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Table 1. Variables descriptions  

Variables Description Reference 
Dependent variables 

ListingType 
According to the value of DS (Supply amount/ Demand amount), 
listings are classified into four groups: 1 (DS=0), 2 (DS<1), 3 
(DS=1), 4 (DS>1). 

 

Independent variables (Borrower’s Decision information) 
LoanAmt The loan amount requested by a borrower. [4, 14] 
IR The acceptable maximum interest rate set by borrowers. [19] 
LoanPeriod The length of the loan in months. [1] 
LDescription The length of descriptions of the loan. [1, 2] 

Repayment 
Two repayment ways: monthly repayment (1) and pay on due date 
(0). 

 

BidType Three bid modes: Bidding (1), Friendship (2) and offline (3). [3, 8] 
Independent variables (Personal information) 
BCreditS Borrower’s credit score as a borrower. [3, 8] 
LCreditS Borrower’s credit score as a lender. [3, 8] 
SucNbr Number of previously successful listings. [1, 3, 8] 
FailNbr Number of previously unsuccessful listings. [3, 8] 
Income Borrower’s monthly income. [14] 
Independent variables (Social capital) 
FrdNbr Number of borrower’s friends. [2] 
FrdbidAmt The total amount that a borrower’s friends bid. [1, 2] 
Frd2bidAmt The total amount that a borrower’s friends’ friends bid. [3, 8] 

 
Based on data exploration outcomes, we log-transform four input variables (LoanAmt, 

Income, FrdbidAmt and Frd2bidAmt) according to their distribution and relevancy to the 
output variable. The transformed variables are named with a prefix “Ln” with their 
original variable names. Table 2 shows the descriptive statistics of all variables. 

Table 2. Variables descriptions  

Variable Min Max Mean Std. D Variable Min Max Mean Std. D 

ListType 1 4 1.38 .769 LCreditS 0 5823 35.97 218.073 

LnLoanAmt 3.477 5.041 3.818 .365 SucNbr 0 21 .29 1.270 

IR .0001 .270 .187 .067 FailNbr 0 27 2.76 2.789 

LoanPeriod 1 36 7.59 6.694 LnIncome 0 6 2.77 1.495 

LDescription 0 5347 33.88 123.080 Lender 0 1 .52 .500 

Repayment 1 2 1.03 .174 FrdNbr 0 680 8.22 23.209 

BidType 1 3 1.10 .360 LnFrdBidA 0 4.989 .305 .912 

BCreditS 0 104 33.62 15.261 LnFrd2BidA 0 5 .350 .963 

4 Analysis of Borrower’s Decision Issues 

We identify the determinants that significantly affect the success rate of listings by 
logit regression. The Chi-Square of Test of Parallel Line is 531.75, significant under 
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the 5% level, confirming that the slope coefficients of response categories are 
significantly different from 0. The nature of this categorization calls for the use of 
multinomial logit model. 

4.1 Model Specification  

As we discussed in the research scheme part, borrowers of the listings without equal 
supply amount and demand amount could improve their benefits by adjusting their 
decisions. Only the borrowers of listings in group of ListType 3 make efficient 
decisions, for they have equal demand and supply amount under their defined 
situation. So we set the listings of ListType 3 as the reference category to examine the 
effects and efficiency of borrowers’ decisions. The model is shown as equation(1). 

0 1 2 3

( )
( )

( 3)
j j ji j ji j ji ji

P ListType j
Logit DV HV SCV Z

P ListType
β β β β

=
= + + + =

=  
(1) 

Where i is the subscription of listings, j  is one of the other three categories 

( 1,2,4)j =  the listing belonging to relative to the reference one, 0jβ is the 

intercept, jiDV  are the borrower’s decision variables of the listing i , jiHV represent 

borrower’s “hard information” variables of the listing i  while jiSCV represent 

borrower’s “social capital information” variables of the listing i , 1 2,j jβ β and 3jβ  

are  the coefficients vectors for jiDV , jiHV ,and jiSCV , respectively. 

There will be 3 equations for each category relative to the reference category, 

ListType=3. For 1,2,4j = ,  
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While, for the reference category, where 3ListType = , 

4

1

1
( 3)

1 exp( )jij
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Z

=
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+∑

 (3) 

( )P ListType j=  is the probability of being in each of the categories 1, 2, and 4, 

while ( 3)P ListType =  is the probability of being in the reference category. In the 

multinomial logit model, the coefficients of the reference group are normalized to 0. 
Hence, for 4 kinds of listings only 3 distinct sets of parameters can be identified and 
estimated.  

4.2 Results and Analysis  

The likelihood Ratio Tests of all dependent variables are statistically significant under 
5% level, indicating that neither some predictor variables should be excluded nor 
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some categories should be merged. Table 3 gives the Model-Fitting Information. The 
value of Chi-Square is 12,690 with P-value less than 0.0001, which means that  
the explanatory variables are collectively significant in explaining the classification of 
the listings grouping by the listing’s demand-supply relationship. The Pseudo-R 
Squares and Cox and Snell are 0.532, 0.674, respectively, showing the good-fit for the 
estimated model. 

Table 3. Fitting Statistics of Multinomial Logit Regression  

Model 
Model Fitting Criteria Likelihood Ratio Tests 

AIC BIC -2 Log Likelihood Chi-Square DF Sig. 

Intercept Only 25,930 25,960 25,930    

Final 13,340 13,740 13,240 12,690 48 .000 

Table 4. The Estimated Results of Multinomial Logit Regression 

 
a. The reference category is: 3; b. This parameter is set to zero because it is redundant. 

ListTypea Variables DF Estimate Wald P OR Variables DF Estimate Wald P OR 
1 Intercept 1 1.402 .436 .509  BCreditS 1 -.118 403.331 .000 .889 

LnLoanAmt 1 3.521 133.425 .000 33.824 LCreditS 1 .001 1.710 .191 1.001 
IR 1 -3.754 5.509 .019 .023 SucNbr 1 -.326 10.211 .001 1.386 
LoanPeriod 1 .063 11.761 .001 1.065 FailNbr 1 .155 43.449 .000 1.167 
LDescription 1 -.001 10.210 .001 .999 LnIncome 1 .247 34.193 .000 1.280 
[Repayment=1] 1 -2.643 3.764 .052 .071 [lender=0] 1 .209 1.055 .304 1.233 
[Repayment=2] 0 0b . . . [lender=1] 0 0b . . . 
[BidType=1] 1 -2.533 2.278 .131 .079 FrdNbr 1 .043 84.636 .000 1.044 
[BidType=2] 1 -.422 .062 .804 .656 LnFrdBidA 1 -36.122 . . 2.052E-

16 
[BidType=3] 0 0b . . . LnFrd2BidA 1 -6.361 15.758 .000 .002 

2 Intercept 1 -5.961 14.417 .000  BCreditS 1 -.031 40.062 .000 .969 
LnLoanAmt 1 3.337 132.905 .000 28.140 LCreditS 1 -.001 16.269 .000 .999 
IR 1 -2.916 3.511 .061 .054 SucNbr 1 -.137 12.333 .000 .872 
LoanPeriod 1 .047 7.277 .007 1.049 FailNbr 1 .147 50.060 .000 1.159 
LDescription 1 .000 2.032 .154 1.000 LnIncome 1 .117 8.939 .003 1.124 
[Repayment=1] 1 -.918 2.048 .152 .399 [lender=0] 1 -.036 .032 .858 .965 
[Repayment=2] 0 0b . . . [lender=1] 0 0b . . . 
[BidType=1] 1 -.347 .071 .790 .707 FrdNbr 1 .012 28.048 .000 1.012 
[BidType=2] 1 -1.355 1.098 .295 .258 LnFrdBidA 1 -.764 171.169 .000 .466 
[BidType=3] 0 0b . . . LnFrd2BidA 1 -.796 193.844 .000 .451 

4 Intercept 1 1.582 1.187 .276  BCreditS 1 -.012 7.116 .008 .988 
LnLoanAmt 1 -.833 9.116 .003 .435 LCreditS 1 .000 11.501 .001 1.000 
IR 1 7.669 25.184 .000 2,141.36 SucNbr 1 -.002 .006 .937 .998 
LoanPeriod 1 -.033 3.143 .076 .968 FailNbr 1 -.057 7.540 .006 .944 
LDescription 1 .000 1.748 .186 1.000 LnIncome 1 .085 5.728 .017 1.089 
[Repayment=1] 1 1.950 4.372 .037 7.030 [lender=0] 1 .312 2.268 .132 1.366 
[Repayment=2] 0 0b . . . [lender=1] 0 0b . . . 
[BidType=1] 1 -1.961 2.056 .152 .141 FrdNbr 1 .006 10.654 .001 1.006 
[BidType=2] 1 -2.582 3.611 .057 .076 LnFrdBidA 1 -.125 4.306 .038 .883 
[BidType=3] 0 0b . . . LnFrd2BidA 1 .446 45.929 .000 1.561 
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Most of the coefficients in the regression are not equal to 0 statistically significant 
at the 5% level, except Repayment, BidType and Lender. From the Wald Chi-Square 
statistics in Table 4, we can compare the weight of effects of those variables on 
funding results. 

Importance of Borrower’s Decision Variables 

Referring to the borrowers’ decisions, the coefficients of LnLoanAmt and IR are 
statistically significant under the 5% level for all the three equations. Similar to most 
prior studies find by using Prosper’s data, on PPDai, the requested loan amount and 
acceptable maximum interest rate set by borrower significantly influence the 
likelihood of getting fund [e.g., 1, 4]. The coefficients of LoanPeriod are statistically 
significant under 5% level for the ListType 1 and ListType 2, and significant under 
10% level for the ListType 4, indicating that time period of the loan is also one 
important factor affecting the funding results. Besides, the LDescription and 
Repayment are also significant under 5% level for the first and last equations, 
respectively.  

Ordering the values of Wald Chi-Squares, we get the sequential variables sorted 
by the weight of effects on funding results among the independent variables. For 
ListType 1, the importance of LnLoanAmt is only less than the BcreditS. For 
ListType 2, LnLoanAmt is the third critical factor, less important than borrower’s two 
social capital variables, LnFrd2BidA and LnFrdBidA. However, among the 
independent variables, IR becomes the second important factors while LnLoanAmt is 
the fifth one, influencing on the funding results for the ListType 4. Based on these 
results, we have the following finding. 

Finding 1: On PPDai, borrowers’ decisions about requested loan amount, acceptable 
maximum interest rate and loan period, are the most important decision factors 
influencing on the funding outcomes. Especially, the requested loan amount and 
acceptable maximum interest rate set by borrower play very critical important roles in 
the transactions. 

Effects of Decisions on Funding Outcomes 

In multinomial logit model, the Odds Ratio Estimation gives the marginal effects or 
partial derivatives are obtained by differentiating equations with respect to the 
particular independent variable. For ListType 1, the coefficients of LnLoanAmt and 
LoanPeriod are significant positive, while the coefficients of IR and LDescription are 
significant negative, under the 5% level. The results imply that the probability of the 
listing belongs to the group of ListType 3 increasing as decreasing of LnLoanAmt and 
LoanPeriod, and increasing of IR and LDescription. The odds ratio of LnLoanAmt is 
33.824, suggesting that a one percent decreasing of LnLoanAmt leads to about 33.824 
times increasing in the probability of classification into the ListType 3 relative to the 
ListType 1. Contrary to the LnLoanAmt, the odds ratio of IR is 0.023 indicates that a 
one percent increasing of IR leads to about 0.023 times increasing the successful 
probability of listing. For ListType 2, the coefficients of decision variables are similar 
to the ListType 1, except LDescription. The coefficients of LnLoanAmt and 
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LoanPeriod are significant positive, and the coefficient of IR is significant negative, 
under the 5% level. The values of OR of LnLoanAmt, LoanPeriod and IR are 28.14, 
1.049 and 0.054, respectively. All these results indicating that, decreasing the 
LnLoanAmt, LoanPeriod and increasing IR will increasing the probability of the 
listing being classified to the ListType 3. Among these decisions, the funding 
outcomes are more sensitive of the changing in LnLoanAmt for both ListType 1 and 
ListType 2. The successful funding probability will be multiple increased by 
decreasing the value of LnLoanAmt. According to the results, we have the following 
findings.   

Finding 2: On PPDai, the borrowers of unsuccessful listings could increase the 
successful probability by setting smaller requested loan amount, higher maximum 
acceptable interest rate or shorter loan period. Among these decisions, the requested 
loan amount becomes the most important factor for the marginal effect of 
LnLoanAmt on the funding outcomes is much larger than others. 

Comparing to the listings of ListType 3, the listings of ListType 4 have more bid 
amount than requested amount. Different from the ListType 1 and 2, the coefficients 
of LnLoanAmt and LoanPeriod are significant negative, while the coefficient of IR is 
significant positive, under 5% level. The odds ratios of LnLoanAmt, LoanPeriod and 
IR are 0.435, 2141.36 and 0.968, respectively, which suggest that borrower of 
ListType 4 could set a larger loan amount, lower interest rate and longer loan period 
to fund the loan. However, the OR value of IR is 2141.36, indicating that the loan 
results is very sensitive for the changing of interest rate set by borrowers. Borrower 
should be very careful when she decides to low down the interest rate.  

Finding 3: Comparing to the ListType 3, the borrowers of ListType 4 could set a 
larger loan amount, lower acceptable maximum interest rate in a longer loan period to 
fund the loan. However, the latent space for borrower to low the interest rate is very 
limited for the funding result is very sensitive to the acceptable maximum interest rate 
set by borrower.  

Effects of Borrower’s Personal Information and Social Capital  

Besides the borrower’s decisions, borrower’s personal information and social capital 
also take very important parts on the funding results. The personal information, such 
as credit profile, income, provided to lenders to evaluate the credit of borrowers, 
which will influence lenders bidding strategies [2, 12]. Besides, as many prior studies 
proved, borrower’s social capital also influence the funding probability a lot [e.g., 14, 
16]. If it is said that borrower’s decisions for the requesting loan determines she could 
fund the loan or not, her personal information and social capital will determine her 
potential funding capability. The empirical results of our study also proved the 
findings of prior research.  

For ListType 1, BcreditS is the most important factor in affecting the classification 
for its Chi-Square statistic is the largest one with value of 403.331, while for ListType 
2 and 4, borrower’s social capital variables are most important factors for the Chi-
Square statistics of LnFrd2BidA are 193.844 and 45.929, respectively. The 
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coefficients of social capital and good personal information variables (such as 
LnFrd2BidA, BCreditS, LcreditS, and SucNbr) are significant negative, and the 
coefficients of FailNbr are significant positive, for ListType 1 and 2, implying that 
borrowers of these two types of listings could increase the funding successful rate by 
providing better personal information and building more social capital. However, the 
coefficients of ListType 4 are reversed from the last two types, which indicating that 
the borrowers of the listings of ListType 4 have better personal information and social 
capital comparing to the listings of ListType 3. Based on these results, we conclude 
following findings. 

Finding 4: On PPDai, borrower’s personal information and social capital are the most 
important factors influencing on the funding outcomes. For unsuccessful listings, in 
order to increasing the funding probabilities, the first thing borrowers should do is 
improving their personal information and social capital to lift their funding capacity, 
and then is making appropriate decisions. 

5 Discussion and Conclusions  

In this study, by using the transaction data of loans on PPDai.com, we classify the 
listings into four groups from the perspective of listing’s demand-supply relationship: 
listing without any supply (ListType=1); listing with less supply amount than loan 
amount (ListType=2); listing with equal supply amount and loan amount 
(ListType=3); and listing with more supply amount than loan amount (ListType=4). 
The empirical results of Multinomial Logit Model shows that, although borrower’s 
personal information and social capital are the most important factors influencing on 
the funding probability, borrower’s decisions also play very important roles. 
Borrower’s decisions of requested loan amount, the acceptable maximum interest rate 
and loan period, especially the first two, are the most critical decisions affects the loan 
results.  

From the perspective of market demand-supply relationships in PPDai, our 
analyses reveal the role of borrower’s decisions on funding results for different kinds 
of listings. The results suggest that borrowers of listings with supply not equal to 
demand could increase their benefit by adjusting their decisions. However, for 
borrowers of different groups of listings, different aspects they should focus on.  

For borrowers of unsuccessful listings (ListType 1 and 2), the most important thing 
they should do is lifting their funding capacity by improving their credit scores and 
social capital. Besides, the decision of loan amount requested is also very important 
according to the Wald Chi-Square value. And the funding probability will increase a 
lot by decreasing the loan amount, for the marginal effect of LnLoanAmt is around 
30. Furthermore, the funding probability of the unsuccessful listings also could be 
increased by setting lower interest rate and shorter loan period. 

For the listings with more supply amount than demand amount (ListType 4), 
borrowers could improve their benefit by setting a larger loan amount with a lower 
interest rate and a longer loan period. Borrower’s acceptable maximum interest rate 
becomes most important decisions for the listings in this category. The OR of IR is 
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2141.36, indicating that the loan result is very sensitive of the interest rate set by 
borrower, and latent space for borrower to low the interest rate is very limited. 

In summary, the results of this study do not only reveal the importance of 
borrower’s decisions and the effects of these decisions on funding results, but also 
give suggestions on how to improve the efficiency of borrower’s decisions. At 
present, most of the Chinese OP2PL markets do not offer decision support system 
services for their users. So, based on the findings of this study, designing and building 
a comprehensive borrower decision support system for OP2PL market is the further 
work this study will do. 
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Abstract. IS security policy is one of the essential tools to ensure the secure use 
of information systems and technological assets. To enhance the effectiveness 
of policy implementation, organizations rely on security training, education and 
awareness (STEA) programs to help employees understand the IS security 
issues of the organization. However, different levels of STEA informativeness 
may have conflicting effects on employees’ compliance decisions. In addition, 
the urgency of a task may also lead employees to abandon the compliance 
decision occasionally. The existing corporate information security policy (ISP) 
could also serve as a deterrence message that would influence compliance 
decisions. An experimental survey was conducted to examine this phenomenon 
and test the related hypotheses. The results of this study can be used to inform 
and guide researchers and practitioners as to how to better enforce an IS 
security policy through better implementation of STEA programs and improved 
design of ISP in different task scenarios. 

Keywords: Security Training, Education and Awareness, Informativeness, 
Deterrence, Task Urgency, Cognitive Elaboration, Compliance Intention. 

1 Introduction 

As the use of information systems (ISs) becomes essential in business, protecting the 
safety of corporate informational assets has introduced many challenges for 
contemporary organizations. Many of the security challenges are difficult to address 
because many of the IS usage violations are often carried out by internal employees 
(Gordon et al., 2006; Warkentin and Willison, 2009). Internal users are often 
entrusted with the privilege to access some of the most sensitive information of the 
organization (Shaw et al., 1998), and their detrimental behaviors can result in severe 
negative impacts on the organization (e.g., corporate liability, loss of credibility, 
monetary damage) (Cavusoglu et al. 2004). Although most organizations have made 
progress in using technology-based solutions to eliminate IS security risks (Ernst and 
Young 2008; PricewaterhouseCoopers 2008), there is still a need to continuously 
improve information security policies (ISPs) to prevent, detect and react to 
employees’ unauthorized usage (Stoneburner et al., 2002; Whitman et al., 2001). 
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In an increasingly fast-paced and flexible workplace, security policies serve as 
guidelines for behavior but there is no guarantee that employees will comply (Boss 
and Kirsch, 2007; Siponen et al., 2007). When giving employees enough privilege to 
perform their tasks, there is also a need to understand the measures that focus on the 
behavioral aspect of these users. Thus, an additional layer of protection mechanisms 
must be implemented to ensure best practices in IS usage. Previous literature often 
focused on the economic trade-offs in applying controls to prevent breach of 
information systems (e.g. Yue and Cakanyildirim, 2007) and little attention was 
directed toward the understanding of the different manifestations of corporate ISP 
enforcement measures. Our aim in this study is to fill this research gap by examining 
the extent to which the design of corporate security training, education and awareness 
(STEA) programs and work-related tasks can influence compliance decisions of the 
employees. 

The implementation of various STEA programs are often aimed at improving ISP 
compliance behaviors and reducing IS misuse (D’Arcy et al. 2009). These programs 
may deliver different levels of informativeness in their IS security messages, which 
may sometimes cause unexpected counterproductive effects. Employees may also 
occasionally decide not to comply with ISPs when compliance creates inconvenience 
in work-related tasks (Hui and Hu, 2008). It is not clear if too much exposure to 
actual security breach incidents would encourage non-compliance behaviors, 
especially in dire situations incurred by task urgency. Deterrence measures have also 
been established to prevent employees from committing security abuse (Straub 1990). 
Hence, in this paper, we focus on STEA program informativeness, task urgency and 
ISP deterrence and study how they would affect compliance decision. We applied the 
theoretical lens of cognitive elaboration to uncover the underlying mechanisms of 
how certain factors affect compliance decisions (Perse 1990; Nenkov et al. 2008). 

The survey approach was employed to test the research model. This study 
contributes to the literature and practice by addressing the joint impacts of the 
different STEA program features, namely ISP informativeness and deterrence, and 
work-related task urgency on compliance behavior. Our novel approach builds on 
extant literature in the area that examined individuals’ awareness of the security 
issues raised by STEA programs (e.g. Bulgurcu et al., 2010) or the effects with the 
presence of STEA programs (e.g. D’Arcy et al., 2009). Theoretical and practical 
contributions will be elaborated upon based on the data analysis results. 

2 Literature Review and Theoretical Background 

Although it has been found that many information system (IS) usage violations are 
linked to malicious intent, very often work-related factors could also induce such 
violations. In this paper, we study the circumstances under which an individual may 
engage in inappropriate IS usage that is deemed to be violating the organizational 
information security policy (ISP) while fulfilling particular organizational tasks. It is 
assumed that employees generally having a benign intent may be induced by external 
factors that motivate them to circumvent or breach the ISP.  

IS related security issues are complex and often have a direct impact on 
organizational welfare. It has long been recognised that resolving security quandaries 
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can improve the operational efficiencies of an organization (Smith and Hasnas, 1999; 
Harrington, 1996). Extant literature has established that identifying the characteristics 
of people by applying an ethical lens can be an effective way to deter the misuse of IS 
(Banerjee, Cronan and Jones, 1998). In particular, this study introduces the possibility 
that STEA programs, and task and security policy characteristics are critical factors 
influencing corporate users’ ISP compliance decisions through an underlying 
mechanism of individual cognitive elaboration on potential outcomes. The selection 
of these key variables of question is generally based on the likelihood that they may 
effectively raise individuals’ cognitive elaborations on various aspects. 

2.1 The Security Training, Education and Awareness (STEA) Program 

Organizations today promote appropriate IS usage through various STEA programs 
designed to improve policy awareness and operational knowledge of the employees. 
Typically, these programs can be designed to serve the informative function. 
Informative STEA programs provide employees with the technical and procedural 
knowledge of best practices for IS usage. Technical knowledge provides overall 
coverage on how a breach of a code of ethics is detected and the likelihood of detection, 
whereas procedural knowledge is focused on the code of itself (Harrington, 1996).  

However, informative STEA programs can be a double-edged sword in inducing 
unexpected IS usage behaviors given that knowledge is the prerequisite in preventing 
or executing IS abuse. On one hand, such practices could condition employees to be 
more aware of the possible ways to breach security and their respective detrimental 
impacts (D'Arcy et al., 2009). On the other hand, traditionally, excessive individual 
liberties (e.g. information accessibility) have been traditionally deemed to be harmful 
to security protection (e.g. national security) (e.g. Sagar, 2009; Sarikakis, 2008; 
Strickland 2005). Thus, STEA practices offering security information that may not be 
obtained otherwise could alter an employees’ perceived difficulty of executing 
security breach behavior. This is because they are now exposed to the weaknesses of 
ISs, and could even elicit IS abuse behavior. In this sense, providing informative 
STEA programs that can educate those non-IT-savvy employees may not be an ideal 
means to enforce ISP compliance. Thus, it is thus unclear whether employees may be 
better off not being aware of the typical methods of circumventing the technical 
barriers from committing information security breaches.  

2.2 Task Characteristics of Workplace 

Though STEA has been touted as being effective and practical to deploy in corporate 
IS security protection practices (D'Arcy et al., 2009), users may still perform 
noncompliance behaviors mostly due to the cost of the compliance as a work 
impediment (Bulgurcu et al., 2010). This noncompliance is mostly due to the fact that 
individuals may be morally open to changes in behavior when facing special situations 
(Myyry et al., 2009). When employees are required to make a decision on whether to 
follow ISP, they may also consider the corporate task that is being carried out at the 
time. In fact, since IS security compliance requirements introduce the need for 
additional time and effort in completing a task (as compared to there being no ISP), an 
employee may perceive the compliance behavior as a barrier to productivity (Siponen 
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and Vance, 2010; Warkentin et al., 2004) that would immediately lead to perceptible or 
actual negative consequences for the employee (Bulgurcu et al., 2010). In some cases, 
complying with security requirements may even conflict with the employee’s primary 
tasks or be detrimental to an employee’s daily job-related tasks and activities (Pahnila 
et al., 2007). However, if the task at hand is not urgent enough to elicit such negative 
reactions toward the ISP, an employee may have less difficulty in complying with ISP. 
Hence, a task characteristic such as its urgency could have a significant impact on an 
employee ethical model and subsequent security compliance behaviors.  

2.3 Deterrence Effects of ISPs 

Because some individuals are more sensitive to sanction-based threats, the 
punishment-as-deterrence doctrine has been widely accepted as a viable approach to 
preventing policy violation behaviors (Liska and Steven 1999). From the behavioral 
perspective, general deterrence theory has been adapted from the criminology 
literature in order to understand the effect of deterrent factors on security policy 
compliance. Deterrence theory posits that unwanted behaviors can be deterred 
through the threat of certain, swift, and/or severe punishment (Akers, 1990; Williams 
and Hawkins, 1986). As the level of punishment certainty and punishment severity is 
increased, the level of unacceptable behavior decreases (Akers, 1990; Williams and 
Hawkins, 1986). Previous literature has illustrated the effects of deterrence on illegal 
computing activities in organizations such as reducing computer abuse (Straub 1990). 
Furthermore, non-adherence to security policies can be deterred only when certain 
penalties can be enforced on individuals if any security breach behavior was detected 
by the organization (Herath and Rao 2009). This further emphasizes the importance of 
increasing an organization’s ability to detect security violation behavior and 
communicating the information to employees. If employees are aware of the high 
level of certainty of a penalty for IS misbehavior, their decisions with respect to a  
security violation would likely to be affected (Herath and Rao 2009). In other words, 
how to execute sanctions on rules violations is another critical dimension that ensures 
the effectiveness of deterrence measures (Tyler and Blader 2005).  

2.4 Cognitive Elaboration Theory 

Beyond identifying the critical factors that influence an organization employees’ ISP 
compliance decisions, we are also interested in uncovering the inner schema of the 
individual processing of the information security related factors, which can provide a 
theoretical explanation of the effects of these critical external factors. In particular, 
the extent to which individuals purposefully spend cognitive elaboration effort on 
ethical issues has been suggested to influence ethical behaviors in organizational 
contexts (Street et al. 2001).  

Cognitive elaboration in this study is defined as the amount of cognitive effort one 
puts forth with respect to a target attitude’s attributes, merits, and drawbacks (Petty et 
al., 1995). The target attitude objects can cover many categories of decisions, 
situations, people, physical objects, or social issues (Fazio et al., 1986), including 
information security issues in organizations. When under different situations, 
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individuals can engage in different levels of issue-relevant thinking with little (or no) 
to substantial cognitive effort (Petty, 1995). For example, when the attitude object or 
issue has greater informational intensity, personal relevance or personal 
accountability with respect to values, career, relatives, or other considerations 
(Malaviya 2007), the decision maker is more likely to be motivated to carefully 
examine the relevant information concerning the attitude object or issue (Petty, 1995). 
Similarly, in the psychology and marketing literature, the language and the type of 
metaphor contained in the delivered messages could influence recipients’ cognitive 
elaboration on how information is perceived (e.g., Wyer 2002).  

When cognitive elaboration can virtually encompass various aspects, the elaboration 
on potential outcomes related to an issue is especially important because it can make 
people conscious of how their decisions could lead to desirable or undesirable 
outcomes. Such thoughts would then activate self-regulation initiatives (Nenkov et al. 
2008). Moreover, research shows that when cognitive elaboration on potential 
outcomes increases, the strength and certainty of an individual’s attitude toward a 
particular object or action also increases (Smith et al. 2008). For example, if 
individuals expend a higher level of cognitive elaboration on the potential outcomes of 
a particular decision, they are more likely to be in the central information processing 
mode (as suggested by the elaboration likelihood model). Such a development could 
lead to a higher probability of recognizing the ethical issue, establishing an ethical 
intent and ultimately engaging in ethical behavior (Street et al. 2001).  

Table 1. The Definitions of All the Key Constructs 

Key Construct Definition References 

STEA 
Informativeness 

The extent to which STEA programs 
provide employees with rich technical and 
procedural knowledge of best practices for 
IS usage. 

Harrington, 1996 

Task Urgency The immediacy of an employee’s daily job-
related tasks and activities. 

e.g., Bulgurcu et al. 
2010 

ISP Deterrence The threatening degree of the ISPs 
messages of certain, swift, and/or severe 
punishment on ISP breach behaviour. 

Akers, 1990; 
Williams and 
Hawkins, 1986 

Security-related 
Cognitive Elaboration 

The amount of cognitive effort spent on 
comprehending the possible outcomes 
associated with complying or not 
complying with corporate information 
security policies 

Petty et al., 1995 

Task-related 
Cognitive Elaboration 

The amount of cognitive effort toward 
thinking about the outcomes of specific 
corporate task accomplishments. 

Petty et al., 1995 

ISP Compliance 
intention 

An employee’s intention to protect the 
information and technology resources of 
the organization by following corporate 
ISP requirements. 

Bulgurcu et al. 2010 
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3 Research Hypotheses 

Based on the literature on STEA programs, task urgency characteristics and ISP 
deterrence as well as the theoretical backbone of cognitive elaboration, in this study 
we propose a series of theory-based hypotheses related to ISP compliance intention. 
In general, as suggested by cognitive elaboration theory, people would expend 
different levels of cognitive effort when facing different situational factors reflecting 
different levels of informational intensity, personal relevance or personal 
accountability with respect to values, career, relatives, or other considerations 
(Malaviya 2007). Hence, the three most influential factors, which are STEA program 
informativeness, task urgency characteristics and ISP deterrence, will be viewed as 
being the situational factors leading to varied levels of cognitive elaboration efforts 
being spent on different aspects. These aspects comprise security-related and task-
related outcomes. Generally, we propose that more security-related cognitive 
elaboration and task-related cognitive elaboration could enhance employees’ ISP 
compliance tendencies, even when tasks completion conflicts with security 
compliance decisions. 

First, as highlighted by cognitive elaboration theory and the dual considerations of 
both security-related and task-related outcomes, we decompose the construct of 
cognitive elaboration on potential outcomes into two dimensions: security-related and 
task-related, accordingly. Specifically, on the one hand, cognitive elaboration on 
security-related potential outcomes centres on the cognitive effort spent on 
comprehending the possible outcomes associated with complying or not complying 
with corporate information security policies. Such elaboration is directly linked to an 
individual employee’s decision-making with respect to ISP compliance. According to 
cognitive elaboration theory, more elaboration effort being spent on the target 
decision could lead to a greater possibility of ethical conduct as a result of self-
regulation (Nenkov et al. 2008). On the other hand, task-relevant cognitive 
elaboration directs more cognitive effort toward thinking about the outcomes of 
specific corporate task accomplishments. It emphasizes task completion as being the 
core problem at stake. We propose that more cognitive elaboration on task-related 
potential outcomes could help an individual evaluate the task in a rational way and 
form an objective judgment with respect to the severity of the consequences of not 
finishing the task. In other words, the more individuals think about on the potential 
outcomes of task processing, the more ways they will devise to deal with the negative 
consequences of not completing the task. Hence, it will be less likely that they would 
take the risk of being punished for breaking ISP rules in order to finish the task. 
Hence, we hypothesize that: 

Hypothesis 1: More cognitive elaboration on security-related potential outcomes has 
a positive effect on corporate employees’ ISP compliance intentions. 

Hypothesis 2: More cognitive elaboration on task-related potential outcomes has a 
positive effect on corporate employees’ ISP compliance intentions. 
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Second, STEA programs are designed to deliver security information to employees to 
enhance the level of corporate information security. However, the extent to which 
STEA messages are perceived as being informative by employees could result in 
opposite outcomes. Specifically, due to limited cognitive effort, as the STEA contents 
become increasingly informative, employees may be less motivated to consider 
security-related potential outcomes than when they were exposed to less information. 
Instead, they are more likely to link the security knowledge to other issues (e.g., how 
to finish the tasks more efficiently with the security knowledge). Such inferential use 
of security knowledge may not only distract employees’ attention from the security 
compliance, but may also lead them to other unintended uses of that knowledge. For 
example, highly informative STEA programs may reveal to employees with possible 
ways of dealing with the security measures that help them complete specific work 
assignments. In such a situation, employees are encouraged to spend more cognitive 
elaboration effort on task-related potential outcomes but less effort on security-related 
potential outcomes. Therefore, it is hypothesized that: 

Hypothesis 3: The informativeness of STEA programs has no significant effect on 
corporate employees’ cognitive elaboration with respect to security-related potential 
outcomes. 

Hypothesis 4: The informativeness of STEA programs has a positive effect on 
corporate employees’ cognitive elaboration on task-related potential outcomes. 

Third, employees who are overwhelmed by the need to quickly finish a task are more 
concerned with task-related potential outcomes. When task urgency becomes primed 
to be a critical situational factor, the decision-maker places more weight on the 
importance of the task and the task-related cognitive elaboration will be enhanced. 
Meanwhile, the cognitive processing of other outcomes, i.e., the security-related 
outcomes, could be diminished due to their reduced priority. In other words, when 
employees are carrying out daily routines that are not expected to be completed 
immediately, it will be more likely for them to think carefully about the task and more 
carefully consider the detailed requirements of the IS security policy. However, if the 
task at hand is urgent or is required to generate quick outputs, the IS security policy 
will become a hurdle in accomplishing the task in terms of time and effort. Hence, 
when a task is urgent, an employee is more likely to focus more on the cognitive 
effort required to complete the task rather than on the counterproductive security 
measures. Hence, we hypothesize that: 

Hypothesis 5: The task urgency has a negative effect on corporate employees’ 
cognitive elaboration with respect to security-related potential outcomes. 

Hypothesis 6: The task urgency has a positive effect on corporate employees’ 
cognitive elaboration with respect to task-related potential outcomes. 
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Fourth, the deterrence information contained in corporate ISPs could make future 
punishment or sanctions salient to corporate employees. The punishment strength and  
penalty certainty can increase the level of the receivers’ attention and thus motivate 
them to consider the consequences of security breach outcomes. Under such 
circumstances, more cognitive elaboration will be expended on the deterrence 
messages in order to gauge their meaning and scope. Meanwhile, other closely related 
matters will also seem more important and more effort will also be spent on thinking 
about them, such as the tasks to be completed. For example, when the deterrence level 
increases, individuals can easily relate it to the difficulty of finishing the tasks at hand 
because increasing the level of ISP deterrence means more restrictions on the work. 
Therefore, we propose that the deterrence information in corporate ISPs motivates 
employees to focus more on the potential security-related outcomes as well as the 
potential task-related outcomes. 

Hypothesis 7: The deterrence of ISP has a positive effect on corporate employees’ 
cognitive elaboration on security-related potential outcomes. 

Hypothesis 8: The deterrence of ISP has a positive effect on corporate employees’ 
cognitive elaboration on task-related potential outcomes. 

4 Research Methodology and Data Analysis 

To test the hypotheses, we conducted an experimental survey in a public university. 
We manipulated the STEA messages, task characteristics and ISP deterrence 
message, and investigated how these factors may affect ISP compliance intentions.  

In the experiment, participants were asked to process relevant information and to 
answer survey questions. At the beginning of the experiment, participants were 
provided with STEA material introducing details of password cracking issues in 
organizations, followed by ISP content specifically directed toward the password 
usage or cracking issue. The STEA material was designed to reflect the different 
levels of informativeness. Less informative STEA material only taught participants 
the basic concepts of password cracking but highly informative STEA material 
included additional information about how to crack system passwords and the low 
probability of it being detected (i.e., low vs. high STEA informativeness) (e.g. Kuo 
and Hsu 2001). The fictional task was retrieving certain required information from a 
corporate system when the person holding the system password was not available. 
This situation may induce participants to crack the password for the sake of task 
accomplishment. The urgency of the task was manipulated by altering the allowed 
time to finish it (i.e., two days vs. a few hours for task processing as low vs. high task 
urgency). The task requirement was thus in conflict with the corporate policy of 
password protection as indicated in the ISP material and the pros and cons of either 
following the policy or breaking the rules to finish the task were specified. The 
likelihood of ISP deterrence was manipulated by varying the severity of punishment  
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and the certainty of security breach detection from a low to a high level (i.e., soft tone 
vs. harsh tone about ISP breach punishment as low vs. high ISP deterrence). 
Following the instruction materials, participants were required to indicate their ISP 
compliance decision and answer related survey questions.  

The measurements for the constructs of cognitive elaboration and ISP compliance 
intention were adapted from previous research. Specifically, cognitive elaboration 
measurements were adapted from items examining the thoughts directed toward the 
potential outcomes of the issue (see Table 2). Our research design was reviewed 
internally by the ethics committee at the public university to ensure its 
appropriateness.  

Table 2. Operationalization of Constructs 

 
 
From a total of 160 participants who completed the survey and each participant 

was randomly assigned to one of the eight treatments (either high or low in STEA 
informativeness, task urgency and ISP deterrence). After removing the incomplete 
responses, we kept 147 data sets for further analysis while the number of data sets for 
each treatment ranged from 15 to 20. The demographic variables of the sample and 
descriptive measures of the constructs are illustrated in Table 3 and Table 4.  

The convergent and discriminant validity of the measurement model was verified 
based on standard criteria (see Table 5 and Table 6). 

 

Constructs Indicators Sources 

Security-related 
Cognitive 
Elaboration 

(SECURITY 
ELABORATION) 

1. I tried to anticipate as many consequences of my actions related to 
security policy breach as I could. 

2. Before I made a decision, I considered all possible outcomes of a security 
policy breach. 

3. I tried to assess how important the potential consequences of my decision 
to incur a security policy breach might be. 

4. I tried to predict how likely the different consequences of a security 
policy breach were. 

5. Usually, I carefully estimate the risk of the various outcomes of a 
security policy breach occurring. 

Nenkov et 
al. (2008) 

Task-related 
Cognitive 
Elaboration 

(TASK 
ELABORATION) 

1. I tried to anticipate as many consequences of my actions on task 
execution as I could. 

2. Before I made a decision, I considered all the possible outcomes of task 
execution. 

3. I tried to assess how important the potential consequences of my 
decisions for task execution might be. 

4. I tried to predict how likely the different consequences of task execution 
were. 

5. Usually, I carefully estimate the probability of various outcomes of task 
execution occurring. 

Nenkov et 
al. (2008) 

ISP Compliance 
Intention 

(COMPLIANCE) 

1. I intend to comply with the requirements of the information security 
policy of my organization in the future.  

2. I intend to protect information and technology resources according to the 
requirements of the information security policy of my organization in the 
future.  

3. I intend to carry out my responsibilities as prescribed in the information 
security policy of my organization when I use information and 
technology in the future. 

Bulgurcu, 
et al. (2010) 
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Table 3. Demographics (n = 147) 

Demographic 
Variables 

Category Frequency 
(%) 

Demographic 
Variables 

Category Frequency 
(%) 

Gender Male 
Female 

76 (51.7%) 
71 (48.3%) 

Age 18 – 20 
21 – 24 
25 – 29 
30 – 34 
35 – 39 
 

1 (0.7%) 
115 (78.2%) 
29 (19.7%) 
1 (0.7%) 
1 (0.7%) 
 

Highest Level 
of Education/ 
Highest 
Degree 

High 
School or 
Below 
Pre-U 
Bachelor 
Master 
Ph. D 

3 (2%) 
 
2 (1.4%) 
68 (46.3%) 
69 (46.9%) 
5 (3.4%) 

Years of 
Computer 
Usage 

1 – 4 
5 – 8 
9 – 12 
13 – 16 
>16 

6 (16.3%) 
74 (50.3%) 
44 (29.9%) 
4 (2.8%) 
1 (0.7%) 

Computer 
Expertise 

Very Poor 
Poor 
Modest 
Expert 
Absolutely 
Expert 

2 (1.4%) 
4 (2.8%) 
91 (61.8%) 
40 (27.2%) 
10 (6.8%) 

Computer 
Security 
Expertise 

Very Poor 
Poor 
Modest 
Expert 
Absolutely 
Expert 

7 (4.7%) 
22 (14.9%) 
98 (66.7%) 
16 (10.9%) 
4 (2.8%) 

Table 4. Descriptive Statistics 

Construct Mean S.D. 
Security-related Cognitive 
Elaboration 
(SECURITY ELABORATION) 

5.3 0.934 

Task-related Cognitive Elaboration 
(TASK ELABORATION) 

5.53 1.067 

ISP Compliance Intention 
(COMPLIANCE) 

5.62 0.926 

 
We further applied SmartPLS (version 2.0 M3) to analyze the structural model. 

Results indicated that five out of eight hypotheses were supported (Hypothesis 2, 
Hypothesis 3, Hypothesis 4, Hypothesis 6 and Hypothesis 8) (see Figure 1). We also 
tested the effects of control variables and the results showed no significant influence 
of factors including gender, age, highest education, computer usage experience, 
Internet usage experience, computer expertise and information security expertise on 
the ISP compliance intention.  
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Table 5. Results of Convergent Validity and Discriminant Tests 

Constructs and 

Indicators 

Reliability 

of 

Indicators 

Compo

site  

Reliabil

ity 

Cron 

bach’s 

Alpha 

Average 

Variance 

Extrac 

ted 

Factors 

1 2 3 

SECURITY 

ELABORA

TION 

 

 

Item1 

Item2 

Item3 

Item4 

Item5 

0.691 

0.771 

0.875 

0.812 

0.859 

0.915 

 

 

 

0.862 

 

 

 

0.699 

 

 

 

.690 .243 .023 

.786 .297 -.049 

.822 .162 .262 

.751 .139 .158 

.753 .317 .171 

TASK  

ELABORA

TION  

Item1 

Item2 

Item3 

Item4 

Item5 

0.823 

0.696 

0.815 

0.786 

0.825 

0.893 0.848 0.649 .371 .612 .323 

.237 .843 -.123 

.225 .692 .280 

.214 .592 .425 

.275 .785 .178 

COMPLI 

ANCE 

Item1 

Item2 

Item3 

0.915 

0.879 

0.933 

0.954 0.895 0.822 .070 .221 .842 

.132 .027 .891 

.130 .203 .858 

 

Table 6. Inter-Construct Correlations (The diagonal values are the square roots of AVE) 

 SECURITY 
ELABORATION 

TASK 
ELABORATION 

COMPLIANCE 
 

SECURITY 
ELABORATION  

0.836   

TASK 
ELABORATION  

0.288** 0.806  

COMPLIANCE 0.408** 0.612** 0.906 

** Significant at 0.01 level (two-tailed). 
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Fig. 1. PLS Analysis Results 

* or *** significant at 0.05 or 0.001 level (two-tailed), respectively. 

5 Discussion, Implications and Conclusion 

This study represents one of the earliest attempts by researchers to empirically 
investigate how STEA programs and ISP policies can be designed and how task 
characteristics may affect employees’ ISP compliance decisions.  

The data analysis of the study showed various unexpected results. First, security-
related cognitive elaboration had no significant relationship to ISP compliance 
intention (Hypothesis 1 not supported). This result was in some ways contrary to 
intuition, but may imply that an individual’s ISP compliance was not simply 
determined by the security-related issues, but that it was a more complex decision. In 
contrast, task-related cognitive elaboration had a positive relationship to ISP 
compliance intention (Hypothesis 2 supported). This implies that when participants 
expended considerable cognitive effort on the task at hand, it might make them feel 
that the task was less critical than indicated, especially when they considered the 
possible outcomes of the task processing in the broader or long-term sense. It is also 
possible that participants took security-related knowledge or policy into account when 
elaborating on the task outcomes. The importance of security compliance outweighed 
that of task completion, thus motivating them to comply with the ISP. In turn, STEA 
informativeness was seen as having no significant relationship to security-related 
cognitive elaboration (Hypothesis 3 supported). Task urgency was found to be 
positively related to security-related cognitive elaboration (Hypothesis 5 not 
supported) whereas ISP deterrence had no significant effect on security-related 
cognitive elaboration (Hypothesis 7 not supported). A possible explanation for this 
result is that ISP deterrence issues are considered to be distant from the individual’s 
immediate concerns such as the urgency of the task, thereby making them less 
focused on the security issues. However, as the tasks were not entirely separate from 
the security issue, placing more emphasis on task urgency unavoidably caused 

STEA 
Informativeness 

Task Urgency 

ISP Deterrence 

Security-related 
Cognitive 

Elaboration 

Task-related 
Cognitive 

Elaboration 

ISP 
Compliance 

Intention 

0.143 

0.278*** 

0.116 

0.155

0.182

0.175* 

0.42*** 

0.045 

R2 = 6.6% 

R2 = 12.9% 

R2 = 20.1% 
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participants to think more about the security issue that was closely associated with to 
the task. Task-related cognitive elaboration was positively related to STEA 
informativeness (Hypothesis 4 supported) and task urgency (Hypothesis 6 supported). 
In addition, task-related cognitive elaboration was also positively related to ISP 
deterrence (Hypothesis 8 supported). 

Overall, the unsupported results showed the interplay between STEA, ISP and task 
information when individuals had to make a decision that was closely related to each 
of them. Although the cognitive elaboration was directed toward each aspect, that 
seemingly irrelevant information still managed to increase the level of an individual’s 
attention with respect to other aspects. Furthermore, the results indicated that only 
when the individuals’ cognitive elaboration on task-related issues was enhanced, was 
their ISP compliance tendency increased, because the task-related cognitive 
elaboration was more closely related to their daily decision-making. When employees 
evaluate the pros and cons of any possible method of carrying out a task (including 
how to breach security rules), they are more likely to follow the existing ISP because 
failing to finish the task could be less harmful than breaking the security rules. 

The results of this study will benefit both academics and practitioners in several 
aspects. The benefits to academic research in IS will include the conceptualization of 
STEA informativeness function and the incorporation of task characteristics and ISP 
deterrence as predictors of compliance intention. More importantly, we propose the 
critical role of cognitive elaboration and decompose the construct into different 
dimensions to reflect the unique research background. This approach enabled us to 
gain a better understanding of the complex effects of various external measures on an 
individual’s thoughts and decision-making. It also reflected the contradictory thoughts 
that individuals may generate when facing informational messages that are in conflict. 
Eventually, based on the original theoretical insights into cognitive elaboration, we 
extended the theory’s scope by proposing possible determinants and effects of 
cognitive elaboration on potential outcomes, especially when they are in conflict with 
each other. The methodological contribution was demonstrated by the use of 
experimental techniques in simulating the effects of measures that may result in a 
threat to IS security arising from trusted users.  

The findings from this study will also have significant management implications 
with respect to the design and implementation of STEA programs and ISP deterrence 
messages within an organization based on specific task characteristics. Specifically, 
security practitioners need to discern the potential conflicting effects of 
informativeness in STEA programs by taking ISP deterrence and task urgency into 
account. According to the survey results, practitioners should try their best to elicit as 
much cognitive elaboration on either security- or task-related issues from as many 
corporate employees as possible, thus further enhancing their knowledge of ISP 
compliance intention. To achieve this objective, the appropriate establishment setting 
of external measures should be emphasized. 

To summarize, this study recognizes the impact of different levels of 
informativeness in STEA programs on employees’ compliance behaviors and 
considers the importance of task urgency and ISP deterrence level. We propose a 
theoretical model based on the cognitive elaboration literature and conducted an 
experimental survey to examine this phenomenon and test the hypotheses. The results 
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of this study will be suitable to guide researchers and practitioners to better enforce IS 
security policy. In future endeavours, we will overcome the limitations of the current 
study by designing a more realistic experiment and soliciting responses from 
corporate employees as well as public university employees. 
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Abstract. The formats and access models of digital content are increasingly 
rich and diverse as the advancement of internet and mobile technologies. In this 
paper, utilizing a game theoretic model, we analyze the adoption and 
monetization models of heterogeneous content channels (mobile and website 
content). The pricing and advertising strategies of pay and advertisement-
supported content under different channel and content ownership structures are 
examined. Furthermore, under asymmetric content ownership (only one of two 
channels own the content), popular monetary transfer contracts are realized to 
license the opponent channel. The impacts of market parameters (such as 
quality differentiation and online advertisement factors) on the development of 
business strategies are presented.  

Keywords: Digital content, Mobile service, Monetization and contract models, 
Channel competition, Content ownership, Revenue sharing. 

1 Introduction 

With the advance of Internet and mobile technologies, the formats and access models 
of digital content are increasingly rich and diverse. Various types of digital content 
are integrated and incorporated to become new products and services. With the 
addition of the mobile and television/radio broadcasting dimension, various forms of 
digital services are not just transforming existing content to mobile or TV/Radio 
platforms. Digital content can integrate the characteristics of “anywhere and personal” 
in consumption of content in social interaction or new interactions with user’s 
environment [1]. The same content source can have different types of services and 
business models after going mobile or specialized targeting environment.  

Convergence makes now possible for a content provider, initially specialized in a 
specific platform, to deliver digital services and contents through several different 
access platforms. The integration among different platforms (internet, mobile, and 
television/radio broadcasting) allows content providers maximize content value 
through different access channels. In spite of generalized consensus about the huge 
                                                           
* Corresponding author. 



196 Y.-M. Li, Y. Fang, and B.-H. Jin 

potential of FMC, there are only limited cases to develop a multi-access approach to 
digital content distribution. This phenomenon is caused by channel cannibalization 
issue, privacy issue, or lack of competence in the new digital convergence era. In a 
competitive market, content differentiation is essential. A move to go mobile and 
multi-channel content provider will be the necessary. Thus, our research questions 
are: (1) what is the effectiveness of market segmentation to the content provider? (2) 
What happens to the channel adoption decisions to a monopolistic firm? (3) What is 
the best revenue sourcing contract when some of players may not have the content 
source? In this research, we analyze the monetization and contract models of 
heterogeneous digital content services (mobile and Web content) under various 
channel and content ownership settings and examine the impact of the service quality 
and online advertisement factors on channel adoption decision, market share, profit 
level as well as resulting contract design  

2 Related Literature 

2.1 Versioning/Product Differentiation/ Channel Cannibalization  

Digital content service provider design versioning and product differentiation to 
maximize their profit [2]. Users acquire the digital content they need via various 
channels. In this circumstance, cannibalization effect may be generated. Simon & 
Kadiyalib [3] examined the cannibalization effect of digital and print magazine and 
found that print circulation declined. Feng, Guo, & Chiang [4] investigated the 
optimal digital content channel strategy . Gallaugher, Auger, & BarNir [5] provide an 
empirical exploration of different revenue streams and related performance of digital 
content providers. Diverse ownerships of digital content would design optimal pricing 
contract to generate the maximized profit and avoid or reduce cannibalization effect. 

2.2 Contracts 

Different types of contract under different channel may generate different beneficial 
for digital content providers. Digital content providers choose an optimal contract to 
sell their products. Luo & Çakanyilirim [6] compared revenue-sharing contract and 
wholesale price contract. They found revenue-sharing contracts can be Pareto 
improving for the supplier and retailer. Veen & Venugopal [7] showed that revenue-
sharing contracts can optimize both supplier and retail a win-win situation. Yue & Liu 
[8] compared the performance with and without direct channel and found that 
manufacturer and the supply chain may better off when some condition was satisfied. 
Yao, Leung, & Lai [9] found provision of revenue-sharing contract improve the 
performance of supply chain. Linh & Hong [10] found that wholesale price are set 
lower than retail price and optimal revenue-sharing ratio is linearly increasing in 
wholesale price for the retailer. Pan, Lai, Leung, & Xiao [11] analyzed revenue-
sharing contract and wholesale contract under manufacturer-dominated and retailed 
dominated scenarios. They found that revenue-sharing contract is beneficial for either 
one or both manufacturers under the manufacturer-dominated scenario.  
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3 The Model 

We consider a digital content market in which two differentiated access types (mobile 
and website channels) of content service are provided. The access service quality of 

mobile content and Web content is denoted as Mq and Iq respectively, where the 

subscript M stands for the mobile channel and I represents the Web (Internet) channel. 
As a mobile channel provides more convenient access mode to access content 

instantly than a website channel, we assume
M I

q q> . Denote 0η  as the potential 

market size; Mη and Iη  are the total number of the mobile-channel and the Web-

channel customers respectively. Customers have different values on the content access 
channel chosen. The value of accessed content attached to a typical customer i is 
defined as i kqθ for { },k M I∈ , where the variable iθ  stands for the individual 

valuation on the chosen content access channel, and is uniformly distributed with an 
interval [0,1] . A higher value of iθ  indicates that a higher value on the accessed 

content. While a few revenue models have been proposed to monetize digital content 
service, subscription and advertisement are two of the most popular and major 
revenue streams practiced in the digital market. For a target channel { },k M I∈ , we 

denote the access fee as kp  and the advertising level (amount) delivered ka , The 

parameters used in the model are listed in Table 1. 

Table 1. Model parameters 

Parameters Description 

0η  Total number of potential users (potential market size) 

;M Iη η  
Demand of the pay (mobile) channel; Demand of the ad-supported 
(Web)channel 

;M Iq q  
Service quality of the ad-supported (Web)channel; Service quality of the ad-
supported (Web) channel 

iθ  Individual valuation (preference) on the chosen content service ( [0,1]
i

Uθ ∼ ) 

M
p  Access fee of the pay (mobile)channel  

Ia  Amount of advertisements exposed to users 

λ  Price of advertisement 
ϕ  Revenue sharing ratio 

f  Fixed loyalty fee  

δ  Disutility coefficient to advertisement 

;M Iπ π  Profit of the pay (mobile) channel; Profit of the ad-supported (Web) 
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Customer utility function. The utility function of a typical customer i is formulated as    

 i i k k kU q p aθ δ= − − { }, ,k I M∈ ,                            (1) 

where 0δ >  stands for the disutility incurred when an advertisement is exposed to a 
customer. In the research, we focus on the scenario that the mobile content access is a 
pay service but the Web content access is advertisement-supported and free to the 

users ( =0 Ip and 0Ma = ).  

Channel demand function. According to the content valuation function iθ , the 
mobile content service is more preferable to the users who have a higher valuation on 
the content. Let 1̂θ  denote a customer type who is indifferent between choosing 
from a Web channel and not accessing any content. Similarly, let 2̂θ  denote a 
customer type who is indifferent between choosing from the mobile content and the 
Web content. The utility function implies that: 

1̂
I

I

a

q

δθ =  and 
2̂

M I

M I

p a

q q

δθ −=
−

.                              (2) 

Therefore, all customer types indexed by 1 2
ˆ ˆ[ , ]iθ θ θ∈ choose the Web content 

service and all customers indexed by 2̂[ ,1]iθ θ∈ choose mobile content service. The 

demand functions are written as:  

( )2 0 0
ˆ1 1 M I

M

M I

p a

q q

δ
η θ η η

−
= − = −

−
⎛ ⎞
⎜ ⎟
⎝ ⎠

, ( )2 1 0 0
ˆ ˆ M I I

I

M I I

p a a

q q q

δ δ
η θ θ η η

−
= − = −

−
⎛ ⎞
⎜ ⎟
⎝ ⎠

    (3)  

4 Monopolistic Ownership of Heterogeneous Channels 

We first examine the scenario that a monopolistic firm owns content source and has the 
capability (in both technology and marketing aspects) to offer both mobile and Web 

content services. Denote λ  as the price of online advertisement per measure unit. 
The profit-maximization problem of the firm is formulated as: 

0
,

max  s.t. 0 ,
M I

I M M M I I M I
p a

p aπ η η λ η η η+ = + ≤ ≤                       (4) 

Solving the profit maximization problem, we obtain the price of mobile content and 
advertising amount of Web content as:      

( ) ( )
( )

( ) ( )
( )

( )

( )

* *
2 2

,0
2

2
, ,  2 / 1

4 4

0, 2 / 1
2

M

M M I I M I
M I M I

M I M I

I
M I

q
if

q q q q q q
p a if q q

q q q q

q
if q q

λ δ

δλ λ δ
δ λ δ

δλ ϕ δ δλ λ δ

λ δ
δ

⎧ ⎛ ⎞ ≤⎜ ⎟⎪ ⎝ ⎠⎪
⎪⎛ ⎞− + −⎪= < ≤ −⎜ ⎟⎨⎜ ⎟− + − +⎪⎝ ⎠
⎪

⎛ ⎞⎪ > −⎜ ⎟⎪ ⎝ ⎠⎩

.   

(5)

 

The demands of the two types of content service can be derived as: 
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( ) ( )( )
( )

( )
( )

( )
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0
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M I M I

M I
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η η δ λ δ
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⎪

⎛ ⎞⎪ > −⎜ ⎟⎪ ⎝ ⎠⎩ .   

(6)

 

The resulting profit of the provider can be obtained as:   

( )
( )

( )
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(7)

 

Therefore, we have the following the observation: 

Proposition 1. A monopolistic content provider will  (1) Only provide pay mobile 
content when λ δ≤ , (2) Provide pay mobile content as well as advertisement-
supported Web content when ( )2 / 1M Iq qδ λ δ< ≤ − , (3) Only provide advertisement 

supported web content when ( )2 / 1M Iq qλ δ> − . 

Proposition 1 quantities the market environments suggesting whether pay mobile 
content or free Web content or both should be provided. Obviously, to successfully 
collect more revenue from dual heterogeneous content channels, besides the quality 
differentiation should be sufficiently large, the market advertisement price is not too 
small or high. Otherwise, Channel cannibalization effect significantly diminishes the 
effectiveness of market segmentation. 

5 Competing Heterogeneous Channels 

5.1 Both Channels Has Self-own Content Ownership 

We next analyze the market scenario in which the mobile and Web channels are operated 
by independent firms. In addition to channel service, they own content source. The profit-
maximizing problems the competing firms face can be reformulated as:   

max
M

M M M
p

pπ η=  and max
I

I I I
a

aπ η λ= .                            (8) 

Solving 0M

Mp

π∂ =
∂

 and 0I

Ia

π∂
=

∂
simultaneously, we have the price of mobile content 

and advertising level of Web content as:      
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The demands for the two channels are: 

* 02

4
M

M
M I

q

q q

ηη =
− ;

* 0

4
M

I
M I

q

q q

ηη =
− .                            

(10)
 

The profits for the two channels are: 
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5.2 The Pay Channel Has Content Ownership 

We further consider the scenario that the mobile channel provider owns the content 
source. Instead of launching the Web content service, the mobile content provider 
licenses a business partner providing the website content service and receives content 
loyalty fee. In the following, we develop the monetary transfer contract of revenue 
sharing.  

Assume the Web channel provider needs to transfer 0 1Mϕ< <  proportion of its 

collected revenue to the mobile channel provider. The profit-maximizing problems for 
the two competing firms can be reformulated as:   

max
M

M M M I M I
p

p aπ η η ϕ λ= +  and ( )max 1
I

I M I I
a

aπ ϕ η λ= − .            (12) 

Solving / 0M Mpπ∂ ∂ =  and / 0I Iaπ∂ ∂ =  or ( ) *
*

2
M I M I

M

q q a
p

δ ϕ λ− + −
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*
*

2
I M

I
M

q p
a

qδ
=  simultaneously, we have the price of mobile content and advertisement 

amount of Web content as:      
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The demands of the two channels are: 
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The profits for the two channels are: 
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Finally, the mobile content channel decide the optimal revenue sharing ratio by 

solving * / 0M Mπ ϕ∂ ∂ = . We have
( )* 4 3

3
M I

M

I

q q

q

δ
ϕ

λ
−

= .                          (16) 
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6 Conclusion 

In this research, we analyze the monetization and contract models of heterogeneous 
digital content services (mobile and Web content) under various channel and content 
ownership settings. When the entire market is dominated by a monopolistic firm, we 
present the conditions prescribing whether pay mobile content and advertisement-
supported content services should be offered. When the delivery channels are 
operated independently but the content source is owned by one of the competing 
channels, we further develop the monetary transfer contracts such as revenue sharing 
ratio and fixed loyalty fee. The impact of the service quality and online advertisement 
factors on channel adoption decision, market share, profit level as well as resulting 
contract design are examined and discussed. Besides the theoretic aspects, our results 
can further provide useful practical business strategy for the digital content industry.        

This study can be further extended in several directions. First, in this paper, the 
content service quality is mainly measured at some focused dimensions and a macro 
and aggregate level (e.g. the perspective of instant and convenient access). It will be 
interesting to incorporate more factors in other dimensions (such as content richness 
and user interface). These factors may be conflictable. Second, besides the 
subscription and advertising models, other advanced pricing schemes (nonlinear 
usage fee) can be further examined. Finally, while we consider two popular loyalty 
contract formats (revenue sharing and fixed fee) in the model, a potential avenue for 
future extension is to develop other appropriate contract types.  
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Abstract. This study concentrates on how to price wireless access service and 
compare the two different operation models: centralized and decentralized 
service architecture. With the classical model of the mechanism design, some 
interesting results are discovered. In the mechanism design, a tele- 
communication service provider offers two service plans, and assumes that 
consumers select their service plans according to individual type. By involving 
queuing delay and service availability in our study, we find that the results in 
centralized service architecture are consistent with those in prior studies in the 
mechanism design; however, the results in decentralized service architecture are 
contrary to those. The phenomenon is caused by the factor that the level of 
service benefit in decentralized service architecture is positively associated with 
the number of contributors. Also, we examine social welfare in centralized 
service architecture and indicate that the government has to understand the real 
benefits received by different group of consumers if a subsidy is provided. 

Keywords: Wireless Service, Service Availability, Queuing Delay, Mechanism 
Design. 

1 Introduction 

Wireless access service has become one of the most important approaches to connect 
to the Internet and World Wide Web since wireless technologies, such as Wi-Fi and 
WiMAX, were widely applied to daily life, industry, entertainment, and so on. From 
the perspective of operation, wireless access service can be divided into centralized 
and decentralized service architectures. For example, Bharat Sanchar Nigam Ltd., 
world’s 7th largest telecommunications company in India, offers centralized wireless 
service at difference prices according to specific usage rates. Currently, the three 
usage rates, 400MB, 1.0GB, and 4.0GB, are sold at 220, 350, and 750 dollars, 
respectively. On the other hand, FON is a successful decentralized wireless service 
which integrates the bandwidth and hardware resources at peers’ computers and 
serves as a manager for the pooling resources. The contributors who set up FON 
hotspots (that is, a type of wireless routers) and share their bandwidth can free access 
other FON hotspots in the world and receive compensation when someone connects 
to their hotspots. Others without installing FON hotspots have to pay subscription fees 
to access FON network. 
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Both architectures rely on the economies of scale to offer service, but centralized 
service architecture can offer better control than decentralized service architecture 
because bandwidth resources and access activity are directly provided and handled by 
an organization. Although both architectures count on distributed access points 
around the world to provide access capability, decentralized service architecture can 
offer more scalability and flexibility than centralized service architecture because 
their access points are contributed by consumers, rather than service providers 
themselves. 

Price discrimination, which is also known as mechanism design, is a marketing 
strategy that provides different versions of a service which sells at different fares. 
Therefore, motivated by the perspective of wireless service architecture and 
marketing strategies, we study the link between centralized and decentralized service 
architecture under which the mechanism design are being made. In addition, we 
consider both usage rate and service rate to model the impact of average queuing 
delay on the mechanism design. The number of access points is also considered 
because it is an important indicator of availability in wireless access service. Since 
few studies analyze wireless access service from the perspectives of service 
architecture and marketing strategy concurrently, our research questions in this study 
are: (1) What is the difference in the mechanism design between centralized and 
decentralized service architectures? (2) With centralized service architecture, how to 
decide service quality? Furthermore, how much should a government subsidize a 
telecommunication service provider if wireless access service benefits the society? (3) 
With decentralized service architecture, who should a telecommunication service 
provider organize and entice to contribute access capability? 

2 Literature Review 

Recently, optimal pricing in a wireless network has been studied at many different 
aspects. In a mobile decentralized network, Heikkinen [1] considers optimal pricing 
with transmit power control and proposes a linear congestion pricing scheme for the 
optimal distributed control of a wireless network. In essence, pricing schemes for 
wireless service can be recognized according to the SLA (Service Level Agreement), 
the subscription type, the negotiation capabilities between wireless service providers 
and their subscribers, the network capacity, the available bandwidth and frequency 
spectrum, the Wi-Fi hotspots, and the WIMAX base stations [2]. The service 
coverage supplied by wireless nodes is also an important research issues because an 
insufficient number of active nodes will lead to disconnected components in wireless 
mesh networks [3]. Moreover, most of telecommunication service providers also 
utilize bundling strategy to sell wireless access service and voice service together, or 
encourage consumers to buy cellular phones at a discount price if they subscribe to a 
service plan with the price above a threshold [4,5]. All prior studies and evidences 
indicate the importance of pricing programs in telecommunication industry. 

In two papers related to our work, Masuda and Whang [6] study a simple tariff 
structure which is widely used in telecommunication industry and Bandyopadhyay et 
al. [7] explore the issue that network service providers are trying to propose different 
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pricing strategies centered on usage. Masuda and Whang [6] consider a monopolistic 
carrier in a telecommunication market which offers a menu of “fixed-up-to” plans and 
show that a simple FUT menu structure to the monopolist is better than any nonlinear 
pricing schedule. Our study extends their work by comparing centralized service 
architecture with decentralized service architecture under an identical service menu 
structure. Our results indicate that the pricing and usage schedules may be different 
when capacity cost in not too expensive. Bandyopadhyay et al. [7] verify that a 
network service provider should charges two-part tariff rather than a uniform fixed 
fee or a differential fixed fee. However, no matter which pricing strategy is adopted, 
their social welfares are the same. Although considering a differential subscription 
fee, our analysis can be straightforward extended to a two-part tariff setup. In 
addition, we compare the level of social welfare under centralized and decentralized 
service architectures so a social planner can base our exploration of the service 
architectures in wireless access service to make subsidies or tax breaks to wireless 
service industries. 

Our major contribution is extending the existing literature by comparing 
centralized service architecture with decentralized service architecture under the 
mechanism design. Queuing delay is closely associated with the service quality 
provided in wireless access services, while service availability depends on the number 
of access points in centralized service architecture and the number of contributors in 
decentralized service architecture. In order to make the implication of the mechanism 
design in wireless access service more insightful, we define the benefit function 
which is composed of the number of access points and the amount of usage rates in 
our model so we can analyze the influence of the number of consumers contributing 
resource in decentralized service architecture and study the influence of the number of 
access points in centralized service architecture. Moreover, by comparing a 
differential subscription fee with a uniform subscription fee, we find a 
counterintuitive finding contrary to prior studies in the mechanism design, which is 
caused by the feature of decentralized service architecture. 

3 The Centralized Wireless Service Model 

In this section, we consider that a telecommunication service provider sells its 
wireless service under centralized service architecture. Consumers are heterogeneous 
in the level of benefit and QoS (Quality of Service) derived from the wireless service. 
For the sake of simplicity, we assume that there are two types of consumers and all 
consumers with the same type are symmetric. That is, we segment the consumers into 
H-type (for heavy usage) and L-type (for light usage) consumers, both of whom are 
characterized by their valuations for the consumption of the service and their usage 

levels. The number of H-type and L-type consumers are denoted as Hη and
L

η ; thus, 

we can express the total number of consumers as
0 H L

η η η= + , and define
0H

β η η=

and
H L

ρ η η= . A summary of all the variables used in the present paper appears in 

Table 1, which is given as follows. 
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Table 1. Notation 

Notation Description 

0η  The number of total consumers 

,H Lη η  The number of H-type (L-type) consumers 

β  The fraction of H-type consumers 
ρ The ratio of H-type consumers to L-type consumers 
μ  The service rate 

( )H Lλ λ  The usage rate for H-type (L-type) consumers 

( )H Lp p  The subscription fee for H-type (L-type) consumers 

δ The threshold for the average queuing delay 

Λ  The total usage rate 

( )H Lθ θ H-type (L-type) consumers’ valuation for the wireless access service 

c  The value of time 

( ),nυ λ  The benefit of the wireless access service 

( ),W n Λ  The average queuing delay 

( )cF n
 

The management cost in a centralized service architecture (A convex 
function) 

( )dF n
 

The management cost in a decentralized service architecture (A 
concave function) 

( )K μ
 

The capacity cost 

κ The marginal capacity cost 
 
In practice, the telecommunication service provider can design different service 

plans to maximize its profit. The service plans are composed a subscription fee and a 

usage rate, which can be expressed as ( ),
H H

p λ and ( ),
L L

p λ for H-type and L-type 

consumers, respectively. Moreover, in order to construct a ubiquitous wireless 
service, the telecommunication service provider has to deploy thousands of Wi-Fi 
hotspots or WiMAX base stations to overcome the transmission-distance limitations 
presented by wireless technology. For convenience, we use the term “access points” 
to refer to these wireless devices in the whole study. Most prior studies adopt M/M/1 
queue to formulate the average queuing delay for the consumer subscribing 

telecommunication service, which can be represented as ( ) ( ), 1delay μ α μ α= −  

where μ is the service rate and α is consumer’s total usage rates [6,8,9]. As the 
number of access points increases, the availability of wireless service becomes higher 
and the queuing delay is reduced. Therefore, the average queuing delay in a 
centralized wireless service with multiple access points can be formulated as

( ) ( ), 1W n nμΛ = −Λ , where n is the number of access points and

L L H H
η λ η λΛ = + is the total usage rate. 
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Since wireless service range is associated with the distribution of access points and 

work throughput is affected by the usage rate, we use the notation ( ),
i

nυ λ where

{ },i L H∈ to represent the benefit for the consumption of the wireless service. We 

consider ( ),
i

nυ λ the concave function which increases in the number of access points 

and the usage rate; in addition, we assume that ( )2 , 0
i i

n nυ λ λ∂ ∂ ∂ > , which is known 

as the single-crossing condition and standard in the mechanism design literature [10].  
From a consumer’s perspective, the value of the wireless service can be measured 

by service availability, the usage rate, and the average queuing delay. According to 

consumer’s type, we denote
i

θ as consumer’s valuation for wireless access service, 

where 0
H L

θ θ> > . As a result, for an i-type consumer subscribing a j-type plan, 

his/her value derived from the wireless service can be expressed as 

( ) ( )( ), ,
i j j

n c W nθ υ λ λ− Λ , where c is the value of time.      (1) 

The telecommunication service provider can rely on the revelation principle to 

maximize its profit by assuming that i-type consumers select ( ),
i i

p λ under incentive 

rationality and incentive compatibility constraints. The capacity cost of the 

telecommunication service provider can be expressed as ( )K μ κ μ= ⋅ since each 

access point needs individual bandwidth and access capability to receive and respond 
messages (that is, data packets). In addition, the service provider has to integrate 
multiple access points to offer wireless service; therefore, the management cost 

derived from handling these access points is denoted as ( )
c

F n . Accordingly, its 

optimization problem can be expressed as follows: 

( ) ( )

( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( )
( ) ( )( )

H H

L L L

H

L L

. .

, , , ,

, , , ,

, , 0

, , 0

c L L H H c

H H H L L L

L L H H H

H H H

L L

Max p p n K F n

s t

n c W n p n c W n p

n c W n p n c W n p

n c W n p

n c W n p

π η η μ

θ υ λ λ θ υ λ λ

θ υ λ λ θ υ λ λ

θ υ λ λ

θ υ λ λ

Θ
= + − ⋅ −

− Λ − ≥ − Λ −

− Λ − ≥ − Λ −

− Λ − ≥

− Λ − ≥

 ,  (2) 

where { }, , ,
L H L H

p p λ λΘ = . 

Notice that the above model follows the approach proposed by Masuda and Whang 
[6], in which each consumer has measure zero so a single consumer’s increase in the 
usage rate alone imposes no externalities to other jobs. By adopting the approach, the 
computing complexity can be eased so we can examine the analytical results existing 
in the model. Moreover, in order to entice consumers to subscribe the wireless service 
in place of fixed lines, most telecommunication service providers guarantee a certain 
service quality to enhance consumers’ trusts. Queuing delay is a common indicator of 
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service quality, so we denote δ as the indicator that the average queuing delay cannot 
be higher than. Based on the mechanism design literature [10], we can have optimal 
subscription fees as follows. 

( )( ) ( )( )
( )( )

H H

L L

, ,

,

H H H L L L

L L

p n c n c p

p n c

θ υ λ λ δ θ υ λ λ δ

θ υ λ λ δ

∗ ∗

∗

= − − − +

= −
         (3) 

For convenience, we use the notation
x

f to indicate f x∂ ∂ . Thus, if the interior 

solution exists, we can derive implicit solutions for the optimal usage rates as follows. 

( ) ( ) ( )( )H L H L
, , ,

H L
n c n cλ λυ λ δ κ θ υ λ δ κ θ ρ θ θ∗ ∗= ⋅ + = ⋅ + − −      (4) 

Lemma 1 

The more the number of access points, the higher the usage rate. Formally, 

0
H

nλ∗∂ ∂ > and 0
L

nλ∗∂ ∂ > . The usage rate for L-type consumers decreases with 

the fraction of H-type consumers. Formally, 0
L

λ β∗∂ ∂ < . 
 

When these consumers select their service plans according to individual type, we can 
utilize the envelop theorem to examine the relation between the number of access 
points and other factors in centralized service architecture, which is given by solving 
the following equation. 

( )

( )( )( ) ( )( ) ( ) ( )( )( )L H H L
, , ,

c

L n L H n H n L

F n n

n n n n n n
κ

η θ υ λ η θ υ λ θ θ υ λ
δ

∗

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

∂ ∂ =

+ − − −
 

(5) 

Subsequently, we use the general form ( ), nn n λσ συ λ λ= to examine how other factors 

affect the level of service availability when the telecommunication service provider 
makes an attempt at enhancing its profit. 

 

Proposition 1 (The Special Case with 1 2
n λσ σ= = )  

1. The higher level of benefit H-type (L-type) consumers can receive, the higher 

level of service availability. Formally, 0
L

n θ∗∂ ∂ > and 0
H

n θ∗∂ ∂ > . 

2. The level of service availability increases in the fraction of H-type consumers 
when the marginal capacity cost is sufficiently small. On the other hand, the 
opposite holds true when the marginal capacity cost is sufficiently large. 

Formally, 0n β∗∂ ∂ > for a smallκ , but 0n β∗∂ ∂ < for a largeκ . 

3. The level of service availability increases in the average queuing delay when 
capacity cost is sufficiently large. On the other hand, the opposite holds true 

when the marginal capacity cost is sufficiently small. Formally, 0n δ∗∂ ∂ > for a 

largeκ ,but 0n δ∗∂ ∂ < for a smallκ . 

4. The higher the value of time, the lower level of service availability. 
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In the present study, we only consider the special case where 1 2
n λσ σ= = ; however, 

given a general concave function (that is,
n λσ σ≠ ), we believe the above results still 

hold, and a further rigid examination can be conducted in the future. The 
telecommunication service provider can deploy more access points when the benefit 
of wireless service increases. However, we also indicate that it should downsize the 
operation of wireless service under some certain conditions. First, if the time value 
gets important, reducing the workload is better than increasing the number of access 
points if the average queuing delay is difficult to be altered. Second, if the marginal 
capacity cost is expensive, the telecommunication service provider can consider 
decreasing the number of access points when the fraction of the consumers with high 
demand (or high willingness-to-pay) increases. Even though they can pay more than 
other consumers, high usage rate under a high marginal capacity cost structure will be 
a disaster. Lowering their workloads is more profitable and easier than increasing the 
number of access points. Likewise, when the average queuing delay is altered, the 
optimal number of access points will depend on the amount of capacity cost. For 
instance, if the capacity cost is expensive, the telecommunication service provider 
shouldn’t increase the number of access points when the requirement of the average 
queuing gets rigid. That is, the telecommunication service provider can reduce the 
number of data packets instead. 

In recent years, some scholars have examined whether the government should 
subsidize telecommunication service providers to expand wireless service [11,12,13]. 
The primary function of subsidy is to increase the availability of wireless services in 
rural area. Accordingly, we examine the subsidy the government offers from the 
perspective of social welfare. The social welfare can be expressed as follows: 

c c c
SW CSπ= + ,                     (6) 

where CS is consumer surplus, which is defined as the sum of the utility of all 
consumers. 

 

Proposition 2 

Based on the number of access points, the government can offer a subsidy to enhance 

social welfare. Formally, the subsidy is given by ( ) ( ) ( )
H L

,
H L

n nψ θ θ η υ λ= − . 
 

We find that the subsidy increases with the number of H-type consumers and the 
government has to raise the subsidy when the difference in the level of benefit 
perceived between H-type consumers and L-type consumers becomes large. That is, if 
H-type consumers have higher information rent, the government should compensate 
telecommunication service providers more. Otherwise, telecommunication service 
providers have no incentive to deploy more access points since the information rent 
held by H-type consumers decreases its profit. Therefore, in order to successfully 
raise social welfare, the government should play the role of the third party to 
investigate the level of benefit received by business consumers and home consumers 
since the subsidy is positively associated with the difference in the level of benefit. 
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4 The Decentralized Wireless Service Model 

Although most telecommunication service providers, like Boingo and CLEAR, utilize 
centralized service architecture to offer wireless services, some other service 
providers like FON operate under decentralized service architecture. In a 
decentralized service environment, service availability is provided by a part of 
consumers, rather than telecommunication service providers themselves. The fee 
charged from the consumers providing access capability may be positive or negative. 
A negative fee represents a compensation a telecommunication service provider pays 
to consumers playing the role of access points. Accordingly, if a telecommunication 
service provider decides to organize H-type consumers and entice them to contribute 
their bandwidth, we can express its profit optimization problem as follows: 

( ) ( )

( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( ) ( ) ( )
( ) ( )( ) ( ) ( )
( ) ( )( )

H H

L L L

H

L L

. .

, , 1 , ,

, , , , 1

, , 1 0

, , 0

L L H H d H

H H H H H c H L L H L

H L H L H H H H H c

H H H H H c

H L H L

d
Max p p F

s t

c W p K F c W p

c W p c W p K F

c W p K F

c W p

Hπ η η η

θ υ η λ λ η μ θ υ η λ λ η

θ υ η λ λ η θ υ η λ λ η μ

θ υ η λ λ η μ

θ υ η λ λ η

Θ

= + −

− Λ − − − ≥ − Λ −

− Λ − ≥ − Λ − − −

− Λ − − − ≥

− Λ − ≥  

(7) 

Likewise, we can derive a mirror model if the telecommunication service provider 
organizes L-type consumers to serve. Notice that H-type consumers in (7) have to pay 

the capacity cost ( )K μ and the management cost ( )1
c

F , just like what a 

telecommunication service provider pays ( )n K μ⋅ and ( )
c

F n in centralized service 

architecture. However, it is possible that H-type consumers pay a smaller subscription 
fee or receive compensation but turn off their services to save operation cost. In this 
case, the telecommunication service provider has to audit consumers’ behavior and 
fine consumers if they fail to offer services. Accordingly, the telecommunication 
service provider can develop an auditing technology to ensure that consumers 
contribute their bandwidth. In practice, the fines cannot exceed the consumers’ wealth, 
and the policy involves no change in quantities relative the analysis in the section 
unless their wealth is affected by the subscription fee or the benefit received from the 
wireless access service. Thus, we treat this concern as a future research. The 

management cost for integrating and auditing these consumers are denoted as ( )
d H

F η . 

The optimal subscription fee is given as follows. 

( ) ( )( ) ( ) ( )( )
( ) ( )
( ) ( )( )

H H

L L

, , , ,

1

, ,

H H H H H H L L H

c L

L H L H

p c W c W

K F p

p c W

θ υ η λ λ η θ υ η λ λ η

μ

θ υ η λ λ η

∗

∗

∗

= − Λ − − Λ

− − +

= − Λ

  (8) 
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Lemma 2 
In centralized service architecture, H-type consumers pay more than L-type 
consumers; however, the opposite may hold true in decentralized service architecture 
when capacity cost is expensive. In addition, the capacity cost in decentralized service 
architecture decreases with the fraction of H-type consumers. Formally, 

0
H L

p p∗ ∗> > in centralized service architecture and 0
H L

p p∗ ∗< < in decentralized 

service architecture whenκ is sufficiently large. Moreover, ( ) 0K μ β∗∂ ∂ < .  

Next, we can derive the implicit optimal usage rates as follows. 

( ) ( ) ( ) ( )H L H, , , 1
H H H L

c cλ λυ η λ δ υ η λ δκ θ β κ θ βθ∗ ∗= ⋅ + = ⋅ + − −    (9) 

To compare the service plans between centralized and decentralized service 
architectures, we consider the number of access points is fixed in centralized service 
architecture and derive the following findings. 

 

Proposition 3 

1. In centralized service architecture, as the fraction of H-type consumers increases, 
the usage rate for H-type consumers remains unchanged but the usage rate for L-

type consumers decreases. Formally, 0
H

λ β∗∂ ∂ = and 0
L

λ β∗∂ ∂ < . 

2. In decentralized service architecture, as the fraction of H-type consumers 
increases, the usage rate for H-type consumers increases, but the usage rate for L-
type consumers may increase or decrease, which is conditional on capacity cost. 

Formally, 0
H

λ β∗∂ ∂ > , and 0
L

λ β∗∂ ∂ > whenκ is sufficiently small. 

3. In either service architecture, the subscription fee for H-type consumers increases 

in the fraction of H-type consumers. Formally, 0
H

p β∗∂ ∂ > . 

4. In centralized service architecture, the subscription fee for L-type consumers 
decreases in the fraction of H-type consumers, but the opposite may hold true in 
decentralized service architecture when capacity cost is inexpensive. Formally,

0
L

p β∗∂ ∂ < in centralized service architecture, but 0
L

p β∗∂ ∂ > in decentralized 

service architecture whenκ is sufficiently small. 
 

These findings exhibit the impact of the fraction of H-type consumers on the two 
service plans in different service architectures. We consider the case where the 
fraction of H-type consumers increases. In centralized service architecture, we find 
that the telecommunication service provider intends to raise the subscription fee for 
H-type consumers to enhance its profit. Consequently, it has to lower the subscription 
fee and the system usage for L-type consumers to prevent H-type consumers from 
selecting the service plan for L-type consumers. On the other hand, we find the 
provider in decentralized service architecture may enhance its profit by raising the 
subscription fee for H-type consumers; however, it may raise the subscription fee and 
the system usage for L-type consumers when marginal capacity cost is sufficiently 
low. The difference is caused by the advantage of decentralized service architecture; 
that is, the more H-type consumers, the more accessing points. 
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A numerical example is shown in Figure 1 and 2 to demonstrate the difference in 
usage rates and subscription fees between centralized and decentralized service 
architecture. Figure 1 shows that the usage rates in centralized access service cannot 
be raised with the fraction of H-type consumers, but the opposite holds true in 
decentralized service architecture. Figure 2 shows that the subscription fees in 
centralized service architecture can be raised or decreased with the fraction of H-type 
consumers, but both can be raised in decentralized service architecture. So far, we 
only discuss the case in which H-type consumers contribute their access capability. In 
the following we examine the case in which access capability is provided by L-type 
consumers. 

 

Fig. 1. The optimal usages in centralized and 
decentralized access service 

Fig. 2. The optimal subscription fees in 
centralized and decentralized access service 

, , , , , , ,

, ,  

 
When the fraction of H-type consumers is equal to the fraction of L-type 

consumers, regardless of the type of consumers contributing access capability, the 
telecommunication service provider gains the same profit in decentralized service 
architecture. Comparing the two scenarios in which access capability is provided by 
H-type or L-type consumers, we find that the telecommunication service provider 
gains the same profit when the number of H-type consumers is equal to the number of 
L-type consumers. The result helps us figure out how a telecommunication service 
provider in decentralized service architecture organizes its distributed access points. 

Accordingly, if 1 2β <  ( 1 2β > ), the telecommunication service provider 

implementing two service plans in decentralized service architecture should organize 
L-type (H-type) consumers to contribute their access capability. 

That is, in decentralized service architecture, if the fraction of H-type consumers is 
higher than that of L-type consumers, the service provider should entice H-type 
consumers to contribute their access capability; however, if the fraction of L-type 
consumers is higher than that of H-type consumers, it should entice L-type consumers 
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to contribute their access capability although the result sounds counterintuitive. In 
most prior studies, resources or efforts are exerted by an efficient individuals because 
their effort cost is less than others; however, in decentralized service architecture, we 
show that this may not be true forever because access resource increases with the 
number of contributors when auditing technology works well, which is more 
important than contributors’ perceived benefit or cost. 

Next, we examine the scenario in which the telecommunication service provider 
only offers a single service plan. As Masuda and Whang [6] stated, the service 
provider can design a single service plan to either attract both types of consumers (is 
also known as pooling strategy) or attract only H-type consumers. Other cases are 
impossible or gain a lower profit. Therefore, offering a single service plan to attract 
both types of consumers, the service provider’s profit in decentralized service 
architecture can be expressed as: 

( )

( ) ( )( ) ( ) ( )
0 0

,

L 0 0
. . , , 1 0

L L

dL L d
p

L L L c

Max p F

s t c W p K F

λ
π η η

θ υ η λ λ η μ

= −

− Λ − − − ≥
      (10) 

Likewise, when offering a single service plan to attract only H-type consumers, the 
service provider’s profit can be expressed as: 

( )

( ) ( )( ) ( ) ( )
,

H
. . , , 1 0

H H

dH H H d H
p

H H H H H c

Max p F

s t c W p K F

λ
π η η

θ υ η λ λ η μ

= −

− Λ − − − ≥
    (11) 

Lemma 3 

1. For the single service plan, when the fraction of H-type consumers is higher than 
a specific threshold, attracting only H-type consumers can gain more profit than 

attracting both types of consumers. Formally, there exists β� such that
dH dL

π π∗ ∗≥

when β β≥ � but 
dH dL

π π∗ ∗≤ when β β≤ � . 

2. If the single service plan is attractive to both types, the profit of the two service 
plans is higher (lower) than that of the single service plan when the profit of the 
two service plans increases (decreases) with the fraction of H-type consumers. 

Formally, ( )d dL
Lπ π∗ ∗≤  if ( ) 0

d
Lπ β∗∂ ∂ < and ( )d dL

Lπ π∗ ∗≥ if ( ) 0
d

Lπ β∗∂ ∂ > . 

3. If the single service plan is attractive to only H-type consumers, the profit of the 
two service plans is always higher than that of the single service plan. Formally,

( )d dH
Hπ π∗ ∗≥ . 

 
When a single service plan is attractive to both types, traditional mechanism design 
shows that offering two service plans is better than offering a single service plan 
because the model of two service plans can degenerate to the model of a single 
service plan by letting H-type consumers pay the same subscription fee and receive 
the same usage rate as L-type consumers. However, our result indicates that this may 
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be violated in decentralized service architecture because all consumers contribute may 
be better than a portion of consumers contributes. 

 
Proposition 4 (The Optimal Service Plans in Decentralized Service Architecture) 

1. If the fraction of H-type consumers is sufficiently large, the telecommunication 
service provider should offer the two service plans in which access points are 
composed of H-type consumers. 

2. If the fraction of L-type consumers is sufficiently large, the telecommunication 
service provider has to compare the two service plans in which access points are 
composed of L-type consumers with the single service plan in which access 
points are composed of all consumers. 

Our findings help the telecommunication service provider reduces its decision space 
and facilitate reaching the optimal profit in decentralized service architecture. In the 
end, we compare the social welfare of the two service plans between centralized and 
decentralized service architectures. The notation of social welfare in decentralized 
service architecture is given as follows. 

d d d
SW CSπ= +                                      (12) 

Proposition 5 (The Comparison in Social Welfare between Different Service 
Architectures) 

When the two service plans are adopted in both service architecture, if the number of 
access points in centralized service architecture is equal to the number of contributors 
in decentralized service architecture, whether the social welfare in centralized service 
architecture is higher or lower than that in decentralized service architecture is 
conditional on the management costs in the two service architectures. Formally,

d c
SW SW≥ if and only if ( ) ( ) ( )1

c i c d i
F n F Fη η≥ ⋅ + , where i-type consumers 

contribute their access capability. 
Comparing the social welfare in centralized and decentralized service architectures, 

we find the importance of the management cost. For decentralized service 
architecture, if the telecommunication service provider has to spend more to integrate 
and audit decentralized access points, centralized service architecture may be better 
than the other from the perspective of social welfare. Therefore, we claim that a non-
profit institution adopting decentralized service architecture shouldn’t concentrate on 
auditing technology too much because this may reduce social welfare. Otherwise, 
centralized service architecture will be a better choice for non-profit organizations. 

5 Conclusion 

In this study, we compare two common used architectures in wireless access service: 
centralized and decentralized service architectures. We summarize the interesting 
findings as follows. First, examining the two service plans in decentralized service 
architecture, with low capacity cost, we find that the subscription fees and usage rates 
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for consumers with low willingness-to-pay may increase in the fraction of consumers 
with high willingness-to-pay. However, this outcome wouldn’t appear in centralized 
service architecture. Second, we point out the optimal number of access points in 
centralized service architecture is associated with the level of capacity cost. That is, 
deploying more access points can enhance service quality so as to raise subscription 
fees; however, reducing the number of access points can save capacity cost. In 
addition, if the government intends to subsidize a telecommunication service 
provider, our results indicate that the government has to observe the benefit which 
different types of consumers receive. 

Third, we suggest that a telecommunication service provider in decentralized 
service architecture entice the biggest group of participants to contribute their access 
resources because the benefit of wireless access is positively associated with the 
number of access points. Moreover, we also compare a single service plan (uniform 
subscription fee) with two service plans (differential subscription fees) in 
decentralized service architecture. If access points in two service plans are composed 
of consumers with low willingness-to-pay, we find that the profit of the pooling 
strategy can be better than that of two service plans under certain condition, which is 
contrary to prior studies in mechanism design. The counterintuitive finding is caused 
by the fact that the benefit of wireless access service under decentralized service 
architecture is positively associated with the number of contributors. As a result, the 
strategy of uniform subscription fee may recruit more number of contributors than the 
strategy of differential subscription fees, leading higher revenue for 
telecommunication service provider. 

In order to prevent contributors from turning off their services in decentralized 
service architecture, auditing technology is substantial. Obviously, if consumer’s 
wealth may be affected by service quality and availability, our results can be refined 
in a future research, which discusses the impact of the auditing cost on mechanism 
design in decentralized service architecture. In addition, we only consider a simple 
setup in which there are two types of consumers in the market. In the future, this 
study can be extended to analyze the case with multiple types. 

Acknowledgments. The author would like to thank the two anonymous reviewers for 
their insightful comments and helpful suggestions. This research was supported by the 
National Science Council of Taiwan (Republic of China) under the grant NSC 100-
2410-H-266 -005. 

References 

1. Heikkinen, T.M.: On congestion pricing in a wireless network. Wireless Networks 8,  
347–354 (2002) 

2. Gizelis, C.A., Vergados, D.D.: A Survey of Pricing Schemes in Wireless Networks. 
Communications Surveys & Tutorials 13, 126–145 (2011) 

3. Allen, S.M., Whitaker, R.M., Hurley, S.: Personalised subscription pricing for optimised 
wireless mesh network deployment. Computer Networks 52, 2172–2188 (2008) 



Pricing Centralized and Decentralized Wireless Service: A Mechanism Design Approach 215 

4. Lahiri, A., Dewan, R.M., Freimer, M.: The disruptive effect of open platforms on markets 
for wireless services. Journal of management information systems 27, 81–110 (2010) 

5. Yang, B., Ng, C.T.: Pricing problem in wireless telecommunication product and service 
bundling. European Journal of Operational Research 207, 473–480 (2010) 

6. Masuda, Y., Whang, S.: On the optimality of fixed-up-to tariff for telecommunications 
service. Information Systems Research 17, 247–253 (2006) 

7. Bandyopadhyay, S., Cheng, H.K., Guo, H.: Usage-based Pricing and Broadband users 
differentiation. Working Paper for Public Utility Research Center (2009) 

8. Tan, Y., Mookerjee, V.S.: Allocating spending between advertising and information 
technology in electronic retailing. Management Science 51, 1236–1249 (2005) 

9. Fan, M., Kumar, S., Whinston, A.B.: Short-term and long-term competition between 
providers of shrink-wrap software and software as a service. European Journal of 
Operational Research 196, 661–671 (2009) 

10. Salanié, B.: The Economics of Contracts: primer. Massachusetts Institute of Technology, 
Cambridge Center, MA 02142 (2005) 

11. Proenza, F.J.: The Road to Broadband Development in Developing Countries Is through 
Competition Driven by Wireless and Internet Telephony. Information Technologies and 
International Development 3, 21–39 (2007) 

12. Yuguchi, K.: The digital divide problem: An economic interpretation of the Japanese 
experience. Telecommunications Policy 32, 340–348 (2008) 

13. Abolhasan, M., Wright, A.: Survey of the potential of emerging wireless technologies to 
improve telecommunication services in remote Australian settlements. The Rangeland 
Journal 30, 157–165 (2008) 



M.J. Shaw, D. Zhang, and W.T. Yue (Eds.): WEB 2011, LNBIP 108, pp. 216–224, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Parallel Importation: An Empirical Investigation  
of Online Unauthorized Distribution Channels  

for Luxury Fashion Goods 

Kexin Zhao1, Xia Zhao2, and Jing Deng2 

1 University of North Carolina at Charlotte 
kzhao2@uncc.edu 

2 University of North Carolina at Greensboro 
{x_zhao3,jing.deng}@uncg.edu 

Abstract. Parallel importation is prevalent as billions of dollars worth of 
genuine products are sold by unauthorized distributors across countries. In this 
research, we offer one of the first empirical investigations of online parallel 
importation. We find that for luxury handbags, less expensive products, 
products with greater market interests and products available via the authorized 
channel have more parallel importation activities. In addition, there are fewer 
parallel importation activities for the more prestigious brand.  

Keywords: Parallel Importation, Gray Market, Electronic commerce, Brand 
prestige. 

1 Introduction 

Parallel importation occurs when the branded products are priced lower in the home 
countries and the individuals and enterprises can profit by sourcing products in the 
home countries and selling them in the export countries without the brand owners’ 
authorization [5]. Together with “reimportation” and “lateral importation” 1, it is often 
referred to as “gray market” [6]. Parallel importation is endemic across a wide variety of 
industries, ranging from lumber, electronic components, broadcast signals, IPOs, 
automobiles, heavy construction equipment, watches, cosmetics, bags, health, beauty 
aids and prescription drugs [4]. For instance, CNN Money reported that half of the iPads 
sold through Apple’s Fifth Avenue store on a busy March Friday were purchased for re-
sale overseas [9]. Uneven purchasing power, tariff charges, exchange rate changes and 
competition all contribute to the rise of price gaps and parallel importation [6]. 

The emergency of electronic commerce alters the landscape of parallel 
importation. Electronic markets expand unauthorized distribution channels into the 
                                                           
1 Reimportation occurs when then branded products are priced lower in the export countries 

than the home countries and the firms can profit by purchasing the products in the export 
countries and selling in the home countries. Lateral importation occurs when there is price 
difference between two export countries and the firms can profit by purchasing the products 
in the low-priced countries and selling in the high-priced countries. 
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cyberspace, breaking the geographical barriers and reaching out to a wide range of 
consumers. The ubiquitous accessibility provided by the Internet also enables 
manufacturers and brand owners to use emerging technologies, such as web crawlers, 
to search billions of webpages on foreign e-commerce websites and monitor parallel 
importation activities.  

While parallel importation draws a great deal of attention from practitioners, research 
on parallel importation is scarce [1, 2]. Ahmadi and Yang [1] and Ahmadi et al. [2] use 
analytical models to study pricing issues in both the authorized channels and parallel 
importation channels. Surveys of US manufacturers or exporters have been administered 
to examine factors driving or deterring parallel importation activities [4, 16]. However, 
little work (of which we are aware) has empirically examined the market dynamics in 
parallel importation channels due to the sensitive nature of the phenomenon and limited 
data availability. To fill the gap, we intend to empirically analyze characteristics of online 
parallel importation channels. To the best of our knowledge, this is the first study to 
directly observe and analyze market activities in online parallel importation channels. 
Our research helps unveil the dynamics of gray market. 

We focus on the parallel importation activities on Taobao.com, the dominant C2C 
trading platform in China [18]. Taobao.com is the largest Internet retail and trading 
website in China, servicing more than 800,000 sellers and nearly 170 million 
registered users. Annual transaction volume on Taobao.com reached 208 billion CNY 
in 2009, accounting for approximately 80% of China's e-commerce market.  

We choose the category of luxury handbag as our research subject. Parallel 
importation incidents are more likely to happen when a product has a prominent brand 
name [8] and large price differential [17]. Luxury handbags in the Chinese market 
satisfy both conditions. In addition, “handbags are the engine that drives luxury 
brands today” [19].    

We collect the listing and transaction data of 183 unique Coach handbag styles and 
246 unique LV handbag styles in June 2011 for our preliminary analysis. LV and Coach 
are both ranked as the top 12 designer bag brands [13]. These two brands represent two 
distinct classes of brand prestige as LV always holds the top position among most 
powerful luxury brand in various lists and Coach, renowned as the “affordable luxury” 
brand, introduces the accessible luxury to the masses [12]. This enables us to examine 
the impact of brand prestige on the parallel importation activities. 

Our preliminary data analysis suggests that for the luxury handbags, less expensive 
products, products with greater market interests and products available via the 
authorized channels have more parallel importation activities. In addition, there are 
fewer parallel importation activities for the more prestigious brand. Across the brands, 
the negative impact of product prices on parallel importation activities does not differ, 
but the positive impact of potential market interests is weakened for the more 
prestigious brand. We also find that product characteristics, such as new arrival, size, 
and material, matter in parallel importation channels. 

The remainder of the paper is organized as follows. In Section 2, we review the 
literature and develop our hypotheses. We describe our data in Section 3 and present 
our preliminary empirical model and results in Section 4. Section 5 discusses the 
current status and plan for future research. 
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2 Theory and Hypotheses 

To have the first grasp of online parallel importation, we focus on the degree of 
parallel importation activities in online markets. In the previous literature, due to data 
availability, parallel importation activity is measured as the likelihood that it occurred 
during the previous two years [5, pp. 95] or whether it was a significant problem to 
the exporter [16]. Since we are able to directly observe products listed in and sold via 
unauthorized channels, we use the number of sellers and transaction quantity to assess 
the degree of online parallel importation activities. In the case of luxury handbags, the 
majority of buyers only buy one handbag in a single transaction. Therefore, 
transaction quantity approximately represents the number of buyers in the market.  

The major driver of parallel importation is the difference of the product prices in 
the authorized channels between home countries and in the export countries [21]. Due 
to the brand owners’ coordinated pricing strategy, a product’s price differential—
price difference between the home country and the export country—is highly 
correlated to its base price2 (i.e., price in the home country). A higher base price leads 
to a higher price differential, which yields higher profit margins in the unauthorized 
channels and hence attracts more sellers to pursue the arbitrage opportunities. Large 
price differential also motivates buyers to switch to unauthorized channels to obtain 
the product at a discounted price. However, the base prices, even though positively 
correlated to the price differentials, have an opposite impact on the supply and 
demand in the gray market. When the base price is higher, sellers incur higher cost to 
acquire the product via the authorized channels from the original country and face 
higher risk of lost sales. Buyers may also become reluctant to shop more expensive 
products in unauthorized channels. For products with higher prices, consumers tend to 
value the relative savings less [15]. Furthermore, only consumers with higher 
willingness to pay can afford more expensive products. Those consumers tend to 
prefer authorized channels due to high values from associated benefits such as 
warranty and services [1]. Thus, we expect to observe fewer parallel importation 
activities with more expensive products and we hypothesize that: 

H1a: The number of sellers in parallel importation channel is negatively associated 
with the product’s base price. 

H1b: Transaction quantity in parallel importation channel is negatively associated 
with the product’s base price. 

The ownership of luxury branded goods signals social status. Simply use or display a 
branded product reflects the owner’s association with or dissociation from a specific 
social group [12]. Consumers in the social group seeking high prestige have a higher 
willingness to pay. They tend to value more the associated services and prefer the 
authorized channels. On the other hand, the brands signaling higher prestige are also 
priced higher on average, yielding a higher risk of lost sales for the parallel importers. 
Therefore, we expect the more prestigious brand has fewer parallel importation activities.  
                                                           
2  The Pearson Correlation between Coach’s US prices and price differential between 

authorized Chinese distribution channels and US distribution channels is 0.952 (p<0.01). The 
Pearson Correlation between LV’s France prices and price differential between authorized 
Chinese distribution channels and French distribution channels is also 0.952 (p<0.01). 
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H2a: The number of sellers in parallel importation channel is negatively associated 
with the brand prestige. 

H2b: Transaction quantity in parallel importation channel is negatively associated 
with the brand prestige. 

Market demand for branded products is another driver of gray market activities [5]. 
Parallels importation arises to meet consumers’ needs for the branded products in the 
export countries. Products with higher market interests have a larger market size and 
higher profit potentials, attracting more sellers to enter the parallel importation 
channels. On the buyer side, more transactions can happen if more shoppers indicate 
potential interests in a product [1]. Therefore, we expect to observe positive 
relationships between parallel importation activities and potential market interests.  

H3a: The number of sellers in parallel importation channel is positively associated 
with the product’s potential market interests. 

H3b: Transaction quantity in parallel importation channel is positively associated 
with the product’s potential market interests. 

A product is not always available in different geographic regions. For instance, in our 
case, only 52 out of 183 styles are available from the official Coach distribution 
channels in China. Parallel importers gain more from products available in the 
authorized channel by free-riding off advertising and marketing efforts from the 
authorized distributors [3]. The products may also acquire a better awareness among 
potential buyers if they are displayed or promoted by the brand owner. Thus, we 
hypothesize that: 

H4a: The number of sellers in gray market is positively associated with the product’s 
availability in the authorized channel. 

H4b: Transaction quantity in gray market is positively associated with the product’s 
availability in the authorized channel. 

3 Research Method 

As we have discussed before, we focus on the case of luxury handbags due to its 
premium positioning and large price disparity between the home countries and the 
Chinese market. We selected both the most prestigious luxury brand, LV, and the 
“affordable luxury” brand, Coach. LV has been often top ranked among the most 
powerful luxury brands whereas Coach is renowned for introducing the accessible 
luxury to the masses [12]. They are both popular luxury brands among Asian 
consumers [11, 14] but represent different classes of brand prestige. We include all 
183 Coach handbag styles available in US as of April 2011 and obtain authorized 
channel prices via official US and China Coach websites. For LV, we include 246 LV 
handbag styles and obtain authorized channel prices via official France LV websites 
and the offline distribution channel in China3. 

                                                           
3 Prices are not listed on the official LV China website.  
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Parallel importation data were collected from www.taobao.com. We fed the Coach 
and LV style numbers into a Linux shell script to search for all matching items that 
were listed on Taobao.com. On Taobao, sellers create a webpage with a unique listing 
ID for each single product style they sell. Consequently, for each style, the number of 
listings equals the number of sellers. For each listing, we collected all related 
information such as price, shipping cost, seller reputation scores, transaction history, 
etc. Data collection was performed once per week. In this preliminary analysis, we 
have collected data from May 30th to June 28th, about 4 weeks.  

The main tools used in the information retrieval included perl, wget, python, as 
well as other standard tools such as grep, sed, wc, etc. The main webpage retrieval 
engine was the urllib2 library for python, which was capable of loading dynamic data 
such number of views and the times being bookmarked. It also addressed the Chinese 
encoding problem on some webpages that used GBK encoding. 

To exclude possible counterfeit products, we only included oversea sellers, who 
can easily obtain genuine handbags in low-priced regions. They are referred to as 
DaiGou—people who purchase products for other consumers in a different 
geographic location. We also exclude listings with suspiciously low prices4. Table 1 
lists the summary statistics for our preliminary sample. 

Table 1. Summary Statistics 

  Observations Mean St. Deviation Min Max 
Posted Price5  

(CNY) 
Coach 26010 2596.33 1189.87 652.00 16042.00 
LV 21143 8055.73 7390.25 1486.00 444444.00 

Bookmark 
Coach 26010 10.75 78.03 0 992 
LV 21143 4.38 25.99 0 1222 

Transaction 
Price (CNY) 

Coach 696 1964.79 762.22 749.00 6888.00 
LV 225 6438.22 2749.95 2024.00 20500.00 

Transaction  
quantity 

Coach 696 1.81 2.67 1 41 
LV 225 3.08 4.36 1 27 

Official Price 
in Low-Priced 

Country 
(CNY6) 

Coach  732 2367.07 1310.57 439.64 9073.72 

LV 984 10395.86 5978.55 1596.19 31184.67 

Official 
Chinese Price 

(CNY) 

Coach 52 5107.69 2041.85 1900.00 11900.00 

LV 246 13204.88 7571.05 2100.00 39000.00 

                                                           
4 We delete sellers whose posted prices are 30% lower than the official prices. 
5  The post prices are calculated by totaling the listing prices and the minimum shipping 

charges. 
6  A handbag corresponds to four price observations taking fluctuation of exchange rates  

into account. 
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4 Preliminary Econometric Model and Results 

We conduct a product-week level analysis by aggregating the number of listings and 
transaction quantity for each product style in a week. The following specifications are 
used to test our hypotheses. Table 2 provides illustrative description of variables. We 
measure the potential market interests using the times of a product’s listing pages 
being bookmarked. Since a larger number of listing or sellers leads to a higher chance 
of being bookmarked, our analysis uses the average counts of a product being 
bookmarked per listing. We capture the brand effect using a dummy variable with 1 
representing LV and 0 representing Coach. 

SELLER it= α10+ α 11PRICEi + α 12AVAILABILITYi+ α 13BMARKit+ α 14NEWi+ 
α 15SIZEi+ α 16MATERIALi+ α 7BRANDi +ε1it 

TRANSACTION it= α 20+ α 21PRICEi + α 22AVAILABILITYi+ α 23BMARKit+ α 

24NEWi+ α 25SIZEi+ α 26MATERIALi+ α7BRANDi +ε2it 

Table 2. Description of Variables 

 

Our preliminary analysis incorporates the listing and transaction data from two 
brands in only four weeks, thus we do not expect significant temporal effects. Since 
the individual equations pertain to the same product style, the error terms may be 
correlated. Seemingly unrelated regressions (SUR) can handle potentially correlated 
error terms [20]. Small VIF indicators suggest no significant multicolinearity concern. 
Results are presented in Table 3. 

The results indicate that more parallel importation incidents happen for less 
expensive products, products with higher market interests and available via the 
authorized channel in the export country. Thus, H1, H3 and H4 are supported. In 
addition, fewer sellers offer LV handbags for sale and fewer buyers purchase LV 
handbags via unauthorized channels compared with Coach. Overall, there are fewer 
parallel importation activities for the brand with high prestige. Thus, H2 is also 
supported.  

 
 
 
 

 
Notation Variables 

i Product i 
t Time period t 
SELLER Number of sellers per week per style  
TRANSACTION Transaction quantity per week per style 
PRICE Price in the lower-priced country 
AVAILABILITY Whether or not the product is available via the Official China website. (Yes: 1; No: 0) 
BMARK Average times of a product being bookmarked per listing 
NEW Whether or not the product is a new arrival (Yes: 1; No: 0) 
SIZE Size of the product (Small: 1; Medium: 2; Large: 3; Extra Large: 4) 
MATERIAL Material of the product (Leather: 1; Other materials: 0) 
BRAND Brand of the product (LV: 1; Coach: 0) 
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Table 3. Result of Brand Effect 

 
 
The product characteristics also matter in the unauthorized channels. Leather bags 

are not appealing to either sellers or buyers as fewer sellers offer leather bags and 
fewer buyers purchase leather bags. The sizing has different implication on the seller 
and buyer sides. While more sellers offer larger bags, buyers show no difference 
between different sizes. It takes time for sellers to acquire and distribute new arrivals 
in the gray market, thus their offering of new arrivals is lagged. However, buyers are 
ready to purchase those products soon after their release.     

To give a closer look at the impact of brand prestige on parallel importation 
activities, we compare the regression results across two luxury brands. The regression 
results are presented in Table 4 and Smith-Satterthwaite tests were used to determine 
whether the difference between the regression coefficients is significant.   

Table 4. Group Comparison Results 

 
 
The negative impact of product base price on parallel importation activities does 

not differ significantly across the brands. The positive impact of market potential 
interests on the parallel importation activities is weaker for LV. Many Taobao 

  

  
No of Seller  Transaction Quantity 

Coach  LV Diff-t value  Coach  LV Diff-t value 

Price -0.155*** -0.185*** 0.59(n.s.)  -0.092* -0.056(n.s.) -0.70(n.s.) 

Availability 0.303***      0.171***     

Bmark 0.455*** 0.129*** 8.10***  0.557*** 0.078* 10.98*** 

New -0.063** -0.157*** 2.82**  0.019(n.s.) -0.033(n.s.) 1.26(n.s.) 

Size 0.182*** 0(n.s.) 4.14***  0.148*** -0.091** 5.09*** 

Material 0.108*** -0.392*** 11.89***  -0.03(n.s.) -0.086* 1.22(n.s.) 

N 732 984    732 984   

R Square 0.388*** 0.32**   0.391*** 0.033***  
Note: p<0.001, ***; p<0.01, **; p<0.05, *. 
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consumers might follow LV bags only for its prestigious brand name, and their 
interests might not be readily converted to real transactions.   

The negative impact of new arrival on the number of sellers is stronger for LV than 
for Coach. This is probably because the brand with high prestige tends to have limited 
supply especially for new arrivals. Therefore it is more difficult to obtain a LV new 
arrival. But the buyer shows no difference. While larger Coach bags draw more 
sellers and buyers, sizing does not matter for the LV sellers and larger LV bags are 
even less appealing to the buyers. The leather material shows countervailing impact 
on the number of sellers across the brands in the parallel importation channel as the 
leather Coach bags attract more sellers whereas the LV leather bags attract fewer 
sellers. On the buyer side, the impact of material does not show difference across the 
brands.      

5 Current Status and Future Research 

Currently, we are in the process of collecting more data, which may allow us to 
observe market dynamics and explore the temporary effects in the parallel importation 
channels. In addition, many prior studies have examined price dispersion on the 
electronic markets [7, 10]. We plan to explore the level of price dispersion in online 
unauthorized channels and identify its drivers.  
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Abstract. Previous studies have explored the impact of online reviews on 
product sales at the aggregate level. This study contributes to the literature by 
investigating how online reviews take effect at the individual consumer level in 
a horizontally differentiated product market. We empirically test our hypotheses 
using data from a popular review website in China and consumers’ actual 
dining records. We find evidence that the information role of online reviews is 
moderated by consumers’ geographical locations. Our results have implications 
for consumer segmentation and targeting of consumers through local market 
advertising.  

Keywords: consumer segmentation, online reviews, economics of information, 
horizontal differentiation, geographical location. 

1 Introduction 

In recent years, user-generated online product reviews have grown in popularity 
rapidly on the Internet. This large-scale sharing of consumption experiences can 
potentially reduce consumers’ uncertainty about product or service quality prior to 
actual purchases, especially for experience goods whose quality cannot be inspected 
before purchase. Recent evidence suggests that consumer reviews have become an 
integral part of consumer purchase decisions [1]. Previous studies have also explored 
the relationship between online reviews and product sales [2-6]. However, the online 
reviews literature generally focuses on the average effect of online reviews on product 
sales at the aggregate level, which cannot take consumers’ heterogeneous 
characteristics into consideration and suffers from the aggregation bias. An individual 
level analysis can help researchers and marketers gain a deeper understanding of how 
individual consumers engage, perceive, and use online information channels.  

At the individual consumer level, it is still unclear how and to what extent online 
reviews can influence consumer choice. Because of consumers’ heterogeneity, online 
reviews website may play different information roles for different consumers. For 
example, in consumers’ dining choices, where restaurants are horizontally 
differentiated by geographical locations, consumers’ information needs may depend 
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on their familiarity with different restaurants and their locations. It has been long 
recognized in retail marketing that geographical factors play an important role in 
impacting consumers’ purchase behavior [7-9]. Specific online businesses, such as 
search engines, are increasingly using spatial data to provide local content and 
advertisement [9]. In this study, we posit that the influence of online reviews will be 
constrained by the geographical locations of where the consumer is and where the 
product or service is actually available at. To be specific, we empirically explore the 
following two questions: 

(1) Do online reviews influence consumer choice of horizontally differentiated 
products? 
(2) How and to what extent do consumers’ geographical locations moderate the 
information role of online reviews? 

Based on the economics of information, we propose: (1) two competing hypotheses 
about the influence of online reviews on consumers’ choice in a horizontally 
differentiated product market; (2) the information role of online reviews on consumer 
choice will be moderated by consumers’ experiences across different geographical 
locations. Using reviews data from a popular restaurant review websites in China and 
consumers’ actual dining records, we empirically test our hypotheses at the individual 
consumer level. Our results shed light on how geographical locations moderate the 
influence of online reviews and have implications on how firms should target and 
advertise to different consumer segments in horizontally differentiated products markets.  

2 Literature Review 

Previous studies have established a link between online reviews and product sales in 
diverse product categories. Two dimensions of online reviews have been mostly 
considered: volume and valence of online reviews. Volume refers to the number of 
online reviews, while valence refers to the average rating of these reviews. Chevalier 
and Mayzlin [2] find that the differences between consumer reviews posted on Barnes 
& Noble and Amazon.com were positively related to the differences in book sales in 
these two retail sites. Forman et al. [5] examined the moderating effect of reviewer 
identity disclosure on the relationship between reviews and sales. Duan et al. [4] 
documented the importance of the number of online reviews in influencing movie box 
office sales. Liu [10] found that while the volume of online word-of-mouth is positively 
associated with product sales, the relationship between the reviews’ valence and sales is 
often mixed. Dellarocas et al. [3] found that the valence of online consumer reviews is a 
better predictor of future movie revenues than other measures they considered. Godes 
and Mayzlin [11] showed that dispersion of conversations across online consumer 
communities is the main factor that influences sales performance. Clemons et al. [12] 
found that the variance of ratings and the strength of the most positive quartile of 
reviews have a significant impact on the growth of craft beers.  

This study contributes to the literature in two dimensions. First, instead of 
modeling the relationship between online reviews and product sales in an aggregate 
ad-hoc reduced-form manner, our individual consumer level analysis follows the 
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utility-maximization framework. Second, focusing on the horizontally differentiated 
products market, we segment consumers into different geographical locations and 
explore how geographical location moderates the influence of online reviews for 
different consumer segments.  

3 Theory and Hypotheses 

We adopt the economics of information as our theoretical foundation to address the 
role of online reviews in consumer choice processes. Consumers usually make 
choices with incomplete information and it is costly to seek full information. Since 
the choice uncertainty pegged to a consumer’s decision making cannot be totally 
eliminated, a consumer typically needs to make a choice under risk, and there are 
trade-offs between the perceived costs and benefits of additional search of 
information or choice alternatives [13]. The economics of information literature has 
made a close connection between information and uncertainty [14]. Online reviews 
are valuable for consumers because they signal product quality which cannot be 
inspected before purchase (especially for experience products). Therefore, the 
influence of online reviews will depend on how much uncertainty it can reduce with 
regard to the true quality of a product or service under consideration. 

3.1 Influence of Online Review on Horizontally Differentiated Products 

In markets where products are horizontally differentiated by geographical locations, 
consumers from different locations may have different information needs [9]. From 
consumers’ point of view, products can be either local (i.e., products are in the same 
location with consumers) or non-local (i.e., products are in different locations with 
consumers). Previous studies have identified the positive impact of online reviews’ 
volume and valence on product sales [2-6]. The underlying reason is that the volume 
of reviews indicates the popularity (or awareness) of a product, while the valence of 
reviews signals the quality of a product. Although review volume cannot signal 
product quality directly, previous studies have shown strong linkages between a 
product’s popularity and its perceived quality [15,16]. In other words, being popular 
in itself signals higher quality. Thus, higher volume or valence of online reviews may 
lead to higher product sales. We follow the same logic and posit that:  

In a horizontally differentiated product market, 
H1a: the valence of online reviews has a positive relationship with consumers’ 

choice of a local product. 
H1b: the volume of online reviews has a positive relationship with consumers’ 

choice of a local product. 

However, this relationship between online reviews and product sales may not be true 
for horizontally differentiated products due to the following two reasons. First, for 
horizontally differentiated product markets, such as the choice of a restaurant for 
dining, consumers usually have different cost structures for different restaurants in 
terms of search cost, transportation cost, and opportunity cost. For example, 
consumers generally have a lower overall cost to patronize a local restaurant 
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compared to a non-local one. Thus, consumers may choose a local restaurant even 
when the local restaurant is lower rated than a non-local restaurant in online reviews. 
Second, consumers usually have more information of local products than non-local 
products and it is easy for them to get information for local products. For example, 
due to the lower cost of patronizing a local restaurant, consumers can learn of the true 
quality of local restaurants through their own dining experience. In addition, they can 
easily get information of a local restaurant from offline word of mouth sources such 
as their family members and friends. Therefore, in a horizontally differentiated 
product market, it seems that there is less of a need for consumers to seek local 
products’ quality information from online reviews. We thus give the following 
competing hypothesis: 

In a horizontally differentiated product market, 
H2a: the valence of online reviews has no significant explanatory power for 

consumers’ choice of a local product. 
H2b: the volume of online reviews has no significant explanatory power for 

consumers’ choice of a local product. 

3.2 The Moderating Effects of Geographical Location 

As we argued before, in horizontally differentiated products market, from the 
consumers’ point of view, non-local products differ from local products in two 
dimensions. First, comparing with local products, consumers incur higher overall cost 
and lower potential option value when patronizing non-local products. Second, 
consumers usually have more information and thus less quality uncertainty of local 
products compared to those of non-local ones. Consumers maximize their utility by 
choosing a high quality product and lowering their overall cost in their choice decisions.  

Consumers face more quality uncertainty when choosing a non-local product. 
Therefore, they are more likely to seek for signals of product quality compared to the 
case when choosing a local product [14]. At the same time, because consumers incur 
more cost (search cost, transportation cost, and opportunity cost), they will pay more 
emphasis on the reliability of product quality signals in order to reduce risk. If the 
quality is not high enough or the quality signal is not convincing enough, there may not 
be enough incentives for them to choose a non-local product [13]. Because the average 
rating signals restaurant quality directly, we posit that consumers are more likely to be 
influenced by the valence of online review when choosing a non-local product.  

H3: There is an interaction effect of the valence of a product’s online reviews and the 
location of a horizontally differentiated product, such that the effect of the valence of 
a product’s online reviews on consumers’ choice probability is stronger for non-local 
products compared to local products. 

Volume of online reviews generally indicates the popularity of a product. Although 
popularity signals quality to some extent [16], the volume of online reviews is often 
not a reliable quality signal. Dellarocas and Narayan [17] examined what motivates 
consumers to post reviews for different kinds of movies. They found that most 
consumers rate movies very high or very low, resulting in a bimodal, U-shaped 
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histogram. Andersion [18] developed a utility-based model for the relationship 
between consumer satisfaction and their engagement in word of mouth activities, and 
suggest a U-curve distribution function of consumer opinions. These studies suggest 
that high volume of online reviews indicates the existence of a large number of 
consumers who extremely like or extremely dislike this product. In other words, 
volume of online reviews is not convincing enough as a reliable quality signal. 
Therefore, consumers are less likely to be influenced by the volume of online reviews 
when choosing a non-local product than when choosing a local product.  

H4: There is an interaction effect of the volume of a product’s online reviews and the 
location of a horizontally differentiated product, such that the effect of the volume of a 
product’s online reviews on consumers’ choice probability is weaker for non-local 
products compared to local products. 

4 Data 

We test our hypotheses in the context of consumers’ restaurant choice for two reasons. 
First, restaurant dining is a kind of experience product (or service) and consumers 
usually do not have full information about the restaurant’s quality before the first 
patronage. Second, the restaurant dining industry is horizontally differentiated and 
consumers have different overall transaction costs and levels of information for different 
alternatives. Our original data sets consist of consumers’ actual dining records, online 
reviews for restaurants, and restaurant attributes such as location and price promotion 
events. Consumers’ transaction records and restaurant review information spans from 
May 2005 to March 2008. Restaurant promotion information spans from January 2006 
to March 2008. Restaurant review data is from a popular review website in China. 
Review information includes consumers’ ratings in terms of taste, ambience, and 
service. Rating scale ranges from 1 to 5, 1 being very bad and 5 being very good. We 
use the weighted average of these three rating in our analysis. The website distributes 
loyalty member cards to their registered customers. When patronizing a restaurant with 
a joint membership program with the review website, consumers can get a discount by 
using their member cards. Therefore, data of consumers’ actual dining records were 
collected from customers who were members of the loyalty program.   

We use the following criteria to generate our final data set. First, based on the 
original transaction data, we generate consumers’ “home” location as the district in 
which consumers have the largest number of transactions. From consumers’ point of 
view, we differentiate restaurants into two categories: local restaurants which are in 
the same location as the consumer’s “home” location, and non-local restaurants which 
are in a different location with the consumer’s “home” location. We use this 
categorization as a qualitative indicator to model the products differentiation in 
horizontal level. Second, in order to control the influence of consumers’ cuisine type 
preference on their restaurant choice, we limited our econometric analysis to 
restaurants selling the same cuisine type. Third, we choose restaurants which are 
geographically adjacent to one another so that all these restaurants are likely to fall 
under a consumer’s concurrent alternatives in a consideration set. We choose two 
adjacent districts rather than one because we want to test the moderating effect of 
consumers learning experiences across different locations. We finally identify 9 
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restaurants as alternatives in consumers’ choice set and have 3093 transactions from 
1827 consumers. Consumers patronized local restaurants in 2045 transactions and 
visited non-local restaurants in 1048 transactions.  

Table 1. Descriptive Statistics 

Variables     Mean    Std Dev    Min    Max  

Volume (,000) 0.46 0.31 0.001 1.09 
Valence  2.78 0.14 2.45 3.05 
Promotion 0.12 0.33 0 1 
Non-local  0.61 0.49 0 1 
Loyalty  0.11 0.15 0 1 
N 3093    

5 Model Specification 

Our empirical model is specified in the logit framework. We assume consumer i’s 
utility from restaurant j on purchase occasion t is a linear function of restaurant j’s 
online review rating and price. Then,  

Uijt= β1Volijt + β2Valijt + β3Proijt + β4NLij + β5Loyaltyijt 

     + γ1NLij*Volijt + γ2NLij*Valijt + γ3NLij*Proijt + εijt 

 =vijt+εijt                                                       (1) 

Volijt refers to the volume of online reviews of restaurant j before consumer i’s 
purchase occasion t; Valijt refers to the valence of online reviews of restaurant j before 
consumer i’s purchase occasion t; Proijt indicates whether restaurant j has coupon 
promotion at consumer i’s purchase occasion t. It equals one when the restaurants is 
on promotion and zero otherwise; NLij indicates whether consumer i and restaurant j 
are in different geographical locations. It equals one when restaurants are in the 
different locations with the consumer and zero otherwise; Loyaltyij refers to consumer 
i’s loyalty for restaurant j at purchase occasion t. It is constructed by following 
Guadagni and Little [19]. The variable measures consumers’ state dependence in their 
choices. We use this variable to capture consumers’ heterogeneity in terms of offline 
experience learning; εijt is the error term which varies with consumer i, restaurant j 
and purchase occasion t. Table 1 shows the descriptive statistics of these variables.  

Consumers’ choice set J consists of the 9 restaurants which we identified from our 
data. Given the utility function specified above, consume i chooses the restaurant with 
the highest utility on each purchase occasion. We further assume the stochastic 
components εijt are independent, identically distributed with a double exponential 
distribution. Then, the conditional probability (Pijt) that individual i chooses restaurant 
j at time t is given by the multinomial logit model [19].  

Pijt = exp (vijt) / ∑j exp (vijt)                              (2) 
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6 Estimation Results 

Table 2 shows our preliminary estimation results. The coefficient for Loyalty is 
positive and highly significant, which suggests that consumers are more likely to 
choose restaurants they patronized before. After controlling consumers’ state 
dependence, both the volume and the valence of online reviews still have positive and 
significant influence on consumers’ restaurant choices. Thus, H1a and H1b are 
supported (and therefore the competing hypotheses H2a and H2b are rejected). The 
coefficient for the interaction term of non-local dummy and valence is positive and 
significant. This result suggests consumers are more likely to be influenced by the 
valence of online reviews when they patronize a non-local restaurant. H3 is 
supported. The coefficient for the interaction term of non-local dummy and Volume is 
negative, which suggests that consumers are less likely to be influenced by the 
volume of online reviews when patronizing a non-local restaurant than when 
patronizing a local one. However, this result is statistically insignificant. H4 is not 
supported by our data. 

In addition, the coefficient for promotion is positive and significant, which means 
consumers are more likely to patronize a restaurant in promotion. But we do not find 
the moderating effect of non-local dummy on promotion. The coefficient for non-
local dummy has negative sign and is statistically significant, which means consumers 
are less likely to choose a non-local restaurant. 

Table 2. Estimation Results 

Variables  Coefficients p-value 

Volume  1.58*** 0.001 
Non-local*Volume  -0.38 0.12 
Valence  6.09 *** < 0.001 
Non-local*Valence 1.80 *** < 0.001 
Promotion 0.82 *** < 0.001 
Non-local*Promotion  0.01 0.98 
Non-local -4.58 *** < 0.001 
Loyalty 6.31*** < 0.001 
N 3093  

       Note: constant for each restaurant is not reported here due to the page limitation. 

7 Conclusion 

This study contributes to the literature of online reviews by exploring the information 
role of online review for different consumer segments in horizontally differentiated 
product market. Our preliminary analysis shows that consumers’ restaurant choice is 
influenced by volume and valence of online reviews after we control for consumers’ 
state dependence (or loyalty). At the same time, we find evidence that consumers 
from different geographical locations are influenced differently by online reviews.  
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Our results suggest that online reviews increase the market competition in dining 
industry. Although the dining industry is horizontally differentiated, restaurants 
compete not only with local competitors but also non-local restaurants with high 
volume and valence of online reviews. Meanwhile, the fact that non-local consumers 
are more likely to be influenced by the valence of online reviews suggests that 
consumers from different segmentations have diverse information needs. Restaurants 
managers should adjust their online marketing strategy accordingly when they 
advertise to different consumer segmentations.  
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Abstract. In the Internet era, web-based services have become a convenient 
alternative to physical customer service interactions. However, lack of face-to-
face interaction makes web service communication inefficient. The 3D virtual 
worlds provide a new platform that offers customer service, where users can 
communicate “face to face” via their representative avatars. We propose a 
conceptual model to compare the quality of customer service and users’ 
satisfaction in 3D virtual worlds to that of web-based services. Theories of 
computer display technology, communication, and psychology are applied to 
address how a 3D virtual world impacts users’ sense of presence, and their 
perception of customer service quality. We design an experiment in Second 
Life and set up a mock-up website to collect data in a post-study questionnaire. 
Structural equation model is adopted as the main methodology to conduct the 
multiple group analysis.  

Keywords: 3D virtual worlds, Online customer service, Service quality, User 
satisfaction, Multiple group analysis. 

1 Background 

In the Internet era, the web-based service becomes an alternative of traditional 
customer center. However, due to lack of direct communication through Internet, 
web-based service is not competent enough if the consumers were not familiar with 
the product or service. Thus a new channel of online service is needed to meet 
customers’ requirement. 

3D virtual worlds provide a new platform for offering customer service through the 
Internet, where users can communicate “face to face” by means of their representative 
avatars as if they were acting in the real world. According to media richness theory 
(Daft and Lengel 1986), the richer format of media is, the more effective the 
communication is to complete a task. 3D virtual worlds provide a 3D computer 
interfaces where users can communicate with others as if they are acting in-world. 
Thus, a 3D virtual world becomes a richer media and thus leads to higher efficiency 
of business communication.  

Current research on online service has covered the following main types of web 
services. Researchers have examined the quality of online services in different kinds 
of websites (Yang et al. 2004, Yoo and Donthu 2001). Thus, companies shall take the 
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opportunity of improving their customer service quality in the 3D virtual worlds. In 
this paper, we propose a conceptual model of online customer service quality and 
investigate the advantages and disadvantages of virtual service based on user’s 
evaluation. We aim to compare the service quality and user satisfaction in 3D virtual 
worlds to web-based service. 

2 Theory Foundation and Model Development 

Figure 1 is the proposed research model of online service quality. We contribute to 
the research on the evaluation of users’ satisfaction of virtual service by examining 
customers’ evaluation of service quality online.  

 

Fig. 1. Research Model of Online Service Quality 

2.1 Immersion and Presence 

Presence is a psychological consciousness, sense of being in the virtual environment 
(Slater and Wilbur 1995; Steuer 1992). Immersion in a virtual environment is “a 
quantifiable aspect of display technology, primarily determined by the extent to which 
displays are inclusive, extensive, surrounding and vivid” (Slater and Wilbur 1995). 
Prior studies have contributed to the literature by exploring the relationship between 
immersion and sense of presence. In Slater’s model, they indicate that the higher level 
of immersion, the higher level of presence (Slater and Wilbur 1995, Slater et al. 
1996). According to Slater and Wilbur’s (1995) definition of immersion, Users’ 
avatars can “see” or even “touch” the avatars of their partners in the simulated 
environment, which is not realized with a 2D website (Biocca and Levy 1995).  
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Presence consists of two interrelated concepts: telepresence (spatial presence or 
physical presence) and social presence (Heeter 1992, Biocca 1997). Telepresence is 
defined as the phenomenal sense of “being there” including automatic responses to 
spatial cues and the mental models of mediated spaces that create the illusion of place. 
Social presence is defined as the sense of “being together with another” in a virtual 
environment, including primitive responses to social cues, simulations of “other 
minds,” and automatically-generated models of the intentionality of others (people, 
animals, agents, gods, and so on). Based on above statements of the relationship 
between immersion level and the sense of presence, we find that the higher level of 
immersion in a 3D virtual world leads to users’ higher sense of telepresence than that 
in a 2D website. Similarly, the higher level of immersion in a 3D virtual world leads 
to users’ higher sense of social presence than that in a 2D website.  

2.2 Service Quality 

Parasuraman et al. (1988) has developed a scale of five core factors named 
SERVQUAL: reliability, tangibles, responsiveness, assurance, and empathy. Their 
refined five-core-element scale has become the most widely used scale for measuring 
service quality. In the Internet era, the importance of online customer service has been 
recognized by researchers (Janda et al. 2002; Liu and Arnett 2000; Yoo and Donthu 
2001; Parasuraman et al. 2005). We propose our scale for measuring service quality in 
online environment originating from the five core dimensions of SERVQUAL from 
Parasuraman et al. (1988)’s work. We apply the framework of SERVQUAL and adopt 
the measurement items for measuring online service quality in prior literature. The 
reason we follow the 5-dimension framework of the original version of SERVQUAL 
lies in that virtual worlds are simulation of the real world and the original SERVQUAL 
was developed directly in the real world setting of customer service.  

In SERVQUAL scale (Parasuraman et al. 1988), tangibles originally refer to 
physical facilities, equipment, and appearance of personnel. Reliability is originally 
defined as the ability to perform the promised service dependably and accurately. 
Responsiveness is the willingness to help and provide prompt service. Assurance is 
the knowledge and courtesy of employees and their ability to inspire trust and 
confidence. Empathy is the service person’s ability to understand and care 
individualized attention provided to the customers. Among the five dimensions, 
tangibles measure the features of customer service based on users’ sensory 
experiences such as by visual and aural sense; Responsiveness, assurance and 
empathy measures the quality of human-based features based on users’ psychological 
response; Reliability measures both the information based on customers’ personal 
observation and conveyed by the service associate via communication.  

2.3 Presence and Service Quality 

Prior research has divided the sense of presence into telepresence and social presence. 
By definition, telepresence describes users’ perception of spatial or physical cues in 
the environment (Steuer 1995), whereas social presence emphasizes their social cues 
that come from being with another in a virtual environment (Biocca 2003). In other 
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words, telepresence focuses on users’ sensory fidelity in the mediated place and social 
presence depends on the existence of others and communication with them in the 
environment. Biocca (1997) discusses the effect of embodiment in virtual 
environment on the sensation of physical presence, social presence, and self presence. 

Accordingly, the dimensions of service quality emphasize on physical features and 
human interaction respectively. Since tangibles are the physical features, we only 
explore the impact of telepresence on them. Reliability contains information both from 
the physical display and via human communication, thus we explore the impact of both 
telepresence and social presence on it. As for responsiveness, assurance and empathy, 
these are the users’ perceptions based on their interaction with the customer service 
person. Thus we explore the impact of social presence on them as they are human-
related factors and result from users’ psychological distance in the virtual environment. 

Prior literature has shown that the interactivity and vividness are the two 
determinants of telepresence that realizes virtual reality (Steuer 1992). The sense of 
telepresence in a virtual world implies the property of representational richness of its 
virtual display and interaction with the environment, users of virtual service in such 
an environment will find the virtual product vivid and their representative avatar easy 
to navigate around. Furthermore, the sense of telepresence enhances users’ 
psychological state of being involved in an activity (Novak et al. 2000).  Thus sense 
of telepresence enables the users to play with the virtual environments (including the 
background landscape, virtual objects, etc.) and get absorbed in the virtual world. 
Thus, we have our proposed hypothesis 

Hypothesis 1: A user’s sense of telepresence has a positive effect on his/her 
perception of visual aesthetics and playfulness of the customer service in an online 
environment. 

The reliability of the service requires clear and concise information about a product or 
service. The sense of telepresence increases users’ evaluation on the accuracy of the 
information from the point of view that the virtual environment delivers clearer 
information of the product and service visually to the users. Having the sense of 
telepresence, the user is able to concentrate on the current task and clearly get 
concrete and complete information of real-world product and service, which in turn 
improves his decision quality (Novak et al. 2000). Therefore, we propose the 
following hypothesis by operationalizing service reliability as information accuracy. 

Hypothesis 2: A user’s sense of telepresence in has a positive effect on his/her 
perception of the reliability (information accuracy) of the customer service in an 
online environment. 

Short et al. (1976) found the social presence theory about the social effects of 
communication technology. It argues that the social impact of a communication 
medium depends on the social presence it allows communicators to have. Social 
presence is a communicator’s sense of awareness of the presence of an interaction 
partner, and the degree of social presence is equated to the degree of awareness of the 
other person during the course of a communication interaction (Sallnas 2000). In 
terms of a particular service task performed in virtual worlds, the sense of social 
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presence in the environment let the user feel about the server’s responsiveness, 
courtesy, considerateness, and such constructs of people’s communication properties 
and key elements to evaluate the service itself. Thus: 

Hypothesis 3: A user’s sense of social presence has a positive effect on his/her 
perception of the reliability (information accuracy) of the customer service in an 
online environment. 

Media richness theory (Daft and Lengel 1986) shares some common views with 
social presence theory. It addresses that the amount of information delivered through 
communication differs with respect to a medium's richness. This theory assumes that 
the main goals of communication are to resolve ambiguity and reduce uncertainty, 
and the more restricted the medium's capacity, the less uncertainty and equivocality it 
is able to manage. Since it argues that the richer the media the more efficiency the 
communication is, media richness theory supports that communication in more social 
media is more able to resolve ambiguity to convey accurate information, and thus 
more efficient and competitive. Thus we propose the hypothesize that: 

Hypothesis 4: A user’s sense of social presence has a positive effect on his/her 
perception of the responsiveness of the customer service in an online environment. 

The construal level theory supports that the closer psychological distance positively 
affects communicators’ construal process (Trope et al. 2007). Studies have also 
demonstrated that mood affects the construal that individuals adopt. In addition, social 
presence is predicted to increase trust via online communication (Gefen and Straub 
2004), which is one of the key constructs of assurance of the service. Hence, based on 
the ground of social presence theory, media richness theory, and construal level 
theory, the sense of social presence in a virtual world is associated with assurance.  

Hypothesis 5: A user’s sense of social presence has a positive effect on his/her 
perceptions of assurance of the customer service in an online environment. 

The social identity model of deindividuation effects (Postmes et al. 1998; Reicher et 
al. 1995; Spears and Lea, 1994) was developed as a response to the idea that 
anonymity and reduced presence (or "deindividuated") made communication 
technology socially impoverished. Instead, it provides an alternative explanation for 
these "deindividuation effects" based on theories of social identity (Turner et al., 
1987). In SIDE model, cognitive effects occur when communication technologies 
make "salient" particular aspects of personal or social identity.   According to the 
implications of SIDE model, we hypothesize that: 

Hypothesis 6: A user’s sense of social presence has a positive effect on his/her 
perception of the empathy (personalization) of the customer service in an online 
environment. 

2.4 Overall Service Quality and User Satisfaction 

Prior research has exploring the relationship between service quality and users’ 
satisfaction, behavioral intention and profitability (Gupta and Zeithaml 2006, 
Iacobucci et al. 1995, Zeithaml et al. 1996), etc. It is accepted that the perceived 
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overall service quality leads to users’ satisfaction (Parasuraman et al. 1988, 2005). 
Thus we propose that each dimension for measuring the service quality has a 
significant role in users’ satisfaction on service: 

Hypothesis 7a: A user’s perception of service tangibles has a positive effect on 
his/her satisfaction on the customer service offered in online environments. 

Hypothesis 7b: A user’s perception of service reliability has a positive effect on 
his/her satisfaction on the customer service offered in online environments. 

Hypothesis 7c: A user’s perception of service responsiveness has a positive effect 
on his/her overall evaluation of service quality in an online environment. 

Hypothesis 7d: A user’s perception of service assurance has a positive effect on 
his/her satisfaction on the customer service offered in online environments. 

Hypothesis 7e: A user’s perception of service empathy has a positive effect on 
his/her satisfaction on the customer service offered in online environment. 

3 Research Methodology 

An online experiment was conducted to test the hypotheses. We invited university 
students and university staff as our subjects in the experiment because they are 
proficient Internet users and mostly have online purchasing experience. Three extra 
points of final grade was the incentive to the students who are participating in the 
experiment. These subjects used would not affect the validity of the findings 
(McKnight et al. 2002) in that: (a) University students and IT professionals are most 
proficient Internet users, and conduct more online business; (b) Students and IT 
professional are younger and better educated than conventional consumers, which 
closely resemble the online customer population; and (c) Using a homogeneous 
population can decrease the effect of variance when not exposed to all factors of real 
world environment.  

3.1 Two Experiment Scenarios 

We design two customer service scenarios in 2D and 3D online environments 
respectively. In the 3D version, we choose Second Life as the platform for 
establishing a 3D virtual customer center. We set up a virtual customer center in 
Second Life. We then created a virtual cruise in the water. The design of cruise and its 
surroundings is based on the image of real-world cruises. There is a customer service 
associate within the subject’s field of view, to whom the subject can talk instantly 
with the local chatting function in Second Life.  

In the 2D version, we designed a mock-up website of cruise service, with pictures, 
texts, and videos. We embed a pop-up chat window to the website that allows the 
subject to enquire any information about the cruise service from the active customer 
service associate. 

The subjects will participate in the experiment individually. To mediate the 
practice effects and carryover effects, we use the counterbalancing conditions by 
letting some of the subjects experience 2D version first and then 3D version, and 
others in opposite sequence. Thus, we can capture each subject’s perception of service 
quality and their satisfaction for 2D and 3D versions. They experience the 2D and 3D 
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scenarios separately in a random sequence. Before they start each scenario, they took 
a few minutes for warm-up until they felt familiar with the functions and ready for the 
service task.  

In the experiment, they are assigned to accomplish a service task of figuring out 
the information of the cruise tour as complete as they can. The information includes 
the cruise route, service provided, room distribution, price, based on which they could 
make a decision to reserve a cruise trip in the real world. After finishing their 
experience in each scenario, the subjects are asked to fill in an administered survey 
about customer service quality in online environment.  

3.2 Scale Development 

The variables in our conceptual model – telepresence, social presence, tangibles, 
reliability, responsiveness, assurance, empathy, overall service quality and 
satisfaction – are captured in the post-study questionnaire. All items are assessed on a 
seven-point Likert scale with 1 being strongly disagree and 7 being strongly agree.  

Telepresence is original measured as the participant’s perception of the immersion 
level of the virtual environment (Steuer’s 1992). We adopt the scale developed by Qiu 
and Benbasat (2005). Social presence is measured by the subject’s perception of how 
personable, sociable, sensitive, and warm a computer mediate environment is (Short 
et al. 1976). The dimensions for measuring service quality are justified in the previous 
section. We measure visual aesthetics using Yoo and Donthu’s (2001) scale with 
arranged wording to be assessable in both the 2D and 3D versions. Liu and Arnett’s 
(2000) scale for assessing playfulness is applied in our paper. We combine Janda et 
al. (2002)’s measurement of information and Parasuraman et al. (2005)’s 
measurement of reliability to assess information accuracy in our model. We use the 
original measurement of SERVQUAL (Parasuraman et al. 1998) to adjust it to assess 
responsiveness in the online environment in both versions. Since we particularly want 
to compare the human-related factors in the two scenarios, we refer to some 
measurement of competence and curtesy (e.g., Cai and Jun 2003; Yang et al. 2004, 
Parasuraman et al. 1998) to assess assurance in our paper. We take the original 
measurement of SERVQUAL (Parasuraman et al. 1998) to assess and empathy in the 
model. We use Janda (2002)’s measurement and reword it to assess user satisfaction 
in both scenarios.  

4 Data Analysis  

In this paper, structural equation modeling (SEM) was adopted as the main data 
analysis method. We applied Amos 18.0 to perform the multiple group confirmatory 
factor analysis and the path analysis based on the measurement model. 

The participants in our experiments involve 189 university students, who 
experienced the 2D website based online service and 3D virtual world customer 
center subsequently according to our designed participation procedure. Thus we have 
collected 378 questionnaires altogether for data analysis. The participants’ age ranges 
from 18 to 40. Among them, 118 are male students and 71 female, 80 are 
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undergraduate students and 109 graduates, and 32 had experiences with user-
generated virtual worlds such as Second Life.  

Q-Q plots were drawn first to check the normality of measurement items. US5 
(user satisfaction measurement item) was observed with heteroscedastic residuals; this 
problem was solved when this negative item was recoded into a positive item (Drasgo 
and Hulin 1990).  

4.1 Factor Extraction with Exploratory Factor Analysis 

We applied each statistical analysis to two groups (each 189 records) including the 
structural consistency test, confirmatory factor analysis and the structural equation 
modeling. Our sample size meets the minimum of 100 subjects (MacCallum et al. 
1999) and the subjects-to-variables (STV) ratio reaches 5:1 in each group , which is 
widely accepted as a rule of the sample size for conducting factor analysis (e.g., 
Bryant and Yarnold 1995; Garson 2008).  

We first sent our data set for exploratory factor analysis to extract the dimensions 
for measuring service quality in online scenarios. We applied the principal axis 
factoring method using the promax (oblique) rotation method with Kaiser 
Normalization (Cureton and Mulaik 1975). Since the scale development of service 
quality has been maturely examined in prior literature and we proposed our scale 
starting from the five core-dimension SERVQAUL (Parasuraman 1998), we extracted 
five factors when applying the principal axis factoring method to get the dimensions 
for measuring service quality online.  

It output five factors whose initial eigenvalues were over 1, and the KMO and 
Barlett’s test showed the model was significant and the Kaiser-Meyer-Olkin Measure 
of Sampling Adequacy was .933 for our data, which was high above the threshold .80 
(Kaiser 1970). However, there are several problematic items found according to the 
rotated factor pattern matrix. We deleted above problematic items and ran the 
exploratory factor analysis again, and got very clean factor loadings for the five 
dimension scale.  

We then ran exploratory factor analysis for the five dimensions of service quality 
and other questionnaire items for measuring presence and user satisfaction in the 
research model. The factor loadings in the rotated pattern matrix are all above .60 
(Fabrigar et al. 1999), which indicate significance of the measurement model.  

4.2 Measurement Model Comparison and Validation 

To validate the revised measurement model in the exploratory factor analysis, we 
applied the multiple group confirmatory factor analysis to the data set. With this 
method, we can test the measurement model in two groups and check whether the 
same metric could be shared across groups, and subsequently whether the factor 
variances / covariances are equal across groups. We selected the maximum likelihood 
method to perform confirmatory factor analysis and output various fit indices. 

In AMOS 18.0, we established the baseline measurement model (without any 
constraints across groups), metric model (assuming factor loadings are equal across 
groups), factor model (assuming factor variances and covariances are equal across 
groups if metric model is correct), and the residual model (assuming item residuals 
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are equal across groups), for all the factors. The overall fit and estimates for each of 
the model were calculated by the maximum likelihood method. Table 1 showed the 
model fit indices of the four measurement models.  

Table 1. Model fit indices of multiple group factor confirmatory analysis  

Model Chi-square df p χ2/df CFI GFI NFI IFI RMSEA 

Unconstrained 1193.831 592 .000 2.017 .923 .822 .860 .924 .052 

Metric model 1214.851 611 .000 1.988 .923 .819 .858 .924 .051 

Residual model 1415.177 647 .000 2.187 .902 .797 .834 .903 .056 

Factor model 1728.804 674 .000 2.565 .865 .764 .797 .866 .065 

In Table 1, the unconstrained model and metric model were acceptable 
measurement models according to the model fit indices. We compared the model fit 
to test the invariance of factor loadings, given the unconstrained model is correct. We 
used the chi-square difference test (Anderson and Gerbing 1988) to determine the 
significance of the difference between the unconstrained model and the metric model.  
Δχ2 = χ2

metric – χ2
unconstrained = 1214.851-1193.831 = 21.02, and Δdf = dfmetric – 

dfunconstrained = 19.  The corresponding P-value of Δχ2 and Δdf is .336, which means the 
difference between the metric model and the baseline model is not significant. 

The normed Chi-square (=χ2/df) 1.988, less than the recommended threshold 2, 
indicated a good model fit with equal factor loadings across groups. Moreover, the 
standardized factor loadings of the metric invariance measurement model all higher 
than .6 (Bagozzi and Yi 1988) at p<.001 in both 2D and 3D groups reported that it 
was well fitted.  

Similarly, we used the chi-square difference test to compare the model fit of factor 
model to the metric model. The significant p-value of this comparison meant that the 
metric model fitted better than the factor invariance assumption. Neither was the 
residual invariance model acceptable. Further, we did nested comparisons of model 
by testing each factor variance or each factor covariance individually. With the 
LaGrange multiplier for constraints in each model to be compared, we found most of 
the tests were significant except for testing the variance of telepresence, variance of 
social presence, and their covariance.  

Necessarily, the reliability and validity analyses were performed to validate the 
metric invariance measurement model for each of the group separately. For each 
group measurements extracted from the metric invariance model, we tested the 
internal consistency for all the constructs according to the Cronbach’s alpha and 
calculated the composite reliability (CR) for reliability assessment. The values of 
Cronbach’s alpha and CR suggested reasonable construct reliability. Bagozzi and Yi 
(1988) recommended .60 or above as the acceptable range for the composite 
reliability. Our results in the two groups met these criteria.  

Further, we examined the average variance extracted (AVE) based on the factor 
loadings of the indicators associated with each constructs in the confirmatory factor 
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analysis. AVE is a common adopted index to demonstrate the convergent validity of a 
measurement model in factor analysis. The AVE values of our measurement model 
were well above the threshold of .5. Table 2 is the results of model estimates and 
validation. 

Combined the model comparison results and the significance of the statistics for 
measurement model validation in the two groups, we used the metric invariance 
model established in the multiple group confirmatory factor analysis and constraint 
the variances of telepresence and social presence as well as their covariance across 
two groups,  for the multiple group analysis. 

Table 2. Measurement Model Estimates and Validation for 2D Group 

CR AVE Cronbach's α CR AVE Cronbach's α
2D webistes 3D virtual worlds

Factors

0.85 0.84 0.94

0.78 0.76 0.91

0.77 0.74 0.89

0.75 0.72 0.80

0.78 0.75 0.89

0.62 0.55 0.77

0.66 0.60 0.86

0.73 0.69 0.90

Tele Presence 0.85 0.84 0.94

Social Presence 0.78 0.76 0.91

Reliability 0.77 0.74 0.89

User Satisfaction 0.75 0.72 0.80

Responsivness 0.78 0.75 0.89

Ampathy 0.62 0.55 0.77

Tangibles 0.66 0.60 0.86

Assurance 0.73 0.69 0.90

 

4.3 Multiple Group Analysis for the Structural Model  

Maximum likelihood estimator was still adopted as the discrepancy function in the 
structural equation modeling. We first ran the structural model without constraining 
that the path coefficients are equal across groups. Three hypotheses were not 
supported in either of the group. Thus we deleted the three paths (social presence  
responsiveness; social presence  empathy; empathy  user satisfaction). Empathy 
was not related to any factor in the structural model then. However, as one of the key 
dimensions of overall service quality, empathy, as well as responsiveness, has strong 
causal relationship with assurance, according to the model modification indices. Thus 
we added theses two paths to test their impacts on assurance in the model. Similarly, 
there indicates a relationship between tangibles and reliability, so we added another 
path (tangibles  reliability).  

We constrained the coefficient invariance for each path individually for this step to 
compare with the unconstrained revised structural model. The same method as we did 
for multiple group confirmatory factor analysis was applied to compare the 
significance of chi-square difference. However, for every single test, we got a 
significant p-value, indicating that the unconstrained model fitted better than with any 
constraint added to the model. This means the coefficients for each path differs across 
groups.  
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Fig. 2. Structural Model for 2D and 3D Group respectively (at .05 significance level) 

Figure 2 respectively illustrated the path coefficients and significance for 2D and 
3D groups. The overall fit of the multiple group model indices showed acceptable 
indicants, with the chi-square=1255.637, degree of freedom=630, thus the normed 
chi-square = 1.993 indicated good fit of the structure model. Other indices such as 
CFI=.928 and RMSEA=.051 also indicated a satisfactory structure model. 

5 Discussion and Conclusion 

Our research model emphasized the effect of environmental features on online users’ 
sense of presence. We focus on the service quality and user satisfaction in the 3D 
virtual worlds and compare these factors to those in traditional 2D website based 
service. We aim to demonstrate it is a wise choice to conduct customer service in 3D 
virtual world, which would be a useful marketing tool to improve customer service 
quality. We justified our research model and interpreted the underlying factors that 
are associated with user satisfaction. We demonstrated the advantages of customer 
service in 3D virtual worlds, that is, the communication efficacy and vivid virtual 
design in the user-generated environment.  

The multiple group analysis indicates that the advantages of customer service 
offered in 3D virtual world mainly lie in two parts: the vivid presentation of virtual 
objects as their real world counterpart, and human-related factor (including 
responsiveness, communication efficacy, and personalized service) due to the 
increased social presence in the immersive environment. The virtual environment 
could be designed as exactly same as the real world environment with detailed 
distribution in the location based world. According to the media richness theory, 
communication efficiency is increased in the 3D virtual world as if avatars interact 
face to face. The voice chat setting in Second Life ensures the high quality customer 
service if the users want detailed explanation about the product of service. 

The revised model indicated that one of the dimensions of service quality, 
empathy, is not directly associated with the user satisfaction in either 2D or 3D 
scenarios. However, there is a causal relationship between empathy and users’ 
assurance in the online environment. This means, the customer service associate’s 



Comparing the Quality of Customer Service in 3D Virtual Worlds to Web-Based Service 245 

personalized service in the online platform positively help the users establish online 
trust with other users or the customer service associate (Ramnath et al. 2005). 
Therefore, the underlying relationship between empathy and assurance as a new path 
brings better model fit than our proposed research model. Responsiveness is only 
associated with user satisfaction in 2D website. However, there is also a causal 
relationship between responsiveness and empathy. Similarly as empathy, the customer 
service associate’s responsiveness to consumers is helpful to 2D websites explorers, 
whereas the effect is moderated by the direct interaction with the customer service 
associate in 3D virtual worlds. 

When we propose our scale for measuring service quality, we redefined the 
reliability as information accuracy, which include the information conveyed by  
the customer service associate as well as from users’ perception online objects in the 
respective environment. Telepresence in our research model was defined to describe 
users’ perception on the environmental design in the contrast to social presence. The 
causal relationship between telepresence and information accuracy is only significant 
in the 3D environment, where the presentation of virtual product and environment 
brings to consumers a clear idea on the product or service provided.  

We failed to find support for the hypotheses (H4, H6) that social presence is 
associated with responsiveness and empathy, because these two dimensions are 
closely correlated with assurance. Thus only three out of five dimensions of service 
quality are positively related to user’s sense of presence in the online environment. 
Even though users in 3D virtual worlds have higher sense of presence than 2D 
website, we cannot draw the conclusion that the overall service quality in 3D virtual 
world customer center is significantly higher than 2D website service quality.  

In addition to test our research model, we test the validity of scale for measuring 
service quality by running the causable relationship between each of the five 
dimensions and overall service quality from the questionnaire items. Expectedly we 
obtained good model fit (CFI=.936), which indicate the SERVQUAL scale 
(Parasuraman et al. 1988) is a good source for studying scale development of service 
quality in the online environment especially in 3D virtual worlds. Moreover, overall 
service quality is significantly related to user satisfaction. 

Our results of multiple group structural equation modeling indicate that users of 3D 
virtual worlds obtained better sense of being in the online environment and using the 
3D platform for customer service can increase user satisfaction by providing higher 
customer service quality in the immersive environment. To be specific, businesses 
may focus on virtual product and environment design and increase the customer 
service associates’ communication skills to satisfy potential customers. From a 
practical point of view, our research brings a new idea for businesses to improve their 
customer service and thus increase the business value. 
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Abstract. In this paper we propose a research agenda for studying the impact of 
query suggestion features on cognitive load and customer satisfaction during 
online shopping in e-commerce websites. Despite the popular use of query 
suggestion features in search engines and large e-commerce websites such as 
Amazon.com and eBay, there is little research in this area. Based on a review 
on prior literature in query suggestion and online shopping, a research model 
and five hypotheses are posed. A lab experiment is proposed to test the 
hypotheses and potential implications of the research are discussed. 

Keywords: query suggestion, e-commerce websites, cognitive load, customer 
satisfaction, purchase intention. 

1 Introduction 

There is a rapid growth in the number of people shopping via the Internet. Online 
shopping provides opportunities for customers to reach the businesses globally and 
directly. Accordingly, it is important for the online stores to understand the 
customers’ behaviors and purchase intentions in order to sell their products effectively 
and satisfy their customers. The perceived ease-of-use of the online shopping 
websites directly influence customers’ attitude towards online purchase, and hence, 
their intention to purchase online [22]. Therefore, it is critical that the working 
environment of the website is user-friendly and can help users to obtain desired 
results easily [10]. 

Product search function is always an important feature of online store navigation. 
Customers often reach a product they want to purchase through product search 
engines [16]. Thus, improving the search engine of online shopping websites is 
significant in increasing the efficiency of getting the results that can better satisfy 
consumers’ needs. Some e-commerce websites, e.g. Amazon.com and eBay, have 
already added useful features in their search engines. The main idea of these features 
is to help the users form suitable queries by providing them with queries made by 
other users before. There are two ways to display these queries. One of the 
approaches is called real-time query suggestion, in which the recommended queries 
are shown interactively when users are entering the words in the query entry box. This 
is often implemented using AJAX technologies like the one used in Google Suggest 
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[19]. Another approach is retrospective suggestion, where the suggested queries are 
shown after retrieval has been executed [23]. However, the effectiveness of the use of 
such query suggestion features in online shopping website is little known. 

The objective of this paper is to examine the effectiveness of query suggestion in 
online shopping websites. We propose a research model and an experiment design to 
test the impact of query suggestion on customers’ cognitive load (e.g., number of 
reformulations, decision time) and satisfaction when using these systems. Two 
settings will be used in the experiment – a baseline setting that does not provide any 
query suggestion and a real-time query suggestion system. Knowing the features of 
the systems help online stores in developing search engines in order to benefit from 
the market. 

2 Literature Review 

It has been pointed out that customer satisfaction occupied a central position in the 
outcome of marketing activity and it is directly in relation to the post-purchase 
phenomena such as attitude change, repeat purchase and brand loyalty [8]. The 
increasing usage of e-commerce websites has drawn great research interests in 
analyzing the factors affecting user satisfaction. It was found that poor usability of 
websites leads to poor company image [3]. The service quality of online stores has 
significant effects on user satisfaction. It has been shown that since customers who 
have experienced high level of service will visit that e-commerce website again, 
financial success of the stores will be enhanced by high service quality [12]. In order 
to make a successful shopping website, online stores should actively seek ways to 
improve their websites [14]. It was also shown that the factors affecting user 
satisfaction of websites, including control, efficiency and helpfulness, which indicated 
the ease for user to navigate through the website, to find the information they needed 
at a reasonable speed, and to offer help when finding information and navigating [13].  

In order to increase customers’ satisfaction, some e-commerce websites such as 
Amazon.com and eBay have implemented query suggestion function in their product 
search engines. The suggested queries are the queries made by other users before or 
similar terms available in the databases of those e-commerce websites. Many 
researches focused on the design of query suggestion method to help users formulate 
better queries. One possibility is to analyze user queries submitted to search engines. 
A new query suggestion method has been proposed by using the relationships 
between query terms and document terms from user logs to aid the query suggestion 
[9]. A query recommendation technique was also proposed based on reusing previous 
search histories [2]. This research showed the way in which the queries are scored and 
ranked using relevance and coverage factors in order to prioritize the results. 
Semantic nets and ontologies have also been used to support query suggestion and 
found that the suggested queries provide more relevant results [21]. 

However, there are only a few studies on the effectiveness of this technique for real 
searchers. Some researchers have conducted experiments on three search systems: a 
baseline system which does not offer any query suggestion, a real-time query 
suggestion which displays the suggested queries when users are entering words in the 
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query entry box, and a retrospective system which displays the suggested queries after 
the retrieval has been executed [23]. The results show that real-time query suggestion 
has the best performance in the quality of initial queries, engagement in search and 
the uptake of query suggestion. However, their study was on general search and may 
not be applicable to e-commerce applications. We have not been able to identify any 
study on the effectiveness of query suggestion in e-commerce websites.  

3 Research Model and Hypotheses Development 

The research model proposed in this study is illustrated in Figure 1. Cognitive load is 
one of the variable assessing the efficiency and effectiveness of the three systems. 
Cognitive load can be considered to be a multidimensional construct that represents 
the load that performing a particular task imposes on the cognitive system of a 
particular learner [18]. The cognitive load of using the systems will be measured by 
the number of reformulations [11] and decision time. It is also found that when the 
cognitive load decreases, user satisfaction of searching on that system increases [20]. 
Moreover, customer satisfaction leads to higher repurchase intention from the same 
online stores [1]. 

Hypothesis 1: When query suggestions are provided, the number of reformulations 
will be reduced.  

 
 

(+) denotes positive relation; (-) denotes negative relation between variables. 

Fig. 1. The research model 

One of the reasons why query reformulation occurs is that users may have a quite 
specific information need in mind but is uncertain how to express that need in query 
language [4]. Without the recommendation, users will doubt the correctness and 
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effectiveness of the queries they entered. They cannot obtain assistance when they 
have difficulties expressing their intention of search until they read through the result 
displaying pages, and have limited adjustment ability to reformulate their search 
queries. With assistance provided, the cognitive load of searchers can be significantly 
reduced. When they are not sure of the spelling of words, the query suggestion 
function can generate help. When they type a very general term, the function can offer 
suggestions to make the queries more specific. When they are facing difficulties in 
presenting their queries, the function can provide suggestions based on the overall 
popularity of search strings by other users, which can be extracted from search logs 
[6]. Hence the suggestions displayed by the system can enable customers to express 
the products they want to find more effectively. The assistance by the query 
suggestion function will help customers figure out the best query and arrive at the 
products they intend to search in a minimal number of reformulations.  

Hypothesis 2: When suggestions are displayed, the average time to complete the 
search on products is shorter than that without suggestions. 

The product queries suggested can enable customers to express more keywords than 
they would otherwise have thought of so as to arrive at a solution more quickly. 
Customers can adjust their queries from the queries made by other users before and 
form a more effective query by relying on the suggestions from the query suggestion 
function. They do not have to look through the result displaying pages. Without the 
assistance of query suggestions, customers have to find a more effective query on 
their own by reading the result displaying pages and evaluating the products, which 
takes more time in adjusting the queries to find a suitable product than that when 
recommendations of queries are displayed.  

Hypothesis 3: Customers will have higher satisfaction with the online stores when 
query suggestions are provided. 

Since the query suggestion function can offer help for customers to express their 
intention of search, the products they found can satisfy their needs better. The 
customers will appreciate more on the website, and hence, improve the images of the 
company. The customers will also be more satisfied with the usability features and 
technical sophistication of the online website. Therefore, the level of satisfaction of 
customers will be increased. 

Hypothesis 4: Customers will have higher satisfaction with the product when query 
suggestions are provided. 

If the query suggestion function is available, when customers are entering their queries in 
the search box, they can see the suggestions of similar items. They may try to explore 
these items due to curiosity. The more they explore, the more products they will discover. 
Since these products may be similar or are accessories to the item that the customers 
intend to find originally, they may be interested in these products after exploring them. 
Hence the customers will be more satisfied with the products that they find.  

Hypothesis 5: Customers will have higher intention to purchase products when 
query suggestion function exists. 
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In e-commerce websites, information quality is considered to be one of the key design 
factors contributing to the success of online shopping websites [15]. If query 
suggestions are provided, customers would be able to express the products they intend 
to search in more specific ways. The availability of query suggestion function can 
increase the level of user-friendliness of the webpage. It allows customers to more 
easily determine the products they want to search and purchase. Therefore, customers’ 
purchase intention will increase when query suggestion function is available. 

4 Discussion and Future Work 

To test the hypotheses, we plan to conduct a lab experiment on using the real-time 
query suggestion function in an e-commerce website such as Amazon.com. Lab 
experiment is a widely used method for assessing web search functionality [7]. About 
200 subjects will be recruited to participate in this study. The experiment will be 
conducted using two settings, one with query suggestion and one without. Subjects 
will be required to perform two shopping tasks on the e-commerce website under each 
setting. The two tasks include one simple search and one complex search, which will 
help us reduce the effect of task complexity [5]. For simple search, subjects will be 
required to find some details of a particular product, such as the screen size and 
dimensions of a specific camera model. For complex search, subjects have to make 
purchasing decisions based on the situation provided. An example of the complex 
search task will be as follows:  

“Next Friday will be your friend’s birthday. You want to give him a 
birthday gift. He is very interested in reading, and you would like to give him 
a book as present. You have limited budget of $100. As you can choose only 
one gift in this case, you have to make your decision very carefully.”  

Subjects will do this experiment independently. Upon the arrival of subjects, they will 
be given the instructions and overviews of the tasks they need to accomplish in the 
experiment and will complete a demographics questionnaire focusing on their search 
and online shopping experience. Before each task, the descriptions of the shopping 
items will be provided to the subjects. The order of the systems used and the search 
tasks will be randomized. Number of reformulations and decision time will be 
automatically recorded. After using each system, subjects will have to answer the 
questions regarding their cognitive load and satisfactions on the systems used and 
products searched, and their purchase intention. Other control variables will be 
measured in the questionnaire as well. They can also give any other open opinions on 
this experiment. 

We expect this research to have several implications. From an academic 
perspective, it will help us better understand the role of query suggestion functions  
in the online shopping process in e-commerce websites. From a practical point of 
view, the study is expected to provide some findings on how customers utilize and 
react to the query suggestion function and help decide whether query suggestion 
should be used in these sites. We also plan to study the impact of incorporating 
advertisements, such as sponsored links [17], in the query suggestion function. 
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Abstract. To address the possible impacts of cultural differences, companies tend 
to set up localized websites for different countries. These localized websites 
usually feature local content, local language, and local cultural elements. 
However, in an increasingly globalized economy, individuals around the world 
are now more exposed to multiple cultures and may even have internalized 
multiple cultures. Psychology theories suggest that these individuals’ perceptions 
and decision making may vary in response to different cultural cues. As such, 
localized websites could serve as cultural cues that impact online consumers’ 
building of trust and subsequent decision making. In this study, we focus on one 
basic consideration of localization (i.e., incorporating cultural elements into 
websites) and investigate whether the effects of social presence on trust building 
will be contingent upon it. This study intends to contribute to understanding the 
effectiveness of these localization strategies in building online consumers’ trust in 
e-commerce websites. 

Keywords: Localization strategies, biculturals, social presence, trusting beliefs. 

1 Introduction 

With rapid development of information technology and extensive adoption of e-
commerce websites, the potential impacts of cultural values have been capturing the 
attention of both industry practitioners and researchers [3, 21]. Companies acknowledge 
the importance of cultural differences and set up localized websites for different 
countries and even for different cities. These localized websites usually feature local 
content, local language, and local cultural elements. Prior research found that 
individuals across cultures had distinctive preferences for website design [4]. Operators 
of e-commerce websites implement localization strategies to address varying 
preferences across cultures in promoting their websites. While localization strategies are 
believed to be an effective way to address the needs of local individuals, psychology 
theories suggest that these individuals’ perceptions and decisions may vary in response 
to different cultural cues. Drawing from psychology theories [14], we will extend prior 
research on localization strategies of websites by studying how the building of trust in e-
commerce websites would be contingent on localization strategies. 

In today’s globally connected world, many individuals have internalized two 
cultures and speak the languages associated with each of those cultures. It was 
estimated that 20% of individuals in the United States have lived in another country 
before moving to the United States [1]. These potential bicultural individuals  
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(a.k.a. biculturals) are familiar with two different cultures and have internalized both 
cultures. The two internalized cultures may be associated with two distinct culture-
specific cognitive structures or mental frames with their respective values, norms and 
behaviors [2] and with competing theories, such as collectivist versus individualist 
orientations. Hong et al. (2000) suggest that the competing culture-specific mental 
frames cannot simultaneously guide cognition. Instead, in response to contextual and 
environmental cues, a particular mental frame will be more accessible and guide the 
cognition at any one time. The process of shifting mental frames is called “cultural 
frame switching”. When the shift of mental frame is activated by cultural cues, 
biculturals could shift their values and change their decision making strategies [2]. 
The emerging salience of biculturals raises an important question. Is it always 
advisable for the operators of e-commerce websites to localize their websites for 
different regions? Cultural knowledge is “like a contact lens that affects the 
individuals’ perceptions of visual stimuli” [14]. It is possible for the biculturals to 
respond unexpectedly, in favorable or unfavorable manner, when the localized 
websites activate the specific mental frames.  

Individuals in different regions espouse varying values and norms, and could be 
dimensionalized for systematic comparisons [13]. The varying cultural values of 
individuals influence their perceptions of web design elements and their judgments. 
Previous researchers mostly devoted their efforts to investigate the impacts of cultural 
values and norms at the country level. For example, Cyr (2008) found that the visual 
design of localized web sites resulted in website trust for Chinese individuals but not 
for Canadian and German individuals. In another study, cultural differences were 
found to influence the effectiveness of trust building strategies in the context of 
Internet shopping [21].  

Even though several studies have suggested that individuals could espouse national 
cultural values to different degrees and exhibit differences in their perceptions of 
information technology [22], relatively few studies have investigated the cultural 
impacts at the individual level. This study intends to complement prior studies by 
investigating how individuals in the same country are affected by their internalized 
cultural values. It investigates the interplays between localization strategies and 
biculturals at the individual level. Specifically, we focus on the basic consideration of 
localization, i.e., incorporating cultural elements into websites. Our research objective 
is to investigate how the building of trust in e-commerce websites would be 
contingent on the localization of websites.   

2 Theoretical Background and Hypotheses 

2.1 Social Presence and Trusting Beliefs 

Social presence can be defined as the extent to which a medium allows users to 
experience others as being psychologically present [8]. Social presence theory views 
social presence as a quality inherent in a communication medium and the social 
presence of a medium could be characterized as its capacity to transmit information 
about non-verbal cues [20]. From a psychological perspective, social presence of a 
medium is concerned with the medium’s ability to transmit the feeling of “warmth” and 
sociability. Being an emerging medium in the last century, a website’s social presence is 
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concerned with its ability to transmit the feeling of human touch and sociability [4]. 
Social presence has been found to be an important determinant of trust in e-commerce 
websites [10, 11]. Trust in an e-commerce website can be defined as an individual’s 
willingness to rely on the e-commerce websites and willingness to be vulnerable to the 
actions taken by the e-commerce websites [16]. Gefen and Straub (2004) have 
conceptualized trust as a “set of beliefs about other people that serve to justify an 
interaction with these persons, based on the belief that they will behave socially as 
expected and in doing so will provide the trusting party with its expected outcomes”. 

2.2 Biculturals and Cultural Frame Switching 

Hong et al. (2000) proposed that biculturals who internalized two cultures have access 
to two cultural meaning systems. Biculturals could apply either one of the cultural 
meaning systems in response to contextual cues, such as language and national flags, 
through a process called cultural frame switching (CFS). If a particular set of norms 
and values has been learnt in a particular context, the factors that are associated with 
this context is likely to increase the accessibility of these norms and values, and 
increase the likelihood of applying these norms in appropriate situations. Hong et al. 
(2000) showed that when Hong Kong biculturals are primed with Chinese cues, they 
made more external attribution, i.e., attributed the responsibility to situational or 
contextual factors. In contrast, when primed with American cues, Hong Kong 
bicultural individuals made more internal attributions and attributed the responsibility 
to themselves. By manipulating the contextual cues that would activate different 
cultural meaning for biculturals, Hong et al. (2000) managed to reproduce the patterns 
that were observed in cross-national comparisons [18].  

Being associated with the largest ethnic groups with distinctive cultural values and 
norms, biculturals who internalized Chinese and Western cultures were chosen by 
previous researchers to investigate perceptions and behaviors of biculturals. Examples 
include Chinese Canadian biculturals [19], Chinese American biculturals [1], and 
Hong Kong Chinese [2]. Consistent with these studies, we chose the biculturals who 
internalized both Chinese and Western cultures for investigation and used Chinese 
and Western cultural cues to activate their respective cultural values in this study. 
Figure 1 depicts our research model.  

 

Fig. 1. Research Model 
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2.3 Hypotheses 

Gefen and Straub (2003) suggested that social presence builds trust based on the 
conveyance of social cues in the online context. Higher levels of social presence help 
online consumers to build trust in e-commerce websites by making it more difficult 
for operators of e-commerce websites to hide information and engage in unexpected 
behavior. With a higher level of social presence, online consumers can gain more 
confidence that they have greater ability to predict online vendors’ behavior and 
detect untrustworthy behavior. Doney et al. (1998) suggested that trust is built up 
when the trusting party gains confidence in his/her ability to predict the trusted party’s 
future behavior with accuracy. Compared with individuals in individualist cultures 
who accept variations in behavior, individuals in collectivist cultures embrace the 
value of behavioral conformity. Norms and values in collectivist cultures support 
behavioral conformity and curb variations in individuals’ behavior. Also, the costs of 
deviant behavior are higher in collectivist cultures than in individualistic cultures. 
Therefore, relative to individuals with individualist cultural values, individuals with 
collectivist cultural values are more likely to form trust by embracing the value of 
behavioral conformity among individuals and making it easier for one to predict the 
trusted party’s behavior with accuracy [7]. 

When biculturals are primed with cues of different cultures, their respective 
cultural values and norms will be activated. For individuals who internalized both 
Chinese and Western cultures, the cultural elements incorporated in a particular 
website could serve as the contextual cues that activate individuals’ respective 
cultural values and norms. For example, the choice of Chinese as the presentation 
language in web pages activates Chinese culture [2] that is characterized by 
collectivism [13]. The use of English language activates Western cultures that are 
characterized by individualism. With Chinese cultural values activated, it is more 
likely for them to form trusting beliefs toward the website with a high level of social 
presence. A high level of social presence provides individuals with more social cues 
and gives individuals more confidence in detecting untrustworthy behavior. As 
proposed by Doney et al. (1998), relative to individuals with individualist cultural 
values, individuals with collectivist cultural values are more likely to form trust based 
on their confidence in predicting the trusted party’s behavior. We therefore propose 
that the positive impact of social presence on trusting beliefs will be more prominent 
when biculturals’ Chinese cultural values are activated by Chinese cultural cues than 
when their Western cultural values are activated by Western cultural cues. 

H1: Social presence has a positive impact on biculturals’ trusting beliefs. 

H2: The positive impact of social presence on biculturals’ trusting beliefs will be 
stronger when Chinese cultural elements are incorporated into a website than when 
Western cultural elements are incorporated. 

In the context of e-commerce, disclosing personal information, such as name and 
contact information, are often required as part of the purchase transaction. This 
disclosure of personal information may expose online consumers to the risk of 
privacy invasion. Trusting beliefs have been shown to ease online consumers’ 
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negative perceptions and enhance their willingness to disclose personal information 
[6]. There are two board frames of decision making, i.e., promotion focus and 
prevention focus [12]. Promotion focus is generally characterized by attention to 
positive outcomes of one’s behavior, while prevention focus is characterized by 
attention to negative outcomes of one’s behavior. Chinese socialization appears to 
induce a prevention orientation [17]. When biculturals’ Chinese cultural values are 
activated by the Chinese cultural elements presented on the websites, it will induce a 
prevention orientation and these biculturals will focus on the potential negative 
outcomes of their decisions. When biculturals are shown with Chinese cultural 
elements and are induced with a prevention focus, they will have the tendency to 
avoid loss and choose the loss-minimizing options. Under such circumstances, we 
hypothesize that trusting beliefs will be less effective in easing biculturals’ negative 
perceptions and in enhancing their willingness to disclose personal information.  

H3: Trusting beliefs are positively related to biculturals’ willingness to disclose 
personal information.  

H4: The positive impact of trusting beliefs on biculturals’ willingness to disclose 
personal information will be weaker when Chinese cultural elements are 
incorporated into a website than when Western cultural elements are incorporated. 

3 Future Plans and Expected Contributions  

An online experiment will be conducted to test the hypotheses. We will use a 
between-subject design with two between-subject factors: social presence (high vs. 
low) and cultural elements (Chinese vs. Western). Monetary incentive will be 
provided to recruit college students as participants for this study. Participants will be 
randomly assigned to an experiment condition.  

This study intends to make several contributions. First, by drawing from 
psychology theories we develop hypotheses to test the effects of localization 
strategies of e-commerce websites on trust building among the biculturals. These 
biculturals have internalized two cultures and distinct cultural values and norms could 
be activated by localized web design features. Through this research, we will 
contribute to understanding the effectiveness of these localization strategies on 
building online consumers’ trust in an e-commerce website. Second, this study 
investigates how the impact of biculturals’ trusting beliefs on decision making would 
be contingent on the localization of websites. Cultural elements could induce 
individuals’ tendency to focus on the gains or loss when making a decision. This 
study intends to contribute to a better understanding of the decision making process. 
Third, this study addresses an important business question that captures the attention 
of industry practitioners. Companies invest considerable amount of resources in 
setting up and maintaining localized websites. However, there is no systematic study 
on whether these localized websites are effective in addressing the distinctive 
preferences of individuals in different regions. Our study will fill these research gaps 
and provide practical implications about these localization strategies. 
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Abstract. This study examines how e-commerce creates value for firms from 
the perspective of dynamic capability theory. A theoretical model is proposed 
and tested using structural equation modeling techniques based on survey data 
collected from firms that have been using e-commerce in their operations for an 
average of 4 years and have more than 25% of sales or procurement via e-
commerce channels. We find that top management participation is a key 
contributor to the development of a firm’s potential and realized absorptive 
capacities. These two forms of absorptive capacity in turn contribute to the 
firm’s integrative capability, theorized as a form of dynamic capability, which 
then impacts the firm performance indicators. Different contributions of the two 
absorptive capacities are delineated, so are the effects of top management on the 
absorptive capacities. Theoretical and practical contributions of these findings 
are discussed. 

Keywords: E-Commerce, Absorptive Capacity, Integration, Firm Performance. 

1 Introduction 

Research literature on e-commerce has been diverse in theory, methodology, focus, 
and findings [23]. Studies that focus on the question of how e-commerce impacts firm 
performance offered recommendations and prescriptions based on different 
theoretical and practical perspectives. For example, Saeed et al. [17] examined the 
impact of e-commerce on firm performance from the perspective of customer 
psychology and web site features, while Zhu and Kreamer [27][28] focused on how a 
firm’s e-commerce capabilities and IT infrastructure work together to create positive 
impact on firm performance. Other studies focused their attentions on process 
integrations with external business partners in B2B environment [13][15]. 

In this study, we attempt to provide an integrated view of how e-commerce 
capabilities impact firm performance without differentiating B2C and B2B 
operations. We argue that in the current business environment it is rare that a firm 
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only focuses on either B2C or B2B side of e-commerce. Sustainable competitive 
advantage is more likely to be acquired if a firm fully integrates its B2B and B2C 
strategies and operations into comprehensive e-commerce strategy and operations that 
permeate strategic planning, internal and external business processes, supply chain, 
and customer service operations, i.e., the entire value chain of the firm. Therefore, the 
core research questions of this study are: 1) where can firms develop their  
e-commerce capabilities? and 2) how do these capabilities impact the firms’ 
performance? To address these questions, we draw on the dynamic capability theory 
as advanced by Teece et al. [21] and Eisenhardt and Martin [6] and posit that a firm’s 
integrative capability is the core source of its competitiveness in the global e-market. 
We further argue that this integrative capability is driven by top management 
participation in e-commerce activities and initiatives, and derived from the firm’s 
potential and realized absorptive capacities. In the sections that follow, we develop 
this theoretical thesis and test the hypotheses with survey data collected from 145 
firms that have e-commerce as a substantial part of their business operations. 

2 Theoretical Development 

The dynamic capabilities theory [6][12] addresses the criticisms of the widely used 
resource based view (RBV) [2][16][[24] in the strategic management literature by 
shifting the focus from the firm’s endowment of resources to the firm’s capability to 
reconfigure and deploy the resources in response to competitive conditions. Teece et al. 
[21] defines dynamic capability as “the firm’s ability to integrate, build and reconfigure 
internal and external competences to address rapidly changing environments” (p. 516). 
Instead of positing that it is the possession of rare, valuable, immobile, and non-
substitutable resources that gives a firm sustainable competitive advantage as in RBV, 
the dynamic capabilities view emphasizes that it is the ability to use (configure, combine, 
deploy, and exploit) these resources in response to changing environment that generates 
sustainable competitive advantage for the firm. As Teece et al. [21] put it: “In short, 
identifying new opportunities and organizing effectively and efficiently to embrace them 
are generally more fundamental to private wealth creation than is strategizing, if by 
strategizing one means engaging in business conduct that keeps competitors off balance, 
raises rival's costs, and excludes new entrants.” (p. 509). 

The theory of dynamic capability is especially salient to the understanding of how 
e-commerce creates competitive advantages to firms. This is because the most 
commonly used e-commerce technologies and applications, such as those in B2C 
transactions and B2B exchanges, are readily available to and easily copied by all 
participants in the competitive landscape. However, what differentiates the 
competitors is their ability to integrate e-commerce technologies, applications, and 
processes with internal and external business processes and infrastructure efficiently 
and effectively. This argument leads to the core thesis of this study: the integrative 
capability of a firm, defined as the capability that allows the firm to build, 
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accumulate, deploy, and exploit its e-commerce infrastructure and applications among 
business units and across business partners, is a dynamic capability. Therefore, 
integrative capability is a key component for value creation by e-commence in firms. 
We further argue that the integrative capabilities are developed primarily through the 
firm’s absorptive capacity [5] related to e-commerce, and directly and indirectly 
enhanced by top management participation in e-commerce related activities and 
initiatives. The integrative capability of the firm leads to higher levels of internal 
integration between traditional business processes and e-commerce business 
processes, and external integration between the internal business processes and those 
of the upstream and downstream partners (suppliers, distributors, and customers). 
These integrated business processes constitute another set of valuable, rare, immobile, 
and causal ambiguous resources, thus lead to better firm performance (operational and 
financial). This thesis is summarized in the research model as shown in Figure 1, and 
the definitions of the key constructs in this model are presented in Table 1. 

2.1 Integrative Capability and Firm Performance 

While not widely discussed in the context of e-commerce, research literature has long 
recognized that integrations between different systems and processes that make up a 
firm’s operation have significant impacts on the bottom line (cost) and the top line 
(revenue) of a firm [18][27]. This is because that system level and process level 
integrations eliminate human errors, reduce operational cost due to decreased 
inventory level and increased inventory turnover, reduce cycle time from order to 
delivery, and improve quality of operational decisions due to timely data and shared 
information among different parties within and outside the firm. In addition to the 
direct operational impacts, due to the complexity, path dependency, and opaque 
nature of systems and process integrations, they also have the characteristics of 
strategic resources. 

 

Fig. 1. Research Model 
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Table 1. Definitions Construct and Reference Sources of Measurement 

Construct Symbol Definition  Sources of 
Measurement 

Top 
Management 
Beliefs 

MB The degree to which top management of the 
firm believes in the role of electronic 
commerce in their business.  

[14] 

Top 
Management 
Participation 

MP The degree to which top management of the 
firm participates in the electronic 
commerce in their business. 

[14] 

Top 
Management 
IT Knowledge 

MT The degree to which top management of the 
firm understands IT and the role of IT in 
their business. 

[1] 

Potential 
Absorptive 
Capacity 

PAC The organizational capacity to learn and 
understand new technologies and processes 
for generating solutions to new challenges.  

[26] 

Integrative 
Capability 

IC The organizational capability to combine 
different resources and capacities to support 
organizational transformation and renewal.  

[22][25] 

Realized 
Absorptive 
Capacity 

RAC The organizational capacity to exploit and 
transform existing technology and 
processes for generating solutions to new 
challenges.  

[26] 

Impact on 
Operations 

OPR The impact of ecommerce on a firm’s 
operational performance such as 
productivity, cycle-time, and customer 
satisfaction.  

[28] 

Impact on 
Procurement  

PUR The impact of ecommerce on a firm’s 
procurement performance such as inventory 
cost, procurement cost, and cash flow. 

[28] 

Impact on 
Sales  

SAL The impact of ecommerce on a firm’s sales, 
such as total revenue, profit margin, and 
customer satisfaction. 

[28] 

 
Integrating heterogeneous systems and disparate business processes as a result of 

introducing e-commerce into the strategic and operational mix not only requires 
technique skills, but also demands a firm to be able to coordinate different tasks, 
teams, and stakeholders, resolve resource, power, and political conflicts and 
contentions, and overcome unforeseen technical complications related to 
incompatibility in data, standards, and procedures.  To further delineate a firm’s 
ability to integrate its e-commerce systems and processes internally and externally, in 
this study, we use a single construct called integrative capability to capture a firm’s 
capabilities to combine different resources and processes internal and external to 
create integrated systems and processes. In this sense, integrative capability is the 
reincarnation and an operationalization of the dynamic capability concept. The 
concept of integrative capability was originally proposed by Verona [22] as “an 
adhesive by absorbing critical knowledge from external sources and by blending the 
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different technical competencies developed in various company departments.” (p. 
134). Verona defined two types of integrative capabilities: external integrative 
capabilities and internal integrative capability, with similar dimensions (managerial 
process, integrative structures, and culture and value for integration) but different 
orientations (external and internal). On the other hand, Yeoh and Roth [25] 
distinguished two organizational capabilities: component capability – defined as local 
abilities that are fundamental to day-to-day problem solving, such as economies of 
experience, knowledge and skills embedded within the firm, or organizational 
routines, and integrative capabilities – defined as the ability to deploy or use both 
resources and component capabilities in new or flexible ways to support 
organizational renewal. In this study, for theoretical parsimony, we use the single 
construct – integrative capability – to capture these dynamic capabilities of a firm. 
Thus, we posit that:   

 
Hypothesis 1a: The level of a firm’s integrative capability is positively 
associated with the operational performance of the firm related to e-
commerce. 

 

Hypothesis 1b: The level of a firm’s integrative capability is positively 
associated with the procurement performance of the firm related to e-
commerce. 

 

Hypothesis 1c: The level of a firm’s integrative capability is positively 
associated with the sales performance of the firm related to e-commerce. 

2.2 Potential and Realized Absorptive Capacity 

In the strategic management literature, a closely related concept to dynamic capability is 
absorptive capacity. Cohen and Levinthal [5] defined the absorptive capacity as a firm’s 
ability to recognize the value of new and external information, assimilate it, and apply it 
to commercial ends, and argued that it is critical to the innovativeness of the firm. This 
idea has been widely adopted by scholars and used to explain a broad range of 
phenomena. In the subsequent literature since Cohen and Levinthal [5], the concept of 
absorptive capacity has been extended by numerous scholars with new dimensions that 
go well beyond the original specification, such as personal skills, ability in learning and 
training, and prior experiences. One of the most critical reconceptualization of absorptive 
capacity was proposed by Zahra and George [26] in which four fundamental dimensions 
of absorptive capacity were explicated: acquisition, assimilation, transformation, and 
exploitation. Zahra and George [26] then proposed two types of absorptive capacity: 
potential absorptive capacity (PACAP) which consists of the acquisition and assimilation 
dimensions, and realized absorptive capacity (RACAP) which consists of the 
transformation and exploitation dimensions. In essence, the PACAP captures the original 
Cohen and Levinthal [5] specification about absorptive capacity, and the RACAP 
captures the extensions added by scholars in the later studies.  

In this study, for theoretical clarity, we use the concept of potential absorptive 
capacity (PACAP) and realized absorptive capacity (RACAP) as defined and 
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operationalized in Zahara and George [26]. PACAP emphasizes a firm ability to learn 
and acquire new knowledge, understand, interpret, and assimilate the acquired 
knowledge in the new work and organizational environment. On the other hand, 
RACAP emphasizes the firm’s ability to exploit and transform existing knowledge, in 
the forms of internalization, recodification, and conversion, for generating solutions to 
new challenges and creating new core competences. By definition, both RACAP and 
PACAP of a firm will be related to its integrative capabilities which require the firm 
to learn new technologies and processes, understand the potential of its existing 
technologies and processes, identify the synergy, and generate new knowledge and 
solutions. Verona [22] argues that a firm’s experimentation and prototyping, learning 
by doing and learning before doing, which are essentially the characteristics of 
RACAP and PACAP, are antecedents to its external and internal integrative 
capabilities. Thus, it is logical that we posit: 

  
Hypothesis 2a: The level of a firm’s potential absorptive capacity is 
positively associated with the firm’s integrative capability in the context of 
e-commerce. 
 

Hypothesis 2b: The level of a firm’s realized absorptive capacity is 
positively associated with the firm’s integrative capability in the context of 
e-commerce. 

2.3 Top Management, IT Knowledge, and Participation 

Research suggests that top management plays a critical role in the success of 
innovative and transformative organizational changes [10]. Top management is 
expected to champion transformational initiatives such as process integration with 
internal units and external partners by articulating a clear vision and strategy and 
setting the goals and measures about the initiatives [10]. Top management is expected 
to convey a strong commitment to the established goals and objectives, and to follow 
up with the execution by holding lower level managers and employees accountable 
[19]. Top management can champion new initiatives by participating in meetings, 
allocating needed resources, and helping resolve conflicts which are usually inevitable 
with change initiatives. Top management participation in these initiatives also sends a 
strong signal to other managers and employees about how much they value the 
initiatives. In other words, top management’s active participation and engagement in 
e-commerce initiative could be felt by managers and employees at all levels. The 
strongly positive impact of top management participation on the success of many IT 
related initiatives has been widely supported in the IS literature [11][14]. In the 
context of ERP implementation, Ke and Wei [11] argued that top management 
participation contributes to the learning culture of an organization, and organizational 
learning is directly related to the absorptive capacity [5]. In addition, in a direct test of 
organizational antecedents to absorptive capacity, Jansen et al. [9] found that 
participative decision making in organizations has significantly positive impact on 
both the potential and realized absorptive capacities, especially on the dimensions of 
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acquisition of PACAP and transformation of RACAP, while the impact on the other 
two dimensions are not statistically significant. Though top management participation 
is not directly equal to participative decision making in organization, it is certainly an 
indication of a participative organizational culture which leads to participative 
decision making processes [11]. Thus, we posit: 

Hypothesis 3a: The level of top management participation in e-commerce 
initiatives is positively associated with the firm’s potential absorptive 
capability (PACAP) related to e-commerce. 
 

Hypothesis 3b: The level of top management participation in e-commerce 
initiatives is positively associated with the firm’s integrative capability 
related to e-commerce. 
 

Hypothesis 3c: The level of top management participation in e-commerce 
initiative is positively associated with the firm’s realized absorptive 
capacity (RACAP) related to e-commerce. 

 
However, top management participation in e-commerce initiatives is not necessarily 
an automatic phenomenon. In a study about ERP assimilation in organizations, Liang 
et al. [14] found a strong relationship between top management’s belief about the role 
of ERP systems in their business and their support and participation in ERP 
assimilation activities. On the other hand, Kerns and Sabherwal [12] found that top 
management’s IT knowledge has a significant impact on business managers’ 
participation in IT strategic planning and IT managers’ participation in business 
strategic planning.  A general understanding of IT and knowledge about the role of e-
commerce will enable top management to determine the priorities of initiatives, direct 
specific resources for the initiatives, and be more creditable and confident when 
making the decisions related to the initiatives.  Thus, we posit that: 

 
Hypothesis 4a: The level of top management beliefs in e-commerce is 
positively associated with the level of top management participation in 
e-commerce initiatives. 
 

Hypothesis 4b: The level of top management knowledge of e-commerce 
is positively associated with the level of top management participation 
in e-commerce initiative. 

3 Data and Method 

The data collection for this project was carried out as part a research grant that calls 
for conducting seminars to managers in companies across China on the measurement 
of electronic commerce usage in their companies for a national survey. The seminars 
were conducted from March 2010 to March 2011. The participants represented 
companies in more than 10 provinces and cities mostly located in the east coast and 
central part of China, including Shanghai, Shenzhen, Jiansu, Zhejiang, and 
Guangdong, where the lion’s share of China’s GDP is produced. In each of the 
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seminars, the survey instrument was distributed right after the seminar and the 
participants were asked to complete the survey before they left. A total of 426 
questionnaires were distributed and collected, 320 were deemed usable, and 145 were 
used in the final data set after eliminating those with significant amount of missing 
data, with total online sales and purchasing less than 5%, with less than one year of 
using e-commerce as of 2010, or with fewer than 5 employees. This resulted in an 
effective response rate of 34%. The respondents represented companies range from 
small (less than 200 employees, with 40 million RMB in sales) to very large (with 
over 55,000 employees and 55 billion RMB in sales). About half of the companies 
involved in manufacturing, and over a quarter in services, together they constitute 
more than 76% of all companies in the final sample. More importantly, on average, 
about 25% of the sales and procurement of these companies were conducted through 
e-commerce activities, with about 5 years experience with running e-commerce 
operations, with the longest being 15 years.  

4 Results and Analyses 

4.1 Measurement Model Quality 

The reliability of measurement addresses the concern of how well the items for one 
construct correlate or move together [20]. Reliability is usually assessed by two 
indicators–Cronbach’s apha and composite reliability. Cronbach’s alpha is a measure 
of internal consistency among all items used for one construct. Composite reliability 
addresses similar concept but is considered as a more rigorous reliability measure in 
the context of structural equation modeling [3]. The reliability indicators of the 
constructs in this study are shown in Table 2. The lowest composite reliability is 
0.813 and the lowest Cronbach’s alpha is 0.695, close to or higher than the 
recommended minimum value of 0.7 [7], indicating good reliability of the 
measurement for each construct. 

Construct validity can be assessed using convergent validity and discriminant 
validity. Convergent validity is defined as the degree to which the measurement items 
are related to the construct they are theoretically predicted to be. Convergent validity 
is shown when the t-values of the outer model item loadings are statistically 
significant. As it can be seen from Table 2, all item loadings for each construct are 
significant at p <0.01 (t > 2.576), indicating good convergent validity. Hulland [8] 
recommends that items with loading below 0.5 be dropped. All item loadings in our 
measurement model are greater than this threshold. All these indicators suggest an 
acceptable convergent validity in the measurement model. 

There are a number of techniques that have been used for testing discriminant 
validity in the literature [20]. In this study we assess the discriminant validity by 
comparing the correlations between constructs and the AVE of each construct. This is 
a widely used technique in the IS literature when component based SEM methods 
such as PLS is used. Discriminant validity is supported if the square root of construct 
AVE is greater than the correlations of the construct with all other constructs [8]. In 
our case, the diagonal values in Table 3 are the square root of AVEs of constructs, 
which show good discriminant validity for all constructs in the measurement model.  
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Table 2. Quality Indicators of the Measurement Model 

Construct Direction Item 
# 

Item 
Loading 

t-stats AVE Composite 
Reliability

Cronbach’s 
Alpha 

PAC Reflective 1 0.812 26.982 0.588 0.850 0.766 

2 0.806 22.757 

3 0.827 31.214 

4 0.794 20.546 

 IC Reflective 5 0.802 24.984 0.649 0.881 
 

0.820 
 6 0.798 25.577 

7 0.823 23.663 

8 0.799 23.845 

RAC Reflective 9 0.761 15.463 0.656 0.884 
 

0.825 
 10 0.806 20.328 

11 0.799 23.465 

12 0.697 9.054 

MB Reflective 25 0.742 13.083 0.621 0.868 0.796 

26 0.801 20.685 

27 0.764 17.584 

28 0.843 35.830 

MP Reflective 29 0.749 11.370 0.611 0.862 
 

0.787 
 30 0.830 32.378 

31 0.803 25.629 

32 0.740 10.835 

MT Reflective 33 0.711 11.374 0.611 0.862 
 

0.788 
 34 0.829 23.246 

35 0.759 16.087 

36 0.821 23.674 

SAL Reflective 57 0.693 7.443 0.521 
 

0.813 
 

0.695 
 58 0.710 9.754 

59 0.724 10.624 

60 0.757 12.319 

PUR Reflective 61 0.895 37.526 0.650 0.880 0.823 

62 0.849 19.397 

63 0.755 10.334 

64 0.712 7.652 

OPR Reflective 65 0.786 14.888 0.591 0.852 0.768 

66 0.712 8.911 

67 0.755 13.035 

68 0.818 17.984 



270 Q. Hu, J. Yang, and L. Yang 

Table 3. Correlations of Constructs 

Construct RAC IC PAC TMB TMP TMT SAL PUR OPR 

RAC 0.767 

 IC 0.476 0.806 

PAC 0.391 0.717 0.810 

TMB 0.463 0.559 0.496 0.788 

TMP 0.420 0.602 0.590 0.747 0.781 

TMT 0.356 0.493 0.496 0.537 0.591 0.782 

SAL 0.316 0.459 0.488 0.578 0.588 0.431 0.721 

PUR 0.276 0.434 0.455 0.532 0.507 0.360 0.465 0.806 

OPR 0.374 0.513 0.585 0.702 0.649 0.395 0.640 0.639 0.769 

4.2 Structural Model Analysis 

The structural analysis revealed many interesting results, as shown in Figure 2. The 
overall result supports our core thesis for this research: the dynamic capabilities of a 
firm, captured by the construct of integrative capability, lead to better organizational 
performance as indicated by operational, procurement, and sales performance 
indicators. More specifically, integrative capabilities (IC) in a firm have a 
significantly positive influence on operational, procurement, and sales performances 
(H1a, β = 0.538, p<0.01; H1b, β = 0.486, p<0.01; H2b, β = 0.463, p<0.01).     

 

Fig. 2. Results of Structural Analysis (*** 0.01, ** 0.05, *0.1 significant levels) 

The second is about how companies can develop its integrative capability – the 
dynamic capability that is at the core of the sustainable performance in the context of e-
commerce. We hypothesized that two distinct but related organizational resources are the 
essential building blocks – the potential absorptive capacity that focuses on the learning 
and assimilating aspects of a firm and the realized absorptive capacity that focuses on the 
exploitative and transformative aspects of the firm. The testing results strongly support 
this thesis (H2a, β = 0.348, p<0.01; H2b, β = 0.172, p<0.05). Equally important is the 
fact that 59% of the variances in the integrative capability construct are explained by the 
three exogenous constructs (PACAP, RACAP, and TMP), a high amount for a latent 
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construct in structural models [4], and thus a strong indication that this model captured 
the most significant antecedents of the integrative capability construct.   

Finally, our results confirm the critical role of top management in the success of e-
commerce. Top management participation in e-commerce initiatives significantly 
impacts directly the integrative capability (H3b, β = 0.203, p<0.01) and indirectly via 
potential absorptive capacity (H3a, β = 0.548, p<0.01) and realized absorptive 
capacity (H3c, β = 0.405, p<0.01).  An interesting observation from this result is that 
the effect of top management participation on the integrative capability seems to be 
mediated by the absorptive capacity, given the significantly larger magnitude of the 
two indirect paths. However, this issue needs further investigation in future studies. 

In addition, our results also show what facilitates top management participation: 
top management belief (H4a, β = 0.570, p<0.01) and top management IT knowledge 
(H4b, β = 0.279, p<0.01). Together these two exogenous constructs explain more than 
60% of the variance in top management participation. Once again, this is a high 
percentage by the standard in social science research [4], and an indication of the 
strong effects of these constructs on the endogenous construct. It is also interesting to 
note that the magnitude of the two path coefficients: the effect of top management 
belief construct is about twice as strong as the effect of the top management’s IT 
knowledge, indicating that top management participation in e-commerce initiatives is 
primarily motivated by the top managers’ beliefs in electronic commerce; and that the 
knowledge related to IT is certainly helpful, but not necessarily a strong determinant.       

Among the control variables, none of them is found to have any significant impact 
on the three dependent variables. Overall the theoretical model is strongly supported 
by the data. All but one of the hypothesized relationships were found to be significant 
at p<0.01 level, and the R2 values for the critical endogenous constructs are 
reasonably high and very high, especially for the three dependent constructs: 
operational performance (.268), procurement performance (.200), and sales 
performance (.233), indicating the constructs in the model have captured a significant 
amount of variances in the phenomenon of interest: how and where electronic 
commerce activities impact firm performance.    

5 Conclusions 

We developed and tested a dynamic capability model that explains how e-commerce 
operations may impact the operational, procurement, and sales performances of a 
firm. Our results show that the integrative capability of a firm can be developed via 
organizational absorptive capacity. Moreover, our results show the role of top 
management in creating and enhancing the integrative capability – directly and 
indirectly via the two dimensions of absorptive capacity – potential and realized. 

This study contributes to the theories of e-commerce research in at least three 
areas. First, we introduced the construct of integrative capability into electronic 
commerce research. The notion of integrative capability not only supports the 
dynamic capabilities view of strategic management literature, more importantly it 
focuses the attention of scholars on a higher level construct above the commonly 
studied constructs of system integration and process integration. Second, we tested the 
re-conceptualization of absorptive capacity by Zahra and George [26] and refined the 
understanding of how each contributes to the performance and how each is affected 
by organizational antecedents such as top management participation. By using the 
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new conceptualization of absorptive capacity, we are able to capture the extensions to 
the original absorptive capacity construct in the recent literature and still preserve the 
original Cohen and Levinthal [5] concept in our model, thus providing theoretical 
continuity and clarity to this critically important concept. Finally, this study examines 
the question of how and where e-commerce generates value for firms by anchoring on 
the widely accepted and more advanced dynamic capability framework in the 
strategic management literature, thus providing strong theoretical footing for the 
proposed model, and a solid foundation for future e-commerce research.        

Our findings also offer some prescriptive insights for managing e-commerce 
initiatives. First, by showing the critical role of the integrative capability in the 
success of e-commerce operations in firms, we remind managers where to focus their 
attention and resources. While web site design and customer services are still critical 
to the success of e-commerce, they are rarely the differentiating factors that can 
sustain competitive advantage in today’s environment. Our study suggests that 
strengthening integrative capability should be the locus of e-commerce strategy after 
the infrastructure has been operationalized. The question then is how and where? Our 
model suggests that two factors are at the core of building the integrative capability: 
absorptive capacity and top management participation. On the other hand, our model 
shows that top management can play a critical role by actively participating in e-
commerce initiatives. The significant factors that facilitate top management 
participation are top management beliefs and top management IT knowledge, 
especially the former. Therefore, firms should consider top management IT training, 
unless their top management team already has a strong IT background, as one of the 
most important components of their overall e-commerce strategy.  
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Abstract. According to E-government maturity model, Leavitt’s Diamond model, 
Fountain’s technology enactment framework and IT governance theory, this paper 
discusses the important impact that IT governance bring in the effectiveness of  
e-government implementation. Furthermore, the critical influence factors model of 
e-government implementation effectiveness is proposed. Data are collected from a 
survey and analyzed by following a psychometric procedure. All data from 
government official of China’s public sector across 29 provinces. The research result 
shows that the E-government governance capability is positively related with  
e-government implementation effectiveness, Moreover, the environmental readiness 
and organizational support are also positively related with e-government 
implementation effectiveness. 

Keywords: E-Government, Implementation Effectiveness, Influence Factors. 

1 Introduction 

Compared with the informationization constructions of governments around the world 
before the 1990s, E-government has three basic features that can not be ignored: First, 
E-government develops based on the Internet, and second, E-government emphasizes 
to structure public services that take the public as the center, and the third the 
informationization constructions of governments obviously have been from the data 
processing stage into the information management and business processing stage, the 
constructions of the large-scale cross-departments E-government application systems 
have been gradually carrying out. It is thus clear that the implementation of  
E-government presents a more complex features, its implementation effect will 
inevitably be affected by a variety of factors. It is necessary for E-government 
practitioners and managers to observe, analyze, verify, manage and continuous 
control critical success factors and effectively achieve the implementation objectives 
of a project[1]. Therefore, to study the critical factors that affect the implementation 
effects of E-government has important theoretical and practical significance. 
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2 Literature Review 

In the field of the theoretical research of information systems, influencing factors 
research is an important research branch, which aims to monitor the influencing of the 
key influencing factors in the implementation process through analyzing the key 
influencing factors in the implementation process of an information system, and to 
ensure the efficient allocation of resources and the implementation effectiveness of 
the project[1]. As early as 1987, Kwon summarized the past research literatures about 
the key factors and identify 22 key factors for the successful implementation of 
information systems, and divided them into five categories, including Structural 
Factors, Technological Factors, Task-related Factors, Individual Factors and 
Environmental Factors[2]. On this basis, Larsen systemized the research literatures 
about the key factors in the top five international journals on information systems, 
listed of 69 critical success factors, and divided into seven categories, in addition to 
the five factors put forward by Kwon and Zmud, added Process Factors and 
Interorganizatioal Factors[3]. Based on the analysis and summary to the literatures, 
Santhanam divided 59 critical success factors of the information systems into four 
categories, including Organizational Factors, Managerial Factors, Technological 
Factors and Information System-related Task factors [4]. These studies define several 
major categories for critical success factors of information systems with a more 
macroscopic view, what is noticeable is that all these studies mentioned the task 
factors, showing that the task characteristics of an information system to a large 
extent affected the effectiveness of the implementation of an information system, the 
degrees of influencing of the same key factors for different types of information 
systems implementation effectiveness are quite different, so it is necessary to in-depth 
study of the key factors affecting the implementation effectiveness of information 
systems in specific situations[4]. 

As an information system project of the government department, E-government 
has general rules of the information system project implementations, but also has 
great differences in the task features. For the study of the key factors of the  
E-government implementation effectiveness, most of the literatures base on these 
studies, but have some differences in the study perspective. Some scholars 
summarized the key success factors of the E-government implementation from a more 
abstract overall level, for example, through systemizing the literatures about the  
E-government key success factors in top five journals in public management field 
(Public Administration Review, Journal of Public Administration Research and 
Theory, American Review of Public Administration, Administration and Society, and 
Public Performance and Management) from 1999 to 2003, Gil-Garcia considered that 
the key factors of E-government includes five categories: Information and Data, 
Information Technology, Organizational and Managerial, Legal and Regulatory, 
Institutional and Environmental[5]; Yoon analyzed many critical success factors of  
E-government in national level, such as ICT infrastructure, financial resources, public 
education, system, privacy and security, leadership, involvement of private 
organizations, and through statistical analysis, discussed the significant differences in 
the priority on the critical success factors between the developed countries, 
developing countries and underdeveloped countries[6].Other scholars refined the 
influencing of a certain factor to the E-government implementation effectiveness 
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based on the specific situations, of them Ke summarized the key success factors that 
Singapore government to implement E-government through reviewing and analyzing 
the Singapore’s E-government implementation process, including the Government's 
leadership, bridging the digital divide, coordination mechanisms between government 
departments[7];Chu adopted the empirical research methods and in-depth discussed 
the user factors that affect the E-government implementation effectiveness such as 
user action and user attitudes based on the Technology Acceptance Model and the 
practice of the Taiwan government’s ETS(Electronic Tendering System) project[8]. 
Gichoya summed up a conceptual framework of the success factors and failure factors 
of E-government from a microcosmic view of a government department’s project 
implementation[9]; Based on the case studies of the implementation of the  
E-government projects of the Taiwan's Bureau of Foreign Trade from 1998 to 2003, 
Tseng refined the management factors affecting the E-government implementation 
effectivenessfrom several views, such as strategic alliances, project implementation 
and design, management changing and innovation, stakeholder management, MIS 
development capacity[10]; Prybutok adopted empirical studies method to discuss the 
relationship between the leadership, quality of information and the interests of the 
network, explained the important role of leadership[11]. 

Above studies provides rich references to the key factors researches of the  
E-government implementation effectiveness, but because of the differences in the 
study levels, resulting a variety of study findings, because the  research perspective 
of this paper focuses on the analysis of the management issues of the micro-
perspective-governmental organizations in the process of implementing  
E-government projects, therefore, from the perspective of project implementation, we 
found that three study variables have garnered particular attentions: the degree of 
readiness of the external environment and the support level of the internal 
environment, as important variables affecting the E-government implementation 
effectiveness, become the focuses of discussion in most of the literatures[5, 9, 12-15]; 
the complex features of a project, as a situational factor of an information system 
implementing task, also attracts extensive attentions in the key success factors 
researches in the information system field[5, 16-17]。 

However, as a key IT investment project of a government, E-government has great 
potentials in improving the public administration capacity and public service capacity 
of government departments. But as the trans-department IT project that touches the 
interests of multiple stakeholders, the implementation of E-government also contains 
various risks, therefore, it becomes very important to govern the E-government 
implementation process[18]. 

As the extension of the concept of IT governance in the government departments, 
E-government governance means that the governmental organizations supervise the 
performance of the E-government construction and managers, ensure the rights of 
stakeholders, and promote the maximization of the public management and public 
service capacity through arranging and balancing the critical E-government decision-
making authorities. E-government governance specifies the models, structures, 
processes and mechanisms of the E-government project decision-making for the 
governmental organizations from a system level, to ensure both rules compliance and 
the consistency between the information technology and business strategy, to help 
government departments to improve the decision-making efficiency of the  
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E-government projects, achieve strategic objectives and avoid risks. Although there is 
no a lot of empirical researches about the E-government governance, but recently 
some E-government research literatures[17, 19-20]proposed certain research results 
about the institutional arrangements influencing the effectiveness of E-government 
implementation at different levels. 

According to Fountain’s technology enactment framework[20], this paper argues 
that E-government implementation is a typical process that the objective information 
technology is translated into the implemented information technology. The 
implementation of E-government begins with the expected goals according to the 
objective information technology, in the technical implementation process, due to 
hitting the interests of multiple stakeholders, will have a lot of organization and 
management issues. Along with the continuous generation and solutions of these 
problems, E-government implementation process will demonstrate a significant 
dynamic complexity, resulting in an unexpected deviation between E-government 
implementation effectiveness and the expected implementation goals. 

In fact, based on the existing literatures, the dynamic complexity of E-government 
implementation is decided by three levels, as figure shown: first is the research results 
based on the E-government maturity model[21-24], this paper argues that  
E-government as a newborn things, has its own law of development, with continuous 
deepening of the information work within an organization, E-government projects 
will increase and lead to the technical and organizational complexities is growing. 
Second is based on the Leavitt’s Diamond model[25], this paper considers that  
E-government, which as information technology is introduced into governmental 
organizations, will lead to three key factors in the organization interact, and then 
influence the accepting degree of the governmental organizations to E-government. 
Third is based on the Fountain’s technology enactment framework[20], This paper 
argues that organization’s institutional arrangements, as a key element affecting the 
behaviors and expectations of the actors of a government organization, also affect the 
implementation effectiveness of E-government. Meanwhile, from the perspective  
of organizational behavior, a major cause of the dynamic complexity of the  
E-government implementation is that the E-government implementation will affect 
the new structure of information resources – a kind of organization's critical 
resources. Thus, the implementation will result the conflicts of interests between 
stakeholders of the organizations participate in the implementation (also known as the 
organizational behaviors). It is clear that the implementation of E-government in fact 
is the result of the "micro-politics" competition among interest groups or between 
stakeholders in the government organization to strive for the influences on the 
organizational policies, procedures and resources[26]. The degree of deviation 
between the E-government implementation effectiveness and expected goals depends 
on the game between the "micro-politics" forces. 

So this paper considers that the E-government governance, as the extension of the 
concept of IT governance in the E-government implementation, is to study the 
decision-making institutional arrangement for the E-government implementation, is 
designed to rationalize the relationships of the responsibility, the right, the obligation 
between stakeholders in the E-government implementation. Based on the analyzing to 
the key decision-making items during the process of the E-government 
implementation and the identification of decision-making bodies and stakeholders in 
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the E-government implementation, to carry out the governance arrangements of the 
decision-making powers and to design appropriate governance structures and 
governance mechanisms, to try to control the E-government implementation path and 
to ensure the E-government implementation effectiveness from the root causes that 
may result E-government implementation effectiveness deviates the expected results. 
Therefore, this paper argues that the E-government governance capacity, as a key 
influencing factor to the E-government implementation effectiveness, has important 
positive effects the E-government implementation effectiveness. 

3 Research Model 

Based on the above theoretical researches, mainly from the perspective of micro-
government’s organization and management of the E-government implementation, 
this paper considers that the readiness of the external environment and the degree of 
support of the internal environment, E-government governance capacity and the 
complexity characteristics of the project affect the E-government implementation 
effectiveness in different degrees, therefore, this paper proposed a conceptual model 
of this study as shown in Figure 1, and defined the specific meaning of the main study 
variables as shown in Table 1. 

The E-government implementation effectiveness refers to the system quality and 
efficiency in the use of the governmental organizations’ E-government 
implementation, most scholars, such as Gichoya, Gil-Garcia, Seddon, etc., believe 
that the E-government implementation effectiveness is affected by a variety of factors 
both inside and outside the organization[5, 9, 15].  

The readiness of the external environment refers to the readiness of the political, 
social, economic, technological and other factors outside governmental organizations. 
Seddon, Gil-Garcia and others all think that the external factors constituted by policy 
orientations of higher authorities, the regional economic level, development of 
technical standards and others have impacts on the implementation effectiveness of 
information technology in government organizations[5, 9, 15, 27-28]. Therefore, We 
hypothesize the following: 

H1: The readiness of the external environment has positive influences on the  
E-government implementation effectiveness. 

The degree of support of the internal environment refers to the degrees of support 
of the executive heads, information management environment, information resources, 
and a variety of management personnel within governmental organizations to the  
E-government implementation. Kamal, Svara all deem that the internal organizational 
environment such as the supports of all kinds of roles within the organization and the 
possession statuses of information resources within the organization have important 
influences on the E-government implementation effectiveness[12-14]. Therefore, We 
hypothesize the following: 

H2: The degree of support of the internal environment has positive influences on the 
E-government implementation effectiveness. 

E-government governance capacity is the general effect of institutional 
arrangements of the E-government decision-makings related to the governance model, 
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governance structure, and governance mechanism in the E-government 
implementation process. Fountain, Kim, Liang all consider that the institutional 
arrangement will have important influences on the E-government implementation 
effectiveness[20, 29-31]. Therefore, We hypothesize the following: 

H3: The E-government governance capacity has positive correlativity on the  
E-government implementation effectiveness. 

The complexity characteristic of an E-government project refers to the degrees of 
the complexities such as the size of a specific E-government project, scope, the 
impact on the flow within the governmental organization. Larsen and Santhanam 
highlighted the organizational information technology task characteristics have 
important influences on the implementation effectiveness of the information systems, 
this factor can be regarded as the situational factor influencing the system 
implementation effectiveness[3-4]. Azad, Gil-Garcia, Tan deem that the complexity 
of an E-government project is due to its trans-department feature and touching multi-
stakeholders, which will largely affect the E-government implementation 
effectiveness[5, 16-17, 32]. Therefore, We hypothesize the following: 

H4: The complexity characteristic of an E-government project has passive influences 
on the implementation effectiveness. 

4 Methodology 

4.1 Instrument Development 

Based on some researches[21-24], from a microcosmic view of that the government 
department organizing the E-government implementation, this paper chooses six 
indexes to measure the E-government implementation effectiveness from two point of 
views of the system quality and efficiency. Of which the system quality refers to the 
basis of the E-government implementation effectiveness, since the system quality is a 
larger concept, which not only includes the stability and response time of the system 
itself, but the reasonableness and usability of the system functions, also includes the 
effectiveness, timeliness, accuracy of the information generated by the system, 
because this study is based on the point of view of the “government affairs” and 
ignores the point of view of the “technology”, so we only choose the system function 
and the quality of information as the evaluation indexes related to the system quality; 
There exist some differences in utilization efficiency for different E-government 
projects, but all include employees’ utilization efficiency, organizations’ utilization 
efficiency and communities’ utilization efficiency, of which, as the direct users of  
E-government systems, their utilization efficiency can be measured by the improving 
of the work efficiency; the measurement for organizations’ utilization efficiency is 
more complicated, due to the goal of the construction of E-government is to improve 
the quality of public services through enhancing collaboration between organizations, 
so this paper selects the level of information sharing and the quality of public services 
as the indexes to measure the organizations’ use benefit, of them the level of 
information sharing can be regarded as the utilization efficiency between departments 
within the organization, and the quality of public services can be viewed as the 
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utilization efficiency of the organization as a whole; Since the communities’ 
utilization efficiency will differ for different types of E-government project, this paper 
only selects an universal index, that is to take the customer satisfaction as the 
evaluation index to measure the utilization efficiency of social users (public, corporate 
users), in this study, only when all six indexes got positive evaluation, we consider 
that the E-government has good implementation effectiveness. 

Similarly, based on research literatures mentioned on the third part of this paper, to 
establish measurement indexes for four endogenous latent variables, namely the 
readiness of the external environment, the degree of support of the internal 
organization, the E-government governance capacity and the complexity of the 
project. 

4.2 Data Collection 

The investigation took more than four months, in the way of combination of the key-
point investigation for typical users and the blanket investigation for ordinary users; 
respondents are mainly government officials in charge of information technology 
from the province to district and county levels of local government. Over the past 4 
months, we commissioned information technology journal to issue 200 copies  
of paper questionnaires and 300 copies of electronic questionnaires through  
E-government meetings and lectures, total of 201 questionnaires were returned and 
rate of return is 40.2%, of which valid questionnaires are 171 copies, the valid rate of 
return is 34%. The invalid questionnaire mainly refer to questionnaires that data 
missing rate is over 50%. 

5 Main Study and Data Analysis 

5.1 Measurement Model 

Of which the convergence validity test of the measurement model is as shown in 
Table 1, normalized factor loadings of all measured variables all are greater than 0.5 
and reach significant level, the composite reliability (CR) values of latent variables all 
are greater than 0.7, average variance extracted (AVE) all are greater than 0.5, 
fundamentally reach the recommended values of Fornell and Larcker (1981). 
Discriminant validity test is as shown in Table 2; the related coefficient below the 
diagonal is far less than the square root of AVE above the diagonal, showing that this 
questionnaire has good discriminant validity. It is thus clear that the revised model has 
good convergence validity and discriminant validity; we can accept this measurement 
model and carry out the equation of structure test in the next step. 

5.2 Structural Model 

On the basis of the confirmatory factor analysis, we used LISREL8.80 to test entire 
structural equation model. The fit indexes of the model are as shown in Fig.1. 
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Table 1. The convergent validity of the measurement model 

Construct Item Std.Loadin
g 

T value AVE CR Cronbach’s  α 

Effectiveness Y1 0.82 0.82 0.55 0.88 0.87 

Y2 0.69 0.69 

Y3 0.72 0.72 

Y4 0.60 0.60 

Y5 0.81 0.81 

Y6 0.79 0.79 

Environment X1 0.73 0.73 0.54 0.70 0.70 

X2 0.74 0.74 

Organization X4 0.86 0.86 0.64 0.84 0.82 

X5 0.87 0.87 

X7 0.65 0.65 

Governance X7 0.76 0.76 0.50 0.80 0.80 

X8 0.63 0.63 

X9 0.69 0.69 

X10 0.82 0.82 

Complexity X13 0.76 0.76 0.53 0.77 0.75 

X14 0.61 0.61 

X15 0.80 0.80 

Table 2. Descriptive statistics and factor correlation 

AVE  
Effectiveness Environment Organization Governance Complexity 

Effectiveness 0.7424     

Environment 0.6012 0.7350    

Organization 0.5653 0.3474 0.7997   

Governance 0.6792 0.6176 0.6319 0.7183  

Complexity 0.4519 0.4609 0.4794 0.7151 0.7279 
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Fig. 1. Standardized LISREL solution for hypothesis testing (Chi-Square=282.99，df=125，P-
value=0.00000，RMSEA=0.086,  *p<0.05  **p<0.01  ***p<0.001) 

Results of the empirical researches confirmed the hypothesis H1, H2, H3 
respectively, finding that the readiness of the external environment, the degree of 
support of the internal organization and E-government governance capacity are three 
key factors influencing the E-government implementation effectiveness. However, for 
hypothesis H4, although the empirical results show that there exists negative 
correlativity between the two, but the correlation is not significant, can not support 
this hypothesis. 

6 Discussion and Implications 

Combining the research literatures about influencing factors of the information 
systems theory and literatures about key influencing factors of the E-government 
implementation, this paper established a theoretical model of key influencing factors 
for the E-government implementation effectiveness, and proposes four research 
hypotheses; then, adopting 171 valid samples from the Chinese government's 
department to carry out the measurement model test, according to the proposal of the 
revised indexes, combining with the theoretical analysis, we revised the measurement 
model, convergent validity and discriminant validity of the revised model and model 
fit indexes all are up to empirical values, confirmed the effectiveness of the 
measurement tool; on this basis, we further verified the structure model, three 
hypotheses of four research hypotheses were confirmed in different significance 
levels, results of the quantitative analysis confirmed the effectiveness and credibility 
of the theoretical model presented in this paper. 

The readiness of the environment and the degree of support of the organization 
have significant positive influences on the E-government implementation 
effectiveness, which is same with research conclusions of many Western scholars. 
Although there are many differences in administrative system, that is to say, the 
majority of Western governments adopt Zone Management system, state or local 
governments have a strong executive authority, with stronger mandatory leadership to 
functional departments within its region, while Chinese government departments 

Environment 

Effectiveness

0.34** 

0.24** 

0.39* 

-0.10 

Organization 

Governance 

Complexity 
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adopt typical matrix management mode, and base on vertical management, there are 
many barriers between higher and lower levels or between different departments and 
regions, but in the E-government implementation process, the readiness of the 
external environment and the degree of support of the internal organization have 
important influences on the implementation effectiveness, which is also consistent 
with the general laws of information system implementation. 

E-government governance capability is the kernel variable studied in this paper, 
also is a new latent variable that has important influences on the E-government 
implementation effectiveness formed by summarizing related literatures, empirical 
studies have confirmed that, as the readiness of the environment and the degree of 
support of the organization, the E-government governance capability has a significant 
positive effect on the E-government implementation effectiveness, which is consistent 
with the research conclusions of Fountain, Kim, Liang that the  institutional 
arrangement should be paid attention to in the E-government implementation, also is 
consistent with the practices of the Western governments that relying on systems to 
promote E-government. Although as early as 10 years ago Chinese government has 
begin to practice the E-government institutional arrangement in the macro level, such 
as the emergence of the Information Work Leading Group and the Joint Conference 
System, but the decision-making institutional arrangement in the field of the  
E-government implementation in the micro-level can not be ignored, especially with 
the development of the E-government gradually deepening into the integration phase 
and there are a large number of trans-department E-government implementation 
projects, It's of great urgency that to improve the E-government governance capability 
of the local government departments. 

Of course, for studying which factor has the greatest influences on the  
E-government implementation effectiveness, this paper tried to revise the structural 
model and found that the revised results are not ideal, meanwhile, for lacking of 
theoretical basis, empirical research data merely confirmed the E-government 
governance capability, the readiness of the environment and the degree of support of 
the internal environment have significant positive effects of the E-government 
implementation effectiveness. 

In this paper, the negative influencing of the complexity characteristics of the 
project on the E-government implementation effectiveness is not significant, which is 
not consistent with the research conclusions of some Western scholars. This paper 
argues that this is determined by the research background, compared to the general 
information system, in addition to the more complex technological structure,  
E-government project also involves flow optimization, organization restructuring and 
other activities, its implementation process is a bit complicated. In this survey, 
63.08% of the government departments have launched E-government over five years, 
have consensus to the “complexity” of the E-government, therefore, this paper thinks 
that the primary cause resulting in the negative influencing of the complexity 
characteristics of the project on the E-government implementation effectiveness is not 
significant is that the sensitivities of the research departments to the complexity 
characteristics of the project are not high. 
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Abstract. Cloud services have become one of the most popular industry terms 
since Google and IBM invested to build large data centers that users can 
program and research over the Internet. In practice, IT corporations often 
annually pay independent software vendors considerable license fees to save the 
cost of software upgrade and technology support. Although cloud services are 
considered a cost-down solution for small or medium IT corporations, there are 
some limitations making IT corporations hesitate to adopt it. In this research, 
we examine the investment strategy and profit for cloud service providers to 
better understand the business model of cloud services. We find that a cloud 
service provider with R&D capability will prefer vertical competition rather 
than partnering with an independent software vendor. In addition, for 
independent software vendors, maintaining a loose partnership is better than a 
tight one. Finally, we suggest that an independent software vendor shouldn’t 
support its cloud partner to enhance service security and compatibility, both of 
which may reduce its overall profit. 

Keywords: Durable Goods, Cloud Services, Independent Software Vendor, 
Software Renting. 

1 Introduction 

In the market of office software, Google offers its cloud-based tools, known as 
Google Apps, which include Google Docs and Gmail free to its subscribers for just 
$50 per user per year. Recently, Microsoft announced Office 365 for cloud services, a 
subscription web-based cloud service which costs $6 per user per month. From the 
perspectives of features, ease-of-use, administration, setup, and value, a comparison 
between both products have been made by a business report, which indicates that the 
service quality of Office 365 is better than that of Google Apps. Although Office 365 
is Microsoft’s latest attempt to do battle with Google in the cloud, it is not clear 
whether the strategy of selling both desktop-based and web-based software can make 
Microsoft gain more. Some effects of Office 365 in the competitive market have been 
exposed by the report. For example, Office 2010 isn’t outrageously expensive since 
Microsoft has priced Office 365 [1,2]. 

Software can be considered a special type of durable goods because it lasts forever 
with the support of virtual machines, a type of applications can simulate a suitable 
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operating environment in which a variety of software run without the concern of 
operation systems. Prior studies emphasized a question that manufacturers of durable 
goods decide how long their products should last. Based on Cournot model [3], a 
monopoly that sells a durable good in many periods earns less than one that only 
rents. However, the result cannot be directly applied to study the competition between 
web-based and desktop-based software because both are different in service quality 
due to the nature of the Internet and Web-based Interface. Moreover, the uncertainty 
of future sales also affects the comparison in selling strategy between web-based and 
desktop-based software. 

Prior studies rarely analyzed the impact of cloud services on the selling strategy of 
an independent software vendor from the perspective of durable goods, the 
uncertainty in future sales, and service quality (that is, software quality), our research 
questions in this study are: (1) For a monopolistic independent software vendor, 
should it sell web-based software before cloud services emerge? (2) After a cloud 
service provider enters the market, what is the best selling strategy of an independent 
software vendor if both compete for the same consumer base? Moreover, can the 
software vendor gain more by simultaneously announcing its desktop-based and web-
based software in the market? (3) Should a software vendor convert itself into a cloud 
service provider when another cloud service provider has entered the market? 

2 Literature Review 

Prior studies examining Microsoft’s behavior is relevant for understanding durable 
goods markets since software applications are durable. A monopolistic software 
vendor cannot commit to the event that it will introduce new products that make used 
applications obsolete too frequently. In addition, a monopolistic software vendor may 
price low and sell a large quantity in order to deter future entry [4]. Ellison and 
Fudenberg [5] consider a two-period model to explore the reason for a monopolistic 
software vendor’s incentive to introduce more upgrades than is socially optimal when 
the upgrade is backward but not forward compatible. Their analysis indicates that 
consumer heterogeneity leads to this outcome. In addition, the monopolist will want 
to sell the upgraded product to new consumers. Economides [6] analyzes a model of 
multi-period monopoly in software markets. Taking into consideration that a 
monopolistic software vendor stops selling older software when they introduce a 
replacement model, he shows that software prices may increase over time when new-
version software are introduced by the software vendor which are only partially 
compatible with old-version software. 

However, improving software applications so rapidly, a software vendor will find 
that high-end consumers are tempted to wait for a future new-and-improved version 
[7]. Indeed, when an improvable software package saturates the market, a software 
vendor has incentive to release new versions, which may hurt her profit if this is done 
too frequently. Sankaranarayanan [8] proposes a novel contractual device, which is 
coined as a Free New Version Rights warranty (free NVR warranty), can help the 
seller overcome this temptation. Kornish [9] indicates that offering upgrade pricing is 
not a necessary condition to form an equilibrium pricing strategy for a monopolistic 
software vendor. In addition, prior results indicate that selling is better than leasing 
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for a competitive market when suppliers of durable goods interact directly with 
consumers; however, Bhaskaran and Gilbert [10] find a contrary result at the supply 
chain in which the manufacturer sells her product and then the dealers can either sell 
or lease it to the final consumer. 

Cheng and Koehler [11] model the economic dynamics between an application 
service provider and its potential customers and show that there exists a unique 
rational expectation equilibrium under a realistic economies-of-scale assumption. Wu 
and Banker [12] examine flat fee pricing, pure usage-based pricing, and two-part 
tariff pricing and suggests that whether consumers are homogeneous or heterogeneous 
will significantly affect the choice of the best pricing strategy. Chien and Chu [13] 
indicate network effects may cause that profits from selling software might be higher 
than from leasing when the products exhibit network effects, which is contrary to the 
existing literature. Choudhary [14] compare the commonly used perpetual licensing 
model with a relatively new licensing model called SaaS (Software as a Service) and 
find that SaaS licensing model leads to greater investment in product development 
under most conditions. However, most prior studies either consider homogeneous 
consumers or regard consumer heterogeneity at a monopolistic market. Consequently, 
we cannot further know the impacts of durable goods (that is, desktop-version 
software) when cloud services emerge. Although many factors not in our model could 
have an important influence on our findings, the competition between software 
vendors and cloud service providers is perhaps the most notable. 

3 The Model 

Before introducing the model, we first clarify the terms used in this study. For a 
software application to achieve a certain purpose, there are two different types of a 
software application: a desktop-version and an online-version. For example, 
Microsoft Office and CommitCRM are representative instances for desktop-version 
applications, and consumers pay for them only once and can use them forever as long 
as they like. Google Apps and Salesforce CRM are representative instances for 
online-version applications and consumers pay rents to use them on the Internet 
during a certain period. Based on the two types of the software application, firms 
selling the software application can be classified into software vendors or cloud 
service providers. In essence, a software vendor develops and sells its desktop-version 
application, while a cloud service provider develops and rents its online-version 
application, which is also known as a cloud service. 

We consider the software market in which a software vendor sells a software 
application to consumers. Due to the nature of durable goods, we model the software 
market as a two-period game in which the software vendor may sell its product at the 

two periods with respect to different prices, which are denoted as
,1s

p and
,2s

p . 

Obviously, the consumers buying the software application at period 1 take the 
advantage of using free it at period 2. Accordingly, they can receive more benefit than 
other consumers purchasing the software application at period 2. We characterize 
each consumer’s preference byθ , which represents its valuation for the software 
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application. Thus, if buying the software application at period 1 and 2, a consumer’s 

utility is given by ( )
,1 ,1

2
s s

U pθ θ= − and ( )
,2 ,2s s

U pθ θ= − , respectively. Indeed, the 

software vendor can upgrade its product to raise consumer’s valuation for the 
software application at period 2. In this research, we omit the concern of upgrade 
pricing and leave it as a future study. 

The other approach to sell the software application is to transform it into a cloud 
service, in which consumers pay a rent to use the online-version application. That is, a 
software vendor can offer cloud services in which software applications are deployed 
at its servers and consumers use the service provided by the software applications 
through the Internet. In fact, the concept of cloud services is not a new idea, which 
has many parallels with time sharing systems. Instead of purchasing the software 
application, consumers can share the software application on the Internet without 
suffering from the expensive cost of ownership. Due to the limitation of bandwidth 
and security concern, the service quality of the online-version application is lower 
than that of the desktop-version application, so we denote δ as the difference in 

service quality between the two versions of the application. Given the rent
,1c

p and
,2c

p

paid by consumers at different periods, consumer’s utilities are given by

( )
,1 ,1c c

U pθ δθ= − and ( )
,2 ,2c c

U pθ δθ= − , respectively. At each period, a consumer 

can pay a rent to use the online-version application, or pay a rent at period 1 to use the 
online-version application but buy the desktop-version application at period 2. In the 

latter case, his/her utility is given by ( ) ( )
,1 ,2c s

U Uθ θ+ . 

In order to understand why software vendors, such as Microsoft, didn’t sell its 
online-version application before cloud services emerge, we examine the scenario in 
which the software vendor can transform its software application into a cloud service 
and then offer the online-version and desktop-version applications simultaneously. At 

period 1, all consumers may choose to pay
,1s

p to buy the desktop-version application, 

pay
,1c

p to use the online-version application, or buy nothing. Likewise, all consumers 

at period 2 may make the same purchasing decisions except the consumers buying the 

desktop-version application at period 1. Consequently, solving ( ) ( )
,2 ,2s c

U Uθ θ= can 

yield ( ) ( )
,2 ,2 ,2

ˆ 1
sc s c

p pθ δ= − − , which represents that a consumer with preference

,2
ˆ

sc
θ receives the same utility between using the desktop-version and online-version 

applications at period 1. Similarly, we can derive ( ) ( )
,1 ,1 ,1 ,2

ˆ 1
sc s c s

p p pθ δ= − − − by 

solving ( ) ( ) ( )
,1 ,1 ,2

=
s c s

U U Uθ θ θ+ , which represents the same result at period 2. 

Moreover, by solving ( )
,1

0
c

U θ = and ( )
,2

0
c

U θ = separately, we can derive

,1 ,1
ˆ

cn c
pθ δ= and

,2 ,2
ˆ

cn c
pθ δ= , which represents consumers with preference

,1
ˆ

cn
θ and 

,2
ˆ

cn
θ are indifferent between paying a rent to use the online-version application or not 

paying at period 1 and 2, respectively. 
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Due to the uncertainty in future sales, the revenue at period 2 is discounted by the 
exogenous variable γ . Consequently, the software vendor’s pricing decision can be 

derived by solving the following optimization problem: 

( ) ( ) ( )

( )
,1 ,2 ,1 ,2

,1 ,1 ,2 ,1 ,2 ,1 ,1 ,1
, , ,

,2 ,2 ,2

ˆ ˆ ˆ ˆ ˆ1

ˆ ˆ
s s c c

m s sc s sc sc c sc cn
p p p p

c sc cn

Max p p p

p

π θ γ θ θ θ θ

γ θ θ

= − + ⋅ − + −

+ ⋅ −
       (1) 

Proposition 1 
Before cloud services emerge, a monopolistic software vendor has no incentive to rent 
an online-version application with less functionality or lower security than its 
desktop-version application. 

 

Our results recognize software vendor’s selling strategy in a monopolistic market, in 
which its revenue cannot be enhanced by selling desktop-version and online-version 
applications simultaneously. Moreover, if online-version application’s marginal 
operation cost is higher than desktop-version application’s, the result remains 
although our analysis omits the concern of marginal operation cost. Before Google 
Apps enters the market of word processing software, Microsoft only sells its desktop-
version application because an online-version application is a substitute for a desktop-
version application and bears a higher operation cost due to servers and bandwidth. A 
monopolistic software vendor doesn’t want to see the competition between its 
desktop-version and online-version applications. In addition, the nature of durable 
goods enables it sell a high-price software at period 1 and a low-price software at 
period 2, which is better than selling an online-version application with higher 
operation cost at both periods. 

4 The Impact of Cloud Services 

Now, we consider the scenario in which a cloud service provider enters the market 
and rents an online-version application, and a software vendor still sells its desktop-
version application. For example, Microsoft sells its Office 2007, whereas Google 
rents its Google Apps. By backward induction, we solve best response prices at period 
2 and then the equilibrium prices at period 1. At period 2, their revenue functions are 

given by ( ),2 ,2 ,1 ,2
ˆ ˆ

s s sc sc
pπ θ θ= − and ( ),2 ,2 ,2 ,2

ˆ ˆ
c c sc cn

pπ θ θ= − , in which the symbol s 

and c represents a software vendor and a cloud service provider, respectively. By 
solving FONC for both firms simultaneously, we derive their best response prices as 
follows. 

( ) ( )
,2 ,2 ,2

2 8
s s c

p p p δ= − − , ( ) ( )
,2 ,1 ,1

8
c s c

p p pδ δ= − −           (2) 

At period 1, in addition to the revenue at this period, both firms have to consider their 

future sales at period 2, which are given by
,1 ,2s s s

π π γ π= + ⋅ and
,1 ,2c c c

π π γ π= + ⋅ , 

where ( ),1 ,1 ,1
ˆ1

s s sc
pπ θ= − and ( ),1 ,1 ,1 ,1

ˆ ˆ
c c sc cn

pπ θ θ= − . By utilizing (2), we can have 
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( ) ( )
( )( ) ( ) ( )( )( )

2

,1

8 1

6 8 1 6 8 16
c

p
δ δ

δ δ δ δ γ
∗ Δ − −
=

− − + −Δ − − −
               (3) 

( ) ( )
( )( ) ( ) ( )( )( )

2

,1

8 1

6 8 1 6 8 16
s

p
δ δ

δ δ δ δ γ
∗ − −
=

− − + −Δ − − −
 ,              (4) 

where 
( )( )

( ) ( ) ( )( )

2

2 2

8 6 2

2 8 1 2 8 6 2

δ δ δ γ δ

δ δ δ δ δ γ δ

− − − ⋅
Δ≡

− − + − − − ⋅
. 

Based on equilibrium prices at period 2, which are derived by plugging (3) and (4) 
into (2), we can have their revenues at each period as follows: 

( ) ( )
( )( ) ( )

( )( ) ( ) ( )( )( ){ }
2

,1 2

6 8 16 1
8 1

6 8 1 6 8 16
s

δ δ γ
π δ δ

δ δ δ δ γ

− − − −Δ
= − −

− − + −Δ − − −
     (5) 

( ) ( ) ( )( ) ( ) ( ) ( )( ){ }{ }

( )( ) ( ) ( )( )( ){ }

2

2,1

8 1 6 8 8 6 8 1

6 8 1 6 8 16
c

δ δ δ δ δ δ δ δ δ
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Lemma 1 
The demand of the desktop-version application at period 1 (at period 2) increases 
(decreases) in the uncertainty in sales at period 2, respectively. Formally,

,1
0

s
D γ∂ ∂ < and

,2
0

s
D γ∂ ∂ > . 

 

The demand of the online-version application at each period decreases in the 

uncertainty in sales at period 2. Formally,
,1

0
c

D γ∂ ∂ > and
,2

0
c

D γ∂ ∂ > . 

Based on the observation of the demands, which is demonstrated in Figure 1, we 
can find that the software vendor will sell its product according to the future sales. 
That is, the software vendor can sell more at the beginning if it is optimistic about 
future sales. However, the same results cannot be found for the cloud service 
provider. This indicates that the cloud service provider cannot give up its revenue at 
period 1 but gain more at period 2 because the software vendor utilizes the advantage 
of high-quality and durable goods and forces the cloud service provider to adopt a 
conservative selling strategy. 
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Proposition 2 
For the desktop-version application, no matter how the cloud service provider 
enhances its service quality, the sales at period 1 is more than that at period 2. 

The software vendor’s revenue at period 1 may increase or decrease with the 
uncertainty in sales. Moreover, the software vendor’ revenue at period 2 and the cloud 
service provider’s revenue at each period decrease in the uncertainty in sales at period 2. 

If the difference in service quality between the online-version and desktop-version 
applications is significant, the consumers leasing the online-version application at 
period 1 may purchase the desktop-version application at period 2. However, if the 
difference is slight, the consumers adopting the online-version application at period 1 
may continue to lease it at period 2. 

 

 

Fig. 1. The demand of the desktop-version 
and online-version applications 

Fig. 2. The software vendor’s revenue at 
period 1 

Because of the effect of the uncertainty in sales at period 2, the software vendor 
will sell more at period 1 than period 2. In addition, the portion of sales at period 1 
will increase in the uncertainty in sales at period 2. Furthermore, the software vendor 
can gain higher revenue by adjusting its pricing strategy as follows. Because of the 
features of durable goods, although its demand at period 1 decreases if charging a 
higher price, the software vendor can sell more at period 2. However, the pricing 
strategy works only when the uncertainty in sales at period 2 slackens off. Figure 2 
shows that the impacts of the uncertainty in sales at period 2 on its revenue at period 1 
will be most serious when 0γ = and 1γ = . When 0γ = , both firms are pessimistic for 

future sales so they face an intensive competition at period 1. When the expectation of 
future sales becomes less pessimistic, the cloud service provider can relax its pricing 
decision at period 1 due to the future sales at period 2. In this case, the software 
vendor’s revenue at period 1 can increase in the expectation of future sales. However, 
when both firms are optimistic for future sales, the software vendor will largely raise 
its price at period 1 because the sales at period 2 is so optimistic that it can gain more 
by raising its price at period 2 to offset its decline revenue at period 1.  

Moreover, we also recognize that consumers may continue to use cloud services 
between the two periods if they can perceive that the service quality of the online-
version application approaches that of the desktop-version application. That is, with 
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the progress of online-version software, more and more consumers may stay at cloud 
services. However, if the service quality of the online-version application is far from 
the service quality of the desktop-version application, consumers using cloud services 
may be attracted by low-price desktop-version software in the future. This finding 
indicates that a software vendor has to understand the difference between its product 
and emerging cloud services. As long as the difference of service quality can be 
appreciated by consumers, the threat that cloud services change market structure is 
not convincible; however, if the service qualities of cloud services approach its 
desktop products, product differentiation or changing selling strategy is a must. 

4.1 Is It Time to Change?  

Recently, Microsoft, the dominator of word processing software, has rented its Office 
products to invade cloud services market. The solution of its online-version word 
processing software is known as Office 356. Thus, we examine the scenario in which 
a software vendor sells the desktop-version and online-version applications 
simultaneously when a cloud service provider enters the software market. For 
convenience, we assume that the quality of the online-version application sold by the 
software vendor is between the online-version application sold by the cloud service 
provider and the desktop-version application sold by the software vendor. 
Accordingly, we denote 1δ δ≤ ≤ which captures the difference between these 
software applications. 

From the perspective of software quality, if the software vendor makes its online-
version application look like its desktop-version application, this will lead to an 
internal competition that hurts its profit. If the software vendor downgrades its online-
version application so that consumers are indifferent between adopting the two 
online-version applications, the cloud service provider lowers its rent in response that 
decreases its and software vendor’s revenue. Obviously, the software vendor is not 
willing to incur the outcomes. Although we can examine a general case where

1δ δ< < , this may lead to intractable models if no other assumption is attached. So, 

we only study the special case where ( )1 2δ δ= + . The analytical result derived in 

the special case and our intensive simulations for the general case support the outlook 
that the software vendor should give up selling both online-version and desktop-
version applications. The reason for that is as follows. If the software vendor sells an 
online-version application with the same functionality as its desktop-version 
application, this leads to internal competition, in which hurts its revenue of the 
desktop-version application; in addition, the income of its online-version application 
cannot compensate the great loss. On the other hand, if the software vendor sells its 
online-version application with the same functionality as its competitor’s online-
version application, this leads to external competition, in which both firms lower their 
rents so as to decrease both firms’ revenues. If the service quality of the online-
version application sold by the software vendor is between the other two products, 
both the influence of internal and external competition becomes weak but the impacts 
of competition still exists, which causes that the software vendor cannot gain more by 
selling the additional cloud product. 
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Trajectory 1 
When cloud services emerge, a software vendor hardly gains more by selling desktop-
version and online-version applications simultaneously. 

Although our result indicates that an online-version application sold by a software 
vendor has poor prospects, it is possible that the software vendor gains more if it 
gives up its revenue of the desktop-version application. Subsequently, we examine the 
scenario in which both software vendor and cloud service provider rent their online-
version applications, but the sale of the desktop-version application is stopped. 
Because the impacts of the features of durable goods disappear in the scenario, we can 
study a one-period model instead of the two-period model. Consequently, we have the 

new indifference points, ( ) ( )ˆ
sc s c

p pθ δ δ= − − and ˆ
cn c

pθ δ= , which are given by 

solving 
s c

p pδθ δθ− = − and
c

pδθ− , respectively. Consequently, their revenues at 

each period are given by ( ) ( )22

,
4 4

s i
π δ δ δ δ δ= − − and

( ) ( )2
,

4
c i

π δδ δ δ δ δ= − − . 

 
Proposition 3 
When the uncertainty in future sales is not too high, the software vendor can sell 
cloud services but give up its income of the desktop-version application; however, if 
the uncertainty in future sales is significant, the software vendor should continue to 
sell its desktop-version application and pass up the chance of stepping into cloud 
services. 

 

We use Figure 3 and 4 to demonstrate the above findings. Both figures show that both 
firms’ revenues can increase when the uncertainty in future sales goes down. 
Moreover, when the uncertainty in future sales is significantly low, the software 
vendor should transform its desktop-version application into an online-version 
application and give up the business of the desktop-version application. If the 
uncertainty in future sales is significantly high, software vendor should sell its 
desktop-version application only. In addition, software vendor’s best selling strategy 
at the two extreme cases is beneficial to the cloud service provider. In order to clarify 
the impacts of the sales uncertainty and service quality on the selling strategy of the 
software vendor, we use a numerical example to demonstrate the best selling strategy 
among all possible cases, which is shown in Figure 5. 

Figure 5 exhibits an interesting result that software vendor’s best selling strategy is 
affected by its competitor’s service quality. When the value of γ is between a specific 

range (for example, 0.6 and 0.65), selling its desktop-version application is better than 
renting its online-version application when its competitor’s service quality is poor or 
extremely high just like the quality of its desktop-version application; otherwise, the 
software vendor can only rent its online-version application to gain a higher revenue. 
In this range, if its competitor’s service quality is inferior, selling the desktop-version 
application is the best selling strategy for the software vendor because the impact of 
competition on the software vendor’s revenue is so slight that it can constitute the 
sales of the desktop-version application. If its competitor’s service quality approaches 
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the quality of its desktop-version application, this leads to intensive competition; 
consequently, the software vendor should still sell its desktop-version application 
because the nature of durable goods can achieve product differentiation to a certain 
extent, which is beneficial to its revue. 

 

Fig. 3. The profit for the software vendor s
π

( 0.5δ = , 0.95δ = ) 

Fig. 4. The profit for the cloud service 

provider c
π ( 0.5δ = , 0.95δ = ) 

 

Fig. 5. The best selling strategy for the 
software vendor ( 1δ = ) 

 

5 Conclusion 

In this research, we study the selling strategy of an independent software vendor 
under different market structures. Based on the nature of durable goods, we utilize a 
two-period model to examine the impact of cloud services on the software vendor’s 
pricing decisions at different periods. We find that a monopolistic software vendor 
has no incentive to rent an online-version application with lower service quality 
because of the competition between its desktop-version and online-version 
applications plus the impacts of durable goods. As cloud services emerge, a software 
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vendor may set a high price at period 1 to attract those consumers focusing on 
software quality and a low price at period 2 to attract consumers adopting cloud 
services at period 1. One of the practical evidences for a low price can be found at 
recent price change history for the Adobe Photoshop Elements 8.0 for Windows1 (A 
Image editing application for Windows). However, the software vendor may have 
trouble if it sells desktop-version application and rents online-version application 
simultaneously, because its competitor, a cloud service provider, may decrease its 
price in response that decreases both firms’ revenues. 

Subsequently, we examine the scenario in which a software vendor addresses it as 
a cloud service provider and competes with the other cloud service provider. In this 
case, we find that both uncertainty of future sales and its competitor’s service quality 
affects its reforming decision. If the uncertainty of future sales is sufficiently high, 
selling a desktop-version application is better than renting an online-version 
application. The opposite may hold true when the uncertainty of future sales is 
sufficiently low. Moreover, given the uncertainty of future sales, the software 
vendor’s reforming decision may be affected by its competitor’s service quality. 
Under certain conditions, the software vendor should sell its desktop-version 
application only when its competitor’s service quality is poor or extremely high; 
however, renting an online-version application is better than selling its desktop-
version application in the other cases. 

There are some limitations in this study, which may affect our analytical results. 
First, we don’t involve cloud service provider’s marginal operation cost in this study. 
In the case that both firms have operation costs but the marginal operation cost of 
selling a desktop-version application is lower than the marginal operation cost of 
renting an online-version application, we may normalize the software vendor’s 
marginal operation cost as zero; however, cloud service provider’s marginal operation 
cost still exists. Fortunately, although cloud service provider’s marginal operation 
cost will significantly affect its rent, it only affects the quantitative results rather than 
qualitative results of the software vendor; moreover, this concern will make our 
model intractable. Thus, we only emphasize the impact of the emerging of cloud 
services on the software vendor’s selling strategy and reforming decisions in this 
study. Second, the number of consumers in the two periods can be different. That is, 
some incomers may appear at the second period. In addition, the number of 
consumers purchasing the desktop-version application will form a positive network 
effect so as to affect other consumers’ willingness-to-pay at the second period. 
Finally, we don’t consider the issue that software publisher’s incentive to invest in 
software quality. All of the concerns can be studied in the future. 
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Appendix 

Proof of Proposition 1 

Solving
,2

0
m c

pπ∂ ∂ = yields
,2 ,2s c

p pδ = , which implies that the monopolistic 

software vendor doesn’t rent an online-version application at period 2. So, its 
optimization problem can be rewritten as follows: 

( ) ( ) ( ),1 ,1 ,2 ,1 ,2 ,1 ,1 ,1
ˆ ˆ ˆ ˆ ˆ1

m s sc s sc sc c sc cn
p p pπ θ γ θ θ θ θ= − + ⋅ − + −  

Then, solving
,1

ˆ 0
m sc

π θ∂ ∂ = ,
,2

ˆ 0
m sc

π θ∂ ∂ = , and
,1

ˆ 0
m cn

π θ∂ ∂ = yields
,1

ˆ 1 2
cn
θ = ,

( ) ( )( ) ( )( ),1 ,2
ˆ ˆ1 1 2 1

sc scθ δ γ θ δ= − − − − , and ( )( ) ( ),2 ,1
ˆ ˆ1 1 2

sc scθ γ θ γ= − − . 

Because of the boundary condition
,1 ,1

ˆ ˆ
sc cn
θ θ≥ , we can have

,1
ˆ 1 2

sc
θ ≥ . Therefore, 

,1 ,2
ˆ ˆ 1 2

sc sc
θ θ= = when 1γ ≤ . 
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Proof of Proposition 2 

1. Because
( )( )

( ) ( ) ( )( )

2

2 2

8 6 2

2 8 1 2 8 6 2

δ δ δ γ δ

δ δ δ δ δ γ δ

− − − ⋅
Δ=

− − + − − − ⋅
, we can observe

0 0.5≤Δ≤ . Moreover, 0δ∂Δ ∂ > and 0Δ= when 0δ = holds. Notice that

,1 ,2s s
D D> if and only if
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8 6 4 1
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δ δ
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− Δ
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and 
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− Δ
, we can 

infer that 
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δ δ
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for any δ . 

2. We observe
,2

0
s

π γ∂ ∂ > ,
,1

0
c

π γ∂ ∂ > , and
,2

0
c

π γ∂ ∂ > directly. Moreover, 

the sign of
,1s

π γ∂ ∂ is equivalent to the sign of
( )

( )( ){ }3

16 1

1 16

γ

γ

ΔΘ− −Δ

Θ+ −Δ Θ−
. 

Consequently, we have 
,1

0
s

π γ∂ ∂ > when ˆγ γ< and
,1

0
s

π γ∂ ∂ < when ˆγ γ> , 

where ( )( )ˆ 6 1γ =ΔΘ −Δ . 

3. Focusing onδ , we have the result by comparing ,2ŝcθ and ,1ĉnθ directly. 

Proof of Proposition 3 

When cloud services emerge, if the software vendor rents an online-version 
application, its revenue at the two periods is given by

,1 ,2s s s
π π γπ= + . If the software 

vendor sells an desktop-version application, its revenue at the two periods is given by

( )( ) ( )( ) ( ){ }
( )( ) ( ) ( )( )( ){ }

2 2

2

1 8 6 8 1

6 8 1 6 8 16
s

δ δ δ δ γ
π

δ δ δ δ γ

− − − − − −Δ
=

− − + −Δ − − −
. We complete the proof by 

comparing both revenues. 
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Abstract. In the era of cloud computing, an increasing amount of services are 
moving online. Also increasing is the amount of cloud resource to power these 
services. Among these modern online transactions, many belong to the category 
of Online Transaction Processing (OLTP), which can be processed with 
predictable time and resource. However, with a large user base and fluctuated 
usage patterns, providing OLTP services efficiently remains a major challenge. 
In this paper we present an online algorithm that solves for a cost-minimizing 
provision scheme under fluctuated user requests, constrained by a tail-
distribution-based Service Level Agreement (SLA), and incorporated with 
Neural Network prediction. Experiment shows that the algorithm delivers 
significant savings in provision, and outperforms a simple look-forward 
provision plan with the same SLA compliance. 

Keywords: Service Level Agreement, SLA, OLTP, Cloud Computing. 

1 Introduction 

With the emerging trend of Cloud Computing and its increasing application in 
corporate IT, the perception of computing has changed. Nowadays, enterprise 
information systems are transformed to service systems, which are detached from the 
physical hardware and operated in virtual environments. In line with this trend, more 
and more services are provided by third party providers [1] and provided online to the 
customer. Though this enables the service consumer to simplify his own computing 
environments, service provider have to expand their IT continuously. On one hand 
they have to fulfill the increasing service demand; on the other hand they need to 
contribute to the increasing service complexity. As a consequence, more and more 
energy is consumed to power these services.  

In this paper, we focus on a certain class of service systems: Online Transaction 
Processing (OLTP) systems, where the workload is relatively simple with predictable 
processing time [2]. However, users are impatient and may walk away if their 
requests are not answered in time. Famous representatives of this class are online 
banking and e-commerce. A single OLTP transaction may cost negligible 
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computational power to handle, however, with an explosive amount of user and user 
requests, simple transactions can add up to a giant computational task that requires 
new data centers to process [3]. Besides, many of these datacenter-workloads display 
a cyclical pattern [4], resulting a server utilization level as low as 20-30% [5], and 
10% servers unused around the world [6]. Considering that energy-related costs 
remain a significant account of overall data center expenditures and the fastest-
growing part [7], low utilization of servers creates a high yet unnecessary cost both 
economically and environmentally.  

The high volatility in user demand makes it ideal to provide cloud resource 
dynamically.  Recent technology advancement in virtualization enables service 
providers to purchase computing capacity from commercial cloud providers (e.g. 
Amazon, IBM) with ease. Without the hassle related to physical servers, these virtual 
servers can be operated in a much leaner and agiler manner without compromising in 
SLA performance. Such possibility of reducing server usages yields a potential reduce 
in power and cooling costs, aligns the profit maximization motive with the 
environmental awareness. 

In this paper we propose an online algorithm for dynamic provisioning of cloud 
resources based on past SLA performances in OLTP systems. We use a simple Neural 
Network to predict upcoming user demands, and analyze the prediction errors. We 
show that as the SLA contract extends, our solution yields an asymptotically optimal 
provision scheme, with increasing tolerance of prediction errors. The algorithm also 
outperforms simple look-forward dynamic provision algorithm that based on the same 
Neural Network predicted series.   

The remainder of the paper is structured as follows. In the second section we briefly 
review the current literature on SLA and dynamic provision of cloud resources. Section 3 
states a mathematical formation of the problem. Section 4 illustrates our solutions. The 
computational results based on Wikipedia data [4] are analyzed in Section 5. Section 6 
summarizes the paper and concludes with some remarks.  

2 Related Works 

For a service provider, lower level of service means lower cost to operate, but this 
often leads to a bad user experience. With SLA that explicitly states service levels and 
the corresponding prices or penalties, service providers can better optimize their 
operation strategy without the risk of dampening their reputation in the business. 

As many recent studies indicate that energy-related costs constitute a significant 
portion of overall data center expenditures [7][8], the potential to save such costs 
brings both economical and environmental benefits. The measures to tackle this cost-
saving problem take approaches from the economic side, to improve SLA, as well as 
from the information science side, to integrate better dynamics into the system. 

On designing a better SLA, mathematical approximation and simulations are 
employed for consistency checks and run-time optimization [9]; new type of revenue-
penalty function, which has a linear transition between revenue and penalty states 
instead of a discontinued jump [10], is expected to give service providers an incentive 
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to provide decent service even when the ideal SLA requirements cannot be fulfilled. 
Finally, SLA contract itself can also embrace more dynamics, e.g., moving towards 
electronic contracts and autonomous negotiation and brokerage [11].   

As a service system usually consists of accepting tasks, getting resources and 
processing jobs (allocating resources), the dynamics of the system can be improved 
through Admission Control, Dynamic Procurement of cloud resource, and Job 
Scheduling. 

From Admission Control aspect, researches usually utilize prediction of user 
requests, queuing theory as well as different Quality of Service constraints for 
prioritizing incoming tasks and picking an optimized subset to accept [12]. Novel and 
improved queuing models are developed to better handle the evolving and 
unpredictable user requests [13]. New mechanisms are designed to handle emerging 
situations, e.g. a sudden rush of user demand during major events [14].When the 
model contains a cluster of servers, admission control is also incorporated with server 
resource allocation [15]. 

The idea of dynamic purchase of external cloud resource gains more attention in 
recent years due to increasing popularity of computation outsourcing. Depending on 
price differentiation of various virtual resources, finding an optimized procurement 
portfolio is of crucial importance [16]. Other insights come from earlier research on 
grid computing, which attempts to utilized unreliable public resources to boost system 
performance [17].  

Finally the aspect that draws most attention is dynamic job scheduling. The idea is 
to construct a task allocator that assigns suitable computing resources to specific user 
requests. With highly fluctuated workflows, the allocator is also able to power on/off 
servers dynamically [18][22]. User requests considered in job scheduling are usually 
tasks with variable or even unpredictable processing time [19]. On the other hand, 
multiple constraints are incorporated into analysis, ranging from system configuration 
[20] to data centers’ locations [21]. With simulation, scheduling policies are refined 
dynamically [9].  

Our work differentiates from previous studies that we limit our focus in the simpler 
OLTP workflows with predictable processing time, so that we can analyze them with a 
stock model, instead of a flow model where tasks require intensive computational power 
and unpredictable processing time. Since in a stock model user requests do not carry 
onto the next period, it captures the time constraint aspect of OLTP workflows well.  

3 Model for the SLA Constrained Dynamic Provisioning 
Problem 

3.1 Assumptions 

Our model deals with OLTP workloads that require predictable processing resource 
and time. Whenever available resource falls short of incoming requests, the excess 
requests are counted as loss. We adopt a tail-distribution-based Service Level 
Agreement [22], which checks the number of unanswered requests (loss) across the 
SLA lifecycle. If the total loss exceeds the threshold percentage (e.g. 5%), SLA is 
violated, and the service provider has to pay a penalty to its customers.  
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The objective of the model is to minimize resource provision without violating 
SLA at the end of its lifecycle. Due to the high volatility in incoming requests and the 
risk of prediction error, losses can be greater than the threshold level in some periods, 
ideally, the algorithm would over-provide resource in the coming periods to 
compensate previous under-provisions, and try to achieve the SLA target eventually. 

Considering that cloud resources are normally traded in fixed quantity (e.g. a 
virtual instance [1]), cloud resources in the model are measured in Resource Blocks, 
which are comparably larger than the resource to satisfy one user demand. The size of 
a Resource Block states how many user requests can be handled within one period. 
Then user demands are normalized by the size of Resource Blocks, with the level of 
provision being discrete integers. Besides, the feature of a Time-Block is also 
considered: the level of provision stays constant for certain periods and can only be 
changed when Time-Block alters. The size of a Time-Block can be one, the case 
where provision level is flexible anytime. 

Finally we assume that over-provision does not earn higher revenue from users. 
Under this assumption, intuitively the best operation mode would be exactly 
satisfying the user demand with boundary SLA compliance, a lower provision triggers 
the penalty while a higher provision brings additional cost. 

3.2 Model Setup 

Consider a total of n periods, the time series of incoming user requests Q, provision P, 
and unsatisfied user requests counted as loss L. Since resource is provided in blocks, 
provision P should be a non-negative integer series: 

              User requests 1 2{ , , , },n iQ q q q q R+= ∈"  (1)

          Provision 0
1 2{ , , , },n iP p p p p N= ∈"  (2)

      Loss 1 2{ , , , }, , max{0, }n i i i iL l l l l R l q p+= ∈ = −" (3)

            Time Block 1 , [1, ), ( 1)mod 0i ip p i n i k+ = ∀ ∈ + ≠  (4)

In our model, the Service Level Agreement states the percentage a that service 
provider should answer among all user requests. The unanswered requests are counted 
as loss, and if the loss rate of all requests exceeds the threshold rate 1-a, SLA is 
violated.  
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Denote the threshold loss that is about to violate SLA as lt
*, we have  

               Threshold Loss
1 1*

1 1
= 1 ) ( )

t t

t i t ii i
l a q q l

− −

= =
− ⋅ + −∑ ∑（  (7)

In the baseline model we take current period user requests qt as known, there is no 
risk involved and hence it is a deterministic model. Assume a unit cost model where 
cost of provision linearly depends on the amount of service provided. Intuitively the 
profit maximizing operation point would be to answer exactly the threshold level of 
requests. The only constraint that prevents the provider to reach this exact SLA 
threshold point would be resource blocks. Thus the best operation point lies between 
the threshold level α·100% and the level that an overprovision of exactly one unit of 
cloud resource would lead to.  

Then we consider a more realistic setup where current period demand ݍ௧ is not 
known, but predicted from past periods. The rest of the model remains the same as 
(1)-(7). 

4 Solutions to the SLA Constrained Dynamic Provision 
Problem  

4.1 Online Deterministic Solution 

In the deterministic solution all period’s user requests are taken as known. The 
algorithm uses binary search to find the lowest possible provision for every period, 
without violating SLA. The starting interval is the lowest and highest demand in each 
period, times the SLA threshold respectively, as these yield the lower and upper 
bound of the threshold loss rate. During the binary search, the algorithm checks the 
actual loss rate to ensure the target SLA compliance. 

 
Fig. 1. Process of the Deterministic Algorithm in one Time-Block 

At period t, the difference between achieved and target rate is bounded by 
1/∑ ୲୧ୀଵݍ . Because the actual loss rate is calculated by (5), if the difference between 
the threshold loss lt* and the achieved loss lt is larger than 1 (one unit of resource 
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block), the service provider can be better off by decreasing 1 unit of resource block 
provided without violating the SLA requirement. Clearly, as the contract extends, the 
difference between achieved SLA compliance and the target rates would reduce. As 
the number of periods goes to infinity, the bound approaches zero: a service provider 
can deliver precisely the threshold SLA performance with a long contract time-span. 
The deterministic solution is asymptotically optimal.  

4.2 Online Solution with Demand Prediction 

In reality, a service provider has to provide the service pt before knowing the current 
period demand qt. Therefore we need to predict the incoming user requests and make 
provision decisions based on the prediction and previous SLA compliance. 

Here a neural network is employed for prediction.  In the solution we just replace 
the current period request with the predicted one, therefore, other prediction methods 
can be applied as well. Consider that the current period user requests often depend on 
previous periods with clear pattern, we chose a non-linear Auto-regressive type 
Neural Network from MatLab Time Series Tool [23], with 20 neurons and 20 period 
delays. The data is divided into 50% for network training, 15% for validating the 
fitted network, and the rest 35% for testing. The rest setup is MatLab default: a 
random data division, Levenberg-Marquardt training rule, and using Mean Squared 
Error (MSE) as performance measure. The generalization of the network stops when 
MSE of the validating set stops converging.  

 

Fig. 2. Neural Network Structure 

In the deterministic model, the SLA constraint is calculated by (5), now that the 
current period demand is unknown, it is replaced by the predicted demand qt*. When 
there is more than one period in the time block, all unknown user requests are 
replaced by predicted demands. The rest of the algorithm (binary search for the 
threshold provision) remains the same as in 4.1. 

5 Computational Result  

5.1 Our Solutions Compared to a Simple Full Compliance Algorithm 

Both algorithms described in 4.1 and 4.2 are tested with Wikipedia data [4] of hourly 
page counts from January to April 2011 (German, English, Japanese and Chinese 
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pages).  With resource block set to 5000, time block 5, and an SLA target of 95% 
compliance. The total provisions from the solutions are compared to a simple online 
algorithm that calculates provision at full compliance. (Numbers after normalization 
by Resource Block) 

Table 1. Provision Level Compare to 100% SLA Compliance 

Workload 
Prediction  
R Value 

Simple 
Algorithm 
100% SLA 

Deterministic 
95% SLA 

With Prediction 
95% SLA 

WikiDE 99.241% 1,133,505 999,195 (-11.85%) 1,003,085 (-11.51%) 
WikiEN 98.858% 7,148,810 6,364,935 (-10.97%) 6,393,710 (-10.56%) 
WikiJA 99.337% 1,257,245 1,097,795 (-12.68%) 1,101,750 (-12.37%) 
WikiZH 99.307% 98,325 84,165 (-14.40%) 84,630 (-13.93%) 
Average 99.186% - -12.47% -12.09% 

 
Compared to the 100% compliance case, targeting 95% SLA compliance reduce 

provision by more than 10% on average. The Online Algorithm with Prediction 
achieves slightly less saving thanks to the high accuracy prediction of the Neural 
Network. 

Further, the simple online algorithm calculates provision with the predicted user 
demand, which can be seen as a simple look-forward solution. Due to prediction error 
the resulted provisions cannot reach full compliance but have an average of 0.5% loss. 
We then run our two solutions targeting the same SLA compliance to compare the 
resulting provision.  

Table 2. Provision Level Compared to Simple Algorithm with Prediction 

Workload 
Simple 
Prediction 

SLA 
Compliance 

Deterministic With Prediction 

WikiDE 1,130,925 99.34% 1,105,215 (-2.27%) 1,130,690 (-0.020%) 
WikiEN 7,077,295 99.44% 6,991,930 (-1.21%) 7,074,695 (-0.037%) 
WikiJA 1,253,845 99.66% 1,238,615 (-1.21%) 1,253,535 (-0.025%) 
WikiZH 98,095 99.65% 95,540 (-2.60%) 98,085 (-0.010%) 
Average - 99.52% -1.82% -0.023% 

 
The computational result from the Deterministic solution shows that even with a 

high SLA compliance requirement, there is still room for improvement. While the 
Online Algorithm with Prediction shows that, even facing prediction error, 
incorporating past provision history as well as SLA fulfillment into the optimization 
process enables further savings without reducing SLA quality. 
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5.2 Prediction Error Analysis 

We normalize the prediction errors by the corresponding number of user requests so 
that they can be compared across periods.  

Using the distribution fitting tool of MatLab [23], we found that a t location-scale 
distribution, which is a variation from normal distribution, fits the error sample with 
the highest likelihood. From its cumulative distribution function, we can calculate the 
probability corresponding to different magnitude of errors. e.g. the chance of a 20% 
under-provision is 1.19%. Now the service provider faces a classical risk-profit trade 
off where he can choose to target a higher level of SLA compliance in order to reduce 
the risk of a serious under-prediction occurred in later periods.  

As mentioned in 4.1 that a longer SLA contract enables the provider to better 
approach its SLA goal, a longer contract also makes him more robust towards 
prediction error at final periods, because of the diminishing weight on one period’s 
prediction error. 

6 Conclusion 

In this paper we present an online deterministic algorithm as well as an algorithm 
with user requests prediction based on SLA for OLTP workflows. Experiments with 
Wikipedia data show that the algorithm with prediction delivers similar performance 
as the benchmark deterministic algorithm, while both yield improvements upon the 
simple look-forward online algorithm. By targeting 95% SLA compliance, provision 
can be reduced by 12% on average. 

As mentioned in section 5.2 that the service provider could choose to insure for 
later periods by a slight over-provision in early periods. Our future work involves to 
analysis this risk-profit tradeoff quantitatively, and to incorporate risk-attitudes to find 
the optimal provision scheme and SLA lifetime. 
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Abstract. As the emergence and rapid growth of cloud computing, business 
intelligence service providers will host platforms for model providers to share 
prediction models for other users to employ. Because there might be more than 
one prediction models built for the same prediction task, one important issue is 
to integrate decisions made by all relevant models rather than adopting the 
decision from a single model. Unfortunately, the model integration methods 
proposed by prior studies are developed based on one single complete training 
dataset. Such restriction is not tenable in the cloud environment because most of 
model providers may be unwilling to share their valuable and private datasets. 
Even if all the datasets are available, the datasets from different sources may 
consist of different attributes and hard to train a single model. Moreover, a user 
is usually unable to provide all required attributes for a testing instance due to 
the lack of resources or capabilities. To address this challenge, a novel model 
integration method is therefore necessary. In this work, we aim to provide the 
integrated prediction result by consulting the opinions of prediction models 
involving heterogeneous sets of attributes, i.e., heterogeneous models. 
Specifically, we propose a model integration method to deal with the models 
under a given level of information disclosure by adopting a corresponding 
measure for determining the weight of each involved model. A series of 
experiments are performed to demonstrate that our proposed model integration 
method can outperform the benchmark, i.e., the model selection method. Our 
experimental results suggest that the accuracy of the integrated predictions can 
be improved when model providers release more information about their 
prediction models. The generalizability and applicability of our proposed 
method is also demonstrated. 

Keywords: heterogeneous classification models, classifier integration, machine 
learning, cloud computing. 

1  Introduction 

Nowadays, companies and individuals are facing the challenge of information 
overload. In response, information systems for different domains are created to help 
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companies and individuals make better decisions effectively and efficiently from an 
enormous amount of information. In these information systems, machine learning 
techniques have been widely adopted to find hidden patterns or support decision 
making, especially in the business domains, such as company bankruptcy prediction 
[7], [14], corporate dividend prediction [10], credit scoring [9], [22], prediction of 
market trends [9], and churn prediction [19]. These machine learning techniques have 
already proved their capabilities of promoting the productivity, and saving time and 
money for companies and individuals. 

However, there might be many prediction models trained by machine learning 
techniques for the same problem. We take the prediction of credit card default risk as 
an example. It is essential for banks to control the risks by ranking the credit score of 
each customer based on his/her profile. Nevertheless, due to different perspectives, 
capabilities, or resources of the banks, the prediction models of credit card default risk 
from different banks may contain different attributes. As shown in Table 1, we collect 
from the literature five models for credit scoring and there are 31 different attributes 
involved in the five models [2], [5], [12], [18], [22]. The corresponding statistics 
show that the average attribute overlapping between any two models is only 36.12%. 
Specifically, there are only few common attributes in the five models. As also shown 
in Table 1, two other prediction tasks, i.e., length of hospital stays of burn patients 
(namely LOS) [21] and company bankruptcy [7], [14], also share similar 
phenomenon. Since the prediction models for the same task are different in essence, it 
is difficult to determine which one is the best. Moreover, each prediction model may 
be effective for different cases. One might consider integrating the underlying 
datasets used to construct these prediction models and then building a super 
prediction model from the integrated dataset. However, companies or organizations 
possessing these underlying datasets often cannot or will not share their data, due to 
privacy or business competition concerns. Therefore, it is desirable to integrate 
multiple prediction models (rather than their underlying datasets) pertaining to the 
same prediction task to improve prediction effectiveness. Note that there are prior 
studies that focus on the problem of classifier integration. The existing approaches are 
based on the assumption that the complete data source is available for training. But, in 
the scenario we concern, such complete data source does not exist. Accordingly, it is 
still necessary to solve the problem of integrating prediction models trained from 
different data sources with different attributes. 

Table 1. Statistics of Models for Three Prediction Tasks 

 
# of 

models 
Total # of 
attributes 

Average # of 
attribute per model 

Average attribute 
overlapping between any 2 

models 
Credit scoring 5 31 6.2 36.12% 
LOS of burn 

patients 
14 27 5.57 20.63% 

Company 
bankruptcy 

18 171 19.94 11.66% 
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With the development of cloud computing, companies and individuals can develop, 
deploy, and deliver applications in a more productive and efficient way. Specifically, 
cloud computing can bring the business lower cost, multiple redundant sites, scalable 
provisioning of resources, on-demand performance improvements, usage billings, fast 
deployment, and easy maintenance [16]. With respect to business intelligence services 
in the cloud, Google launches its Google Prediction API to provide Google’s machine 
learning algorithms and prediction model hosting service on the cloud [3]. The 
Google Prediction API is now working to enable organizations or individuals to 
expose their models for paid use by other users. It can be foreseen that more and more 
prediction models will be available on this platform and attract users to search for 
relevant services for specific prediction requests. However, it is not easy for users to 
determine which prediction model is most effective among a number of models for 
their target prediction request. Moreover, using the prediction result from a single 
model is always too reckless to make the final decision. Therefore, the described 
business intelligence service environment on the cloud motivates us to develop a 
model integration method to integrate prediction models to achieve better 
performance for users. 

As mentioned above, our challenge is to integrate prediction models that involve 
different attribute sets, i.e., heterogeneous prediction models, to enhance the overall 
accuracy for a target prediction request. Besides, we notice that model providers can 
disclose some useful model information, such as model accuracy or attribute ranking, 
for reference when users employ their models. How to utilize the given model 
information for improving the effectiveness of the integrated prediction result is also 
interesting. In this study, we define that the models for integration are all at a certain 
level of information disclosure. That is, each prediction model is associated with the 
same model information. Furthermore, we have to consider the real situation that a 
user’s prediction request may not have all the attributes required by a prediction model. 

In summary, there are three research questions in this study. First, we attempt to 
develop an appropriate method for integrating heterogeneous prediction models 
pertaining to the same prediction task for improving the prediction effectiveness. 
Second, we want to explore the relationship between the level of information 
disclosure and the effectiveness of model integration. Finally, we aim to discover 
guidelines for business intelligence service providers to manage prediction models 
provided in the cloud to reach higher service quality. In response, we propose a model 
integration method to deal with heterogeneous prediction models under a certain level 
of information disclosure. For simplification, we only consider the models built by the 
decision-tree induction technique, i.e., C4.5 [13], for integration. In our proposed 
method, we adopt the concept of weighted voting to combine the results from 
different models. Specifically, a specific measure based on the given model 
information is developed to determine the weight of each involved model. 
Subsequently, the prediction with the highest accumulated weight from all models is 
selected as the final result. Our experimental results demonstrate that our proposed 
model integration methods for different information disclosures are all superior to the 
benchmark, i.e., the model selection method. Moreover, the experimental results also 
reveal that the integrated prediction accuracy can be improved when model providers 
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disclose more information about their models. This finding suggests that business 
intelligence service providers should develop incentive schemes to encourage model 
providers to supply more information about their models for enhancing the overall 
prediction accuracy. 

The remainder of this paper is organized as follows. We first define the problem 
concerned in this study in Section 2. In Section 3, we review the literature related to 
this study. In Section 4, the details of our proposed model integration method for 
different information disclosure are presented. Section 5 reports our experimental 
evaluation and discusses some important evaluation results. Finally, we conclude the 
paper with some future directions in Section 6. 

2  Problem Definition 

As we mentioned in Section 1, our concerned problem is much complicated than that 
of the related works. Therefore, we formally define our focal problem as follows: 

Suppose there are N prediction models M1, M2, …, and MN trained for a specific 
prediction task under an certain model information with the corresponding attribute 
set MA1, MA2, …, and MAN, respectively. Let AUnion=

iMA∪ for i=1, 2, …N and 

AInter=
iMA∩  for i=1, 2, …N. Then, the corresponding attribute set MA1, MA2, …, 

and MAN must satisfy the following restriction: AUnion ≠ AInter (i.e., there exists at 
least one MAi that is different from other MAj). Moreover, suppose an active user 
registers a testing instance TI with attribute set UA and UA ⊂ AUnion. Our attempt is 
to estimate the corresponding Wi for each Mi based on UA and the given model 
information, such that we can integrate the weighted predictions from all Mi to get the 
final prediction result. 

3  Literature Review 

The idea of model integration is to utilize multiple learning methods to solve a 
machine learning problem [15]. Specifically, the prediction function based on several 
models is expected to provide better predictions than that based on a single model. 
Prior studies have demonstrated that integrating several prediction models into an 
overall prediction model or solution can improve the prediction accuracy of a single 
model because each single model has its own superiority in different cases. Alpaydin 
[1] classifies the existing model integration methods into two categories, i.e., 
multiexpert combination and multistage combination. Specifically, multiexpert 
combination methods, such as voting, stacking, bagging, and boosting, have base 
models that work in parallel. On the contrary, multistage combination methods, such 
as cascading, use a serial approach, where the next base model is trained with or 
tested on only the instances where the previous base models are not accurate enough. 
The details of these related model integration methods are summarized in the 
following. 
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The simplest way to combine multiple models is by voting, which corresponds to 
take a linear combination of the prediction results of these models. The equal voting 
method is to given equal weight to the models and then takes the prediction with the 
highest weight as the result. There are also other combination rules, such as weighted 
sum, median, minimum, maximum, and product [11]. Among these rules, sum rule is 
the most intuitive and most widely used one in practice [1]. However, the weighted 
voting scheme is only applicable when the user can supply additional information of 
how much s/he votes for each model. This is difficult for a user to supply such 
information because s/he may not have enough expertise or knowledge background of 
the models. Unlike voting, stacking tries to learn the weight for each model through a 
combiner system, which is another learner [20]. The input attributes of this combiner 
system are the prediction outcomes of the involved models. Therefore, stacking is a 
means of estimating and correcting for the biases of the multiple prediction models. 
However, the combiner system should be trained on data unused in training the models. 

Bagging is also a kind of voting method whereby the models are trained based on 
the training datasets with some differences [4]. Specifically, for a training dataset with 
n instances, we first randomly select n instances with replacement from the training 
dataset to construct a re-sampled training dataset. If we need L models for integration, 
L corresponding re-sampled training datasets are required. After L models are trained, 
we take an average of the predictions made by these models as the final result. In 
bagging, generating complementary models is left to chance and to the unstability of 
the learning algorithm. On the contrary, boosting is to generate complementary 
models by training the next model that focuses more on the mistakes made by the 
previous models [1]. The original boosting method combines three weak models to 
generate a strong one [17]. Although the original boosting method is successful in 
reducing prediction error rate, its disadvantages is that a very large training dataset is 
required. To overcome this problem, Freund and Schapire [6] proposed a variant, i.e., 
Adaboost, to use the same training dataset over and over again. However, the 
prediction models need to be simple to avoid overfitting. Finally, the idea of 
cascading is to have a sequence of base models sorted in terms of their space or time 
complexity, or the cost of the representation they use [8]. Unlike boosting, cascading 
not only uses the misclassified instances of the previous model, but also the instances 
for which the previous based learner is not confident. 

Unfortunately, the model integration methods proposed in the literature all need 
one single complete dataset for base models training and the corresponding iteration 
combination process. Such restriction is not tenable in the cloud environment because 
most of model providers are not willing to share their valuable and private datasets. 
Even if all the datasets are available, the datasets from different sources may consist 
of different attributes and hard to train a single model. As a result, these integration 
methods are unable to deal with our concerned problem. In this study, our proposed 
model integration method is designed based on the concept of weighted voting. 
Specifically, we utilize the given model information to automatically decide the 
weight of each model for each prediction request to achieve better accuracy. 
Therefore, it is convenient to companies and individuals to adopt our proposed 
method to get the integrated prediction results from multiple prediction models. 
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4  Classifier Integration Method 

As we mentioned before, we aim to integrate prediction models with different 
involved attribute sets under a certain level of information disclosure. Since we deal 
with the models built by C4.5 in this study, four possible levels of information 
disclosure are considered as shown in Table 2. The simplest way for a model provider 
is to only provide the involved attributes, so that users can input correct attribute 
values (if available) into the focal prediction model. Moreover, a model provider can 
also release the prediction accuracy of the model. Note that the prediction accuracy of 
a model is evaluated based on the provider’s own dataset. Furthermore, releasing the 
information of the ranking of the attributes involved in a prediction model could be 
helpful for users to determine the capability of this model. In this study, the ranking of 
all attributes in a model are decided based on the information gain measure (namely 
IG), which is widely adopted to determine the power of an attribute for classification 
[13]. Finally, the information gain of each attribute in a prediction model can also be 
released for more details. In summary, we define Level 1 as only disclosing the 
attributes of a model and the Level 4 as disclosing the most information including 
attributes, model accuracy, attribute ranking, and the corresponding IG. For each level 
of information disclosure, we propose a corresponding model weight measure for our 
proposed model integration method. The details of our proposed model integration 
method are depicted in the following. 

Table 2. Model Information Included in Different Information Disclosure Levels 

 
Attributes of 

model 
Model accuracy Ranking of attributes IG of attributes 

Level 1 Y    
Level 2 Y Y   
Level 3 Y Y Y  

Level 4 Y Y Y Y 
 
At Level 1, we suppose that users only know the attributes of each model. The 

ideal situation is that a user’s prediction request (i.e., testing instance) has all 
attributes involved in each prediction model, and then we can just combine the 
prediction results from all models as the final decision. However, in the real situation, 
a user is usually unable to provide all attributes required by each model due to the 
lack of resources or capabilities. Therefore, our proposed model integration method 
for Level 1 is designed based on the percentage of all attributes in a model that are 
provided by the target user. Intuitively, more attributes the user can provide, higher 
prediction accuracy a model can reach. Following this assumption, the measure to 
calculate the percentage APi of all attributes in a model Mi that the target user can 
provide is defined as:

iii MAMAUAAP /)( ∩= , where UA is the attribute set provided 

by the target user and MAi is the attribute set required by the target model Mi. As a 
result, APi is used as the weight Wi of Mi for the target prediction request. 
Accordingly, the score Sj of each class Cj for the target testing instance is defined as: 

∑ =
×= N

i jiij PWS
1 ,

, where N is the number of prediction models adopted for the 
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prediction request, Pi,j is the possibility of the testing instance belonging to class Cj 
predicted by Mi. Finally, the class with the highest score is then selected as the final 
result for the target prediction request. 

At Level 2, we suppose that each model not only provides its own attributes, but 
also its prediction accuracy. Although the accuracy of each model is evaluated based 
on different datasets, the model accuracy is still an important clue for model 
integration. Intuitively, we may have more confidence on models with higher 
prediction accuracy. Consequently, the weight Wi of Mi for all its predictions is 
modified as: 

iii ACAPW ×= , where APi is the percentage of attributes in model Mi 

that the target user provides and ACi is the prediction accuracy of Mi. Similarly, we 
calculate the score Sj of each class Cj for the testing instance and then select the class 
with the highest score as the final result. 

At Level 3, we suppose that the attribute ranking in each model is also available. 
Since the ranking of all attributes in a model is decided based on the information gain, 
we can know whether the testing instance has important attributes for the focal model. 
Specifically, if the testing instance only has attributes with lower ranks in the focal 
model, the prediction accuracy of this model for this instance could be seriously 
decreased. Therefore, by using the information of attribute ranking, we can assess the 
prediction accuracy of each model for a testing instance more precisely. Since 
attributes with higher ranks should be more important than attributes with lower 
ranks, we first define the importance IMk of an attribute Ak with the rank of k in model 
Mi as: 

iik nknIM /)1( +−= , where ni is the number of attributes involved in Mi. 

Consequently, the weight Wi of Mi for all its predictions is further modified as: 

∑
∩∈

××=
ik MAUAA

kiii IMACAPW . Again, we calculate the score Sj of each class Cj for the 

testing instance and then select the class with the highest score as the final result. 
At Level 4, we suppose that each model releases the following information: the 

attributes involved, model accuracy, attribute ranking, and information gain of each 
attribute. Actually, the information gain of an attribute is more representative than the 
ranking of this attribute, because attribute ranking only tells the difference in ranks of 
two attributes but not the exact difference between the classification power of the two 
attributes. Because attributes with higher information gain should be more important 
than those with lower information gain, we first set the importance IMk of the attribute 
Ak in model Mi as its information gain IGk. As with Level 3, the weight Wi of Mi for 
all its predictions is defined as: ∑

∩∈

××=
ik MAUAA

kiii IMACAPW . Finally, we calculate 

the score Sj of each class Cj for the testing instance and then select the class with the 
highest score as the final result. 

5  Empirical Evaluation 

In this section, we describe our evaluation design, including evaluation datasets, 
evaluation procedure, and performance benchmark, and then discuss important 
experimental results. 
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5.1    Data Collection 

For performance evaluation, we collect the three datasets (i.e., Chess, Dermatology, 
and Zoo) from the UCI Repository of Machine Learning Databases. A summary of 
the three datasets is shown in Table 3. The characteristics of these datasets are quite 
different so that we can demonstrate the generalizability of our proposed model 
integration method. 

Table 3. Summary of Our Datasets 

 # of instances # of classes # of attributes (discrete/continuous) 
Chess 3196 2 36 (36/0) 

Dermatology 366 6 34 (0/34) 
Zoo 101 7    16 (16/0) 

5.2    Evaluation Procedure 

To evaluate the performance of our proposed model integration method, each original 
dataset in Table 3 is first partitioned randomly into two sub-datasets in each 
evaluation round, i.e., training dataset and testing dataset. The corresponding training 
dataset consists of 66% of the instances randomly selected from the original dataset 
and the corresponding testing dataset consists of the remaining 34% of the instances. 
The training dataset provides a basis for generating training instances to construct 
each prediction model for the target prediction task, and the testing dataset is then 
used to evaluate the performance of our proposed model integration method. 

To simulate the situation in which heterogeneous prediction models are involved, 
we build five heterogeneous prediction models based on the target training dataset. 
Specifically, for a training dataset, each prediction model is not built based on the 
same training instances and does not use the same attributes as its inputs. Therefore, 
we have to split the training dataset into five sub-datasets. Because two of our 
collected datasets (i.e., Dermatology and Zoo) do not have a large number of 
instances, we allow some instances to appear in more than one sub-dataset. 
Specifically, we generate a random number for each training instance. If the number 
is smaller than the pre-defined threshold t (i.e., 0.75 in this study), this instance is 
assigned to one of the five sub-datasets. If the number is equal to or greater than t, we 
duplicate this training instance into more than one sub-datasets. Accordingly, we 
randomly select the number of copies c (between 2 and 5) that specifies the number of 
sub-datasets this training instance will appear. Thus, each instance in the training 
dataset will has a 6.25% chance of appearing in 2, 3, 4, or 5 sub-datasets, respectively.  

Subsequently, we try to keep different attributes for each sub-dataset to train the 
corresponding model, such that the prediction accuracy of the five models will be 
different. Moreover, we also want to reduce the impact of the number of attributes 
involved in a prediction model. Therefore, we pre-define the composition of the 
attributes in each of the five models as shown in Table 4. Specifically, we first split 
the attributes of the original dataset into three groups, i.e., HIG (for high information 
gain), MIG (for medium information gain), and LIG (for medium information gain), 
according to the information gains of the attributes in the original dataset.  
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For example, the attributes of the chess dataset are partitioned into three groups and 
the top-12 attributes with the highest information gain are assigned to the HIG group. 
On the contrary, the 12 attributes with the lowest information gain are assigned to the 
LIG group. Afterward, according to Table 4, we randomly select 50% to 82% of the 
attributes from HIG, 18% to 50% of the attributes from MIG for the first sub-dataset, 
and then use these selected attributes to train the first model based on the first sub-
dataset. The other four models are built based on the corresponding rules. Note that 
we employ C4.5 to build all these prediction models. 

Table 4. Attribute Composition of the Five Prediction Models 

 HIG MIG LIG 
Model 1 (66±16)% (34±16)% 0% 
Model 2 (34±16)% (66±16)% 0% 

Model 3 (33±16)% (34±16)% (34±16)% 
Model 4 0% (66±16)% (34±16)% 
Model 5 0% (34±16)% (66±16)% 

 
Finally, as we mentioned before, for a prediction request, the user is usually unable 

to provide all attributes required by each prediction model due to the lack of resources 
or capabilities. To simulate this scenario in our evaluation, we discard some attributes 
for each instance in the testing dataset before inputting to our model integration 
method. Suppose we decide to discard x% attributes for a testing instance. In this 
study, we randomly discard x% of the attributes for the target testing instance. 

5.3    Performance Benchmark and Evaluation Criteria 

For comparison purpose, we implement a model selection method (namely MS) as 
our performance benchmark. Specifically, for each testing instance, the prediction 
result of the model with the highest model weight is selected as the final result. The 
weight Wi of a target model Mi in a certain level of information disclosure in MS is 
the same as the weight of this model in the same level of information disclosure in our 
proposed model integration method. Moreover, in each of the following experiments, 
we adopt the average prediction accuracy of the 300 evaluation rounds as our 
evaluation criteria. The prediction accuracy of each evaluation round is defined as: 

instances  testingofnumber 

method edinvestigat by the predictedcorrectly  instances  testingofnumber 
accuracy =  

5.4    Evaluation Results 

We examine the performance of our proposed model integration method (namely MI) 
and the corresponding performance benchmark under information disclosure Level 1, 
2, 3, and 4 based on the three datasets by following the evaluation procedure 
discussed in Section 5.2. In these experiments, we range the percentage of attributes 
in a testing instance to be discarded, i.e., x from 20 to 80 in increments of 20. Table 5 
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shows the corresponding evaluation results. First, the performance of both MS and MI 
decreases when x increases. It is reasonable that most of the prediction models fail if a 
user cannot provide enough attributes as required by each prediction model. Second, 
our proposed integration method outperforms the benchmark across all information 
disclosure levels investigated. Such results demonstrate that our proposed model 
integration method can leverage multiple prediction models to achieve greater 
prediction accuracy. Compared with the benchmark, our proposed method not only 
considers the condition of the target testing instance to choose the most suitable 
model by giving a higher weight, but also consults the opinions from other models. 
Moreover, in most cases, the prediction accuracy of our proposed method is higher 
when the level of information disclosure is higher. Such results suggest that if model 
providers can release more model information, the quality of prediction service will 
be greater. Finally, all the experimental results shown in Table 5 indicate that our 
proposed method is applicable for all datasets examined. 

Table 5. Comparative Evaluation Results of MS and MI 

(a) Chess Dataset 

x% 
Level 1 Level 2 Level 3 Level 4 

MI MS MI MS MI MS MI MS 
20% 76.59% 69.63% 76.59% 68.83% 77.19% 69.19% 80.44% 68.61% 

40% 70.36% 65.17% 70.36% 64.41% 71.18% 65.02% 73.05% 64.80% 
60% 65.73% 61.51% 65.73% 61.32% 66.37% 60.98% 67.35% 61.25% 
80% 59.03% 56.88% 59.03% 56.74% 59.39% 56.53% 59.68% 56.74% 

Note: The boldfaced number in each row indicates the highest value across the different levels 
of information disclosure and different methods investigated. 

(b) Dermatology Dataset 

x% 
Level 1 Level 2 Level 3 Level 4 

MI MS MI MS MI MS MI MS 

20% 79.57% 66.37% 80.39% 65.65% 80.69% 65.49% 80.12% 65.24% 
40% 65.25% 54.13% 65.98% 54.36% 67.13% 53.08% 66.29% 52.93% 
60% 46.27% 42.28% 46.53% 42.48% 49.16% 40.90% 48.76% 41.42% 
80% 30.78% 32.63% 31.20% 32.52% 34.43% 32.10% 34.20% 31.84% 

(c) Zoo Dataset 

x% 
Level 1 Level 2 Level 3 Level 4 

MI MS MI MS MI MS MI MS 
20% 82.54% 71.67% 83.22% 72.70% 83.89% 70.66% 83.75% 71.84% 
40% 70.79% 62.37% 70.91% 64.07% 73.57% 61.91% 73.53% 61.99% 
60% 60.15% 55.76% 60.34% 56.15% 63.65% 55.11% 63.56% 55.49% 
80% 49.23% 48.04% 49.23% 49.05% 52.20% 47.61% 51.74% 48.14% 
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6  Conclusion and Future Research Directions 

In the cloud, business intelligence service providers (e.g., Google) host platforms for 
model providers to share prediction models for other users to employ. Since there 
might be more than one prediction models built for the same prediction task, one 
important issue is to provide the integrated results from the involved models to avoid 
arbitrary decisions from a single model. Although prior studies have focused on the 
problem of model integration, existing approaches are basically based on the 
assumption that a complete dataset is available for training. Such assumption is not 
tenable because the model providers on the cloud may not be willing to share their 
own valuable and private datasets to others. Moreover, a user is usually unable to 
provide all required attributes for a testing instance due to the lack of resources or 
capabilities. Therefore, it is necessary to develop a model integration method to 
address this challenge. In this study, we notice that the models for the same prediction 
task usually have different concerned attributes and, given a prediction request, the 
information about a model can help assess possible prediction accuracy of the model. 
Accordingly, we propose a weighted-voting-based model integration method that 
combines the prediction results of all involved heterogeneous models to obtain the 
final prediction. Specifically, a specific measure based on the given model 
information is developed to determine the weight of each model involved. 
Subsequently, the class with the highest accumulated weight from all models is 
selected as the final result. Our experimental results show that our proposed 
integration method outperforms the benchmark, i.e., the model selection method, in 
all the scenarios investigated. The results also suggest that business intelligence 
service providers should develop incentive schemes to encourage model providers to 
release more information about their prediction models so that the service providers 
can provide more effective prediction services. 

Some ongoing and future research directions are discussed as follows. First, 
evaluating the proposed integration method with more datasets will help further 
extend the generalizability of the evaluation results reported in this study. Second, in 
this study, we only consider underlying prediction models with the same level of 
information disclosure. Such restriction may be too strict. Therefore, the extension of 
our proposed model integration method to deal with prediction models with different 
levels of information disclosure is currently underway. Finally, our proposed method 
is now developed for prediction models trained by C4.5. One future research direction 
is to evaluate the proposed integration method when underlying prediction models are 
constructed by different learning algorithms. 
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Abstract. Traditionally, consumers purchase software by paying the price 
upfront and install the software on their computers. However, allowing 
consumers “pay as you go” by subscribing to the software has become 
increasingly popular. The two licensing models are referred to as “on-premises 
model” and “Software as a Service (SaaS) model” respectively. This paper 
studies the software vendor’s choice of the two models considering consumers’ 
uncertainty on the software quality and the software upgrading issue.  

Keywords: Software as a Service, Backward compatibility, Consumers’ 
uncertainty, Network Effects. 

1 Introduction 

Traditionally, consumers purchase software by paying the price upfront and install the 
software at their computers. This type of software is referred to as on-premises 
software and we refer to this licensing model as on-premises model1. However, with 
the development of the Internet in the late 90s, Software as a Service (SaaS) has 
emerged as a new software licensing model and gained significant popularity. In this 
licensing model, instead of paying the price upfront, consumers pay a subscription fee 
on a recurring basis [5]. They have access to the software as long as they pay the 
subscription fee. The SaaS model has attracted such well-established software firms 
as Oracle, SAP, and Microsoft into offering some of their applications on a 
subscription basis.  

It has been estimated that SaaS sales have reached US$9B in 2010, up 15.7% from 
2009, and will increase to US$10.7b in 2011. SaaS applications account for 
approximately 10% of the total enterprise software market in 2010, and may achieve 
16% of worldwide software sales by 2014 [4]. Given that the SaaS model is gaining 
more and more popularity, a critical question facing the software firms is whether 
they will be better off by converting to the SaaS model from the on-premises model. 
A major objective of this paper is to provide guidelines for the software firms on this 
critical issue.  

                                                           
1 See http://en.wikipedia.org/wiki/On-premises_software 
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The SaaS model in essence amounts to a software leasing model. In this model, the 
consumers rent the software from the firm and pay rent for the period of usage. The on-
premises model is a selling model, in which consumers purchase the software and own 
the license perpetually. Although the problem of whether to sell or lease the durable 
goods has been studied extensively, software as a durable good has several distinct 
features that have not been considered in prior literature. First, software exhibits positive 
network effects. When there exist positive network effects, the consumer utility from 
the product increases with the size of the consumers adopting the same product. This 
study focuses on the case where the network effects are negligible.  

Another feature of software is that a newer version becomes available not long 
after the previous one. Consumers who did not purchase the previous version need to 
pay the full price of the newer version, while those who did can pay a smaller fee to 
upgrade. In the SaaS model, consumers pay the same subscription fee, presumably 
smaller than the full price of the on-premises model, for both versions. To complicate 
the matter, there is a compatibility issue with the software upgrade. For example, a 
DOC file created by Microsoft Word 2003 can be opened by Word 2007, which is not 
the case the other way around. This compatibility issue is commonly referred to as 
“backward compatible”; that is, the new version is compatible to the old version but 
not vice versa. In this case, backward compatibility problem can reduce the benefit of 
network effects for the users of the previous version [3]. 

Considering the distinct features of software discussed above, this paper aims at 
providing guidelines for the software firm on which licensing model – SaaS or on-
premises – will generate a greater profit. The remainder of this paper is organized as 
follows. Section 2 describes the SaaS and on-premises licensing models in the 
absence of network effects, and compares their performances. Section 3 concludes the 
paper and identifies possible directions for future research.  

2 The Baseline Model: No Network Effects 

In this section, we derive the software firm’s optimal profit for both SaaS and on-
premises licensing models in the absence of network effects. The baseline model of 
no network effects provides us a benchmark case. Comparing the results of the 
benchmark case with those of the case with network effects enables the firm to 
discern the impact of network effects. We first analyze the SaaS licensing model in 
section 2.1, then the on-premises licensing model in section 2.2 and compare the two 
in section 2.3. 

For both SaaS and on-premises licensing models, the software firm under 
consideration offers the first version of the software at the beginning of the first 
period. Consumers have a level of uncertainty about the quality of the software before 

adopting it. Consumers believe that the quality of software will be 1
Hs  (high quality) 

with a probability α  and 1
Ls  (low quality) with a probability 1 α− . The software 

firm offers the second version of the software at the beginning of the second period. 

Similar to the first period, consumers believe that the quality will be 2
Hs  with a 
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probability of α , and 2
Ls  with a probability of 1 α− . The second version of the 

software will have a higher quality than that of the first version. Then, 

2 1 2 1,H H L Ls s s s> > . 

2.1 SaaS Model in the Absence of Network Effects 

Under the SaaS model, the software firm charges a subscription fee Lp for each 

period of usage of the software. Note that this fee remains the same for both periods 
to reflect the common practice of the industry. Consumers make the decision whether 
to subscribe the software or not at the beginning of each period. At the beginning of 
the first period, consumers decide to subscribe the software or remain inactive; 
Likewise, consumers makes the decision again for the second period no matter what 
choices they have made in the previous period. Thus, consumers have four possible 
strategies under the SaaS licensing model - subscribe in both periods, subscribe in the 
first period and remain inactive in the second period, remain inactive in the first 
period and subscribe in the second period, and remain inactive in both periods.  
Table 1 summarizes the notation of our model. 

Table 1. Model Notation 

1
Hs  The possible high quality of the first version  

1
Ls  The possible low quality of the first version  

2
Hs  The possible high quality of the second version  

2
Ls  The possible low quality of the second version  

α  The probability that consumers believe the software is high quality 

θ  Consumers’ valuation of the software 
c  Usage cost 

Lp  The price charged for subscription of one period in the SaaS model 

Sp  The price to purchase the software in the on-premises model 

Up  The price to upgrade in the second period in the on-premises model 

 
The consumers have heterogeneous valuations of the software [2, 3]. Following 

Conner [2], we designate the size of the total population in the market as K  and the 

number of customers who have a positive valuation of the software as N  such that 
, 1.K a N a= ⋅ >  Then the number of people not interested in the software will be 

( 1)K N a N− = − . The total population can thus be modeled by the interval 

[ ( 1), ]a N N− − . For simplicity, we normalize N  to 1. Then the interval 

[ ]( 1),  1a− −  corresponds to the total population in the market. Let a customer’s 
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valuation type be denoted by θ , where θ  is uniformly distributed over 

[ ]( 1),  1a− − . Hence, consumers with a valuation type between 0 and 1 have a 

positive valuation about the software, and therefore correspond to the potential market 
size of the software firm. Further, let c  denote the usage cost incurred by consumers 
when adopting the software. This usage cost includes time and efforts cost for the 
consumers to learn and use the software [1].   

The consumer’s expected net utility by subscribing to the software in the first 
period equals  

 
( )1 1(1 ) .H L

LU s s p cθ α α= + − − −
                                  

(1) 

 

For simplicity, we use 1Es  to designate 1 1(1 )H Ls sα α+ −  and 2Es  to designate 

2 2(1 )H Ls sα α+ −  in the rest of this paper. Therefore, the net utility for those who 

remain inactive in both periods (II for Inactive, Inactive) equals 

 
0.IIU =

                                                                 
(2) 

The net utility for those who remain inactive in the first period and subscribe to the 
software in the second period (IS for Inactive, Subscribe) equals 

 2 .IS LU Es p cθ= − −
                                                 

(3) 

Likewise, the net utility for those who subscribe to the software in the first period and 
remain inactive in the second period (SI for Subscribe, Inactive) equals 

 1 .SI LU Es p cθ= − −
                                                   

(4) 
 

Finally, the net utility for those who subscribe to the software in both periods (SS for 
Subscribe, Subscribe) equals 

 1 2 .SS L LU Es p c Es p cθ θ= − − + − −
                                   

(5) 

The consumers choose one of the four possible strategies under the SaaS licensing 
model that maximizes their net utilities. 

We find that for a given consumer the expected net utility of adopting SI strategy is 
always smaller than that of IS strategy. This implies that the SI strategy is always 
dominated by the IS strategy. Furthermore, it can be shown that the consumer who 
chooses the IS strategy has a higher valuation parameter θ  than those who choose II 
strategy, and the consumer who chooses the SS strategy must have a higher valuation 

parameter θ  than those who choose IS (see Appendix for proof). Figure 1 shows the 
market segments under the SaaS licensing model. 
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Fig. 1. Market Segments for the SaaS model 

The marginal consumer Lθ  in Figure 1 has the same expected net utility between 

choosing II and IS, which implies 2[ ] 0L LE s c pθ − − =  and 
2

L
L

c p

Es
θ +=

 
 The 

marginal consumer Hθ  has the same expected net utility between choosing IS and SS, 

which implies 2 1 2[ ] [ ] [ ].H L H L H LE s c p E s c p E s c pθ θ θ− − + − − = − −  Thus, 

1 2

2( )
.L

H

c p

Es Es
θ +=

+
 The interval H Lθ θ−  corresponds to the demand for the software 

from the consumers who choose the IS strategy, while the interval 1 Hθ−  

corresponds to the demand for the software from those who choose the SS strategy. 
Thus, the profit for the software firm adopting the SaaS licensing model equals 

1 2

2 1 2

( )( 3 )
2 (1 ) ( ) 2 .

( )
L

L H L H L L

c p Es Es
p p p

Es Es Es
π θ θ θ ⎡ ⎤+ += − + − = −⎢ ⎥⋅ +⎣ ⎦       

(6) 

 

To guarantee non-negative demands, it requires that 0Lθ ≥ , L Hθ θ≤ , 1Hθ ≤ . 

Since c , Sp , and 2Es  are non-negative, the condition 0Lθ ≥
 
is always satisfied. 

The condition L Hθ θ≤  requires 1 2Es Es≤ , which is implied in our model. The 

condition 1Hθ ≤  requires 1 2

2L

Es Es
p c

+≤ − . This implies there is an upper 

bound on the subscription fee Lp  the software firm can charge. Therefore, the 

software firm faces the following maximization problem to achieve the optimal profit.  
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The optimal solution to the above problem is (see the proof in the Appendix) 

2
2 1 2 1 2 1 2

1 2 1 2*
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1 2 1 2

1 2

2 ( ) ( 3 ) ( )
,  when 

2( 3 ) 3
.

( )
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2 3
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p
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c
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The firm realizes the following optimal profit 

2 2
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2
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4 ( )( 3 ) 3
.

( 2 )( ) ( )
, when c

4 3

c Es Es Es Es Es Es Es
c

Es Es Es Es Es Es Es

Es Es c Es Es Es Es

Es Es Es
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(9) 

From Eqs. (8) and (9), there are two sets of optimal solutions, which correspond to 
two market segmentation structures. The market structures depend on the relationship 
between the usage cost and software quality as follows: 

1)  When the usage cost c  is less than or equal to the threshold value of 
2

1 2

1 2

( )

3

Es Es

Es Es

+
+

, the optimal market structure includes all three segments of II, IS 

and SS. This shows that when the usage cost is relatively small, every one of the 
three strategies will be chosen by some consumers.  

2) When the usage cost c  is greater than the threshold value of 
2

1 2

1 2

( )

3

Es Es

Es Es

+
+

, the 

optimal market structure includes only II and IS. This shows that when the usage 
cost is relatively high, no consumers will choose the SS strategy, which implies 
that no consumers will subscribe to the software for both periods. 

It can be shown that when 2 1Es Es≥  and 1c Es≤ , the condition 
2

1 2

1 2

( )

3

Es Es
c

Es Es

+≤
+

 

always holds. The expected quality of the second version is greater than that of the first 

version ( 2 1Es Es≥ ) and the usage cost is less than the expected quality of the software 

( 1c Es≤ ); otherwise, no consumers will purchase the software. In other words, the only 

feasible market structure in reality is the one that includes all three segments of II, IS and 
SS. We thus have the following proposition. 

Proposition 1: In the absence of network effects, the software firm implementing the 
SaaS licensing model should set the optimal subscription price as 
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* 2 1 2 1 2
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 and realizes the optimal profit of 

2
* 1 2 2 1 2

2 1 2 1 2

( ( 3 ) 2 ( ))

4 ( )( 3 )

c Es Es Es Es Es

Es Es Es Es Es
π + − +=

+ +
 in the market where all three 

segments of II, IS and SS consumers coexist. 

2.2 On-Premises Model in the Absence of Network Effects 

Under the on-premises licensing model, the software firm charges a price Sp  for 

consumers who purchase the software at the beginning of the first period or the 
second period. Consumers have access to the software in both periods if they 
purchase it in the first period. For those who have purchased the software in the first 

period, the software firm charges them an upgrading fee Up  to upgrade the first 

version to the second version. The upgrading fee is lower than the purchase price to 

reflect the reality, i.e., U Sp p< . 

The consumers make decisions in the beginning of the first period based on their 
total expected utilities received in the both periods. They have four strategies to 
consider  remain inactive in both periods (II), inactive in the first period and buy in 
the second period (IB), buy in first period and hold it in the second period (BH), and 
buy in the first period and upgrade in the second period (BU).  

Fig. 2. Market Segments of the On-premises Model 

The expected utility of those consumers who choose strategy II is  For 

consumers who choose strategy IB, they derive expected utility of 

 The consumers who choose strategy BH realizes expected 

utility of  Finally, the expected utilities of those 

consumers who choose strategy BU equals 

 Thus, the market under the on-premises 

licensing model is described in Figure 2 (see Appendix for proof). 

The marginal consumer 1θ  has the same net utility between choosing the strategy 

II and IB, which implies 1 2[ ] 0SE s c pθ − − =  and 
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consumer 2θ  has the same net utility between choosing the strategy IB and BH, 

which implies 2 1 2 1 2 2[ ] [ ] [ ]S SE s c p E s c E s c pθ θ θ− − + − = − −  and 

2
1 22

c

Es Es
θ =

−
. Finally, the marginal consumer 3θ  has the same net utility 

between choosing the strategy BH and BU, which implies 

3 1 3 2 3 1 3 1[ ] [ ] [ ] [ ]S u SE s c p E s c p E s c p E s cθ θ θ θ− − + − − = − − + − . Thus, 

3
2 1

Up

Es Es
θ =

−
. 

To ensure that each market segment is nonnegative requires 

1 1 2 2 3 30, , , 1.θ θ θ θ θ θ≥ ≤ ≤ ≤  Since , ,Sc p  and 2Es  are nonnegative, the 

condition 1 0θ ≥  is always satisfied. The condition 1 2θ θ≤  requires that 

2 1

1 2

2
2S

Es Es
p c

Es Es

−≤
−

. This implies that the selling price of the software must be 

lower than the upper bound of 2 1

1 2

2 .
2

Es Es
c

Es Es

−
−

 The condition 2 3θ θ≤  requires that 

2 1

1 2

( )

2U

c Es Es
p

Es Es

−≥
−

, suggesting that there is a minimum upgrade price. Finally, the 

condition 3 1θ ≤  requires that 2 1Up Es Es≤ − . It follows that the upgrade price 

cannot exceed the upper bound of 2 1.Es Es−  

The software firm can achieve the following profit by adopting the on-premises 
model. 

2
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The problem facing the software firm becomes 
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The optimal price of the software and the optimal upgrading fee are (see the 
Appendix): 

2 1 1 2
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the optimal profit equals  
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Eqs. (12) - (14) show that there are three sets of optimal solutions depend on the 
relationship between usage cost and software quality. Each solution corresponds to a 
particular market structure. When the usage cost c  and software quality satisfy the 

condition 1 22

2

Es Es
c

−≤ , the market structure includes three segments  II, BH and 

BU. This implies that when the usage cost is relatively small, the software firm sets 
the optimal sales price of the on-premises software at the upper bound of Eqs. (12), 

leading to 1 2θ θ= , i.e., the disappearance of IB segment. When the usage cost c  and 

software quality satisfy the condition 1 2 2 1 2

2 1

2 (2 )

2 3 2

Es Es Es Es Es
c

Es Es

− −< <
−

, the 
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market structure includes two segments  II and BU. This implies that when the usage 
cost is mediate, the software firm sets the optimal sales price at the upper bound and 

the upgrading fee at the lower bound, which leads to 1 2 3θ θ θ= = , i.e., the 

disappearance of segments of IB and BH. Finally, when the usage cost c  and 

software quality the condition 2 1 2
1 2

2 1

(2 )
2

3 2

Es Es Es
c Es Es

Es Es

− ≤ ≤ −
−

, the market 

structure includes three segments  II, IB and BU, leading to 2 3θ θ= , i.e., the 

disappearance of BH segment.  

2.3 SaaS versus On-Premises Model without Network Effects 

Comparing the optimal profit of the SaaS model in Eq. (9) with that of the on-
premises model in Eq. (14) shows that it is too complex to determine which licensing 
model generates a higher profit. Therefore, we resort to computational analysis for 

managerial insights. To this end, we set 1
Hs  at the baseline value of 100. Then, we let 

1
Ls  equal 90% of 1

Hs , 2
Hs  equal 20% higher than 1

Hs , and 2
Ls  equal 90% of 2

Hs . 

The probability that the consumers believe the software quality is high is set at 0.7. 
Figure 3 plots the optimal profits of SaaS and on-premises licensing models with 
respect to the software usage cost c  where c  is between 0 and the highest upper 

bound of 1 22Es Es− . In Figure 3, the value of c  is expressed in terms of the 

percentage of the baseline parameter 1
Hs . 

 

Fig. 3. The Comparison of the Optimal Profits of SaaS vs. On-Premises Model with respect to 
the Usage Cost 
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Figure 3 clearly demonstrates that the SaaS model dominates the on-premises 
model for all values of software usage cost c . This implies that the software firm 
should implement the SaaS model in the absence of network effects.  

3 Concluding Remarks 

Software as a Service (SaaS) has become an increasingly popular software licensing 
model since the term was first coined in February 2001 by the Software & 
Information Industry’s (SIIA) eBusiness Division2, although most software is still 
offered through the traditional on-premises model. The objective of this research is to 
examine the software firm’s choice between SaaS and on-premises licensing models 
in the absence of network effects. We show that SaaS model dominates the on-
premises model in generating a higher profit when network effects are not existent or 
weak. Our future research will examine the impact of network effects on the software 
firm’s optimal choice of licensing model. 
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Abstract. We investigate the relationship between a firm’s investments in 
knowledge-related assets and innovation. We propose curvilinear (inverted-U 
shaped) effects of human capital investments and IT capital investments on firm 
innovation respectively. Based on the analysis of 349 German firms across 
industries, corroborating support for the proposed relationships is presented. We 
contribute to the existing work on the resource-based view of the firm (RBV) 
by identifying and testing the possible downsides associated with the excessive 
accumulation of strategic resources. 

Keywords: Human Capital, Information Technology Capital, Innovation, 
Resource-based View.  

1 Introduction 

The resource-based view of the firm (RBV) maintains that firms that are able to 
accumulate and deploy valuable, rare, costly to imitate, and non-substitutable 
resources are positioned to generate and sustain competitive advantage (Barney, 1986; 
1991). Among various resources that a firm possesses, its knowledge assets are often 
regarded as having such characteristics prescribed by RBV (Grant, 1996; Kogut and 
Zander, 1992). Also, scholars have recognized that a firm’s knowledge that enables it 
to generate sustainable competitive advantage is often embedded in its employees 
(Nonaka and Takeuchi, 1995; Wright et al., 2001). And, as Kogut and Zander point 
out, “the knowledge of the firm must be understood as socially structured, or, more 
simply stated, as resting in the organizing of human resources” (1992: p. 385; 
emphasis added). In this regard, the role of the firm is to create an environment that 
facilitates the sharing and recombination of individually possessed knowledge 
(Argote et al., 2003). A key component of this environment is a firm’s information 
technology (IT) assets, which facilitate the exploration, sharing, and organizing of 
knowledge (Alavi and Leidner, 2001). So, firms are investing both in assembling a 
capable team of knowledge workers and in acquiring superior IT resources 
(Sambamurthy and Zmud, 2000). 
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The application of these knowledge-related resources is expected to result in 
process and product innovations, enabling a firm to gain performance advantages. 
Scholars often propose innovation as an immediate outcome of knowledge-intensive 
activities within the firm (Katila and Ahuja, 2002). Accordingly, when examining the 
return on knowledge-related investments, it is necessary to recognize that a firm’s 
performance in innovation may serve as a more proper unit of analysis than overall 
financial performance (Ray et al., 2004). On the basis of the RBV logic, one may 
expect a linear and positive relationship between a firm’s human and IT capital 
investments and innovation. We, however, argue that the relationship between these 
investments and innovation is more likely to be curvilinear (i.e., following an 
inverted-U shape). That is, while human capital and IT capital investments may 
initially increase a firm’s performance in innovation, excessive accumulation of these 
resources likely results in inefficiencies due to increased dynamic adjustment costs 
resulted from managerial complexity and information overload (e.g., Penrose, 1959; 
Tan and Mahoney, 2005). As a consequence, further investments in human and IT 
capitals may hinder a firm’s capacity to innovate. We test our predictions using data 
from 349 German firms in 2002-2006. Our sample has good representativeness of the 
German economy, which is distributed across nearly all industries. We analyze the 
effects on performance-based measure of product innovation and find consistent 
results corroborating our theoretical arguments. In addition, we also test the 
interactive effect between these two knowledge-related resources as theoretically they 
may play either complementary or substitutive roles in the process of generating 
innovation. Our inability to find significant empirical results tends to suggest that the 
way these two resources interact with each other may be complex and depend on 
various contingencies. We contribute to the body of work on RBV by recognizing the 
possible downsides of accumulating strategic resources. Such recognition may 
constitute a valid explanation for why RBV has only received marginal support in the 
empirical literature (See Newbert [2007] for a recent review). Our findings of 
curvilinear effects of knowledge-related resources on firm innovation remind both 
researchers and practitioners the danger of an oversimplified interpretation of RBV 
(Barney, 1986; 1991).  

2 Theory and Hypotheses 

For the assets possessed by a firm, a distinction is often made between invisible and 
physical assets (Itami, 1987) with the former being those knowledge-based resources 
that are accumulated and produced by the firm’s employees. It has been well 
recognized that “physical (visible) assets must be present for business operations to 
take place but invisible assets are necessary for competitive success” (Barney and 
Arikan, 2001, p. 136). Firms are now making extensive investments in both human 
capital and IT capital to develop their knowledge bases to compete in today’s 
economy (Krishnan et al., 2007), because the former is the ultimate generator of new 
knowledge (Davenport and Prusak, 1998; Kogut and Zander, 1992) and the latter 
facilitates the exploration, sharing, and organization of knowledge (Alavi and 
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Leidner, 2001). Knowledge assets serve as vital inputs to a firm’s innovation activity 
(Cohen and Levinthal, 1990; Miller et al., 2007), which is often regarded as the driver 
of a firm’s competitiveness (Schumpeter, 1934). Accordingly, we study a firm’s 
accumulation of knowledge assets in terms of both human capital and IT capital 
investments and maintain that these investments serve as key antecedents to a firm’s 
innovation activity. 

2.1 The Inverted-U Relationship between Human Capital and Innovation 

Knowledge embedded in a firm’s human capital is regarded as possessing valuable, rare, 
and non-substitutable characteristics (Wright et al., 2001). And, firms often consider 
investing in accumulating human capital an essential strategy to effectively compete with 
other firms (Ployhart et al., 2009). Empirical studies have found some support for a 
positive relationship between the accumulation of human capital and firm performance 
(Aaronson et al., 2007; Damanpour, 1991; Ployhart et al., 2009), or a U shaped 
curvilinear relationship between human capital embodied in partners and performance of 
professional service firms which is negative early in the partners’ tenure but becomes 
positive (Hitt et al., 2001). Yet, we propose that an inverted-U shaped curvilinear 
relationship between the accumulation of human capital and firm innovation is more 
likely for two reasons. First, the accumulation of human capital necessarily increases the 
complexity of interactions among the firm’s employees—knowledge workers in 
particular. As employees need to pool their individually possessed knowledge together, 
an effective control system is inevitably required to facilitate continuous knowledge 
sharing and generation. To the extent that individual actors are bounded in their 
rationality (Simon, 1947), increased complexity is likely to frequently render the existing 
control systems ineffective. As a consequence, when the accumulation of human capital 
exceeds a certain point, the control system as a whole may not be able to function 
effectively to ensure that the firm can continue to generate innovative outputs (Penrose, 
1959). Particularly, with an over accumulation of human capital, the ease with which 
management can productively govern its internal human assets decreases. Therefore, as 
the level of accumulated human capital increases, the corresponding control systems also 
need to grow, leading to increased dynamic adjustment costs (Hay and Morris, 1991). 
The dynamic adjustment costs that management incurs systematically increase in 
contexts that rely on tacit processes, because explicit organizational structures and 
policies can only play a little role in coordinating socially complex processes such as 
knowledge transferring and sharing (Tan and Mahoney, 2005). Innovation activity, 
which is largely driven by such tacit processes of knowledge recombination, is thus likely 
to suffer as the size of the internal human resource pool exceeds an optimal level. 
Second, accumulating more human capital may also increase the diversity among 
employees. While diversity can bring about more creative ideas, the scarcity of the firm’s 
attention (Simon, 1947; Mahoney, 2005) renders it difficult for the firm to choose the 
right focus. Moreover, lengthy debates over an excessive number of options generated by 
a diverse group of knowledge workers may further encumber decision-making processes 
and eventually weaken the firm’s capacity to implement promising R&D projects. Based 
on the two theoretical arguments presented above, we propose that, after an optimal level, 
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additional investments in human capital are likely to negatively impact the firm 
innovation activity. 

H1: Accumulation of human capital and innovation performance are likely to have an 
inverted-U shaped relationship. 

2.2 The Inverted-U Relationship between IT Capital and Innovation 

IT facilitates access to knowledge by creating electronic links not only within a focal 
firm but also across its entire supply chain (Rai et al., 2006; Krishnan et al., 2007). IT 
assets are vital for tapping into information that typically resides outside the firm and 
for supporting business processes that span firm boundaries (Saraf et al., 2007). IT 
resources support sophisticated business activities through process adaptation and 
information sharing. Also, as organizations grow in size, they typically rely on IT to 
systematically organize knowledge dispersed within their boundaries (Gattiker and 
Goodhue, 2005). IT can help a firm to acquire, assimilate, transform and explore 
knowledge, which in turn breeds various innovations (Joshi et al., 2010). Empirical 
studies have shown some support for the positive relationship between the 
accumulation of IT capital and various firm performance outcomes including 
innovation. However, we propose that this relationship is more likely to be curvilinear 
for the following three reasons. First, higher IT capital accumulation and excessive 
deployments of IT systems can be associated with information overload (Ackoff, 
1967) which is likely to reduce the productivity of various parties engaged in IT-
enabled knowledge work. This is because the increased amount of information 
generated by the IT systems intensifies the competition for managers’ and employees’ 
attention, likely compromising the firm’s decision-making process and quality 
(Ocasio, 1997). Such an information overload could arguably also explain the 
presence of an IT productivity paradox where increasing IT capital is associated with 
reduced employee productivity (Brynjolfsson and Hitt, 1996; Grise and Gallupe, 
2000). Due to the challenges associated with managing this information overload 
(Langley et al., 1995), the productivity of innovation activity is also likely to suffer in 
the presence of excessive investments in IT capital. Second, after a certain optimal 
limit, the value of additional investments in IT can be constrained by the firm’s lack 
of investments in complementary capabilities (Teece, 1986; Sambamurthy et al., 
2003; Ray et al., 2005). IT resources are not utilized in a vacuum. Complementary 
capabilities such as business process redesigns (Broadbent et al., 1999) help IT 
resources realize their value in the actual productive, knowledge-intensive activities 
of the firm. With more investments in IT assets, a firm likely experiences a greater 
need to develop additional complementary capabilities. As innovation processes 
consume IT assets, the efficacy of firm innovation activity also critically depends on 
investments in complementary capabilities. Thus, with a higher level of IT capital 
investment, the relative shortage of complementary capabilities is likely to be 
detrimental for innovation. Third, as a firm continues to invest in IT, it uses a larger 
number of IT systems to reorganize its business system. The additional IT systems — 
which are deployed as a result of the incremental investments in IT — need to be 
systematically integrated into an ecosystem of existing IT applications and 
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infrastructures. As a result, the firm typically incurs high dynamic adjustments 
(Penrose, 1959) and integration costs (Goodhue et al., 1992). If a firm does not exert 
additional effort or make the necessary investments to integrate its IT systems (Weill 
and Ross, 2004), the efficacy of firm innovation activity, which depends on an IT 
foundation, is likely to suffer. Based on these theoretical arguments, we propose that, 
after an optimal level, additional investments in IT are likely to negatively impact the 
efficacy of firm innovation activity. 

H2: Accumulation of IT capital and innovation performance are likely to have an 
inverted-U shaped relationship. 

2.3 The Substitutability of Human and IT Capitals 

Human capital and knowledge resources are the most frequently examined resources 
while IT capabilities are the most frequently examined capabilities pertinent for 
innovation (Newbert, 2007). A resource-based analysis of IT assets reveals that 
competitive advantages can only be achieved when IT capitals are combined with 
complementary knowledge and skills (Mata et al., 1995; Ray et al., 2004; 2005). As IT 
capitals facilitate organizational learning and augment organizational absorptive capacity, 
they yield a positive influence on firm financial and innovation performance (Joshi et al., 
2010; Tippins and Sohi, 2003). Recent studies have deepened our understanding and 
uncovered the conditions under which IT investments and capabilities lead to better firm 
performance (Drnevich and Kriauciunas, 2011; Ho et al., 2011). Additionally, Kleis et al. 
(2011) further provided supportive evidence that IT capital in addition to R&D 
investment is important inputs to innovation output. The early usage of IT was to reduce 
personnel costs in labor-intensive operations such as accounting, purchasing and payroll. 
Then IT has affected all functions of modern enterprises and gradually displaced 
traditional labor and capital inputs through electronic transactions, electronic data 
interchange, office automation, sale-of-point applications, enterprise resource planning 
(ERP) systems, among others. In recent years, IT has also led to the restructuring and 
reengineering of business processes (Barua et al., 2004; Rai et al., 2006). Prior research 
has found a net substitute of IT capital for labor, reporting an Allen Elasticity of 
Substitution (AES) of 1.063 (p < 0.05) in 1988-1992, based on the constant elasticity of 
substitution translog (CES-Translog) production function (Dewan and Min, 1997). 
Similarly, Chwelos et al. (2010) confirmed that through labor substitution, the increasing 
factor share of IT comes at the expense of labor. Based on the CES-Translog production 
function, they reported a higher estimation of AES of 3.012 (p < 0.01) among a sample 
of over 800 Fortune 1000 firms in 1987-1998. While it lacks recent evidence of IT’s 
substitution for labor, we expect a negative interaction effect between IT capital and 
human capital in knowledge intensive contexts as well. Modern IT applications can 
extensively facilitate knowledge management and innovation activity (Joshi et al., 2010), 
releasing the demand for labor to a large extent. 

H3: Human capital and IT capital have a negative interaction effect on innovation 
performance, such that more human (IT) capital will reduce the main effect of IT 
(human) capital. 
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3 Methodology 

3.1 Data 

The data used to examine our hypotheses came from the Mannheimer Innovation 
Panel database provided by the Center for European Economic Research. This 
database includes data of innovation activities of firms in a variety of industries 
representing the entire economy of Germany. The data were collected in an annual 
base by surveying managers, which generate an unbalanced panel with unique 
identifier for each firm. However, IT investment data for all sectors are only available 
for 2003. Thus, the unbalanced panel allows us to design a causal test of hypotheses 
with time lags. We matched the data from five waves of survey in 2002-2006 by firm 
identifiers and sorted out variables to be used in our design. It results a sample of 349 
firms distributed across all industries covered by the survey. Below we discuss the 
measures we chose to operationalize each variable and the temporal relationships 
among variables. 

3.2 Measures 

Innovation Performance: We selected the most widely used performance-based 
innovation measure, as the revenue from new or substantially improved products or 
services scaled by total sales (Hitt et al., 1996; Leiponen and Helfat, 2011; Woerter, 
2009). In light the literature suggested that innovation processes typically last across 
years1, we used three-year lagged innovation performance in 2006 as the dependent 
variable2. A larger lag can mitigate the concerns of common method bias of survey 
data and reverse causation of relationships between human and IT capitals to 
innovation performance. In addition, it can reduce endogeneity bias as it is less likely 
that any omitted variables simultaneously influence both capital investments and 
innovation performance three years later. A long lag also provides stronger evidence 
on the effects of human and IT capitals if any, which are not diminishing rapidly in a 
short run. 

Human Capital: We took account of two components of human capital embedded in a 
firm’s human resources. Education level of employees was extensively used in past 
research to represent accumulating intelligence of employment from recruitment 
(Bresnahan et al., 2002). In addition, the development of human resources is also 
important to accumulate human capital in a firm, which is typically achieved by 
investing in a variety of training programs for employees (Booth and Bryan, 2005; 

                                                           
1 Joshi et al. (2010) used a three-year period to capture the innovation processes from staring 

commercialization to introduction to the market. 
2  We also tried two-year and one-year lagged innovation performance as the dependent 

variables, and found interesting lagged effect patterns of human and IT capitals. We discuss 
the findings in Section 5.  
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Gooderham, 1994). In order to thoroughly reflect the stock of human capital in a firm, 
we calculated the measure of human capital as the sum of standardized ratio of 
employees with college degree and standardized ratio of training investment over total 
sales in 2003. This measure incorporates the two sources of human capital from 
recruitment and training after recruitment. 

IT Capital: We measured IT capital by total IT spending scaled by total sales in 2003. 
This is an overall indicator of a firm’s IT intensity, similar to what has been used in 
past research (Hitt, 1999; Mata et al., 1995; Ray et al., 2004; 2005).  

Control Variables: To control for potential confounds and rule out rival explanations, 
we controlled a number of variables related to innovation performance. The 
longitudinal data allow us to control for the past innovation performance reflecting a 
firm’s innovation capabilities. Past innovation performance can serve as the proxy of 
firm heterogeneities in innovation processes influenced by unknown or omitted 
factors. Thus, we controlled innovation performance in 2002 (one year before 
measuring human and IT capitals) in our analysis. Mergers and acquisitions (M&A) 
may dramatically change a firm’s innovation performance (Hitt et al., 1990; Marianna 
et al. 2010), which was controlled by a dummy variable indicating whether there was 
M&A occurred with the firm in 2000-2002. We also control for a few variables in 
2003 impacting firm performance, such as market share, firm size by logarithm of 
sales, and age by a dummy variable indicating whether the firm is established for 
about or more than 3 years (value = 1), or is a new entrant less than 3 years old (value 
= 0). These variables can reflect the overall firm performance, richness of resources, 
and inertia along with time. Because our sample covers all sectors of Germany, the 
number of observations for each industry is relatively small. Adding industry 
dummies generated serious multicollinearity, which results in unstable estimators. 
Thus, we created two dummy variables to control for the fixed effects of high-
technology vs. low-technology industries3 and manufacturing vs. services sectors4. 
High-technology industries typically perform better than low-technology industries in 
innovation (Colombo et al., 2006). Manufacturing sectors are suggested to adopt 
distinct innovation processes compared to services sectors (Malerba, 2002). In 
addition, national or regional systems were suggested to affect innovation 
performance at the firm level (Freeman, 1995; Sharif, 2006), which was controlled by 
a dummy variable indicating the location of a firm in either East Germany (value = 1) 
or West Germany (value = 0). Table 1 shows descriptive statistics and correlation 
matrix of the variables.  

                                                           
3 We created Hi/LoTech dummy by matching firms’ NACE Rev 1.1 two-digit codes (similar to 

SEC industry classification systems in US) to the official classification of high-
technology/low-technology industries by EuroStat.  

4 We created Manu/Serv dummy according to firms’ NACE Rev 1.1 two-digit codes.  
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4 Results 

We used OLS regression to examine the inverted-U hypotheses by the square terms of 
human and IT capitals (Katila and Ahuja, 2002; Lahiri, 2010). The interaction of 
human and IT capitals was detected by the product term of their mean-centered 
values. Table 2 reports the regression results for hypothesis testing and full model. 
We took a step-wise procedure and estimated a control model first. To examine H1, 
we added human capital to the control model, and then additionally added human  
 

Table 2. Regression Results for Innovation Performance 

 Controls Only Partial Model (H1) Partial Model (H2) Partial Model (H3) Full Model 

HumanCapt  
0.002* 

(0.001) 

0.003***

(0.001) 
  

0.003** 

(0.001) 

0.002* 

(0.001) 

HumanCapt
2   

-0.001**

(0.0003)
   

-0.001** 

(0.0004) 

ITCapt    
0.003 

(0.012) 

0.132* 

(0.065) 

-0.004 

(0.013) 

0.219* 

(0.090) 

ITCapt
2     

-0.166* 

(0.082) 
 

-0.277* 

(0.117) 

HumanCapt  

× ITCapt 
     

-0.001 

(0.007) 

-0.008 

(0.009) 

InnoPerft-1 
0.521*** 

(0.042) 

0.506*** 

(0.042) 

0.491***

(0.042) 

0.522***

(0.043) 

0.518***

(0.042) 

0.503*** 

(0.043) 

0.492*** 

(0.042) 

M&At-3~t-1 
0.005 

(0.006) 

0.004 

(0.006) 

0.004 

(0.006) 

0.005 

(0.006) 

0.005 

(0.006) 

0.004 

(0.006) 

0.005 

(0.006) 

MktSharet 
0.001 

(0.005) 

0.001 

(0.005) 

0.003 

(0.005) 

0.001 

(0.005) 

0.0003 

(0.005) 

0.002 

(0.005) 

0.003 

(0.005) 

Sizet 
0.002** 

(0.001) 

0.002*** 

(0.001) 

0.002**

(0.001) 

0.002**

(0.001) 

0.002***

(0.001) 

0.002*** 

(0.001) 

0.002*** 

(0.001) 

Aget 
-0.011 

(0.013) 

-0.011 

(0.013) 

-0.011 

(0.013) 

-0.012 

(0.014) 

-0.011 

(0.014) 

-0.013 

(0.014) 

-0.013 

(0.014) 

Hi/LoTech 
0.009*** 

(0.002) 

0.006* 

(0.002) 

0.006* 

(0.002) 

0.009***

(0.002) 

0.008***

(0.002) 

0.006* 

(0.002) 

0.005* 

(0.002) 

Manu/Serv 
0.003 

(0.002) 

0.004 

(0.002) 

0.004* 

(0.002) 

0.003 

(0.002) 

0.003 

(0.002) 

0.004 

(0.002) 

0.004* 

(0.002) 

East/West 
-0.0003 

(0.002) 

-0.001 

(0.002) 

-0.002 

(0.002) 

-0.003 

(0.002) 

0.00001

(0.002) 

-0.001 

(0.005) 

-0.001 

(0.002) 

Adjusted R2 0.438 0.447 0.456 0.436 0.441 0.446 0.461 

F 34.85*** 32.21*** 30.18*** 30.90*** 28.47*** 26.47*** 23.87*** 

Note: N = 349. * p< 0.05; ** p < 0.01; *** p < 0.001. Standard errors are in parentheses. 
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capital squared. It was found that human capital had significantly positive effect on 
innovation performance, while human capital squared had significantly negative 
effect on innovation performance. Thus, H1 was supported. Similarly, we added IT 
capital and then IT capital and its square term to the control model to test H2. 
Consistent with prior findings (e.g., Mata et al., 1995; Ray et al., 2004; 2005), we did 
not observe significant effect of IT capital on innovation performance. After 
additionally adding IT capital squared to the model, however, IT capital became 
positively significant and IT capital squared was negatively significant. Thus, a 
curvilinear relationship between IT capital and innovation performance better fits the 
data and demonstrates significant result. Thus, H2 was supported. For H3, we added 
human capital, IT capital, and their mean-centered product term to the control model 
but failed to observe significant interaction effect. The last column of Table 2 reports 
the result for full model, consistent with previous tests to support H1 and H2, but not 
to support H3. The model demonstrates good fit being able to explain 46% variation 
in innovation performance. 

5 Conclusion 

Our empirical results lend support to the proposed curvilinear relationships between 
human and IT capitals to firm innovation. After an optimal level, excessive human 
capital investment is likely to be detrimental to firm innovation outcomes. Similarly, 
excessive accumulation of IT capital is likely to increase complexity and 
heterogeneity in organizational communication, which are counterproductive to 
innovation as well. However, we failed to observe significant interaction of human 
and IT capitals, suggesting a lack of resource substitutability in German firms. To our 
best knowledge, this is the first study to explicitly theorize and test the curvilinear 
effects of accumulating strategic resources. In addition, our focus on innovation rather 
than firm financial performance enables us to examine the theoretical predictions 
based on RBV more closely (Newbert, 2007). In the meanwhile, this study has several 
limitations, which suggest room for future research. The results presented are based 
on the analysis of data collected by survey, which is largely self-reported data. Also, 
while we leveraged causal design with time lags, we are unable to adopt a 
longitudinal research design. Future studies may examine more closely the 
mechanisms underlying our proposed relationships. For instance, researchers may 
choose to study how the accumulation of IT and human resource affects the rate of 
increase in the dynamic adjustment and integration costs over time. Such an 
investigation could improve our understanding of the dynamics of the tacit processes 
underlying innovations. 

References 

1. Aaronson, D., Barrow, L., Sander, W.: Teachers and student achievement in the Chicago 
public high schools. Journal of Labor Economics 25, 95–135 (2007) 

2. Ackoff, R.L.: Management misinformation systems. Management Science 14, 147–156 
(1967) 



344 J.Q. Dong, J. He, and P. Karhade 

3. Alavi, M., Leidner, D.: Knowledge management and knowledge management systems: 
Conceptual foundations and research issues. MIS Quarterly 25, 107–136 (2001) 

4. Argote, L., McEvil, W., Reagans, R.: Managing knowledge in organizations: An 
integrative framework and review of emerging themes. Management Science 49, 571–582 
(2003) 

5. Barney, J.B.: Strategic factor markets: Expectations, luck and business strategy. 
Management Science 32, 1231–1241 (1986) 

6. Barney, J.B.: Firm resources and sustained competitive advantage. Journal of 
Management 17, 99–120 (1991) 

7. Barney, J.B., Arikan, A.M.: The resource-based view: Origins and implications. Blackwell 
Publishers Inc., Malden (2001) 

8. Barua, A., Konana, P., Whinston, A.B., Yin, F.: An empirical investigation of net-enabled 
business value. MIS Quarterly 28, 585–620 (2004) 

9. Booth, A.L., Bryan, M.L.: Testing some predictions of human capital theory: New training 
evidence from Britain. Review of Economics and Statistics 87, 391–394 (2005) 

10. Bresnahan, T.F., Brynjolfsson, E., Hitt, L.M.: Information technology, workplace 
organization, and remand for skilled labor: Firm-level evidence. Quarterly Journal of 
Economics 117, 339–376 (2002) 

11. Broadbent, M., Weill, P., Clair, D.S., Kearney, A.T.: The implications of information 
technology infrastructure for business process redesign. MIS Quarterly 23, 159–182 
(1999) 

12. Brynjolfsson, E., Hitt, L.M.: Paradox lost? Firm-level evidence on the returns to 
information systems spending. Management Science 42, 541–558 (1996) 

13. Chwelos, P., Ramirez, R., Kraemer, K.L., Melville, N.P.: Does technological progress alter 
the nature of information technology as a production input? New evidence and new results. 
Information Systems Research 21, 392–408 (2010) 

14. Cohen, W.M., Levinthal, D.A.: Absorptive capacity: A new perspective on learning and 
innovation. Administrative Science Quarterly 35, 128–152 (1990) 

15. Colombo, M.G., Grilli, L., Piva, E.: In search of complementary assets: The determinants 
of alliance formation of high-tech start-ups. Research Policy 35, 1166–1199 (2006) 

16. Damanpour, F.: Organizational innovation: A meta-analysis of effects of determinants and 
moderators. Academy of Management Journal 34, 555–590 (1991) 

17. Davenport, T.H., Prusak, L.: Working knowledge: How organizations management what 
they know. Harvard Business School Press, Cambridge (1998) 

18. Dewan, S., Min, C.K.: The substitution of information technology for other factors of 
production: A firm level analysis. Management Science 43, 1660–1675 (1997) 

19. Drnevich, P.L., Kriauciunas, A.P.: Clarifying the conditions and limits of the contributions 
of ordinary and dynamic capabilities to relative firm performance. Strategic Management 
Journal 32, 254–279 (2011) 

20. Freeman, C.: The “national system of innovation” in historical perspective. Cambridge 
Journal of Economics 19, 5–24 (1995) 

21. Gattiker, T.F., Goodhue, D.L.: What happens after ERP implementation: Understanding 
the impact of interdependence and differentiation on plant-level outcomes. MIS 
Quarterly 29, 559–585 (2005) 

22. Gooderham, P.: Human capital in organizations: Competence, training and learning. 
Oxford University Press, New York (1994) 

23. Goodhue, D.L., Wybo, M.D., Kirsch, L.J.: The impact of data integration on the costs and 
benefits of information systems. MIS Quarterly 16, 293–311 (1992) 



 Human Capital and Information Technology Capital Investments 345 

24. Grant, R.M.: Toward a knowledge-based theory of the firm. Strategic Management 
Journal 17, 109–122 (1996) 

25. Grise, M.L., Gallupe, R.B.: Information overload: Addressing the productivity paradox in 
face-to-face electronic meetings. Journal of Management Information Systems 16, 157–
185 (2000) 

26. Hay, D.A., Morris, D.J.: Industrial economics and organization: Theory and evidence. 
Oxford University Press, New York (1991) 

27. Hitt, L.M.: Information technology and firm boundaries: Evidence from panel data. 
Information Systems Research 10, 134–149 (1999) 

28. Hitt, M.A., Bierman, L., Shimizu, K., Kochhar, R.: Direct and moderating effects of 
human capital on strategy and performance in professional service firms: A resource-based 
perspective. Academy of Management Journal 44, 13–28 (2001) 

29. Hitt, M.A., Hoskisson, R.E., Ireland, R.D.: Mergers and acquisitions and managerial 
commitment to innovation in m-form firms. Strategic Management Journal 11, 29–47 
(1990) 

30. Hitt, M.A., Hoskisson, R.E., Johnson, R.A., Moesel, D.D.: The market for corporate 
control and firm innovation. Academy of Management Journal 39, 1084–1119 (1996) 

31. Ho, J.L.Y., Wu, A., Xu, S.X.: Corporate governance and returns on information 
technology investment: Evidence from an emerging market. Strategic Management 
Journal 32, 595–623 (2011) 

32. Itami, H.: Mobilizing invisible assets. Harvard University Press, Cambridge (1987); Joshi, 
K. D., Chi, L., Datta, A., Han, S.: Changing the competitive landscape: Continuous 
innovation through IT-enabled knowledge capabilities. Information Systems Research  21, 
472–495 (2010) 

33. Katila, R., Ahuja, G.: Something old, something new: A longitudinal study of search 
behavior and new product introduction. Academy of Management Journal 45, 1183–1194 
(2002) 

34. Kleis, L., Chwelos, P., Ramirez, R.V., Cockburn, I.: Information technology and intangible 
output: The impact of IT investment on innovation productivity. Information Systems 
Research (2011) (forthcoming) 

35. Kogut, B., Zander, U.: Knowledge of the firm, combinative capabilities, and the 
replication of technology. Organization Science 3, 383–397 (1992) 

36. Krishnan, M.S., Rai, A., Zmud, R.: The digitally enabled extended enterprise in a global 
economy. Information Systems Research 18, 233–236 (2007) 

37. Langley, A., Mintzberg, H., Pitcher, P., Posada, E., Saint-Macary, J.: Opening up decision 
making: The view from the black stool. Organization Science 6, 260–279 (1995) 

38. Lahiri, N.: Geographic distribution of R&D activity: How does it affect innovation 
quality? Academy of Management Journal 53, 1194–1209 (2010) 

39. Leiponen, A., Helfat, C.E.: Location, decentralization, and knowledge sources for 
innovation. Organization Science 22, 641–658 (2011) 

40. Mahoney, J.T.: Economic foundations of strategy. Sage, Thousand Oaks (2005) 
41. Malerba, F.: Sectoral systems of innovation and production. Research Policy 31, 247–264 

(2002) 
42. Marianna, M., Hitt, M.A., Lane, P.J.: Complementary technologies, knowledge 

relatedness, and invention outcomes in high technology mergers and acquisitions. Strategic 
Management Journal 31, 602–628 (2010) 

43. Mata, F.J., Fuerst, W.L., Barney, J.B.: Information technology and sustained competitive 
advantage: A resource-based analysis. MIS Quarterly 19, 487–505 (1995) 



346 J.Q. Dong, J. He, and P. Karhade 

44. Miller, D.J., Fern, M.J., Cardinal, L.B.: The use of knowledge for technological innovation 
within diversified firms. Academy of Management Journal 50(2), 308–326 (2007) 

45. Newbert, S.L.: Empirical research on the resource-based view of the firm: An assessment 
and suggestions for future research. Strategic Management Journal 28, 121–146 (2007) 

46. Nonaka, I., Takeuchi, H.: The knowledge-creating company. Oxford University Press, 
New York (1995) 

47. Ocasio, W.: Towards an attention-based view of the firm. Strategic Management 
Journal 18, 187–206 (1997) 

48. Penrose, E.T.: The theory of the growth of the firm. Wiley, New York (1959) 
49. Ployhart, R.E., Weekley, J.A., Ramsey, J.: The consequences of human resource stocks 

and flows: A longitudinal examination of unit service orientation and unit effectiveness. 
Academy of Management Journal 52, 996–1015 (2009) 

50. Rai, A., Patnayakuni, R., Seth, N.: Firm performance impacts of digitally enabled supply 
chain integration capabilities. MIS Quarterly 30, 225–246 (2006) 

51. Ray, G., Barney, J.B., Nuhanna, W.A.: Capabilities, business processes, and competitive 
advantage: Choosing the dependent variable in empirical tests of the resources-based view. 
Strategic Management Journal 25, 23–37 (2004) 

52. Ray, G., Muhanna, W.A., Barney, J.B.: Information technology and the performance of the 
customer service process: A resource-based analysis. MIS Quarterly 29, 625–652 (2005) 

53. Sambamurthy, V., Bharadwaj, A., Grover, V.: Shaping agility through digital options: 
Reconceptualizing the role of information technology in contemporary firms. MIS 
Quarterly 27, 237–264 (2003) 

54. Sambamurthy, V., Zmud, R.W.: The organizing logic for an enterprise’s IT activities in the 
digital era: A prognosis of practice and a call for research. Information Systems 
Research 11, 105–114 (2000) 

55. Saraf, N., Langdon, C.S., Gosain, S.: IS application capabilities and relational value of 
interfirmpartnerships. Information Systems Research 18, 320–339 (2007) 

56. Schumpeter, J.A.: The theory of economic development. Harvard University Press, 
Cambridge (1934) 

57. Sharif, N.: Emergence and development of the national innovation systems concept. 
Research Policy 35, 745–766 (2006) 

58. Simon, H.A.: Administrative behavior: A study of decision-making processes in 
administrative organizations. Macmillan, New York (1947) 

59. Tan, D., Mahoney, J.T.: Examining the Penrose effect in an international business context: 
The dynamics of Japanese firm growth in U.S. industries. Managerial and Decision 
Economics 26, 113–127 (2005) 

60. Teece, D.J.: Profiting from technological innovation: Implications for integration, 
collaboration, licensing and public policy. Research Policy 15, 285–305 (1986) 

61. Tippins, M.J., Sohi, R.S.: IT competency and firm performance: Is organizational learning 
a missing link? Strategic Management Journal 24, 745–761 (2003) 

62. Weill, P., Ross, J.W.: IT governance: How top performers manage IT decision rights for 
superior results. Harvard Business School Press, Cambridge (2004) 

63. Woerter, M.: Industry diversity and its impact on the innovation performance of firms: An 
empirical analysis based on panel data (firm-level). Journal of Evolutionary Economics 19, 
675–700 (2009) 

64. Wright, P.M., Dunford, B.B., Snell, S.A.: Human resources and the resource based view of 
the firm. Journal of Management 27, 701–721 (2001) 



M.J. Shaw, D. Zhang, and W.T. Yue (Eds.): WEB 2011, LNBIP 108, pp. 347–355, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Attention-Aware Collaboration Modeling 

Shaokun Fan1,2 and J. Leon Zhao1 

1 Department of Information Systems, City Universtiy of Hong Hong,  
Kowloon Tong, Hong Kong 

2 Department of Management Information Systems, The University of Arizona,  
Tuson, AZ, USA 

fsk@email.arziona.edu, jlzhao@cityu.edu.hk  

Abstract. Recently, a great variety of web-based collaboration support 
technologies (CSTs) have become available for people to collaborate for 
various purposes. On the other hand, CSTs are leading to more attention stress 
— more and more people are becoming overwhelmed by many simultaneous 
projects and the associated tasks.  However, little research has been done on 
how to design collaboration management mechanisms that can help managers 
control collaboration activities for better collective efficiency. We lay the 
foundation of research in this regard by developing a model of team 
collaboration while emphasizing the attention aspects of collaboration, which 
we refer to as Attention-Aware Collaboration Modeling (AACM).  In this 
paper, we present core concepts and basic principles of attention-aware 
collaboration management based on Attention Economy Theory. 

Keywords: Attention-aware, Collaboration modeling, Attention stress.  

1 Introduction 

Collaboration management has been proposed to enhance collaboration efficiency 
(Schuster et al, 2000). However, most existing collaboration management and support 
mechanisms are based on workflow and groupware systems.  Collaboration 
activities, which are ad hoc and dynamic in nature, cannot be managed very well in 
such systems. Further, advanced collaboration support technologies have opened a 
vast set of opportunities for people to collaborate with each other.   

Meanwhile, advanced collaboration support technologies such as online meeting 
systems also created more attention stress: people are being overwhelmed by many 
tasks and human attention is the scarcest resource.  Unfortunately, attention 
management has not been emphasized in commercial collaborative support systems, 
rendering them ineffective in helping managers control collaborative attention. We 
believe that research is needed in this direction.  In this paper, we develop an AACM 
approach for attention management.  

The contributions of this paper are threefold: First, we indentify the problem of 
attention-aware collaboration management and specify requirements for attention-
aware modeling. Second, we propose an attention-aware modeling approach to 
support collaboration management. Third, principles of efficient attention-aware 



348 S. Fan and J.L. Zhao 

collaboration management are investigated. To the best of our knowledge, this is the 
first practical endeavor to embed attention-aware management as a key component in 
collaboration management.  

2 Research Background 

Traditional workflow management mechanisms and groupware are widely used by 
collaborative teams for collaboration support. Each of these mechanisms focuses on 
various aspects of collaboration and different types of collaboration models are 
embedded in these systems. For example, Collaboration Management Model 
(Schuster et al., 2000) draws existing primitives from workflow and groupware 
models and introduces new primitives for previously unsupported collaboration 
process requirements. However, to support effective collaboration management, a 
model of collaboration needs to be defined at a level of granularity, which covers all 
the major components and mechanisms of team collaboration.   

As information in working place has grown increasingly abundant and immediately 
available, attention becomes the limiting factor in the consumption of information. 
Based on research in cognitive science and psychology, Attention Economics Theory 
(Davenport, 2001) defines attention as “focused mental engagement on a particular 
object of interest”. The key argument for attention economy theory is that attention is 
a limited resource and attention management has a direct impact of company revenue.  
Further, human attention, as an important resource in organizations, can be scheduled, 
shifted and protected.  Attention models have also been studied in IS research 
(Horvitz et al., 2003), where attention was described by Bayesian models and take as 
inputs sensors that provide streams of evidence about attention and provide a means 
for computing probability distributions over a user’s attention and intentions. 

Similar to other collaboration management approaches, the model proposed in this 
paper also focuses on collaboration activity and process management. The unique 
feature of our approach is that human attention is used as a key factor to schedule, 
monitor and improve collaboration.  

3 Problem Specification and Requirement Analysis 

In this section, we use collaborative software design as an example to illustrate the 
problems of collaboration management under attention stress. Consider that a group 
of seven people from a software company are assigned to the task of designing an 
intelligent campus system. Out of the ten people, one person is designated as the 
project manager. The rest six people are divided into three teams (with 1,2,3 
participants respectively) and each team has a team leader.  The process of software 
design has four main steps, i.e. requirement analysis, architecture design, individual 
module design, and budgeting.  These main tasks can be further divided into more 
detailed sub-tasks. For example, the design of each module (e.g. financial system, 
student management, and so on) can be a sub task of the individual module design 
task. Figure 1 describes the collaborative software design case.   
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Fig. 1. The Process of Intelligent Campus System Design 

Each subtask is assigned to a team. But, design of a software component may 
depend on another component. People working on different components must 
communicate with one another and provide support.  Otherwise, the efficiency or 
quality of collaboration will be compromised due to task dependency.  The task 
assignment relationships are fuzzy here, i.e. those who are not yet assigned to a task 
may support the task implicitly.   

If we use existing project or workflow management approaches to manage this 
collaboration process, people are either assigned or non-assigned to a particular task. 
On one hand, if we assign a task to all members who should contribute to it, we will 
end up with an assignment plan that the ten people are assigned to all sub tasks. On 
the other hand, if our assignment plan only considers the people who are directly 
responsible for the tasks, the collaboration relationship among people will not be 
captured. In either way mentioned above, workload of individual collaboration 
participants cannot be explicitly represented, controlled and scheduled. Further, 
during the execution of the collaboration process, managers may find that every 
member in the group are participating many tasks but the degree of participation 
(different levels of workers, different levels of knowledge supporters, ) cannot be 
managed. This could cause inappropriate attention allocation, i.e. some members 
participate in many tasks heavily while other members only slightly participate in the 
tasks.  

Because software design is knowledge intensive work and people must process 
considerable quantities of information in order to get their jobs done.  If attention 
stress is not managed very well, collaboration efficiency will be reduced. Although 
they are generally only working on a single task at any instant in time, the 
combination of cognitively intensive processing, considerable quantities of 
information and multitasking make knowledge work extremely challenging. From the 
previous discussion, the following requirements for attention-aware collaboration 
management emerge:  

1) Attention, as a key resource in collaboration, should be scheduled for tasks. 
2) Attention status should be tracked at different levels of granularities (individual, 

team and organizational) in collaboration processes.  
3) Guidelines for efficient attention scheduling in collaboration should be provided. 
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To address the attention stress problems in collaboration, we propose an attention-
aware collaboration model that enables collaboration management processes model 
with specialized attention-aware mechanism. These are discussed in detail in the 
remaining of the paper. 

4 Attention-Aware Collaboration Modeling  

In this section, we design an attention aware modeling mechanism, in which attention 
is treated as a four-dimensional resource in collaboration processes. In Fig. 2, three 
aspects are included in the model: organization structure, collaboration tasks and 
attention.  
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Fig. 2. An Attention-aware collaboration model 

A collaboration organization is a group of participants who perform activities 
together in order to achieve a particular goal. For instance, a software development 
group includes a group of people who perform software development works. For 
information systems development, organization is a fundamental concept for analysis 
of business functions and activities. The concept of role is well-established in the 
literature (Sandhu, 1996), it can be considered as a job function within the 
organization that describes the responsibility to the role. Most formal organizations 
describe their structure by means of an organization chart, which describes a strict 
partially ordered set of named positions. An example of organization chart is shown 
in Figure 3. It is in the form of a rooted tree, with the root at the top of the 
organization.  

Definition 1. An organization structure (OS) is defined as a four-tuple OS=(P, R, 
PR, RH),  

• P={p1, p2, …} is a set of people; R ={r1, r2, …} is a set of roles; 
• PR ⊆ P × R: is a binary relation, describes the people role assignment 

relationships; 
• RH⊆ R × R: Role hierarchy is a strict partial ordered tree structure, where ∀r ∈ R, 

has only one direct parent.  
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Collaboration processes are a fundamental part of collaborative work and require 
thorough management. In traditional workflow management systems, a process can 
be defined by a directed graph of connected tasks using process modeling languages 
such as Petri-Nets or UML-Activity diagrams. Tasks are logical sub steps of a 
process. They may be either manual or automated in nature. Tasks can be performed 
by one or many users. In this paper our focus is on attention-aware collaboration 
modeling. Therefore, task modeling is an important aspect of collaboration modeling.   
In order to reach business goals, tasks need to be executed.  

Definition 2. A task has a goal set that needs to be accomplished within a defined 
period of time and is represented by a three-tuple task= (tid, time, GOAL), where  
• tid is the task id and each task has an unique id; 
• time=(start, end),  is the planed time period for this task; 
• GOAL={goal1, goal2 ..} is a set of goals of tasks.  

Definition 3. A project is a set of tasks with hierarchies and dependencies, which is 
represented by a three tuple project= (TASK, TD, TH), where  

• TASK={t1, t2,…}is a set of tasks; 
• Task Dependency TD⊆T×T, is a binary relation, describes dependency 

relationships between tasks; 
• Task Hierarchy TH⊆T×T, is a binary relation, describes the relationship of 

subtasks. It is a strict partial ordered tree structure, where ∀t ∈ T, has only one 
direct parent. 

Unfortunately, in most WfMSs the user is assumed to work on one single task at a 
time. In this paper we propose a far less rigid approach where allows users to be 
partially assigned to a task by dividing users’ attention. Attention is best described as 
the sustained focus of cognitive resources on information while filtering or ignoring 
extraneous information. Attention is a very basic function that often is a precursor to 
all other neurological/cognitive functions. Attention has been referred to as the 
allocation of processing resources (Anderson 2004). One of the most used attention 
models are proposed by Sohlberg and Mateer (1989) where five different types of 
attention are defined: focused attention, sustained attention, selective attention, 
alternating attention, and divided attention.  In a recent review, Knudsen (2007) 
describes a general model which identifies four core processes of attention, with 
working memory at the center. We first define attention and attention stress as the 
following. Three assumptions based on theoretical research in the literature are first 
listed below: 
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1. Divided Attention Assumption: Individual’s attention can be divided into 
different portions and assigned to different tasks at the same time. E.g., people 
can talk on a cell phone conversation while driving a car. 

2. Limited Attention Assumption: In a certain time period, one individual’s 
attention is limited.  E.g., one person cannot talk to two people on the phone at 
the same time. 

3. Attention Performance Assumption: the amount of attention put into a task is 
proportional to the performance of the tasks if we assume everything else keeps 
the same. E.g., People can drive the car better if they do not talk on the phone. 

Definition 4. Attention is one’s mental engagement on certain task. It is represented 
by a four-tuple: Attention= (p, amount, time, goal), where  

• p∈P,  is the person whose attentional resource is. 
• 1≥amount≥0, is the portion of one’s attention that is paid to a specific goal of a 

task .  
• time=(start, end), is a time period represented by a start time and a end time  
• goal∈GOAL, is the sub-goal of a task.  

Here, we model attention as a four-detention resource that connects essential 
components in collaboration such as people, tasks, time and role. In our model, 
attention is the key resource to manage in collaboration. It belongs to a person in 
collaboration and is a key precondition for any collaboration tasks. The unique 
characteristic of attention is that it can be divided into portions so that multiple 
tasks/goals may be achieved at the same time.  

5 Principles for Efficient Collaboration Management 

In order to achieve better collaboration efficiency, we need to explicitly represent and 
measure attentional resources for individuals, teams and tasks.  Attention can be 
measured by different approaches. For example, Tarzia el al. (2009) proposed a 
Sonar-based measurement to determine the presence and attention levels of computer 
users. In Davenport (2001), he proposed that the best way to measure attention is to 
ask employees themselves.  Attention as a key resource in collaboration can be 
measured at different levels. Four levels of attention measurement are defined as the 
following:  

Definition 5. Individual attention is defined as the amount of attention spent with a 
time period.  Formally, it is represented by  IndividualAttention(pi, time) = ∑ ∀ 

Attention, Attention.p=pi&&Attention.time⊆time(Attention.amount* Attention.time).  

Definition 6. Team level attention is defined as the portion of attention spent with a 
time period. Formally, it is represented by  TeamAttention (ri, time) =∑ ∀ Attention, 

Attention.p=pi.&& (pi, ri) ∈PR&&Attention.time⊆time (Attention.amount* Attention.time).   

Definition 7. Task level attention is defined as the portion of attention spent on the 
task. Formally, it is represented by TaskAttention (ti, time)= ∑ ∀ Attention, 

Attention.goal∈Task.Goals &&Attention.time⊆time (Attention.amount* Attention.time).  
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Definition 8. Measurement of attention stress is defined by the number of tasks that 
one individual needs to pay attention to at the same time. Formally, it is represented 
by Attention Stress (pi, time) =Count (∀ Attention, 

attention.p=pi&&attention.time⊆time), where Count is the function that counts the 
numbers of occurrences that satisfy the conditions. 

Based on these measurements, we propose three principles for attention-aware 
collaboration management.  

Principle 1 (Appropriate attention stress level): In any time period, all 
collaboration participants should be kept at an appropriate attention stress level. 
Formally, ∀ pi, time, Attention Stress (pi, time) ≤ a, where a is the appropriate level. 

Although collaboration efficiency can enhance through parallelism, people cannot 
work on too many tasks based on working memory theory. If collaboration 
participants join too many tasks at the same time period, they may suffer from 
information overload and reduce collaboration efficiency. Further, interruptions from 
different tasks my lead to waste of working time. Therefore, the appropriate level of 
attention stress relies on factors such as individual ability, collaboration tool support, 
and complexity of tasks and needs to be empirically accessed.   

Principle 2 (Focus attention on key tasks): Key tasks in the project should get more 
attentional resources. Formally, Key(ti) → TaskAttention (ti, time)> ∑∀tj ∈TASK 
TaskAttention (ti, time)/number of tasks, where Key() is a function to determine 
whether the task is a key task. 

Not all tasks in a project are equally important. Some tasks may require more 
innovative efforts and are more important than others. The performance of such key 
tasks has a direct impact to the project result. Thus, attentional resources allocated to 
key tasks should be more than the average level.  

Principle 3 (Schedule attention based on tasks dependency): Attention allocated to 
tasks should be consistent with tasks dependencies. Formally, (ti, tj) ∈TD&& 
Attentioni.goal∈ti.GOAL && Attentionj.goal∈tj.GOAL → Attentioni.time.start≤ 
Attentionj.time.start && Attentioni.time.end≤ Attentionj.time.end 

Coordination theory (Malone and Crawson, 1994) claims that resource scheduling 
should consider dependencies that constrain how tasks can be performed. Attention 
scheduling is an important aspect of collaboration management. Efficient attention 
scheduling will minimize waiting time and enhance collaboration efficiency. 
Attention scheduling should be consistent with time scheduling so that the waste of 
attentional resources can be reduced. Attention-based measurement defined in this 
section can be used for collaboration management in the following ways: 

• Collaboration planning: when project manager starts to plan and schedule task, 
three principles can be used as guidelines for managers to enhance collaboration 
efficiency.  

• Collaboration monitoring: During the process of collaboration, managers can 
have an overview of attention allocation within the group and keep track of 
attention-based performance of individuals, groups, and tasks.  
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• Collaboration evolution: When unexpected events happen in collaboration 
processes, managers can reallocate attentional resources based on these 
collaboration efficiency principles. 

Next, we apply our approach into the case of collaborative intelligent campus system 
design to illustrate the usefulness of the proposed attention-aware collaboration 
model. Due to the space limit, we only use part of the case to show how the model 
can be used. Part of the personnel hierarchy, attention, tasks hierarchy and 
dependency are first modeled as follows: 

Suppose the organization structure is similar to the one in Figure 3. People are 
represented as p1, p2…p7; p1 is the project manager; p2 -p4 are team leaders, and the 
rest are the team members. 

P= {p1, p2…p7}  
R={manager, leader1, leader2, leader3,member A, member B, member C} 
PR= {(p1, manager), (p2, leader1), (p3, leader2), (p4 leader3), (p5, member A), 

(p6, member B) (p7, member C) } 
RH={( manager, leader1), ( manager, leader2), ( manager, leader3), (leader1, 

member A),( leader1, member B),( leader3, member C)} 
We further assume goals of each task as the following: 
TASK={(1, (1,10), {g11,g12,…}), (2, (1,3), {g21,g22}), (3, (3,7), {g31}), (4, 

(3,7), {g41,g42}), (5, (3,8), {g51}), (6, (9,10), {g61,g62}), } 
TD={(2,3),(2,4),(2,5), (3,6), (4,6) (5,6)} 
TH= {(1,2), (1,3) (1,4) (1,5) (1,6)} 
If the project manager designs an attention plan as is shown in Table 1: 

Table 1. An Example of Attention Scheduling Plan 

 P1 P2 P3 P4 P5 P6 P7 

g21 (0.5,(1,5)) (0.8,(1,3)) (0.8,(1,3)) (0.8,(1,3)) (0.3,(1,3)) (0.2,(1,3)) (0.3,(1,3)) 

g22 (0.5,(1,3)) (0.2,(1,3)) (0.4,(1,3)) (0.1,(1,3)) (0.2,(1,3))   

g31 (0.2,(3,7)) (0.7,(3,7)) (0.1,(3,7)) (0.1,(3,7)) (0.8,(3,7)) (0.8,(3,7)) (0.2,(3,7)) 

g41 (0.4,(3,7)) (0.1,(3,7)) (0.4,(3,7)) (0.2,(3,7))  (0.7,(3,7)) (0.2,(3,7)) 

g42 (0.2,(3,7)) (0.1,(3,7)) (0.3,(3,7)) (0.2,(3,7)) (0.1,(3,7))   

g51 (0.1,(3,8)) (0.1,(3,8)) (0.1,(3,8)) (0.4,(3,8)) (0.1,(3,8)) (0.1,(3,8)) (0.5,(3,8)) 

g61 (0.2,(9,10)) (0.2,(9,10)) (0.4,(9,10)) (0.2,(9,10))   (0.8,(9,10)) 

g62 (0.2,(9,10)) (0.2,(9,10)) (0.4,(9,10)) (0.4,(9,10)) (0.6,(9,10)) (0.7,(9,10))  

Based on the above formal model, attention can be measured at different levels 
and the assignment plan can be calculated according to our definitions.  For example, 

IndividualAttentention(p5)=(0.2+0.3)*3+(0.8+0.1)*5+0.6*2=7.2 
AttentionStress(p5, (3,7))=3 
TaskAttention (t4, (3,7))=(0.4+0.2+0.1+0.1+0.4+0.3+0.2+0.2+0.1+0.7+0.2)*5=14.5 
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Some initial conclusions can be made based on calculating different levels of 
attention. 

• If t4 is the most important tasks in this project, then this attention scheduling plan 
is efficient according to Principle 2. Otherwise, it is inefficient.  

• During the time period of (3,7), members have the highest attention stress. If the 
appropriate level of attention stress is 2, then this plan is not efficient according 
to Principle 1. 

• Attention (P1, 0.5,(1,5), g21) is not efficient because it is not consistent with 
Principle 3.  

6 Conclusions 

In this paper, we propose an Attention-Aware Collaboration Modeling (AACM) 
approach where attention is represented as a four-dimension resource. Principles for 
efficient collaboration management are also investigated based on AACM. To the 
best of our knowledge, this is the first attempt to operationalize attention management 
in collaboration processes for better team efficiency. Our follow-up studies include 
(1) development of algorithms for enforcing attention-aware principles towards 
computer-supported collaboration management and (2) implementation of a prototype 
system that can facilitate attention-aware collaboration management. 
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Abstract. Negotiation is a powerful mechanism for facilitating effective 
economic exchanges. Electronic negotiations allow participants to negotiate 
online and use analytical support tools in making their decisions. Software 
agents offer the possibility of automating negotiation process using these tools. 
This paper aims at investigating the prospects of agent-to-human negotiations in 
B2C contexts using experiments with human subjects. Various types of agents 
have been configured and paired up with human counterparts for negotiating 
product sale. The paper discusses the results obtained both in terms of 
objective, as well as subjective measures. 

Keywords: Electronic negotiations, Software agents, Automated negotiations, 
Experiments.  

1 Introduction 

Negotiation is an important mechanism for facilitating economic transactions. In the 
course of negotiations parties exchange offers in order to jointly explore the 
possibilities of finding acceptable solutions. Negotiations involving more than issue 
allow for more degrees of freedom in search for agreements that would be beneficial 
to the negotiators due to the asymmetry of their preference structures.  

Online negotiations supported by electronic negotiation systems allow the parties 
exchange offers over the internet [1]. In addition to enabling anytime/anywhere mode 
of interactions, they may also incorporate analytical facilities for supporting 
negotiators in their preparation and conduct of negotiations. This support can range 
from such tools as those for capturing and modeling negotiator’s preferences, to 
providing active advice and critique, and all the way to complete automation of the 
negotiation conduct. 

Despite early optimistic expectations of the growth of negotiations as one of the 
primary mechanisms of conducting online transactions, in reality only few 
commercial sites offer such capabilities to their customers. One such website that 
allows customers to make (a limited number of) offers is Priceline.com. One possible 
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explanation to the scarcity of negotiating websites is that negotiations imply a 
relatively high cognitive load, especially if multiple issues are involved (e.g. price, 
warranty, product attributes, shipment, etc.). This load may translate into a prohibitive 
cost when day-to-day transactions involving people who are not negotiation experts 
are concerned. Software agents may circumvent this problem by automating 
negotiation process while working with customers towards an acceptable deal. 
Moreover, they can also ensure consistency in reaching negotiation outcomes 
according to the set policies. 

Software agents can be configured to behave in a competitive or collaborative 
fashion, depending on the context and the needs of a business. For example, if 
demand for company products or services is high, the agents could follow competitive 
strategies. On the other hand if customer loyalty and retention are the priority, the 
agents may be configured as collaborators. 

However, up to date little experimental work has been done in assessing the 
potential of human customer vs. software agent negotiations in terms of objective and 
subjective variables. 

The purpose of this work is to investigate the prospects of human – software agent 
negotiations in experimental settings. To this end an electronic negotiation system 
incorporating software agents has been built. The system was used in experiments 
with human subjects to measure such outcomes as utility of agreements and number 
of agreements. Additionally, such subjective variables as satisfaction and perceived 
usefulness were also measured.  

2 Related Work 

Research on automated negotiations involving software agents has been extensive 
[2,3]. While thorough coverage of the past work in the area is well beyond the scope 
of this paper, we will review the representative publications in the context of business 
exchanges. One could categorize these in accordance with the context of interactions 
(i.e. C2C, B2B, B2C), and the extent of automation. 

One well-known early work in this direction was the construction of the Kasbah 
electronic marketplace [4,5]. Targeting primarily the C2C domain the marketplace 
allowed human users to configure agents, which would then be sent to the 
marketplace to negotiate with each other. Three types of agents ranging from 
competitive to the conceding ones were provided. Negotiations included a single 
issue, i.e. price.  

In B2B applications software agents have been proposed for automating various 
aspects of supply chain management. For example, in [6] an agent-based architecture 
has been proposed for dynamic supply chain formation. The agents acting as brokers 
representing various entities within supply chain negotiated agreements with each 
other in building up the chain.  

There has also been work targeting the B2C transactions. In [7] the authors 
proposed an agent-based architecture for automated negotiations between businesses 
and consumers. The buyer agents incorporated such components as searcher and 
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negotiator, while seller agents featured negotiator module whose strategy was set by 
the sales department.  

In [8] the authors have proposed an intelligent sales agent with the capabilities for 
negotiation and persuasion. The agent employed reinforcement learning in the 
process. In their experiments with human subjects they found that the agent using 
persuasion capability has increased buyer’s product valuation and willingness to pay. 

It has been argued by many that complete automation of real-life negotiations, in 
particular in business contexts does not seem to be a viable solution (e.g. [9]). 
Automation in general is applicable only when tasks concerned are well-structured, 
which is rarely the case in many business situations. However, since efficient policies 
can be set for multiple daily interactions with the customers regarding the sales of 
products and services, it seems that a relatively high level of automation may be 
feasible.  

While the work reviewed above concerns fully automated negotiations, there has 
been some research into sharing responsibilities between human negotiators and 
negotiation agents. In [10] a system has been proposed where agents actively 
supported human decision making in the negotiation process. An agent advised the 
human user on the acceptability of the received offer, helped with the preparation of 
the counter-offer, and critiqued offers composed by the users when it deemed 
necessary to intervene.  

In [11] an agent-based architecture was proposed for managing multiple 
negotiations. In this architecture a fleet of agents negotiated deals with customers. 
These negotiations were monitored by a coordinating agent, which, based on analysis 
of the situation, instructed the negotiating agents to adjust their strategies and 
reservation levels within the limits of its authority. The overall process was monitored 
by a human user who could intervene to make changes if necessary. 

There has been some experimental work comparing in assessing human-to-agent 
negotiations. In [8] the authors have described an agent representing a salesperson 
that employed persuasion and negotiation techniques while interacting with a 
customer. Persuasion was based on the customer – agent dialogue with the 
involvement of pre-defined arguments organized into a tree. First, the agent would try 
to convince a customer to accept an offer. If this did not work, the agent would go 
into bargaining mode and determine what concession should be made. Price was the 
single issue in the negotiations. Using the case of a used car sale, the authors 
conducted both lab and online experiments. Their findings suggested that persuasion 
increased buyers’ product valuation and willingness to pay. Negotiation increased the 
seller’s surplus. 

Another related experimental work looked to investigate the effects of framing on 
the subjective variables when employed by agents using persuasion/ argumentation 
tactics [12]. Namely, the impacts of gain vs. loss frames adopted in arguments by an 
agent were studied. In this study subjects were assigned the role of a buyer who had to 
negotiate purchase of laptops. The issues included unit price, quantity, service level, 
and delivery terms. Seller was a software agent, and subjects were unaware of it. The 
authors did not find significant differences in buyer satisfaction with the settlement or 
with the counter-part when compared across different frames. 
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The current work is aimed at investigating how software agents perform in agent-
to-human dyads as compared to human-human dyads while in multi-issue 
negotiations. Various types of agents following different strategies have been 
configured for the comparison of their performance. Subjective measures have also 
been employed to measure the perceptions on the human side.    

3 Negotiation Case and Configurations of Agents 

The negotiation case developed for the experimental study concerned the sale of a 
desktop computer. There were five issues including the price, type of monitor, hard 
drive, service plan, and software loaded. Each option for each issue had a 
corresponding level of utility (attractiveness), these levels being different for the 
buyers vs. sellers. In order to calculate the total utility of the offer the issues were 
assigned different weights. These were then used in an additive utility function to 
estimate the level of attractiveness of an offer. Agents used this information in order 
to decide on the acceptability of the received offers and generate offers.  

All agents acted on the seller side, and they were not aware of the buyers’ 
preference structures. The weights were slightly different for sellers than buyers to 
facilitate tradeoffs, which have been considered one of the key integrative negotiation 
characteristics [13]. Thus, agents would decide on the utility of the next offer first, 
according to their concession schedules, and then generate the corresponding offer.  

 

 

Fig. 1. Competitive Schedule 
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We have chosen to use five different concession schedules, three of which were 
similar to those used in Kasbah experiments. These included: competitive, neutral, 
collaborative, competitive-then-collaborative, and tit-for-tat strategies. The 
competitive agents (CM) tend to make smaller concessions in terms of utility of 
generated offers in the beginning of the negotiation period. However, as they 
approach the end of the period, they would start making larger concessions in search 
of an agreement (figure 1).  

 

Fig. 2. Neutral Schedule 

 

Fig. 3. Collaborative schedule 
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Neutral strategy (NT) dictates that an agent concedes the constant amount of utility 
regardless of the time period, i.e. the concession schedule is linear (figure 2). 
Collaborative schedule (CL) implies making large concessions in the very beginning 
of the negotiation period in search of a quick agreement. This represents the case 
where an agent is anxious to sell the product. However, as the agent quickly drops the 
utility close to the reservation levels, it cannot make large concessions later in the 
process (figure 3).  

Competitive-then-collaborative schedule (CC) models more complex behavior of 
the agents. In the beginning of the process an agent behaves competitively, however, 
in the middle of the negotiation period it changes its profile to a collaborative one. 
Thus, there is an inflexion point in an agent’s schedule (figure 4).  

 

Fig. 4. Competitive-then-collaborative schedule 

The reason for introducing this strategy is to imitate the situation when an agent’s 
behavior adjusts due to the overall situation in the market (e.g. the product is not 
selling well). Moreover, the CC schedule allows introducing less predictable non-
obvious behavior, which may be characteristic of human negotiators. (Little circles 
appearing on the screenshots are used to graphically define the shapes of the curves.) 

The final strategy used is tit-for-tat. These agents do not rely on utility calculations. 
Rather, they watch the opponent moves and simply mirror them in composing 
counter-offers. In other words, when an opponent makes a new offer an agent 
determines the difference between this offer and the previous one made by the 
opponent, and applies the same difference to its own offer. If, say an opponent made a 
large change to a price, the agent would do the same. 
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The agent follows the following algorithm. In the beginning of the process it makes 
an offer that has highest utility to an agent. It then waits for the opponent to respond. 
If an opponent agrees, the process terminates. If an opponent makes a counter-offer 
the agent calculates its acceptable utility level according to the concession schedule 
employed. If the opponent’s offer is equal or higher than the acceptable utility, the 
agent accepts the offer. Otherwise, the agent generates a new offer according to the 
acceptable utility level. It takes the opponent’s offer as a starting point, and 
employing hill-climbing algorithm changes it to get close to the set utility level. This 
heuristic method is used instead of analytical one, since most of the issues are not 
continuous variables. It then sends this offer to the opponent.    

4 Variables and Experimental Setup 

In the current work we were interested in the objective outcomes of agent – human 
negotiations, as well as subjective variables capturing human perceptions of the 
process, outcomes and system. The objective variables included the utility of the 
agreements, and the proportion of agreements achieved. These relate to the economic 
benefits of agent-human negotiations. The subjective variables included satisfaction 
with the outcomes, satisfaction with the process, ease of use, and perceived usefulness 
of the system. These are important indicators from the information systems literature, 
especially relating to the acceptance and use of the system by human users. 

The subjects in the study were university students enrolled in the introductory 
course on information technology. Thus, the negotiation case was well in line with the 
learning objectives of the course. The treatments included pairing up the subjects with 
various types of agents described in an earlier section. We also paired up humans with 
humans in a control group.  

The experiment was conducted via the web, whereby subjects could perform their 
tasks from any location in an asynchronous mode during a two-day period. The 
subjects were invited to join the negotiations via email containing the link to the 
system. Negotiations began by sellers making the first offer. The agent sellers then 
checked for the status of negotiations at fixed intervals of time (every 3 hours). At 
those points of time, if they have not received new offers, they would wait until the 
next period of time elapsed. If an offer was received they would evaluate it and would 
either accept it, or would make a counter-offer.  

Human subjects were free to terminate the negotiation at any time without reaching 
an agreement with their counter-parts. After either reaching an agreement, or 
terminating the negotiations the human subjects were asked to complete a questionnaire 
measuring their perceptions of the outcome, process, and the system. One final question 
read: “I was negotiating with: 1) a human; 2) a computer: 3) not sure.” 

5 Results 

For the analysis of the results we have selected only those negotiation instances, 
which featured at least four offers in total. The rationale for this decision was to 
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include only those cases where the subjects took the task seriously. Thus, we ended 
up having 436 usable negotiation instances. Of these, 65% ended up in an agreement, 
while in 35% of cases the agreement was not reached.  

Figure 5 shows the results of the question related to whether the participants 
guessed correctly if they were negotiating with humans or computers. The left side 
shows the results from human-agent dyads, and the right side shows human-human 
ones. The leftmost bar in each group indicates the number of responses that read 
“human”, the middle one relates to “computer” responses, and the last one shows “not 
sure” responses.  

As one can see, the majority of subjects in the agent-human dyads were not sure if 
they were interacting with the humans or agents (183 responses). This was followed 
by the group of subjects who had thought they were negotiating with other humans 
(114). The smallest group consisted of those who guessed correctly that they were 
interacting with agents (65). It is interesting to note that some subjects in the human-
to-human dyads thought they were interacting with a computer (2 out of 30). 

 

Fig. 5. “I was negotiating with…” agent - human dyads vs. human – hyman dyads 

The distribution of answers depended on the type of the agent strategy employed. 
For example, in competitive-then-collaborative category much larger proportion of 
subjects thought they were negotiating with a human counter-part as compared to 
those who had an impression they were dealing with a machine (25 vs. 8). This can be 
explained by the fact that CC concession schedule results in more complex behavior, 
less obvious behavior that could be more readily ascribed to humans, rather than 
machines. Similar, though less prominent results were obtained in competitive agent 
category (33 vs. 15). On the other hand, the collaborative category was the only one 
where the number of “human” vs. “machine” responses was equal (21 each). Perhaps, 
the subjects expected their human counterparts to be more competitive, rather than 
conceding. 
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Table 1 shows the proportions of agreements for different compositions of dyads. 
The largest proportion of agreements was reached in the collaborative agent category. 
This is an intuitive result, since collaborative agents make large concessions early in 
the negotiations process, and thus they have a higher chance of making a deal with the 
human counterparts. It is interesting to see that human-to-human dyads have a 
second-lowest record in terms of proportion of agreements made. Thus, the majority 
of agent-involved dyads have reached more agreements than purely human dyads.  

Competitive agents were able to reach an agreement in 53% of cases. Competitive-
then-collaborative agents have made agreements in 75% of cases, falling between the 
CL and CM categories, but higher than neutral category. The lowest number of 
agreements was achieved in tit-for-tat category. This is the only agent strategy that 
does not employ utility function, and, thus it does not necessarily drop its utility level 
to the minimum towards the end of the period. Overall, agent-human pairs achieved 
agreements in 66% of cases vs. 50% exhibited by HH dyads.  

Table 1. Proportions of Agreements 

Category Agreements, % 
All agent categories 66 
Competitive 53 
Neutral 70 
Collaborative 82 
Competitive-collaborative 75 
Tit-for-tat 43 
Human-human 50 

 
Table 2 compares the utilities of reached agreements for sellers and buyers across 

different categories. In human-human dyads the sellers achieved much lower utility 
levels than buyers. This could be explained by the adopted reference frames. Since 
both sellers and buyers in this category were undergraduate student subjects, they 
tended to shift the price levels downwards to what they consider to be acceptable 
regions. Nonetheless, as it can be seen from the table, the human sellers had reached 
the lowest levels of utility.  

The highest average utility was achieved by tit-for-tat agents (72.4). However, as 
already mentioned, they performed worst in terms of proportion of agreements 
reached.  In terms of proportion of agreements the competitive agents performed 
slightly better than human sellers. However, utility-wise these agents have 
considerably outperformed their human “colleagues” (63.2 vs. 35.9). Collaborative 
agents did only slightly better than humans, reaching 36.5 utility. However, they had 
much higher proportion of agreements. Competitive-then-collaborative agents have 
reached the average utility level of 40.4, and the neutral ones had a slightly higher 
value of 43.8. Overall, agents did better than human negotiators (46.8 vs. 35.9). 
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Table 2. Utilities of Agreements 

Category Seller 
utility 

Buyer 
utility 

All agent categories 46.8 65.6 
Competitive 63.2 44.9 
Neutral 43.8 69.7 
Collaborative 36.5 79.0 
Competitive-
collaborative 

40.4 71.9 

Tit-for-tat 72.4 36 
Human-human 35.9 73.0 

In order to compare the subjects’ perceptions a questionnaire was used with three 
items per construct measuring perceived usefulness, perceived ease of use and 
satisfaction with the outcome, and four items measuring satisfaction with the process. 
Factor analysis resulted in an acceptable pattern of loadings (Table 3). We have then 
used item averages for factors to compare across different categories. Results are 
shown in table 4. 

Table 3. Factor analysis results 

 Factor 

  PU PEU SP SO 

SO1 .146 .088 .402 .532 
SO2 .207 .078 .258 .789 
SO3 .235 .063 .345 .721 
SP1 -.127 -.010 -.404 -.218 

SP2 .112 .114 .604 .102 

SP3 -.131 .002 -.426 -.175 

SP4 .207 .067 .712 .263 

PU1 .684 .194 .192 .172 

PU2 .816 .130 .190 .177 

PU3 .809 .164 .268 .204 

PEU1 -.022 -.635 -.102 -.042 

PEU2 .207 .845 .078 .062 

PEU3 .191 .804 -.026 .059 

There were no significant differences among the categories in terms of satisfaction 
with the process, perceived usefulness, and ease of use. There were, however, some 
significant differences regarding satisfaction with the outcome, which is 
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understandable. In particular, tit-for-tat and competitive strategies yielded lower 
satisfaction levels than some other strategies, such as collaborative. As human 
subjects had lower utility values of their agreements they also felt less satisfies with 
the outcomes. None of the categories yielded significantly different results as 
compared with human-human interactions. 

Table 4. Comparison of item averages 

 Factor 

  SO SP PU PEU 

All 
agents 

4.35 4.06 3.48 3.34 

CM 3.89 4.19 3.38 3.38 

NT 4.60 4.12 3.48 3.31 

CL 4.83 4.02 3.44 3.31 

CC 4.73 4.04 3.79 3.35 

TT 3.35 3.79 3.24 3.33 

HH 4.03 3.97 3.36 3.34 

6 Conclusions 

The purpose of this study was to experimentally investigate the promises of agent-
human negotiations in B2C context. To this end various types of agents were 
configured to conduct negotiations with human subjects. The question of whether 
humans were able to tell if they were negotiating with machine has important 
implications, since if they did they would be, in principle, able to predict the 
opponents moves. Findings indicate that, in most cases, the subjects were not able to 
make a correct guess. This is especially true when agents employed a complex 
concession pattern, i.e. compete-then-collaborate. 

In regards with the objective outcomes the results show that human negotiators 
performed worst as compared to agents in terms of utility of agreements. They were 
also second worst in terms of number of agreements.  

When it comes to selling products and services or retaining customers, human 
representatives of companies do sometimes negotiate with their customers. Some of 
these negotiations nowadays occur through electronic media, using such facilities as 
e-mail and chat. Thus, in this study we also looked at perceptive measures related to 
system acceptance and usage. We found no significant differences between agent-
human vs. human-human dyads. 

An exciting possibility for future work could be conducting experimental studies 
where agent and human negotiators could add issues in the course of negotiations.    
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Abstract. In this paper, a new method was presented for multiple attribute group 
decision making. In the proposed method, the comprehensive evaluation value of 
each attribute was obtained by set-valued statistics model, and the ranking of all 
alternatives was judged by the information axiom. Finally, a software product 
evaluation case was given, and the case was calculated by the proposed method 
and traditional method. The result illustrates the feasibility and applicability of 
the proposed method.  

Keywords: group decision making, information axiom, information content, 
experiment compare.  

1 Introduction 

The increasing complexity of the socio-economic environment makes it less and less 
possible for a single decision maker to take into account all relevant aspects of a 
problem [1]. Therefore, most of decision-making processes need to be supported by a 
group of decision makers, namely multiple attribute group decision making 
(MAGDM), which need to determine not only the weights of attributes, like multiple 
attribute decision making (MADM), but also the weights of decision makers. 
Obviously, group decision making is able to provide a better decision mechanism, 
which is more democratic and scientific than MADM, but decision-making process of 
MAGDM is more complicated [2]. 

The information axiom provides an effective approach for decision making, in 
which the priority of alternatives is determined by the size of information content, and 
the information content is measured via both design range and system range of 
alternative’s attributes. According to their own needs, decision makers can also obtain 
the different preference result by adjusting the design range, and this can avoid 
determining the weights of attributes. Meanwhile, owing to calculating information 
content by the form of probability ratio, the process of normalizing attributes values is 
omitted [3]. 
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In view of the above mentioned characteristics, the information axiom is widely 
used in decision-making field [4]. Babic[5] proposed a method which provided an 
effective decision support system for flexible manufacturing system designers to 
determine the appropriate FMS configuration at the design stage. The developed model 
illustrated the selection of alternatives among machines that produced manufacturing 
components with respect to the design specifications. The selection procedure was 
implemented by using the information axiom. Kulak [6] developed a decision support 
system considering both technical and economic criteria in material handling 
equipment selection problem, and the final decision for the best equipment selection 
among the alternatives was given by using the information axiom. Kulak and 
Kahraman [7] introduced the information axiom under fuzzy environment, and the 
proposed approach was applied to multiple attribute comparison of advanced 
manufacturing systems. Coelho [8] used axiomatic design principles as a decision 
making tool to determine one of the manufacturing technologies, and the information 
axiom was employed to select the appropriate technology at a high decision level for 
the subsequent detail design of a mechanical component. Kahraman and Cebi [9] 
developed a method based on the information axiom for multiple attribute decision 
making problem, and an application was given by a teaching assistant selection 
problem to show the usability of the method. Celik, Kahraman, et al.[10] used the fuzzy 
information axiom to investigate a systematic evaluation model on the docking 
facilities of shipyards. The information axiom was used for the selection of the best 
alternatives among shipyards since the information axiom gave the opportunity to 
decision makers to define the design interval for each criterion.  

According to the above, we learn that work done in previous research mainly belong 
to the domain of multiple attribute decision making. The research work with regard to 
the information axiom in the field of multiple attribute group decision making is still 
needed for us. Therefore, through the set-valued statistics model and the information 
axiom, an integrated methodology is proposed for MAGDM in this paper, and the 
feasibility and applicability of the proposed method is demonstrated by using a 
concrete example. 

Considering the complexity and uncertainty of decision environment, it is generally 
difficult for decision makers to express decision information by accurate numerical 
values. However, if decision makers use interval numbers to express the information, it 
is convenient and corresponding with people’s thinking patterns. Therefore, in this 
paper, we are to discuss the situation that the decision information of decision makers is 
interval numbers. 

2 The Proposed Method for MAGDM 

2.1 Set-Valued Statistics Model 

Set-valued statistics model can synthesize viewpoint of different decision makers, 
which is the generalizations of classical statistics [11]. A certain point of phase space is  
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gotten by classical statistics in every test, but set-valued statistics gets a subset of phase 

space. In this paper, this subset of phase space is an interval estimation, namely, sja� . A 

set-valued statistics series is formed which is the distribution of decision information 
interval overlying. This kind of distribution map can be described as equation (1). 
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Where ( )ju a  is fuzzy covering frequency, ( )sja a�  is shadow-fallen function, 

( )sja a�  can be expressed as equation (2). 
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By analyzing ( )ju a , we can obtain decision makers’ viewpoint unified degree on 

ju . If decision makers’ viewpoint is a unanimous trend, the graphics distribution is 

relatively concentrated, and ( )ju a  appears similar normal distribution. On the 

contrary, the distribution is relatively discrete, and ( )ju a  appears flat. According to 

set-valued statistics, we can obtain decision makers’ comprehensive evaluation value 

ja  on ju , which can be expressed as equation (3). 
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Where min and max are minimum( sja ) and maximum( sja ) respectively. 

Definition. Frequency coverage is formed by all decision makers’ decision information 

interval overlying on ju , the shadow discrete degree of which is named decision 

makers’ viewpoint divergence degree, as jg . According to the literature [11], we can 

obtain equation (4). 
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The greater value of jg  indicates viewpoint divergence degree bigger, and the 

credibility of comprehensive evaluation value ja  is lower. Conversely, its credibility 

is higher. Assume that the coefficient of viewpoint divergence degree is constantγ  

(normally, the value of γ  is 0.1), If jg γ≤ , this indicates that ja  is desirable. 

Otherwise, ja  need to be recalculated. By set-valued statistics model, we can obtain 

effective comprehensive evaluation value of alternatives’ each attribute in no iw  

situation. 

2.2 Principles of the Information Axiom 

After obtaining the comprehensive evaluation value, we are to calculate the 
information content of each alternative by information axiom. The information axiom 
states that among those designs that satisfy the independence axiom, the design that has 
the smallest information content is the best design [3]. Information is defined in terms 
of the information content, I , that is related in its simplest form with the probability of 
satisfying the given FRs. I  determines that the design with the highest probability of 
success is the best design. In practice, in any design situation, the probability of success 
is given by what designer wishes to achieve in terms of tolerance and what the system is 
capable of delivering. The overlap between the designer-specified “design range” and 
the system capability range “system range” is the region where the acceptable solution 
exists. Therefore, in the case of uniform probability distribution function P  may be 
expressed as equation (5). 

                   r r

r r

C S
I lb lb

S C
= − =                             (5) 

Where rS  is system range, and rC  is common range. If FR is a continuous random 

variable, the probability of achieving FR in the design range may be expressed as 
equation (6).  
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               ( )
FR

du

dr
P f FR d= ∫                                 (6) 

Where rd and ud  are the lower bound of design range and the upper bound of design 

range respectively. ( )f FR  is system probability density function for FR. So the 

information content is equal to equation (7). 
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After calculating information content of all attributes of each alternative, and 
accumulating those information contents, we may obtain total information content of 
each alternative. According to the information axiom, the best alternative is the 
smallest total information content. The priority of alternatives is determined by 
comparing the size of information content, and we avoid both determining the weights 
of alternative’s attributes and normalizing attributes values. At the same time, 
according to their own needs, decision makers can also obtain the different preference 
alternative by adjusting the design range. 

2.3 The Decision Making Procedure Based on Set-Valued Statistics Model and 

Information Axiom 

Based on subchapters 2.1 and 2.2, the decision-making procedure based on set-valued 
statistics model and the information axiom is concluded as follows: 

Step 1. Interval number sja�  of decision-making attribute set 1{ }U u u u= "
， 2， ， n  

is obtained from decision-making group 1{ }pD d d d= "
， 2， ，

, as i pnA . 

Step 2.Calculate the columns vector of i pnA  by using set-valued statistics model, and 

comprehensive evaluation value ja  is obtained, as i nA . 

Step 3.Calculate viewpoint divergence degree jg  of ja , If jg γ≤ , it indicates that 

ja  is desirable. Otherwise, reacquire i pnA  and ja  need to be recalculated. 

Step 4. According to ja , calculate information content of all attributes of each 

alternative.  
Step 5. Calculate the total information content of each alternative. 
Step 6. Rank all the alternatives by the information axiom and obtain the best 

alternative. 

The decision-making procedure can be illustrated by Fig.1. 
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Fig. 1. The decision-making process flowchart 

3 An Application Case Study 

3.1 An Equipment Software Product Evaluation Case 

Many software quality evaluation models have been proposed in the previous research. 
There were four famous models: CMM [12], Boehm [13], McCall [14] and 
ISO/IEC9126 [15]. The CMM model belongs to procedure-oriented quality evaluation, 
and the rest models belong to product-oriented quality evaluation. The ISO/IEC9126 
model was widely adopted, which was expressed by a hierarchical structure, including 
quality factor, quality standard and quality measurement. The model was divided into 
six quality factors, including functionality, efficiency, reliability, maintainability, 
portability and usability [15]. Later, many evolution models derive from the 
ISO/IEC9126. 
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In this paper, considering the characteristics of equipment software and software 
testing data provided by five equipment software product developers, we introduce a 
software quality model on the basis of the ISO/IEC9126. The model consists of 
completeness (u1), accuracy (u2), efficiency (u3), reliability (u4), maintainability (u5), 
portability (u6) and usability (u7).  

The relevant data of five equipment software products are given in Table 1, and 
Table 2 shows ten experts’ decision-making information from ten different 
departments, and the information is expressed with interval numbers. 

Table 1. Software testing data of five equipment software products 

SP u1 u2 u3 u4 u5 u6 u7 

1 0.736 0.945 0.985 0.643 0.470 0.380 0.873 

2 0.843 0.790 0.865 0.698 0.660 0.423 0.852 

3 0.921 0.932 0.942 0.532 0.553 0.350 0.578 

4 0.892 0.671 0.886 0.900 0.762 0.510 0.905 

5 0.654 0.996 0.924 0.840 0.740 0.570 0.940 

*Note: Data from acta armamentarii 

Table 2. Experts’ decision-making information 

Expert u1 u2 u3 u4 u5 u6 u7 

1 [0.65,0.70] [0.95,1.00] [0.95,0.98] [0.98,1.00] [0.45,0.50] [0.45,0.65] [0.80,0.85] 

2 [0.65,0.75] [0.96,1.00] [0.90,1.00] [0.90,0.99] [0.55,0.65] [0.40,0.55] [0.85,0.95] 

3 [0.60,0.65] [0.90,1.00] [0.95,1.00] [0.99,1.00] [0.56,0.60] [0.45,0.65] [0.80,0.90] 

4 [0.65,0.70] [0.95,1.00] [0.95,0.99] [0.95,0.99] [0.50,0.60] [0.45,0.55] [0.85,0.90] 

5 [0.75,0.80] [0.98,1.00] [0.90,1.00] [0.95,1.00] [0.46,0.55] [0.45,0.55] [0.75,0.85] 

6 [0.65,0.70] [0.95,1.00] [0.95,0.98] [0.90,1.00] [0.40,0.45] [0.45,0.70] [0.80,0.85] 

7 [0.75,0.80] [0.85,1.00] [0.96,1.00] [0.90,1.00] [0.45,0.75] [0.45,0.68] [0.60,0.80] 

8 [0.70,0.75] [0.98,1.00] [0.90,0.98] [0.95,0.98] [0.45,0.58] [0.40,0.55] [0.90,0.98] 

9 [0.65,0.70] [0.95,1.00] [0.98,1.00] [0.92,0.98] [0.45,0.60] [0.50,0.65] [0.85,0.96] 

10 [0.70,0.75] [0.80,1.00] [0.90,0.96] [0.95,0.97] [0.50,0.60] [0.35,0.60] [0.85,0.92] 

3.2 The Evaluation Based on the Proposed Method 

In this subsection, the software quality of five equipment software products is 
evaluated by using the proposed method. Firstly, according to Table 2, we can calculate 

ja  and jg , as shown in Table 3.  
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Table 3. Comprehensive evaluation value and viewpoint divergence degree value 

SP u1 u2 u3 u4 u5 u6 u7 

ja  0.702 0.942 0.955 0.957 0.549 0.529 0.833 

jg  0.02 0.02 0.01 0.06 0.05 0.05 0.08 

Then, according to Table 3, because of jg γ≤ , It demonstrates that ja  is 
effective. We can continue Step 4. 

After that, according to Table 1, because attributes’ value belongs to single point 
value and all attributes (u1~u7) are benefit type, it indicates the bigger attribute value, 

and the evaluation result is the better. If the attributes’ value is greater than ja , it 
indicates that “system range” completely meet “design range”, then information 
content of the attribute is zero by formula (6). Here, take u6 as an example, where 

6a =0.529, only u6 of SP5 completely meets the design range of 6a , as 5 6SP uI − =0. 

1 6 exp(0.529 0.380)SP uI lb− = − =0.215.  
Using the same method for other attributes, the calculating result shows in Table 4. 

Table 4. Information content of SP 

SP u1 u2 u3 u4 u5 u6 u7 ∑ 

1 0 0 0 0.453 0.114 0.215 0 0.782 

2 0 0.219 0.130 0.374 0 0.153 0 0.876 

3 0 0.014 0.019 0.614 0 0.258 0.367 1.272 

4 0 0.390 0.099 0.083 0 0.027 0 0.599 

5 0.069 0 0.044 0.169 0 0 0 0.282 

Finally, according to the information axiom, we acquire the ranking of SPS: 
SP5; SP4; SP1; SP2; SP3, namely, SP5 is the best equipment software product. 

4 Comparing the Proposed Method with Other Methods 

In this section, the proposed method in this paper is compared with two different 
methods, the traditional AHP and the AHP-ELECTRE [16]. Analytic hierarchy process 
(AHP) is also a decision-making method for determining the ranking of alternatives. 
The method has been extensively applied, especially in large-scale problems where 
many attributes must be considered and where the evaluation of alternatives is mostly 
subjective. The purpose of AHP provides vector of weights expressing the relative 
importance of the alternatives for each attribute [17]. AHP requires assessing the 
decision makers’ evaluations by pairwise comparisons and using the eigenvector 
method to yield priorities for attributes. The scale of importance is defined according to 
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Saaty 1-9 scale for pairwise comparison, and readers can refer to Saaty’s literature [17] 
for detailed discussion of AHP modeling and solution methodology. As will be shown 
below, five equipment software products are evaluated by using AHP method in  
Table 1. 

Step 1. We consult experts’ opinion, and pairwise comparisons judgment matrix is 
constructed for attributes (u1~u7) by using 9-scale method, shown as follow. 

1 1/ 8 1/ 9 1/ 4 3 3 1

8 1 1 1/ 5 4 8 2

9 1 1 1 3 9 7

4 5 1 1 6 9 2

1/ 3 1/ 4 1/ 3 1/ 6 1 1 1

1/ 3 1/ 8 1/ 9 1/ 9 1 1 1/ 3

1 1/ 2 1/ 7 1/ 2 1 3 1

A

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

Step 2. Calculate maximum eigenvalue of A , as maxλ =7.8725. 

Step 3. The corresponding eigenvectors of maxλ  are normalized, and weight vectors 

AW  is obtained. 

AW =(0.061, 0.199, 0.281, 0.316, 0.046, 0.026, 0.070) 

Step 4. Calculate Consistency Index, as CI . 

max

1

n
CI

n

λ −=
−

=0.1454 

Where n  is the matrix order of judgment matrix A , n =7. RI  denotes the Mean 
Random Consistency Index of A , RI =1.36. 

 

Step 5. Calculate Random Consistency Ratio, as CR .  

CI
CR

RI
= =0.1069 

Owing to CR >0.1, judgment matrix A  fails to pass Consistency Check. Therefore, 
judgment matrix A needs to be adjusted. 

Step 6. Calculate quasi-optimal transfer matrix of A , as 'A . 
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1 0.07 0.028 0.026 1.874 5.542 0.667

14.334 1 0.397 0.367 26.864 79.433 9.558

36.126 2.52 1 0.924 67.703 200.189 24.087

' 39.079 2.726 1.082 1 73.238 216.555 26.057

0.534 0.037 0.015 0.014 1 2.967 0.356

0.181 0.013 0.005 0.005 0.338 1 0.12

1

A =

.5 0.105 0.042 0.038 2.81 8.31 1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

Step 7. Calculate maximum eigenvalue of 'A , as max 'λ =7. 

Step 8. Calculate Consistency Index, as 'CI . 

max '
'

1

n
CI

n

λ −=
−

=0, then 
CI

CR
RI

= =0 

So 'A  passes Consistency Check. 
 

Step 9. The corresponding eigenvectors of max 'λ  are normalized, and weight vectors 

'AW  is obtained. 

'AW =(0.011, 0.155, 0.39, 0.421, 0.006, 0.002, 0.016) 

Step 10. According to 'AW , we can calculate comprehensive rating value of the five 

equipment software products. Their values are (0.83, 0.78, 0.76, 0.85, 0.90), the 
ranking of SPS: 

SP5; SP4; SP1; SP2; SP3 

Chen [16] used an improved AHP method which is AHP-ELECTRE, obtaining the 
same result in the same data in Table 1. And Chen also illustrated the advantages of the 
AHP-ELECTRE method. Consistency of the results demonstrates feasibility and 
applicability of the proposed method. 

5 Conclusions 

In this paper, we presented a new method for multiple attribute group decision making 
problems. The proposed method was based on set-valued statistics model and the 
information axiom. In the proposed method, comprehensive evaluation value of each 
attribute was obtained by set-valued statistics model, and the effectiveness of 
comprehensive evaluation value was judged via viewpoint divergence degree. After 
that, the ranking of alternatives was obtained by the information axiom. An application 
case demonstrates the feasibility and applicability of the proposed method. Compared 
with other two methods, the proposed method has noticeable characteristics, which has 
stronger practicability. It will be popularized in other MAGDM field, such as supplier 
selection, process selection, performance evaluation and so on. 
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Abstract. The recent 2008 financial tsunami has made the financial regulators 
realize the importance of stress testing in banking systems. One of the major 
challenges in stress testing is to model and calibrate “exceptional but plausible” 
scenarios in which macroeconomic shocks may cause contagious bank failures 
that may lead to the breakdown of a banking system. Presently, existing stress 
testing methods mainly focus on modeling single or multiple risk factors 
through a “static snapshot” of the banking systems. However, real-world bank 
crisis scenarios are much more dynamic such that different event occurrence 
sequences may have different impacts on individual banks and banking 
systems. For purposes of predicting contagious bank failures in stress testing, 
we propose the use of event-driven process chains in modeling bank failure 
scenarios. We refer to this approach as Banking Event-driven Scenario-oriented 
Stress Testing (or simply the BESST approach). We compare the pros and cons 
of the BESST approach with two existing approaches in an example scenario. 
In addition, we conducted a financial simulation based on this example scenario 
to demonstrate the validity of the BESST approach. 

Keywords: Stress Testing, Event Modeling, Scenario, Process Modeling.  

1 Introduction 

The recent 2008 global financial tsunami has been considered as the worst financial 
crisis since the Great Depression. It was triggered by the decline of U.S. housing 
prices and resulted in a liquidity shortfall in the U.S. banking system, pushing the 
banking system to the brink of a system-wide collapse. One of the major causes of 
this crisis is that the financial stakeholders, including the major banks and regulators, 
failed to model and calibrate the “exceptional but plausible” scenarios in bank stress 
testing in which the macroeconomic shocks may cause contagious bank failures and 
lead to the breakdown of a banking system [1]. 

Such scenarios contain events of large magnitude and impacts on banking systems 
that are often very rare such as the bankruptcy of Lehman Brothers. Such high-impact 
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and rare events that are beyond the realm of normal expectations are referred as 
“Black Swan” events [2]. The rarity of such “Black Swan” events made it very 
difficult to model the bank stress testing scenarios since most existing methods rely 
on historical financial data such as the Value at Risk measure [3].  

Moreover, existing stress testing methods focusing on evaluating the vulnerability 
of the banking system to single risk factors, or just combining the analysis of multiple 
risk factors into a single estimation of the probability distribution of a bank’s 
aggregate losses. However, real-world financial crisis scenarios are much more 
complex in which different occurrence sequences of the same set of macroeconomic 
shocks (events) may have quite different impacts on both individual banks and 
banking systems. For instance, injecting capitals to selected banks before a set of 
financial shocks and interbank transaction settlements may largely prevent the 
breakdown of a banking system. However, injecting capital to the same banks after 
the shocks and settlements may have little effect. This is because that the shocks may 
already cause contagious bank failures through the network of interbank exposures 
and affected far more banks than the selected injection banks. Therefore, a process-
oriented perspective is needed to model the full dynamics both within and between 
banks in stress testing scenarios. 

Third, constructing a stress testing scenarios requires modeling different types of 
risk events or factors such as market risk events and credit risk events. These events 
are often dependent on or correlated with each other. Current stress testing practices 
in a bank often requires inputs from different bank departments to model a complex 
scenario. Oftentimes there will be contradictions among the inputs from different 
departments. Assuming in a stress testing scenario, a bank’s credit risk manager 
designs an event that U.S. Federal Reserve Committee has cut the interest rate by 
0.5%. In the same scenario, the exchange rate risk manager may design a following 
event that the U.S. dollar rose against other major currencies. However, in reality, the 
decreasing U.S. interest rate will actually drive the funds away from U.S. dollar and 
cause it devaluates. To address this problem, we need to develop a modeling approach 
that can automatically analyze and detect such inconsistencies in stress scenarios.  

To address these three major challenges in modeling bank stress testing scenarios, 
we developed a process-driven modeling approach called Banking Event-driven 
Scenario-oriented Stress Testing (or simply the BESST approach), largely based on 
the event-driven process chains (EPC) modeling method. This approach provides 
banking stakeholders (i.e., bankers and regulators) an effective tool in modeling 
“exceptional but plausible” scenarios in banking systems. We developed a bank stress 
testing simulation system which is based on BESST, aiming to evaluate the 
effectiveness of various risk mitigation strategies. Moreover, to the best of our 
knowledge, our research is the first to study how to effectively model and simulate 
bank stress testing scenarios from a technological perspective.  

The remainder of this paper is structured as follows. Section 2 reviews the pros and 
cons of the existing macro stress testing methodologies. In Section 3, we review the 
existing computer-based algorithms and systems that are used for predicting bank 
failures. In Section 4, we propose to use the EPC-based approach to model the 
contagious bank failure scenario and compare its effects with the existing stress 
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testing modeling methods. Section 5 describes a stress testing system we developed  
to simulate various bank risk scenarios based on the proposed EPC approach. In 
Section 6, we conclude the paper and discuss the future research directions.  

2 Macro Stress Testing Methodologies 

Sorge and Virolainen [4] have reviewed current macro stress testing methodologies in 
finance literature. They proposed a schematic classification (Table 1) of existing 
stress testing approaches, mainly including two types: 1) the piecewise approach, and 
2) the integrated approach. The “piecewise approach” mainly focuses on modeling 
banks’ vulnerabilities to single risk factors by forecasting several financial indicators 
such as capital asset ratio and exposure to exchange rate risks under different 
economic environment. The “integrated approach” takes a further step to integrate the 
analysis of banks’ vulnerabilities to multiple risk factors into a single estimate of the 
probability distribution of banks’ losses under a stress scenario. 

Table 1. Existing Macro Stress-Testing Methodologies in Finance 

 Piecewise Approach Integrated Approach 

Main 
Modeling 
Approach 

 Models a scenario as a set of 
macro fundamental variables 

 Linear functional forms 

 Combining analysis of multiple 
risk factors into a single 
distribution 

 Macro-econometric risk models 

Pros 

 Simple and intuitive models 
 Low computational costs 

 Integrating market and credit 
risks  

 Models nonlinear effects of 
macro shocks on credit risk 

Cons 

 Lack of empirical proofs for 
the validity of the linear 
relationships 

 No feedback effects 

 Non-additivity of VaR 
measures across institutions 

 No feedback effects 

The piecewise approach mainly focuses on modeling the direct relationships 
between macro fundamental variables (independent variables) and certain financial 
risk indicators (dependent variables) (e.g., capital adequacy ratio and return on 
equity). The estimated coefficients are used to simulate the impacts of possible 
adverse economic scenarios on the banks’ financial risk indicators. Thus, the 
piecewise approach actually models an individual stress scenario as a combination of 
a specific set of macro fundamental variables. For instance, Kalirai and Scheicher [5] 
models the aggregate loan loss provisions in the Austrian banking system as a 
function of set of macroeconomic variables which include general economic 
indicators such as GDP, CPI inflation, and income, consumption and investment in 
the household and corporate sectors. Hoggarth et al. [6] focused on the relationship 
between banks’ loan write-offs and the UK output gap, retail and house price 
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inflation, and the nominal short-term interest rate. Moreover, Saurina and Delgado [7] 
studied the relationship between loan loss provisions and a set of macroeconomic 
indicators which includes unemployment rate, interest rates and indebtedness. This 
piecewise approach is very intuitive and its computational cost is usually low since 
these models are often in linear functional forms. 

The integrated approach differs from the piecewise approach mainly from two 
perspectives: 1) it focuses on integrating the analysis of banks’ market and credit risk 
factors rather than several single financial risk indicators; 2) it enables researchers to 
model the relationships between the macroeconomic factors, as opposed to just 
modeling the direct linear relationship between the financial risk indicators and the 
macroeconomic factors. In this way, the integrated approach allows the risk managers 
to model and analyze non-linear relationships between macroeconomic shocks and 
possible bank losses.  

However, both piecewise and integrated approaches are limited in terms of their 
fundamental assumptions. First, both approaches assumed that all risk events (e.g., 
changes in macro fundamental variables) will not change during the course of study. 
But in reality the banks often response to various economical events to reduce its 
market and credit risk exposures. Thus these two approaches lack the ability to model 
such “dynamic” behavior responses and the impacts of such responses to other banks 
in the banking system. 

Second, it was assumed that different occurrence sequences of risk events have the 
same effects on banks’ liquidity status. As mentioned earlier in the introduction 
section, this assumption may underestimate the “domino” effects of interbank 
exposures on contagious bank failures (i.e., the network of interbank obligations may 
enable the default of one bank to have contagion effects on other banks, thereby 
causing more banks to be insolvent). 

3 Bank Risk Management from a Technological Perspective 

Besides the above macro stress testing approaches, there is another stream of research 
that aims to better manage bank risk from a technological perspective. This stream of 
research focuses on predicting bank failures by applying various data mining 
algorithms on historical bank financial data, aiming to classifying healthy and 
unhealthy banks. We briefly review these studies in bank failure predictions in terms 
of techniques they used. Discriminant analysis (DA) was one of the first techniques 
adopted [8] to predict firm failures across different industries. Later Sinkey [9] 
applied it to bank failure predictions. However, recent studies [10] have shown that 
the back propagation neural network (BPNN) algorithm outperformed it in predicting 
firm bankruptcy. NN-related techniques were first adopted by Odom and Sharda [11] 
to predict firm failures. Then Tam and Kiang [12] applied NN and demonstrated its 
effectiveness in predicting bank failures. Later Tam [13] adopted a variation of NN - 
the back propagation neural network (BPNN) algorithm - for predicting bank 
bankruptcy. Another set of more recent data mining methods termed as Support 
Vector Machines (SVMs) were also used in bank failure prediction research. Like the 
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two previous techniques, SVM was initially used for predicting corporate bankruptcy 
[14]. Then Wang et al. [15] developed and employed a fuzzy support vector machine 
method for credit risk assessment for the banking industry. 

In recent years, there is a set of studies that combines different types of data mining 
techniques for predicting bank failures. Min et al. [16] proposed to use genetic 
algorithms (GA) to optimize the feature subsets and parameters of SVM in order to 
improve its performance in bankruptcy prediction. A similar study done by Wu et al. 
[17] also used GA to optimize the parameters of SVMs for predicting bankruptcy. 
They empirically examined the performances of their combined GA-SVM model with 
other methods, such as DA, NN and standard SVMs, to predict financial crises in 
Taiwan. Their results showed that the GA-SVM model outperforms other methods, 
implying the integration of different BI techniques may be an effective approach for 
improving the prediction performances of single techniques. In summary, these 
studies adopted various computer-based techniques on real-world business data to 
analyze the relationships between the financial data items and bank failures. Based on 
the patterns learned from the data, these techniques aim to measure the risk of future 
bank failures.  

However, these computer-based techniques still only focuses on the “static” 
information of bank status, but largely ignoring the dynamic processes in bank crisis 
scenarios. Therefore, information systems that can model, process and analyze real-
time large-scale process information in bank crisis scenarios are greatly needed for 
stress testing purposes. To this end, we also developed a bank stress testing platform 
which integrates the BESST modeling approach and simulation techniques, aiming to 
simulate various bank risk scenarios and evaluate possible risk mitigation strategies 
such as capital injections. 

4 A Process-Oriented Approach for Stress Testing Scenario 
Modeling 

To address the two above limitations of the existing stress testing methodologies, we 
developed process-oriented approach can effectively model both the event occurrence 
sequences and the interbank exposures in stress testing scenarios. More specifically, 
we adopted event-driven process chain (EPC) as the main modeling tool to model 
stress testing scenarios. EPC is a type of flowchart and widely used for modeling 
business processes [18]. It mainly consists of three types of elements: events, 
functions, and logical connectors. A function is a process step which needs to be 
executed and are linked by events. An event describes the situation before or after a 
function is executed. The logical connectors such as XOR node can be used to 
connect events and functions, thereby specifying the control flow. Existing EPC 
modeling paradigms is good at modeling activity sequencing which made it suitable 
for modeling the occurrence sequences of risk events in stress testing scenarios. 

Thus we adopt the event-driven process chains proposed in to formally represent of 
risk event processes in stress testing scenarios. In this research, the event node is used 
to represent various economic risk events (e.g., U.S. Fed cut interest rate). The 
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function node is used to represent various information processing activities (e.g., 
calculating a bank’s losses). In addition, there are mainly three kinds of logical 
connector nodes, AND, OR and XOR node. 

4.1 Modeling a Bank Stress Testing Scenario 

In this section, we model a typical bank stress testing scenario from a single bank i’s 
perspective using all three aforementioned approaches including BESST, aiming to 
demonstrate the advantages of the BESST approach in modeling event sequences and 
“contagion” effects. 

C. i’s portfolio 
of mortgage 

backed security 
loses

B. i’s counterparty 
bank(s) default
(i.e., loan loss)A. Economic 

shocks: inflation, 
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Fig. 1. A typical stress testing scenario for banking systems 

We first describe the events of this stress testing scenario as Figure 1 shows. (A) 
There is one or more adverse economic shocks happened such as the burst of housing 
bubbles. These shock(s) caused drastic changes in major fundamental economic 
indicators such as increasing national interest rate, foreclosures, and declining stock 
market indices.  

(B) From an individual bank i’s perspective, the negative impacts of these shocks 
may cause one or more i’s counterparty banks (i.e., banks that have payment 
obligations to i) to suffer great losses and thereby default their obligations to i. 

(C) Meanwhile, the declining housing prices also cause great losses in i’s 
investment portfolio on mortgage backed securities. Together with credit risks, this 
type of market-related risk will reduce i’s ability to pay its obligations to others 
(Event D).  

If the loss is greater than i’s capital reserve, i will be not able to honor its 
obligations to other banks (Event F). Then i’s survival depends on if the central bank 
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will inject capital to it. If the central bank thinks i’s default will significantly 
contribute to contagious bank failures in the banking system, it may inject capital to i 
to prevent a system-wide meltdown (Event E). 

4.2 Modeling a Bank Stress Testing Scenario 

To model the above scenario, the piecewise approach will analyze the market (Event 
A->B) and credit risk (Event A->C) separately. As reviewed in [4], This approach can 
be represented as 

     
(1) 

where for bank i’s expected loan loss (investment portfolio loss) Y at time t+1 is 
estimated as a linear function of past realizations of a vector X of macroeconomic 
variables (e.g., interest rates). 

Integrated Approach 

On the other hand, the integrated approach will focus on analyzing both types  
of risks (Event A->B,C) by incorporating the selected macro fundamental  
variables into value at risk (VaR) measures as follows:

 

. 
The VaR measure for the portfolio of the banking system is represented by a vector E 
of both credit exposures and market positions at time t, and is calculated as a vector of 
security prices P, bank default probabilities PD, loss given default LGD and a matrix 
of default volatilities and correlations ∑ . All these parameters are functions of the 
vector of macroeconomic variables X. 

Event-Driven Process Chains 

Both piecewise and integrated approaches only focuses on modeling “static” and 
isolated events but failed to capture the dynamic processes in the scenario described 
in Section 3.1. For instance, after the initial economic shocks, if bank i fails to pay its 
debt obligation(s) to its counterparty banks, such failures may cause contagious bank 
failures through domino effects. But both modeling approaches fail to capture such 
transaction level risk events and the event occurrence sequences, which largely 
determine if contagious bank failures will happen. 

The proposed EPC approach provides a process perspective on modeling such 
dynamic event processes as shown in Figure 2. Unlike the other two approaches, the 
EPC models three different event processes depending on i’s losses in the stress 
scenario. The event chain (A-> (B,C)->E) indicates that bank i’s failure may cause 
contagious bank failures. Following Eisenberg and Noe [19], i’s payment ability can 
be calculated as a payment clearing vector: 

 . 
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where ∑ =

N

j tjil
1

,  represents all the payment obligations i receives from its 

counterparty banks at time t. dit is the total amount of i’s obligations to others, while 
eit is i’s capital reserve. Yit is i’s estimated loss due to the economic shocks.  

5 A Bank Stress Testing Simulation System Based on BESST 
Approach 

We also developed a bank stress testing simulation system based on the Banking 
Event-driven Scenario-oriented Stress Testing (BESST) approach. As Figure 2 shows, 
this system mainly consists three components. First, the event-drive process modeling 
module provide users tools for modeling complex bank risk scenarios like the one in 
Figure 1. This module also automatically checks the consistencies among the modeled 
risk events and processes. Second, the risk scenario generation module will generate  
 

 

Fig. 2. System Architecture of the Bank Stress Testing Simulation System 
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various risk scenarios modeled by the first module. This module can implement real-
world historical financial data such as security prices and forex exchange rates into 
the modeled scenarios. The simulation results based on such historical data may 
provide insights for experts about the cause and dynamics why bank crisis happen 
how it spread through various interbank relationships. Third, the stress testing module 
simulates various risk scenarios modeled and implemented by the first two modules. 
By configuring the value of a financial risk indicator such as interest rates, this 
module can simulate the impacts of the change in that indicator on banks’ solvency. 
Therefore, we can then evaluate the impacts of various risk events on the stability of 
the banking systems. In this way, we also can examine the effectiveness of various 
bank risk mitigation strategies such as capital injections to banks. 

 

Fig. 3. User Interface for the Bank Stress Testing Simulation System 

Figure 3 shows interface for configuring the stress testing scenarios. The user (e.g., 
risk manager) in a bank can set up their exposures in forex risk, credit risk and market 
risk. The user can also simulate various types of stock market shocks. Currently, we 
have only developed the simulation system based on the proposed BESST approach. 
In our future research, we will also conduct simulation experiment with the same 
setting using piecewise and integrated approaches to compare the effectiveness of 
these three approaches. We suggest BESST approach will outperform the other two in 
term of effectiveness. 
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6 Conclusions 

We claim that our Banking Event-driven Scenario-oriented Stress Testing (BESST) 
approach offers three advantages in modeling stress testing scenarios. First, it 
introduces a process perspective that allows risk managers to model risk event 
processes, rather than just modeling a “static” snapshot of the banking system in the 
two conventional approaches (so called piecewise and integrated approaches). The 
BESST approach also enables risk managers to model sequential interactions among 
risk events such as contagious bank failures. Moreover, event-driven process chains 
can be mapped to Petri nets that have formal semantics and provide a wide range of 
analytical techniques [18]. This feature allows risk managers to check the correctness 
and consistencies of given stress testing scenarios. 

In summary, this paper presents a novel event modeling approach for scenario-
oriented stress testing in banks that have both practical importance and academic 
value in the area of bank risk management, demonstrated through a simple yet 
realistic case. We also developed a prototype of bank stress testing simulation system 
based on the proposed BESST approach. Our next step is to further validate the 
modeling framework and simulation system, and apply it in a banking environment. 
Specifically, we will use the BESST approach with the extracted real-world bank data 
to model more complex stress scenarios which include events such as capital 
injections. The simulation technique beneath the BESST approach can be used to 
evaluate the effectiveness of bank risk mitigation strategies. In our future research, we 
will also conduct simulation experiments to compare the effectiveness of the 
piecewise, integrated and BESST approaches.  
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Abstract. A majority of RFID tag applications are related to track-
ing and tracing of the RFID-tagged items throughout supply chains.
Tracking and tracing require communication with the tag to identify
and authenticate the tag. While identification can be readily accom-
plished in the absence of adversaries, identification and authentication
in the presence of adversaries is not a trivial task. This process is exac-
erbated when the tagged item transfers ownership as it passes through
a supply chain. Recent developments in cryptography facilitates accom-
plishing these in a seamless manner. We consider a specific scenario in
supply chains where ownership of RFID-tagged items follow a hierar-
chical relationship. We present an ownership transfer protocol for this
scenario and briefly consider its security properties. The proposed pro-
tocol can be used to seamlessly manage hierarchical ownership transfers
in supply chains.

Keywords: RFID, supply chain, ownership transfer.

1 Introduction

Radio Frequency IDentification (RFID) tags have been successfully used in a
wide variety of applications over the past several decades. Although RFID tags
supplant bar codes in some applications, their memory and processing power
allow for applications (e.g., sensor) where bar codes cannot be effectively used.
Clearly, automated processing of items in a high-speed batch processed supply
chain environment calls for auto-ID technologies such as RFID. Moreover, in
distributed environments where continuous access to a database cannot be guar-
anteed, it helps to store and retrieve important information on the item itself
as it passes through a supply chain. RFID tags are ideal candidates in such
environments. Not surprisingly, the demand for RFID tag use is on the rise.

Recent years have witnessed a continual decrease in RFID tag unit cost with
advances in technology and volume of use. Moreover, the need to optimize pro-
cesses and to gain competitive advantage, firms are interested in the use of in-
stantaneous fine-granular item-level information that can be generated through
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RFID tags. RFID tags are very widely used in supply chains at the pallet level.
However, item-level use is not far behind as evidenced by the incorporation of
item-level RFID tags in Wrangler jeans sold at Wal-Mart stores in the U.S.
since August 2010. The importance of RFID tags in tracking and tracing pallets
throughout supply chains cannot be overstated.

Given that RFID tags are used in supply chains for tracking, tracing, and con-
tinually or even continuously recording ambient conditions, there is a need to
communicate with these tags. Communication is necessary to uniquely identify
and authenticate these tags and to transfer information to and/or from them.
These can be readily accomplished in a secure environment. However, in gen-
eral, a supply chain is not secure. Assuming the presence of adversaries in a
supply chain environment is not far from the truth since direct competitors as
well as others have the incentive to communicate with the RFID tags as they
pass through a supply chain. This calls for the need to secure communication
with RFID tags. This is not trivial since these RFID tags communicate with any
reader without too many restrictions. Therefore, there is a need to restrict com-
munication of tags only with authentic and honest readers. A common means to
accomplish this is through protocols using cryptography.

RFID cryptography has been a very active area for both researchers and prac-
titioners over the past decade. While a majority of RFID protocols that have
been developed thus far address the more common single-tag/single-owner sce-
nario (e.g., [9]), there are other scenarios with other characteristics that warrant
development of specialized protocols. For example, the Yoking Proof ([4]) pro-
tocol and its variants are appropriate for scenarios that require simultaneous
presence of two tags in the field of the reader. Ownership transfer is another
such scenario with its own set of characteristics and therefore protocols. The
literature to-date has about a dozen ownership transfer protocols. Almost all
of these address the one-owner/one-tag scenario, which is more common than
the others. In addition to such one-owner/one-tag scenario, supply chains also
possess multiple-owner/multi-tag (e.g., [5], [6]) scenarios.

In a supply chain, there are situations that dictate the simultaneous presence
of multiple owners for any given tag. For example, in a vendor-managed inven-
tory (VMI) scenario, the vendor owns and manages the inventory of items at
(possibly) a third-party retail store. Ownership of an item that is handled in a
VMI scenario could have different configurations and privileges - i.e., the vendor
and the retail store have different levels of ‘ownership’ of the item of interest.

We consider a scenario where the simultaneous multi-level ownerships have
decreasing levels of authority and privilege at lower levels in the hierarchy. An
example of this scenario is where an RFID-tagged item has one primary owner.
This owner rents the item to a rental-owner. This rental-owner again rents the
item to another rental-owner. The complexity of this scenario arises from the
fact that an end to the ownership of the tag at any level above the lowest level
would automatically nullify the ownership at every level below. An example
of this structure in health care applications is presented in Meiller et al. ([8]).
The scenario involves ancillaries that are used for implantation and extraction
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of prosthetic devices in humans. These ancillaries are shared (rented) among
hospitals - in a sense, these are rented from one hospital to another beginning
with their primary owner. The different hospitals renting such an ancillary is a
node in this hierarchy of ownership.

We develop an ownership transfer protocol for this scenario. The proposed
ownership transfer protocol addresses this scenario comprising simultaneous
multi-level RFID tag ownerships with varying levels of access to the functionali-
ties of the RFID tag. We first present the scenario and then present the proposed
protocol. We provide a brief security analysis to check for some common vulner-
abilities that are present in related protocols.

This paper is organized as follows: The considered scenario, the sequence of
steps for ownership transfer in this scenario, as well as the proposed protocol
following these steps are presented in the next section. Section 3 concludes the
paper with a brief discussion.

2 Hierarchical Ownership Levels

We first present the considered scenario, followed by the sequence of events in the
modeled scenario, and then the set of notations used in the proposed protocol.
We then present and discuss the proposed protocol.

2.1 The Scenario

This scenario comprises a hierarchy of ownerships of the same RFID-tagged
item (Figure 1). For example, consider an item X with one primary owner. This
primary owner rents the item to a renter. The renter in turn could (sub-)rent the
item to another renter. Eventually, the entities that rent a given item at any given
point in time could form a hierarchy that is tree-structured with a single (i.e.,
one sub-owner) branch or several (i.e., several sub-owners) branches originating
at each node. The peculiarity of this scenario is that when an intermediate
node (i.e., renter) loses ownership (we define ownership of a renter loosely here
as having access to that item) of an item, every node below this node in the
“ownership tree” lose their ownership as well.

The following are some of the characteristics of this system:

1. The primary (main) key for the owner never changes unless there is a change
in the primary owner of the tag. We do not consider this scenario in this
paper since any extant ownership protocol can be used to accomplish this.

2. Whenever ownership transfer occurs (ownership transfer in this scenario is
said to occur when the item has a new renter or when a renter ceases to have
access to the item), a sub-key is updated.

3. We model the keys such that an RFID-tagged item’s main key (say, Ki)
is a composite of the main key for the owner or renter one level up in the
hierarchy (say, Ki1 and a sub-key (ki).

4. The main key at any level is known only to the renter at that level (or owner,
if there’s no renter) and the TTP
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Fig. 1. Hierarchical ownership levels

5. The sub-key is known only to the TTP.
6. The main key of an item at any level (below the root-node in the hierarchy)

is, therefore, a composite of the main key of the (primary) owner and the sub-
keys of renters until (and including) the level of interest when no cancelation
of rental agreement has occurred for this item.

2.2 The Event Sequence

At time zero, we assume that an item is owned by only one entity (i.e., the
primary owner). Multiple ownership is handled similarly whereby the same main
key (K) is shared among all the owners of this RFID-tagged item. When this
RFID-tagged item is rented, the TTP generates a sub-key (k1) and XORs the
main key of the owner with this sub-key to generate the main key (K1) for the
renter (i.e., K1 ← K ⊕ k1). This main key is then communicated to the renter
and the tag. The (primary) owner is now unable to communicate with the tag.

Similarly, when this renter (sub-)rents this RFID-tagged item to another
renter, the TTP generates yet another sub-key (k2) and XORs the main key
of the first-level renter (i.e., K1) to generate the new main key (K2) for the
second-level renter (i.e., K2 ← K1 ⊕ k2). The TTP communicates this new
key to the second-level renter and the tag. Again, neither the primary owner
nor the first-level renter would be able to communicate with the tag. This pro-
cess continues as long as none of the renters at a higher level cancels its rental
agreement. When that happens (say, the (i+1)th-level renter cancels the rental
agreement), the TTP changes the sub-key (ki) and communicates the new main
key (Ki ← Ki−1⊕ki) to the tag and the ith-level renter. Now, the ith-level renter
is able to communicate with the tag.
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2.3 Notations

The following notations are used for this protocol:

– p, t, o, r: m-bit nonce
– K,Ki: tag’s shared secret main key with the primary owner and ith renter

respectively
– ki: tag’s secret temporary sub-key for the ith-level renter
– s: shared secret key between TTP & primary owner
– si: shared secret key between TTP & renter (at level) i
– kT : shared secret key between tag and TTP
– fk: keyed (with key k) encryption function

2.4 The Protocol

The proposed protocol (Figure 2) can be used for generation and transfer of the
main key whenever ownership transfer (granting or revoking) occurs. The main
key is associated with the owner or renter whereas the sub-key is associated
with the renter’s level in the hierarchy. The messages between any two entities
as presented in Figure 2 occur through over-the-air channel that is not assumed
to be secure. The entities participating in the protocol are assumed to be in close
proximity to one another - at the least, any pair of communicating entities are
expected to be in close physical proximity to each other.

Owner

secret: [s,K]

o ← {0,1}m

Renteri

secret: [si,Ki]
r ← {0,1}m

TTP

secret: [s, si,K,Ki, ki, kT ]

p ← {0,1}m
ki ← {0,1}m
Ki ← Ki−1 ⊕ ki

Tag

secret: [K,Ki, kT ]
t ← {0,1}m

�
p, fs⊕p(K)

�o⊕ s, fo⊕p(K ⊕ s)

�
p, fsi⊕p(Ki)

�r ⊕ si, fr⊕p(Ki ⊕ si)

�
t⊕ kT , fp⊕kT (Ki ⊕ kT ) �

p, fkT ⊕p(Ki)

Fig. 2. The proposed hierarchical ownership transfer protocol

This protocol includes several shared secret keys between pairs of entities. The
shared secret keys between the main owner and TTP is s and the shared secret
key between the TTP and a leveli renter is si. The shared secret key between
the TTP and the tag is kT . The shared key between the primary owner and the
tag is K. The shared key between a leveli renter and the tag is Ki. Each of the
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entities generate fresh nonce when initiating a protocol ‘loop.’ The set of nonce
generated and used in the protocol include r, o, t, and p respectively for the
renter, owner, tag, and TTP.

The messages in the protocol form three loops: the loop between owner and
TTP is used by the TTP to inform the owner of either (1) renting of the RFID-
tagged item by a level1 renter or (2) termination of rental by a level1 renter.
The loop between the TTP and Renteri is (1) for the TTP to generate a new
main key and inform the new renter of the same when this leveli renter rents the
RFID-tagged item or (2) for the TTP to generate a new main key and inform
the renter at leveli when renter at leveli+1 terminates its rental contract. The
remaining loop is for the TTP to inform the tag when a new renter rents this
RFID-tagged item or an existing renter terminates its rental contract on this
tagged item.

The protocol begins when a renter rents the RFID-tagged item. The TTP
generates a fresh nonce (p) and a fresh sub-key (k1) and encrypts its message
to the new renter using its shared key (si) and sends the message to the renter
(p, fsi⊕p(Ki)). The purpose of this loop is to inform the renter of the tag’s main
key. In response, the renter acknowledges by generating a fresh nonce (r) and
the message (r⊕ si, fr⊕p(Ki⊕ si) ) to the TTP. To prevent trivial DoS attacks,
the TTP waits for a pre-determined amount of time to receive acknowledgement
from the renter. When this does not happen, TTP generates a fresh nonce (say,
p′) and re-starts the process. This is repeated until successful completion of the
loop.

The purpose of the next loop is similar to the preceding one except here
the tag is notified of the change in key. The TTP generates a fresh nonce (p)
and sends (p, fkT⊕p(Ki)) to the tag. The tag retrieves the new key (Ki) and
acknowledges the message to the tag with (t⊕ kT , fp⊕kT (Ki ⊕ kT )). Again, the
TTP waits for a pre-determined amount of time to receive a response from the
tag. When the response does not materialize, the TTP generates a fresh nonce
and repeats its message to the tag after incorporating this nonce.

The remaining loop is used to inform the owner of a change in key. Here,
since the main key (for the owner) does not change, this loop is instantiated
only when there is a change in access for the owner (i.e., when renter1 rents
the tag from the owner or when renter1 terminates ownership of the item). The
message structure between the TTP and owner are very similar to those between
the TTP and tag or TTP and renter. As with the other two loops, the TTP waits
for acknowledgement from the owner and repeats the loops with a fresh nonce
when acknowledgement is not received within a pre-specified amount of time.

Every loop in the protocol is timed to ensure that all initiating messages reach
their destination and the acknowledgement messages reach their destination.

2.5 Security Analysis

We briefly consider a few security violations that can arise in the presented
context and evaluate the proposed protocol.
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– Denial of Service (DoS) / desynchronization attack: Denial of Service (DoS)
attacks can arise due to several reasons including desynchronization between
tag and reader and can lead to disconnect between tag and reader. When
this occurs, the tag (or, reader) will not be able to communicate with the
reader (or, tag). In the proposed protocol, there is very little chance for
desynchronization to occur since when the shared keys are updated, the
entity updating the key (e.g., TTP) ensures that all parties involved (e.g.,
Owner, renter, tag) are aware of this update through timed message loops.

– Forward Security: Forward security is necessary to maintain the integrity of
the system and is especially critical in systems where messages are exchanged
over the air. Forward security implies that even if an adversary copies every
message that has been exchanged between two entities, the adversary cannot
decipher any of them even though the secret keys at a later point in time are
known to the adversary. This protocol does not guarantee forward security
since none of the messages are encrypted using one-way hash functions. It
is possible to address this issue through the use of one-way hash functions
to encrypt messages throughout the protocol. However, that could lead to
increased computational load on the entities, especially the tag, which is
bound by extreme resource constraints. The messages sent between the TTP
& Owner and TTP & renter can be encrypted using one-way hash functions
(instead of the encryption function used) to alleviate effects related to this
problem.

– Replay attack: Replay attack occurs when an adversary passively observes
communication among entities and copies those messages for later use. At
some later point in time, the adversary strategically replays some of these
messages, which are accepted as valid by the receiving entity. Since most
messages that could be replayed in the proposed protocol include freshly
generated nonce, replaying any of these will not work (i.e., will not be vali-
dated by the receiving entity).

– Impersonation attack: Impersonation attack occurs when an adversary is able
to completely impersonate an entity to all other entities that participate in
the protocol. In the proposed protocol, an adversary cannot impersonate any
of the entities to another due to the use of freshly generated nonce in each
of the three loops. It is also difficult for an adversary to obtain the shared
secrets (i.e., s, si, ki−1, ki, K, K, Ki, kT , ki).

3 Discussion

We considered the scenario where ownership gets transferred in a hierarchical
fashion. The requirement in this scenario is that cancel of ownership at an in-
termediate level dictates cascade cancel of ownership at all levels below in the
tree-based hierarchy. The use of a new sub-key every time a new renter gains or
loses access to the RFID tag ensures maintenance of a certain degree of privacy
and security of the RFID-tagged item. This also prevents (both physical and
RF) unauthorized access of the RFID-tagged item by anyone, including adver-
saries and those (renter as well as owner) at higher levels in the tree. This is
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done to ensure that only the current renter (or, owner if there are no renters of
this item) and the TTP can communicate with the RFID tag at any given point
in time. Using a composite comprising the key from one level up and a local key
prevents unauthorized access to a tag when the current key is compromised. An
adversary with such a compromised key would be unable to communicate with
the tag once the sub-key at a higher level is modified by the TTP. Moreover,
this lends itself to an easy extension - ownership sharing - when renters at two
different levels in the hierarchy share ownership of an item, the ‘higher level’
renter knows its key and the ’lower level’ renter knows the composite key.

While it is possible, in principle, to develop secure authentication protocols,
it is difficult to ensure protection from relay attacks. Relay attacks occur when
adversaries simply relay messages between a honest reader and a honest tag
with or without the knowledge of either party (e.g., [1], [2], [3], [7]). The
difficulty with relay attacks lies in the absence of cryptographic manipulations
by the adversary. The proposed protocols, therefore, are not immune to relay
attacks. This is not a major drawback given that a majority, if not all, of extant
authentication protocols are not immune to relay attacks.

We proposed and evaluated an ownership transfer protocol for a hierarchical
ownership scenario in a supply chain context. The use of sub- (or local) keys fa-
cilitates the assignment of different privileges to different levels in the hierarchy.
We intend to model this scenario with different privileges as an extension to this
paper. We also intend to extend this work to a scenario where an RFID-tagged
entity is simultaneously jointly owned/rented from two different levels in the
hierarchy. As RFID authentication and ownership transfer protocols are contin-
ually developed and improved, there is a need to identify scenarios that have
not yet been studied for protocol development purposes. Although a majority
of extant published protocols target one-owner/one-tag/one-way-authentication
scenarios, other scenarios are no less important in terms of significance and these
scenarios demand attention from researchers. Given the explosion of interest in
RFID-tagging entities in a wide variety of applications, there is an urgency in
this endeavor.
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Abstract. Auction and negotiation are mechanisms used in market exchanges. 
Behavioral economics experiments focused on the mechanism efficiency which 
required highly simplified problems and contexts. This paper discusses an on-
going project involving an experimental comparison of auction and negotiation 
mechanisms embedded in software which we have developed. Both reverse 
multi-attribute auctions and multi-bilateral negotiations are used in a 
transportation service procurement scenario. The potential contribution includes 
the verification of theoretical claims that auctions are more profitable for 
auction givers than negotiations. It also includes formulation of guidelines for 
appropriate design of multiattribute market mechanisms and their selection. 

Keywords: Auction and negotiation, multiattribute auctions, online auctions,  
e-negotiations, decision support systems, experimental study, e-procurement. 

1 Markets, Transactions, and Mechanisms 

Exchange mechanisms are sets of rules, which specify the functioning of the market 
and permissible behavior of its participants. The three standard mechanisms are: (1) 
catalogues, where requests and offers are posted; (2) auctions, where one side 
automates the process during which participants from the other side compete against 
each other; and (3) negotiations, where the participants bargain over the conditions of 
an exchange. One or more of these mechanisms are implemented in every  
e-marketplace.  

Auctions can be either single-sided, where one seller auctions off goods to a 
number of bidders, or double-sided, where competition is employed on both sides of a 
market. They may differ in the process (e.g., ascending and descending), bidder 
acceptance, winner determination and other rules.  

Negotiation is a rich and ill-defined family of processes used for exchanging goods 
or services among buyers and sellers, and for resolving inter-personal and inter-
organizational conflicts. It involves an exchange of information comprised of offers, 
counter-offers and arguments with the purpose of reaching a consensus [1]. 

The economic view is the dominant one in auction mechanisms. In fact, the field of 
market design is almost exclusively focused on the mechanism design and applied 
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auction theory. This focus has a major ramifications for practical market: the decision 
regarding which exchange mechanism to use favors auctions [2]. 

Auctions are well-structured and can be described completely and unequivocally 
using a set of rules and formulae. This led the computer science community involved in 
the design of early e-market mechanism, including negotiations, to propose replacing 
auctions with negotiations or claim that “negotiations are auctions”. Sandholm [3], in an 
article that is entirely devoted to auctions, makes an opening statement saying that 
“Negotiation is a key component of e-commerce”. Similarly, other authors who write 
about electronic business negotiations discuss solely auctions [4-6].  

In practice, various market mechanisms are needed. In some situations flexibility 
and adaptability are sought over efficiency and speed, while in others it may be the 
ease of use and speed that are required. The requirements may depend on the nature 
of exchange (e.g., complex or simple, one-shot or repetitive, involving standard or 
unique goods, and between anonymous or well-known participants). Furthermore, 
market participants may have different needs which can be satisfied by different 
mechanisms. These requirements and needs motivate this research.  

In procurement, for example, activities undertaken by business organizations differ 
in terms of the importance and the impact of the exchanged goods on profit as well as 
the inherent complexity and risk of the supply market. This led [7-9] to the 
identification of four types of buyer-supplier relationships: acquisition, strategic, 
noncritical and leverage. Recent studies [10, 11] confirmed that business 
organizations implement their procurement strategies based on these relationships.  

About 70% of corporate revenue is spent on purchasing; savings of 5% translate 
into very significant amounts of money for companies of every size [12, 13]. Reverse 
auctions have been shown to achieve an average gross savings of 15-20 percent [14]. 
Most of these auctions are single attribute. However, a survey by Ferrin and Plank 
[15] found that over 90% of purchasing managers based their decisions on both price 
and non-price variables (e.g., durability, service, lead-time, and trust). Therefore, 
many organizations tend to modify the pure single-attribute auctions. The 
modifications include [16-18]:  

1. Pre-selection of bidders so that only bidders who are known to meet the additional 
criteria are included;  

2. Giving incumbents an advantage because their qualifications are known; and  
3. The use of disclaimers such as “the lowest bid may not be awarded the contract”. 

The results of such auction modifications are mixed because of collusion and 
selection of inferior offers [19, 20]. In some situations the process becomes an auction 
in name only, as is the case with an auction in which neither the winner nor any other 
bidder is awarded the contract. 

Most procurement decision problems are multi-attribute; therefore, there is a need 
to develop multi-attribute auctions that can be used in e-procurement. The first step in 
this direction is the design of an auction, however, the most recent survey of 
experimental auction research [21] does not include any multi-attribute auction 
experiment.  

This paper reports an ongoing study in which we address three specific issues: 
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1. Design of a multi-attribute auction procedure and its implementation in a system 
which can be used by buyers and sellers. 

2. Design and implementation of decision support aids which can support bidders and 
negotiators. 

3. Behavioral comparison of multi-attribute auctions and multi-bilateral negotiations 
in which the participants use the same business case. 

We use a multi-attribute auction procedure which requires no information about the 
bid-taker’s preferences and allows the bidders to make progressive bids [22 , 23].   

The paper is organized as follows. In Section 2 we summarize earlier studies on 
multiattribute auctions and negotiations. Review of the existing experimental studies 
is given in Section 3. Two systems which we have designed and implemented are 
briefly discussed in Section 4. We used these systems to conduct experiments 
discussed in Section 5. Conclusions and future work are given in Section 6. 

2 Auctions and Negotiations 

Auctions are defined by an explicit set of rules which determine resource allocation and 
prices on the basis of the bids made by the market participants [24]. The following four 
characteristics differentiate auctions from other exchange mechanisms [2]: 

1. Auction rules are explicit and known to bidder, prior to the auction. Therefore, 
rules cannot be modified during the auction.  

2. The rules describe the mechanisms completely thus allowing for the determination 
of one or more winners solely based on the bids. Auctioneers, or any other parties 
have no discretion in the winner choice. 

3. Rules typically include:  

a. bidding rules stating how bids can be formulated and when they can be 
submitted;  

b. allocation rules describing who gets what on the basis of submitted bids; 
and  

c. pricing rules stating the corresponding prices the bidders have to pay; and 

4. Auction rules allow mapping of bids on a single dimension – the price. Auctions 
focus on prices to achieve an efficient allocation or revenue maximization.  

2.1 Multi-attribute Auctions 

Che [25] and Branco [26] initiated studies on buyer’s payoffs in two-attribute  
(i.e., price and quality) reverse auctions. The private information of buyers 
determining the utility can be represented in one dimension; this shortcut allows to 
apply the auction design apparatus to these problems. More recently, Beil and Wein 
[27] analyzed the problem of designing the multi-attribute auction. They were in 
particular concerned with finding a scoring rule to maximize buyer’s utility. 

The highly stylized information exchange in auctions makes it impossible for the 
sellers (buyers) to learn the preferences (needs, limitations) of the buyer (sellers). 
Therefore, much effort in multi-attribute auctions experiments has been devoted to the 
role and scope of preference revelation schemes. Bichler [28] conducted several 



402 G.E. Kersten et al. 

experiments in which the bidders (sellers) were given the utility (value) function of 
the buyer. The results show that multi-attribute auctions do not provide substantial 
benefits over comparable single-attribute auctions. In other words, even with fully-
revealed utilities the additional complexity outweighs the possible gains.  

Koppius and van Heck [29] conducted experimental studies of the impact of 
information availability on the mechanism efficiency. The information availability 
specifies the type of information that is given as well as when, how and to whom it 
becomes available during the auction. They studied two types of multi-attribute 
English auctions:  

1. Auctions with unrestricted information availability, in which suppliers are provided 
with the standing of the highest bid and the corresponding bidder as well as scores 
or bid ranking of the most current losing bids; and  

2. Auctions with restricted information availability, in which the bidders are informed 
only about the standing of the highest bid.  

The experiments indicated that auctions with unrestricted information availability 
yield higher efficiency than auctions with restricted information availability.  

Strecker [30] analyzed the impact of preference revelation schemes on the efficiency 
of multi-attribute English and Vickrey auctions. He concluded that English auctions 
with revealed preference structure of the buyer are more efficient than both Vickrey 
auctions and English auctions with hidden preferences. Chen-Ritzo, Harrison at al. [31] 
introduced a multi-attribute English auction, where only partial information about the 
buyer’s utility function was revealed. They showed that this variant performs better in 
terms of efficiency than a single attribute (price-only) auction. The multi-attribute 
auction outperformed over the single attribute auctions even though the bids in the 
former were far away from those predicted by theory. Notably, complexity in the 
auction mechanism consumes some of the efficiency gains over price-only auctions. 
This observation contradicts the findings reported by Bichler [28].  

2.2 Multi-attribute Negotiations 

One of the main questions of the research in multi-issue negotiation is how the 
representation of multi-issue preferences affects the negotiation outcomes. 

Davey and Olson [32] compared a value-based negotiation system that used AHP 
with its pairwise comparing of criteria and alternatives with a goal-based NEGO 
system that asked users to set aspiration levels for criteria. This research confirmed 
the suggestion that conventional decision-making is goal-oriented and negotiators 
preferred to use goal-oriented method.  

Lim [33] conducted an experiment involving executives and managers in  
Singapore and found that the acceptance of negotiation support systems mainly  
depends on the subjective norm and perceived behavioral control.  

Several experiments were conducted using the e-negotiation system Inspire. The 
experimental research [34] conducted using Inspire confirmed the theoretical 
assumption that knowledge about counterpart’s preferences contributes to the 
achievement of better outcomes. Negotiation Assistant [35] was used for the research 
on the effect of negotiation support on the results of negotiations. Experiments 



 Negotiation and Auction Mechanisms: Two Systems and Two Experiments 403 

showed that using NSS in structured negotiation settings yields better outcomes for 
the negotiators as compared to face-to-face or email negotiations.  

Experiments with the negotiation support system called Negoisst [36] led the 
authors to formulate five main challenges for computer-aided negotiations. They are 
the general limitations of preference elicitation due to problem complexity, the 
dynamics of preferences, the dynamics of the problem structure itself and its 
understanding, and the necessity for integrated decision support systems to deal with 
issue-by-issue negotiations.  

3 Experimental Studies and Mechanism Comparison 

Theoretical comparisons of auctions and negotiations are difficult because of the 
significant differences in the assumptions underlying each mechanism, as well as 
differences in participants’ knowledge and behavior. Auctions assume that bidders 
know the buyer’s valuation (price) of the good and follow strict and fixed protocol. 
Negotiation mechanisms have significantly weaker assumptions; the key assumption 
is that the parties negotiate in good faith and that the parties have preferences 
allowing each to compare the alternatives. There are no limitations on communication 
and no assumptions about the sellers’ knowledge of the buyer’s valuation.  

Bulow and Klemperer [37] have shown in one of the first formal comparative 
studies that simple English auction with N+1 participating bidders (buyers) always 
yields higher revenue than a scheme they call “negotiation with N participants”.  

Bulow and Klemperer did not compare English auctions with anything that 
resembles negotiation as discussed in social science literature. The basis for their 
comparison was an exchange mechanism designed so as to maximize revenue of the 
seller. This mechanism is a type of an auction inasmuch as it does not allow for free 
interaction among the parties and requires the sellers to compete among themselves.  

Kirkegaard revised Bulow and Klemperer’s theory and included non-cooperative 
bargaining but still with very limited communication protocol. Manelli and Vincent 
[38] showed that the effects of auctions and negotiations would vary according to the 
situations; it is difficult to judge the effect of these two mechanisms on a given 
transaction without the consideration of the overall context, including the goods, 
participants, market, and so on. An important conclusion in this study was that 
auction mechanisms are frequently inefficient in a procurement environment, which 
contradicts the two previous studies.  

In addition to theoretical comparisons, several experimental studies were 
conducted to compare auctions with negotiations. Thomas and Wilson [39, 40] 
conducted two studies in a laboratory settings. The first study [39] compared first-
price auctions to multi-bilateral negotiations in a procurement scenario. They found 
that with more sellers (four sellers) the transaction prices in multi-bilateral 
negotiations were not significantly different from those in first price auctions. The 
transaction prices in multi-bilateral negotiations were higher than in first-price 
auctions when the number of sellers was reduced from four to two. Moreover, these 
two mechanisms were equal in terms of efficiency.  

In their second study, Thomas and Wilson [40] compared second-price auctions to 
multi-bilateral negotiations with verifiable offers. They found that prices were lower 
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in verifiable multi-bilateral negotiations than in second-price auctions. However, the 
efficiency of these two mechanisms was found to be statistically equivalent. By 
comparing these results to the first study, they ordered the four mechanisms (in terms 
of yielded transaction prices) from highest to lowest: second-price auctions, verifiable 
negotiations, non-verifiable negotiations, and first-price auctions.  

Bajari, McMillan and Tadelis [11] conducted empirical analysis of auctions and 
negotiations in the construction industry. They observed that the use of the exchange 
mechanism depends on the knowledge and complexity of the context, task, and good. 
Negotiations have advantages, if the specifications of the product to be traded are not 
well-defined a priori, which is often the case in this industry. Negotiations, unlike 
auctions, allow for the discussion and clarification of the specifications.  

We know of no experimental research in which multi-attribute auctions were 
compared with multi-issue multi-bilateral negotiations when no preference 
information of one side is disclosed to the other side.  

4 Overview of the Imaras and Imbins Systems 

Earlier experimental comparative studies of exchange mechanisms dealt with single 
issue auctions and negotiations (price in most cases) [40, 41]. If multiple issues are 
involved, the weighing of different issues should reflect the preferences of the 
business. However, the requirement that the auctioning or negotiating sides inform 
each other about their respective preferences seems unrealistic. The procedure that is 
embedded in the proposed auction system does not require disclosure of preference 
information. 

We used two systems: (1) Imaras (InterNeg multi attribute reverse auction system) 
to conduct auctions; and (2) Imbins (InterNeg multi-bilateral negotiation system) to 
conduct negotiations. Both systems have been developed in the InterNeg virtual 
integrated transaction environment (Invite), discussed in detail by Strecker at al. [42].  

Imaras supports several types of auction settings, including:  

- Disclosure of bids to bidders: only the bidder’s own bid is displayed, or both own 
and winning bids are displayed, or all bids are displayed; 

- Bidding process: continuous (asynchronous bidding) or round-based 
(synchronous bidding); with rounds being defined by time (e.g., number of 
minutes or hours) or defined by a rule (e.g., number of submitted bids). 

Imbins supports multi-bilateral negotiations in which the parties negotiate on the same 
or similar subsets of issues by exchanging offers consisting of one or more issues 
(attributes) and free text messages.  

Imaras’s main screen is shown in Figure 1; it is the bidding screen of a round-
based auction in which the bidder can see his or her own bids as well as the winning 
bids. Imbins’s main screen is shown in Figure 2; it is the message and offer 
submission screen in which the negotiator can see his or her own offers and messages 
as well as those of the counterpart. Both interfaces have four main components.  

The clock (A) shows time from the beginning of the auction and the time left to the 
deadline. The systems’ navigation bars are located on the right-hand side (B) where 
links to active pages are listed. For auctions the round number and clock are also 
given. The clock is reset at the beginning of every round.  
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time; and (5) penalty for the non-delivery or delivery of spoiled goods. The possible 
ranges for each attribute are known to every participant.  

There are six providers with a proven record who are invited to the auction or 
negotiation.  

Participants are told that the company they represent estimated a revenue function 
based on the problem attributes. For each configuration of attribute values, revenue 
value can easily be calculated using a simple calculator which is embedded in the case 
description. In order to simplify comparison of different offers or bids, the revenue is 
represented as ratings (secret) between 0 and 100 interval. Participants are also given 
breakeven ratings and are told that they should not accept contracts below this value. 
Such contracts bring forth losses for the firms their represent.  

5.2 Experiment 1 

The first experiment involved students from a Canadian university. The auctions and 
negotiations were conducted in the lab as well as online. One of the key differences 
between auctions and negotiations is the buyer’s involvement. The buyer may follow 
different strategies and tactics, making comparison of the two processes difficult. 
Therefore, we selected buyers from graduate and senior undergraduate students and 
gave them detailed instructions regarding their behavior. Some of the buyers were 
asked to follow an integrative strategy, while others—a cooperative strategy. 

Selected information about the results is given in Table 1.  

Table 1. Experiment 1 results (sellers only) 

 Auction Negotiation* 
 Lab Online Lab-In Lab-Cp Online-In Online-Cp 
No. of instances 21 15 31 32 7 8 
Agreement (%) — — 93.5 93.7 100 100 
No. of offers (w & w-out msg.)/bids 5.6 3.2 6.3 6.5 2.8 2.9 
Seller’s profit  -9.5 16.3 13.9 7.7 9.1 4.7 
Buyer’s profit 80.5 53.3 63.6 69.8 60.4 65.3 
No. of dominating alternatives 0.1 2.9 1.7 1.0 3.6 3.4 
Overall satisfaction (1-7) 4.7 4.8 5.2 5.3 4.6 4.7 
Time (hrs.) 0.24 61.4 0.35 0.36 37.4 45.0 

* In – integrative; Cp – competitive. 

 
In the lab setting, negotiations took longer on average than auctions (35 and 36 min 

vs. 24 min.). This is understandable because the negotiators-sellers were interacting 
with the buyers and they needed time to write and read messages. This can be 
contrasted with much longer time used in online auctions than in negotiations. In this 
case, however, the likely reason is the auction protocol bidder had to follow: the time 
allocated to each round was fixed and equal to one day.  

The number of bids (offers) made significantly differs between the lab and online 
conditions: for online settings it is significantly lower. The difference is much smaller 
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when auctions are compared with negotiations. This may suggest that making offers is 
not much more difficult than constructing bids.  

In our experimental settings the outcome of every auction is an agreement. This is 
because the initial auction reservation levels are very favorable for the sellers. It is not 
the case for the negotiations. Therefore, the percent of agreements is generally lower 
in negotiations. Interestingly, the sellers reached worse agreements in lab auctions  
(-9.5) than in negotiations (13.9 and 7.7). In the negotiations, the sellers who 
negotiated with integrative buyers reached better deals than those who negotiated with 
competitive ones. For the buyers the results were somewhat opposite: lab auctions 
yielded the best deals, followed by the deals when buyers were competitive, while the 
worst deals were achieved by cooperative buyers.  

The situation was very different in online settings. Online buyers negotiated better 
deals through auctions than through negotiations. (Again, this may be due to the way 
the auctions were set up.) However, the deal-making ability of integrative and 
competitive negotiators did not change: competitors achieved more. Overall 
satisfaction levels were similar across all cases.  

5.3 Experiment 2 

The second experiment involved students from an Italian University. The auctions 
and negotiations were conducted in the lab and, together with the preparation time 
they lasted two hours. The participants were third year undergraduate students; they 
were playing the role of the sellers. In negotiations, the buyers were junior researchers 
who were trained to follow integrative or cooperative strategies. 

The main difference between Experiment 2 and the lab portion of Experiment 1 is 
that in this experiment two versions of the case were used. The three-attribute case 
used here was the same as the case used in Experiment 1. In addition, we also used 
two-attribute case (one attribute was dropped from the initial case).  

Selected information about the results is given in Table 2.  

Table 2. Experiment 2 results (sellers only) 

 Two attributes Three attributes 
 Auction Integrate Compete Auction Integrate Compete 
No. of instances 11 7 7 11 7 7 
Agreement (%) — 100 100 — 100 100 
Offers (w. & w-out msg.)/bids 2.6 3.5 3.5 4.9 3.1 3.1 
Seller’s profit  -4.91 21.8 3.3 -9.2 9 2.3 
Buyer’s profit 76.7 55.0 65.4 77.3 60.3 67.8 
No. of dominating alternatives 0 0 0 0.8 7.1 3.6 
Overall satisfaction (1-7) 5.4 5.7 5.2 5.3 5.3 5.4 
Time (hrs.) 0.9 0.15 0.12 0.22 0.15 0.11 

As seen from the table, in this experiment the agreement rate was 100%. In a two-
attribute case the average number of offers was higher for negotiation instances than 
the number of bids in an auction. In a three-attribute case, however, the situation is 
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reversed; perhaps, due to the increase of the negotiation task complexity and the 
required cognitive effort. Sellers’ profits were lower in auctions as compared to 
negotiations. Sellers made more profit in integrative, vs. competitive settings. Again, 
for the buyers the opposite was true: the highest profit they made in auctions, 
followed by competitive negotiations, and then integrative negotiations. In a two 
attribute case non-dominated alternatives were selected while in a three-attribute case 
dominated alternatives were agreed upon. This especially applied to negotiation cases, 
with integrative settings being the worst in this respect. 

6 Conclusions 

In this paper we have described the exploratory experiments aimed at investigating 
the differences between multi-attribute auctions and negotiations. The results indicate 
that there may be important differences between the two types of mechanisms in 
terms of process and outcome variables. One of the major lessons learned from the 
experiments is that participants need more time to learn and understand the procedure, 
system and case.  

Observation of the negotiation and bidding processes and comments from the 
experiment participants led us to treat the experiments as extensive testing rather than 
a research experiment. The earlier system and usability testing did not show the 
participants’ lack of good understanding of the problem and process. During the two 
experiments, we observed that some participants were lost and/or uninterested.  

We received both positive comments (“positive overall experience”, “fun to use”, 
“enjoy the challenge”, and “good learning experience”) as well as negative ones (“not 
clear process”, “difficult construction of bids”, “no guidance”). The latter comments 
and the results of the experiments, in particular the losses that the winners “brought 
in” to the firms they represented, led us to realize that multi-attribute auctions are 
difficult and that we need to provide more and better tools for learning about the 
system, its use and the specifics of the bidding process. To this end, we have prepared 
several training materials.  

Participants in our experiments are students who differ in their motivation and 
interest to learn the system and the case. In order to provide a more even field so that 
every participant knows the basics of the system and the bidding process, we are 
developing a demo followed by a short quiz which will test students’ understanding of 
the system and its use. Students will watch the demo and will be asked to take the 
quiz about one week before the experiments. The next step aiming at increasing 
students’ understanding of the process is breaking up the process into two separate 
phases. One phase will be preparation which will take between three days during 
which students will log in to the system and learn about the case. Before moving to 
the next phase, which involves bidding, students will have to pass a test.  

We expect that the changes in the system and the experimental process will allow 
us to formulate concrete postulates for the researchers and practitioners. These will 
focus on the relationships between the context of market exchanges, the market and 
characteristics of goods exchanged, and the market participants. There are also 
accomplishments which this study has already achieved. We have shown that 
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multiattribute reverse auctions can be conducted without unveiling the buyer’s 
preferences. We have also demonstrated that it is possible to conduct feature-rich 
experiments in which both the systems and cases are similar to these available in real-
life. Other implications of this study include the need to consider multiple exchange 
characteristics; the sole focus on substantive outcomes (e.g., deal values) is not 
sufficient. This is because in real-life such aspects as reputation, trust, empathy, and 
fairness often play an important role in interactions between buyers and sellers.  
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Abstract. To start with, literatures of the CODP theory and the researches on 
the hybrid push/pull production system are reviewed. CODP is the point where 
push production integrate with the push production mode, therefore based on 
the research of manufacturing strategy of the CODP, the production planning 
model of the push/pull production of the single-CODP mass customization 
system is put forward. Afterwards the model is extended to the multi-CODP 
mass customization production system and the production planning of the 
working points where the push and pull production coexist is emphatically 
discussed. 

Keywords: CODP(customer order decoupling point), mass customization, 
production planning. 

1 Introduction and Literature Review 

The manufacturing mode has experienced a series of transformation from the earliest 
form of customization production, to mass production mode characterized by the high 
automation level as well as high production efficiency but low flexibility. In recent 
decades, the acceleration in production efficiency has shortened the delivery time 
tremendously, meanwhile the globalization as well as the pursuit of the individualism 
leads to the diversification among the customer demands. In order to provide a wider 
range of products, or customized products and even customer-specific one, customers 
might need to be involved in the activities of delivery, manufacturing, engineering 
and even designing, the level of which are determined by the practical customization 
level of the products. Thus inevitably the delivery time of the product is to become 
longer. So, there emerges the conflict between the delivery time and the 
customization level.  

To solve the conflict, nowadays, many manufacturing enterprises have turned to 
mass customization production and managed to reduce customer’s waiting time and 
provide products of a higher customization level at the same time. The idea of mass 
customization was first brought about by Alvin Toffler(1970) and was illustrated and 
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discussed systematically by B.Joseph PineⅡ (1993). The strategy of conducting mass 
customization production involves two key factors: the modularization in the 
designing process and the postponement strategy during the manufacturing stage 
(Shao 2001). The key concept in the postponement strategy is customer order 
decoupling point (CODP).The CODP is normally defined as the point in the flow of 
goods where forecast-driven production and customer-order-driven production are 
separated (Giesberts and van den Tang 1992, Wortmann et al. 1997). 

A single fixed CODP in the production process is most widely and thoroughly 
discussed. A single CODP structure connects with the postpone strategy by Bucklin 
(1965), and also the position of CODP corresponds to distinguished manufacturing 
strategy: engineer-to-order (ETO); make-to-order (MTO); and assemble-to-order 
(ATO) (Hoekstra and Romme 1992, Browne et al. 1996, Higgins et al. 1996, Sackett 
et al. 1997, Wortmann et al. 1997, Mather 1999).  

From the production perspective, it is a fact that upstream the CODP, the material 
flow is forecast driven and the push production is applicable, at the same time 
downstream the customer order triggers the production and the pull production is 
applied. Thus the CODP, considered as a major element in the hybrid push- and pull-
type manufacturing strategy, is the very point where the  push production  integrates 
with the pull manufacturing, in which the inventory of half-finished products are held. 
Scrutinizing the literatures, many scholars have done researches on the hybrid 
push/pull manufacturing system (Olhager and Östlund 1990, Omar Ghrayeb et al. 
2009, Yasuhiro Hirakawa 1996, Cochran and Kim 1998). 

Most scholars accept that all products of enterprise (or supply chain) have one, or 
several, CODP which is immovable based on the process. However Lin et al.(2004) 
proposed the mass dynamic customization system(MDCS) in which several CODPs 
can be set corresponding to different customization levels and they are movable when 
the customer demand trend changes. Scrutinizing the literatures, at present the 
majority of the researches on the production planning of the CODP where the push- 
and pull-type production integrates are based on the condition of one single fixed 
CODP, in this paper we will discuss the production planning of several CODPs within 
the mass customization production system. 

2 The Production Planning of Single-CODP Mass 
Customization Production System 

2.1 The Single-CODP Mass Customization Production System 

The key point of designing single-CODP mass customization production system lies 
in the positioning of the CODP in the whole production process. The more forward 
the CODP is located, the higher level of customization the product is and the wider 
product range is provided to customers, meanwhile the longer lead time is required. 
The reverse is also true. When the CODP is set relatively closer to customers, 
manufacturers carry out predicted production of the semi-finished products in the 
upstream process of the CODP, and directly assemble and deliver products once 
orders from customers are received. In this situation, the lead time is comparatively 
short, but at the same time customers can only enjoy the products of little 
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customization. Therefore, currently, the mass customization production system 
generally weigh and balance the personalization range provided, the customer’s 
bearable delivery time, product characteristics, the modularization and standardization 
level, and manufacturers’ managerial competence so as to determine the appropriate 
position of the CODP in the production process. 

Here the manufacturing process is abstracted to a sequence of working points, and 
when the raw materials go through this sequence, they are processed in each working 
point and eventually turned into finished products, as shown in Fig 1., in which the 
square represents working points and the triangle shows the position where the CODP 
is located. In Fig 1.we can see that CODP is located between working point i and 
working point i+1, and according to the processing flow direction, the working point 
1 to i are called working points upstream CODP and i+1 to n are the ones downstream 
CODP. The working points upstream CODP carries out push production (shown as 
the broken line), while the ones downstream the CODP carry out the pull production 
(shown as the solid line). 

 

Fig. 1. The single-CODP mass customization production system model 

2.2 The Production Planning Modeling of the Single-CODP Production System 

Based on the above analysis, there is certain amount of half-finished products in the 
every place where CODP is located in the whole production process. The followings 
discuss how to arrange push mode production and the inventory strategy of semi-
finished products so as to gain economic benefit of the large-scale production 
considering inventory cost, production start cost and production cost. The economic 
batch production model is proposed with the goal of minimizing average cost and by 
solving the model we get optimal production batch amount and optimal production 
period. 

2.2.1   Assumptions 
Firstly, here we assume that the demand of each product conforms to continuous 
uniform distribution. Since any product can be decomposed to semi-finished products 
or parts according to BOM (Bill of Material), we assume the demand of semi-finished 
products is in proportion to that of each product, and the ratio is demand coefficient. 
Secondly, the (s, S) inventory strategy is adopted, and the out-of-stock situation is not 
allowed in the following model. Thirdly, at the beginning of each production cycle, 
the production start cost is required. The total cost TC consists of Stock Cost SC and 
Production Cost QC which includes production start cost, raw material cost, and unit 
production cost but transportation cost is excluded. 
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2.2.2   Modeling 
Denote the demand rate of customized product i (i=1,2,…,n) as di, that of semi-
finished products is d, the demand ratio of customized product i and semi-finished 

product i is 
iα , so the average demand _
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Denote the production batch by Q, unit raw material cost and processing cost by c, 
production start cost by K, therefore the total production cost in a production period 

.QC K cQ= +  

Because of (s, S) inventory strategy and the instant stock renewal, the stock of 
semi-finished products at the beginning of each production period is .S s Q= +  

( )I t denotes the stock of semi-finished products at t, then ( ) .I t S dt= −  

The average stock of semi-finished products 
_
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And within T the stock cost 
_

( )
2

Q
SC h S T h s T= = + , where h is the unit stock cost in 

unit time. 
In summary, the average cost can be expressed in the function below  
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By minimizing ( , )F s Q , we get the optimal production batch * 2
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optimal production period 
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Assume applying the above economic batch production strategy, for each working 
point upstream the CODP in the stage of push production, the production plan is that 
the optimal production batch Q* needs to be manufactured in the optimal production 
period T*. However, for the working points of pull production downstream the 
CODP, the production schedule should be arranged by the actual demand in customer 
orders. 

3 The Multi-CODP Mass Customization Production System 
Production Planning 

3.1 The Multi-CODP Mass Customization Production System 

However, one deficiency of the single-CODP mass customization production system 
is that customers’ requirement for customization level is not discriminated. Once the 
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position of the CODP is set, for all customers the delivery time is equal. Therefore, 
for certain customers who just demand products with less personalization, they still 
need to endure the same delivery time, which result in reducing customer satisfaction. 
Thus, in the mass production system with only one fixed CODP, the contradiction 
between the production personalization and the delivery time always exists. The 
proposed multi-CODP mass customization production system manages to solve this 
problem and the followings mainly discuss the production planning model of it. 

Similarly the multi-CODP mass customization production system is abstracted as a 
series of working points with several CODPs. As shown in Fig 2., the square 
represents working point, and the triangles label where CODPs are positioned, with 
the number on the up right of it denoting the serial number of CODP. Within the mass 
customization system with n CODPs and m working points, processing conducted by 
working points 1 to j are push mode production labelled as Stage I; processing by 
working points j+1 to k are the hybrid push and pull mode production labeled as Stage 
II; and the processing by working point k +1 to m is pull mode labeled as Stage III. 
Here we adopt the concept of the product mix in the positioning of multiple CODPs 
(Wang et al.2010). Multiple end-products may share some common components 
processes and have their own customization attributes. Products sharing common 
components processes correspond to the same CODP, and are categorized to a kind of 
product mix, thus CODP i corresponds to product mix i (PM i). Therefore n CODPs 
in Stage II correspond to n product mixes separately and n types of delivery time, 
which solves the contradiction between customized characteristics and waiting time. 

 

Fig. 2. The multi-CODP mass customization production system model 

3.2 The Production Planning Modeling of the Multi-CODP Production System 

Based on the multi-CODP mass customization production system model, the 
followings illustrate how to calculate the production volume of the working point of 
each stage. In Fig 3., the broken line represents the processing of push mode, while 
the solid line is that of pull mode. For each single working point, whether it carries 
out push production or pull production determines how it arranges the production 
plan. For Stage I and Stage III, the working points within them conduct a single mode 
of production separately, that is pure push production in Stage I and pure pull 
production in Stage III. However, the push production and pull production mode 
coexists in the working points j+1 to k in Stage II. There are n CODP totally in this 
processing flow, each of which corresponds with a kind of product mix and they are 
distributed among working points, where the corresponding semi-finished products 
are kept.  
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For each working point in Stage II, according to its relative position to n CODPs 
separately, the processing within it is the combination of push and pull mode 
production. Thus we can decompose the production in this working point into the pull 
production part and push production part according to the CODPs. Take the working 
point m2 for example. In Fig 3., we can see the vertical line L through m2 intersects 
with the horizontal lines through CODPs. For CODP 1, the line L intersects at the 
solid line part across CODP 1, representing the processing corresponding to CODP 1 
by m2 is pull production and the production volume of this part of processing is 
determined by the actual demand of the orders for PM 1. It is the similar case for 
CODP 1 to M-1. However for CODP M, Line L intersects with the broken line part of 
the line across CODP M.  Therefore the processing of the corresponding PM M by 
m2 is push production and the production volume of this part is calculated based on 
the prediction of the demand of PM M. This case also suits CODP M to n. 

 

Fig. 3. The production planning model of multi-CODP mass customization production system-
decomposing CODPs 

Based on the above illustration and the economic lot model of the semi-finished 
products, the followings give the general model of the production volume calculation 
of the working points in the multi-CODP mass customization production system. 

(1)Denote the node in the Stage I (including node 1 to j) as m1 (m1 =1,2,…,j), thus 

1mP , the productive task of 
1m , is 

1

*

*
1

n
i

m
i i

Q T
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=∑ ,                                    (3) 

where *
iQ  and 

*

iT represent the optimal production batch and optimal production 

cycle respectively. 
From the economic lot production model we can get * 2 i i

i
i

D K
Q

h
= , where Ki and hi is 

the production start cost and unit inventory cost of semi-finished product i 
corresponding to PM i respectively, and Di is its demand rate. 
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(2) Denote the node in the Stage III (including node k+1 to m) as m3 
(m3=k+1,…,m), thus

3mP , the productive task of m3, is 

3 1 2 ...m nP Z Z Z= + + + ,                                 (4) 

where iZ is the actual demand for customized product i in the orders within T. 

(3) Denote the node in the Stage II (including node j+1 to k) as m2 (m2=j+1,…,k), and 
assume 2m  is positioned just before CODP M, thus

2mP , the production task of m2 is 

2

*1 1

* *
1 1

2
.

M n M n
i i i

m i i
i i M i i M i

Q T D KT
P Z Z

T T h

− −

= = = =

= + = +∑ ∑ ∑ ∑                         (5) 

4 Conclusion 

This paper illustrates the concept of multi-CODP mass customization production 
system based on the research of the mass customization and the CODP, in which 
multiple CODPs are set in the production system according to different customization 
characteristics and delivery time. Then within the single-CODP mass production 
system, during the push production phase, manufacturers produce the standard or 
modular parts based on the prediction of the market trend and demand, which has the 
scale economic advantage. In contrast, during the pull production phase, the parts are 
assembled, packaged and transported specifically according to the customized 
requirements in the orders. So by solving economic lot production model of semi-
finished products with the goal of minimization of average cost, we get the optimal 
production batch quantity and corresponding optimal production period of semi-
finished products. And then the model is extended to the multi-CODP production 
system, emphasizing on the analysis of the production planning of the working points 
within the phase where push and pull production coexists. And finally, this paper 
concludes that when the manufacturers confront with production incompetence, they 
should consider and weigh factors such as the demand amount in the order, customer 
loyalty and historical sales information to set an order priority level and how to 
rearrange the production planning of the hybrid push and pull production. 
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Abstract. Advanced traffic information systems are increasingly available to 
provide users with real-time traffic information services. Nowadays, this kind 
of public information collection relies extensively on contributions made by end 
users on a voluntary basis. Although the literature has looked into the 
motivations that may lead to free online contributions, it has largely overlooked 
the actual use of the same systems based on mobile devices. Considering the 
issue from the perspectives of complexity, social effects and practical 
considerations, this paper explores and examines factors influencing mobile 
device users to freely contribute to a traffic information system. The 
methodology is planned to be a combination of qualitative and quantitative 
research methods. From the first stage of this research, which involves three 
face-to-face interviews and a focus group discussion among mobile application 
developers and users, we gleaned interesting results which are instructive for 
future empirical work. 

Keywords: Advanced traffic information systems (ATIS), Mobile devices, Free 
user contribution, Theory of planned behavior (TPB). 

1 Introduction 

Providing drivers and passengers with relevant information about traffic conditions is 
generally acknowledged as having the potential to change their behavior when driving 
and traveling. Nowadays, advanced traffic information systems (ATIS) providing 
such information on platforms such as on navigation systems, online services, and 
especially mobile devices are developed in metropolises. For many years, real-time 
traffic information in Hong Kong has been provided primarily by the Government’s 
Transport Department, from video camera systems, toll-stations, automatic vehicle 
detectors, and loop-coils. Of the above mentioned methods, the most important data 
source currently is from the video captured by closed-circuit TV cameras. In April 
2010, there were about 400 closed-circuit TV cameras all around Hong Kong. 
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Unfortunately, real-time traffic data collection only covers a few major roads and 
tunnels. Mobile, location-based applications help collect real-time traffic information 
and are poised to make a leap in the quality of information provided, which rely on 
mobile devices for collecting, processing, and disseminating real-time traffic 
information. As mobile devices are carried by drivers and passengers all the time, 
mobile device users only need to install the appropriate software on their mobile 
devices, choose to open the software, and admit to enable the real-time traffic 
information uploading function. In the near future, public real-time traffic information 
might rely entirely on voluntary user contributions, so called free user contributions. 
The greater the extent to which real-time traffic information can be collected, so the 
more accurate and better the prediction of short future traffic condition services can 
be provided.  

However, the users could directly use the information services analyzed and 
provided by the application without voluntarily contributing to the public. What 
differentiate contribution of real-time traffic information behavior using mobile 
devices seems to be that 1) the users are using mobile devices and encountering 
constraints (Clarke I 2001), 2) real-time information means time-sensitive, and 3) the 
third is they are contributing location-sensitive information, which relates to the 
privacy concern. These concerns become obstacles to voluntary contribution. Impure 
altruism theory proposes that a contributor receives not only utility from provision of 
the public good, but also a rather selfish, private benefit or warm glow, such as moral 
satisfaction and joy of giving (Steinberg 1987; Andreoni 1989). Many studies support 
the idea that contributors to public goods receive private benefits as a result of “social 
effects” through demonstration from empirical observations (Andreoni 2007). 

As IS researchers, we look into factors and processes that intervene between 
information technology investments and the realization of the economic value. The 
objective of this study is to deepen our understanding of the factors that increase or 
diminish mobile devices users’ tendencies to engage in voluntarily contributing 
behaviors. Since the voluntarily contributing behaviors are likely to be influenced not 
only by personal motivations, but also by contextual forces. We apply a theoretical 
frame in which the extrinsic forces and social-psychological forces are integrated with 
the theory of planned behavior (TPB).  

The remainder of the paper proceeds as follows. Section 2 builds the related works 
for the proposed research model. In Section 3, we present the background for a 
preliminary study that tested this model in the context of one-day trial usage of the 
prototype intelligent traffic mobile application. The results of an empirical test are 
presented in Section 4. Section 5 is a discussion of the future work. 

2 Theoretical Development 

2.1 Theoretical Framing on TPB 

To develop an integrative view of the forces influencing individuals’ willingness to 
share real-time location-based traffic information, we adopted TPB (Ajzen 1991) as 
an initial theoretical frame. Hence, an individual user’s decision to engage in a 
specified behavior is determined by their intention to perform the behavior, which in 
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turn is determined jointly be their attitude toward (reflecting their salient behavioral 
beliefs), the subjective norms (regarding their normative beliefs and motivation to 
comply with these beliefs), and the perceived control (reflecting their beliefs about the 
presence of factors that may facilitate or impede performance of the behavior). Since 
TPB can be applied to virtually any behavior, the nature of the beliefs operative for a 
particular behavior are left unspecified. In a mature field of study where the beliefs 
that underlie a focal behavior are well specified, prior literature is usually a sufficient 
source for identifying the relevant beliefs (as well as their motivational drivers). 
However, in our study, the existing understanding of the factors that shape 
individuals’ intentions to engage in knowledge sharing is anything but mature. 
Consequently, we interviewed executives leading the voluntary contribution design 
initiatives and a few first-time users to validate and supplement, if necessary, the 
motivational drivers identified from the existing literature. While viewed as a subset 
of e-commerce (Kwon & Sadeh 2004), mobile commerce/technology has its own 
characteristics (Clarke III 2001). On the other hand, users encounter with special 
constraints: mobile data quota, mobile device RAM and battery capacity. Our 
identification hinges on the booming state of free mobile applications, especially 
those which rely partly or entirely on free user contributions. 

2.2 Studies into the Free Contributions 

As voluntary contribution does not come without participant costs, personal beliefs 
that expected benefits will outweigh these costs are likely to be an important 
determinant of knowledge sharing behaviors. The concept of free contributor is an 
extension to the so-called “free-rider” hypothesis in resource allocation literature for 
the production of public goods. Briefly, the economic premise is the private provision 
of public goods. The free-rider hypothesis is that as group size grows, individual 
contribution levels will decline (Isaac and Walker 1988). At the very start, researchers 
built theoretical models from pure altruism, showing supports to the hypothesis that 
contributors receive utility while providing public goods, as well as private 
consumptions (Andreoni 1988; Palfrey and Howard 1984). However, empirical 
observations showed that as the participant number grows, the average contribution 
level falls down, leaving only those individuals with the lowest costs of contributing 
or the highest rewards will keep contributing. More studies came out to build models 
on impure altruism (Steinberg 1987). They indicated that contributors receive not 
only utility, but also social effects, metaphorized as warm glow (Zhang and Zhu 
2011), which represent prestige, reciprocity among peers, social image, and social 
welfare (Harbaugh 1998; Ellingsen and Johannesson 2008). It is noted that when 
participant number grows to some extent, giving rise to free-riding behavior, and 
private benefit dominate the motivation to contribute. Ultimately, individual 
contribution levels could increase after the crossover point of the particular participant 
number. Our work will contribute to consider the mobile application scenario in a 
relatively complete perspective. 
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3 Methods 

Since travel behavior is complex, a deep understanding of users’ perceptions, attitudes 
and behaviors is needed. Qualitative methods are powerful tools to let people express 
what is really important to them in their own words. Most of the research conducted 
on mode choices employs researcher-selected variables, which tends to limit to a few 
attributes. Regarding this, qualitative methods can be a valuable way to allow 
respondents to specify which factors are important to them (Clifon and Handy 2001). 
On the other hand, quantitative approaches would be used to measure the reactions of 
subjects to a set of questions allowing the comparison and statistical aggregation of 
the data.  

A triangulation of in-depth interviews and focus groups was believed appropriate 
for understanding the underlying reasons and specific circumstances. In the first 
phase, we conducted a pilot study, including three face-to-face in-depth interviews 
and one focus group study in Hong Kong. In the second phase, based on the results 
from pilot study, we will modify and test the model. Laboratory experiments and 
empirical user data collection will be utilized then. By writing this paper, we have just 
finished the pilot study. 

4 Pilot Study 

Three face-to-face in-depth interviews (average 30 minutes) and one focus group (40 
minutes) were held in Hong Kong, involving programmers, a project manager and a 
few users. A prototype traffic information system that relies on mobile devices for 
collecting, processing, and disseminating real-time traffic information has been 
developed, by the Intelligent Transportation System R&D group in City University of 
Hong Kong, and the implementations are substantial supported by the Hong Kong 
Transport Department and Innovation & Technology Commission. As shown is 
Figure 1, for mobile network operators, location-based services represent utilizing 
their fixed infrastructures or even an additional stream of revenue that can be 
generated by extra data transfer or peripheral revenue like advertisement. For the end 
user, the application enables mobile phone users with the functions:  
 
 Wireless communication technology enabled 

mobile to vehicle (M2V) and mobile to mobile 
(M2M) traffic information exchanges; 

 Identification of mobile user motion status; 
 Identification and prediction of traffic patterns; 
 Location-based services, e.g. travelling guide, 

people search, shopping mall search, etc.  
 

At the start of the focus group, a broad scope was adopted, for identifying the varying 
contexts of travel information use. 
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Fig. 1. Integration intelligent Transportation Systems 

The target users of this system include private car owners, travelers who need real-
time information with smart mobile phones. It offers us an ideal empirical setting to 
study the users’ behavior on mobile applications. Firstly, we could get to know the 
developers of this system in understanding the initial intention and design solutions. 
Second, the center could keep the tracking and operating history of our experiment 
participants and each action can be traced to an ID that uniquely identified the 
contributor. As a result, we can accurately measure the contributions from each user 
over time. 

4.1 Description of Participants 

Different age groups were studied in the focus group. The two programmers are 
mainly in charge of the design of the prototype application for several platforms (e.g., 
Windows mobile, Android and iPhone). The project manager works in a Hong Kong 
local IT company, who is also a senior software engineer and experienced for more 
than seven years in both development and understanding clients’ requirements. They 
were invited to our semi-structured interviews one by one. In the focus group, six 
first-time users are recruited via university e-mail lists of students and staff. They 
have never used this kind of traffic information mobile application before. Each of 
them was given a smart phone deployed with the indicated application. Among them, 
two were drivers with private cars and four were public transportation passengers. 

The two programmers were interviewed firstly; because we hope that the project 
manager could tell us his understanding based on his experiences communicate with 
both programmers and clients. All interviews and focus group activities were tape 
recorded and transcribed. 

4.2 Results 

Level of Complexity by Using the Real-Time Traffic Information Application 
The level of complexity did not seem to vary much among the users studied. Most 
indicated that the application was easy to get started and operate. It seems people are 
open to accept a new mobile application while it has the potential to improve their 



426 C. Zhu et al. 

knowledge. This finding might be not sufficient to support a solid conclusion, so more 
participants should be investigated in the next phase. Frankly, there is inconsistence 
between the users’ perceived complexity and the developers’ expectation. When 
asked about the potential barriers for users to operate and contribute the real-time 
traffic information, the programmers answered in one voice: do not exist. From their 
point of view, the application is 

Simple, easy, and useful 
They could tell a lot, for instance: the application is Google Map style, users do not 
need to learn how to use; wireless communication technology enabled mobile to 
vehicle and mobile to mobile traffic information exchanges; the contribute function is 
so easy that they need to do no more than start it while driving or travelling. It 
indicated that programmers are very confident with their work. However, the project 
manager said when we mentioned the programmers’ answers:  

They (programmers) believe that their program is perfect!! 
Information needs vary for different users with different career, age, and education. 
The project manager explained that software and mobile applications should be 
designed to be intelligent, innovative, of great functions or even expertise ability. But 
the clients are probably not aware of it. 95% above users started with the easiest 
function. Half of them throw it over after a period of time. Only few users go deeper 
into the core function of a well-organized system. It takes even shorter time for 
clients/users to get bored when they use or play a mobile application. In the focus 
group, one of the respondents also indicated that 

I felt it not always smooth when I use my fingers to move the map. (female, 38) 
There might be reasons to explain the control problem. However, it illustrates that 
there are existing inconsistency between programmers’ intuition and users’ reaction, 
corresponding to the theory of structural complexity and users’ perceived complexity 
(Nadkarni and Gupta 2007). The complexity of operations has a good chance to be 
underestimated by the programmers, while users may feel difficult to get start, nor 
making full use of it.  

Level of Participation into the Free Contribution Function 
After one-day trial of the mobile application, six first-time users reflected to be of 
great interests to continue use and expected to see the real-time traffic information 
around them during the trip. But the level of contribution function was relatively low. 
In focus group, while discussing considerations about contribution, respondents 
showed different starting points in their cognitive process of choice. They would 

1. Consider battery remaining (inadequate leading them to not contribute ); 
2. Consider mobile data quota (inadequate also leading them to not contribute ); 
3. Have a slight preference for either contribute or not (other appealing 

functions might leading them to contribute); 
4. Consider incentives (leading them to contribute); or 
5. Consider reveal of their location (therefore would not contribute). 



 A Study of Users’ Intention 427 

One driver pointed out that he forgot to start the function of contributing real-time 
traffic information at the very beginning. For the reason of limited participants in the 
pilot study, there were few users in the network using the application. Consequently, 
the prediction function was no guarantee accurate based on the historical data 
collected by traditional approaches. It requires large number of participants and their 
continuous contributions. The project manager also pointed out that they always 
devise some easy and attractive functions to let clients keep using, so that there will 
be more time for the core functions to be exposed. Besides, they sometimes divide 
users into several groups to customize the products. Meanwhile, the users reported 
some feelings while using.  

The GPS is power consuming. In the afternoon, because my phone left less 
than 1/3 power, I decide to close the function of contribution. (male, 49) 

The app seems okay…If my friends use it, I will continue. (female, 23) 
Summarized from their group talking, we found that: 1) users with different 
backgrounds might perceive the application to be not easy to control. The so-called 
“simple, easy, free” experiences imagined by programmers did not cover all the users, 
especially those with various backgrounds. 2) The special constraints of mobile 
phones, such as mobile data usage quota and battery, may influence the function use 
of an application. So its potency should be tested and considered in the design section. 
3) Social network is truly influencing, especially for the young users, and car owner 
associations (such as BMW association, etc.). This could be utilized to enlarge the 
crowd for real-time traffic collection.  

5 Limitations and Future Work 

Limitations exist in the pilot study. First, it was held within very few people. As this 
is a pilot study, we aimed to get senses and understandings of the users and 
developers attitude and behavior to guide our further study. Second, the participants 
were selected in a relatively small scope. But the reflections may be instructive. The 
users’ trial investigation could be extent to a larger number for the next step research 
work. In the second phase of this study, laboratory experiments and empirical user 
data collection will be utilized to examine the model, in order to reflect common 
experience of using and preference to freely contribute.  
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Abstract. This document is in the required format. Mobile applications and 
mobile application stores are becoming people’s commodities in everyday life, 
offering unprecedented mobile services.  In mobile application stores with 
numerous applications finding the right applications is painstaking for users.  
Therefore, this study aims to explicate the effect of application discoverability 
on user benefits in mobile application stores by identifying the relationships of 
need specificity, application discoverability, and application quantity.  Using a 
survey methodology, we found that app users’ need specificity has an impact on 
application discoverability and quantity-sufficiency of applications, but not 
quantity-overload of applications.  Our findings also show that application 
discoverability plays a substantial role in enriching users’ utilitarian and 
hedonic benefits in mobile application stores. 

Keywords: We would like to encourage you to list your keywords in this 
section. 

1 Introduction 

Until recently, people’s use of mobile service has been limited to traditional 
communication services such as voice services and text messaging [1, 2].  New kinds 
of mobile devices, which are called Smartphones (such as iPhone), are fundamentally 
changing the way people use mobile services [3].  Such mobile devices provide 
people with various services beyond routine calls and text messages.  In particular, a 
mobile application (mobile app), which refers to a software application that runs in 
Smartphones or other portable devices, plays an integral role in new kinds of mobile 
services.  With the adoption of mobile apps for hand-held devices, mobile application 
stores, which allow people to browse and download mobile apps for user on the 
mobile device, are also becoming widely used in everyday life.  Thus, the popularity 
of mobile apps and mobile app stores indicates that mobile apps provide value beyond 
that provided by the mobile device itself.   

For example, the Apple’s App Store is the most successful and best-known app 
store, having over 350,000 applications and delivering 10 billion downloads in 
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January 2011.  Steve Jobs, Chief Executive Officer in Apple Inc., has said that about 
15,000 new applications are submitted to the App Store each week.  In addition, 
demand for mobile apps is expected to continue growing [4], with the number of 
global downloads anticipated to reach 76.9 billion in 2014, with a value of $35 billion 
[5].  Thus, increasing numbers of apps serve to attract new Smartphone users to the 
mobile app store while the expanding user pool motivates app developers to offer 
higher quality apps at lower prices in hopes of tapping this growing market [6].  
However, increasing numbers of apps make it difficult for users to find the app they 
need.  As the number of apps drastically increases, the need to sift through a high 
number of apps can cause app users to spend more time and effort for finding the app 
they want [7].  As a result, finding the right apps to download can be painstaking for 
app users.  Thus, app discoverability is becoming a critical issue for app users in 
various mobile platforms. 

With regard to the mobile service phenomenon, there are various theoretical 
approaches including IS theories (e.g., technology acceptance model (TAM), theory 
of reasoned action (TRA), theory of planned behavior (TPB)) and social 
psychological theories (e.g., uses and gratification theories, domestication research) 
[1, 8].  Such theoretical approaches have investigated user benefits in mobile service, 
including both utilitarian and hedonic perspectives.  Particularly in the IS field, many 
studies have been concerned with utilitarian benefits in which the main purposes for 
using the systems are effectiveness, efficiency, and utility [1].  In addition, a hedonic 
perspective reflecting deeper basic human needs and values, has been regarded as a 
salient benefit in the mobile service phenomenon, in that user needs in the mobile app 
store are much broader than information needs for task performance in organizations 
[9]. Therefore, there is a critical need to understand the substantial role of app 
discoverability on mobile app users’ benefits. 

In summary, the objective of this study is twofold. First, we identify the 
relationships of app users’ need specificity, app discoverability and app quantity in 
mobile app stores.  Emphasizing the role of need specificity in manipulating the 
effects of app discoverability and app quantity, we draw on the concept of goal-
setting theory, which explains that individuals’ cognition and behaviors vary 
depending on the level of their need specificity [10].  Second, we examine the effect 
of app discoverability on user benefits in mobile app stores. In detail, we address that 
mobile app users are more likely to gain utilitarian and hedonic benefits when mobile 
app stores are more discoverable.  

Next, we first describe the background for this research, and the present our 
research model and hypotheses. In the section that follows we discuss our research 
methodology and results, and then finally conclude with theoretical and practical 
implications and limitations of this research.  

2 Background 

2.1 The Conflicting Goals of Mobile Application Stores 

A mobile application (mobile app) is a service for users of mobile devices such as 
iPhones, BlackBerrys, and Android phones, allowing users to browse and download 
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software applications for use on their mobile devices.  Offering new kinds of mobile 
service, mobile app stores strive to achieve two seemingly-conflicting goals for 
success: (1) providing a large number of apps that will appeal to the largest possible 
number of consumers and (2) making the apps that users are searching for easy to find 
within the store.  For instance, the higher number of distinct apps the Apple’s App 
Store accumulates, the greater is the likelihood that the App Store will be attractive to 
each of the 40 million iPhone, iPad, and iPod Touch users.  However, with so many 
apps to sort through, many app users have difficulty finding the right apps they need 
in mobile app stores.  Therefore, effectively managing this challenging dilemma of 
app discoverability and app quantity can be critical in sustaining the app stores’ 
competitive advantage in the mobile application market [6]. 

2.2 Application Discoverability and Application Quantity 

The seemingly-conflicting goals of mobile app stores can be explained by the 
relationships between app discoverability and app quantity.  First of all, we define 
application discoverability as the level of ease of searching for and accessing 
applications in the mobile application store.  App discoverability may have been 
explained by prior research regarding navigability, search mechanism, website design, 
etc. [11-13].  Moreover, app discoverability includes the various ways in which an 
app store facilitates users’ search for desired apps, beyond design aspects including 
graphics, layout, and actual content.  Therefore, we address that app discoverability 
plays an important role in sustaining the success of mobile app store. 

Second, perceived quantity of applications refers to the application users’ 
perception of application quantity in mobile app stores [14-16]. Regarding 
information quantity as a metaphor of this construct, some prior research has 
addressed that perceived quantity of apps refers to a unitary construct, representing 
the app users’ perception of app quantity in mobile app stores [14-16].  Similarly, 
some prior studies to date have viewed perceived quantity of information as coming 
from a continuum, treating it as a single dimension [15, 17].  However, we surmise 
that attitudinal impacts of the app quantity are not so straightforward because people 
may have different perception of the same phenomenon.  For example, some people 
may perceive the quantity of apps in an app store to be adequate, and this perception 
of adequate quantity would not be reduced by the addition of more apps to the store.  
The same person, whoever, may (or not) be distracted by what they perceive to be an 
inordinately high number of apps.  Indeed, these two different perceptions (e.g., 
quantity-sufficiency and quantity-overload) of the app quantity can also coexist in 
mobile app stores. Hence, we regard the perceived quantity of applications as having 
two different dimensions: quantity-sufficiency and quantity-overload. First, quantity-
sufficiency of applications refers to the extent to which the amount of apps provided 
by a mobile app store is perceived as sufficient to enable or support the finding of a 
desired app without additional cognitive effort [18].  Second, quantity-overload of 
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applications refers to the extent to which a large number of apps in an app store is 
chaotic or overwhelming to consumers, making it confusing to find the appropriate 
apps [15, 19].   

2.3 User Benefits in Mobile Application Stores: Utilitarian and Hedonic 
Benefits 

The advent of mobile app store has triggered some changes in everyday life.  These 
changes impact people’s daily routines and behaviors, because they tap into a deep-
rooted desire to lead more optimized and productive lives. For example, Gravitytank’s 
research [20] reveals that app and app-enabled mobile devices have become digital 
Swiss Army knives for modern living, providing consumers with near-instant access 
to the information and services they need.  

According to Hoffman and Novak’s (1996), mobile services have several different 
characteristics.  For example, text messaging services and contact services represent 
person-to-person interactive services, whereas gaming services and payment services 
are machine interactive. Furthermore, text messaging and payment can be 
characterized as goal-directed services, whereas gaming services and contact services 
are more experiential.  Because mobile app stores provide a variety of services from 
productivity or business to games or entertainment, app users are motivated from 
different service categories.  In line with this, users’ benefits in using mobile 
services could be studied across service categories [1], and thereby, various 
theoretical perspectives may provide a richer understanding of the mobile services 
phenomenon [8]. 

According to Batra and Ahtola [21], people use goods and services for two basic 
reasons: (1) consummatory affective gratification and (2) instrumental, utilitarian 
reasons.  The former is called the hedonic perspective, and it results from sensations 
derived from the experience of using products and services.  Hedonic benefits refer 
to users’ aesthetic, experiential, and enjoyment-related benefits [21-24].  On the other 
hand, the latter results from some type of conscious pursuit of an intended 
consequence, and it can be task-related, rational, and may be thought of as work [25].  
Thus, utilitarian benefits refer to the functional, instrumental, and practical benefits 
offered by using the services. 

3 Research Model and Hypotheses 

Figure 1 shows the proposed research model, including the major theoretical 
constructs and their hypothesized relationships.  The posited constructs and their 
relationships shown in Figure 1 have been identified because of their theoretical 
relevance and managerial importance, as subsequently described. 
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Fig. 1. Research Model 

3.1 The Effects of Need Specificity on Application Discoverability and 
Quantity 

According to Locke and Latham [10], much of human action is purposeful and is 
directed by conscious goals.  Therefore, individuals’ motivation and subsequent 
performance increase when they set specific, difficult goals with high valence.  In 
addition, individuals react or change their behaviors when a discrepancy is perceived 
between their goal and the current state of the environment.  Based on goal-setting 
theory [10, 26], we consider the specificity of the app user’s needs as a salient 
individual factor in mobile app stores.   

App user’s need specificity is defined as the extent to how well individual users 
know what they want when they visit a mobile app store: In other words, the extent to 
which the information about a sought app is specific and clear [27, 28].  Users’ need 
is very specific when they know the exact title of app, whereas their need is vaguer 
when they don’t know the exact title of the app satisfying them.  For example, if you 
know the app “Angry Birds”, you can easily find that app in the mobile app store. 
However, when you only know that you seek some game or puzzle that involves 
destruction and something about eggs and pigs, you may spend more time and effort 
to search and get the app in the store.   

According to Kourfaris, Kambil, and Labarbera [28], users’ need specificity 
influences how to search and access the information in the website (e.g., apps in 
mobile app stores).  More specifically, users with high need specificity will easily 
find the information they want without any help of search mechanism, whereas users 
with low need specificity will be more likely to get some help from search mechanism 
to better define their needs [28].  In addition, users may perceive the app quantity to 
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be sufficient when they know exactly what they want, even though there are so many 
apps in mobile app stores.  However, if users are unsure of what they are looking for 
in mobile app stores, huge numbers of apps likely cause them to feel overwhelmed in 
the store.  Therefore, we posit that the dynamics of app discoverability and app 
quantity can be determined by the degree of app users’ need specificity. 

Hypothesis 1: The users’ need specificity will be negatively related to their 
perceived quantity-overload of applications in a mobile app store. 

Hypothesis 2: The users’ need specificity will be positively related to their 
perceived quantity-sufficiency of applications in a mobile app store. 

Hypothesis 3: The users’ need specificity will be positively related to application 
discoverability in a mobile app store. 

3.2 The Effects of Application Quantity on Application Discoverability 

According to O’Reilly [15], decision makers’ tendencies are to seek information up to 
the point of possessing a sufficient amount of information to make a decision.  When 
they perceive that the quantity of information is sufficient, they make higher-quality 
decisions with less cognitive effort and time.  Thus, in the quantity-sufficient 
situation, app store users are more likely to perceive higher app discoverability.   

At the same time, an increase in the quantity of distinct apps makes it harder for 
users to find the app they seek.  Although most mobile app stores provide guides for 
searching and accessing the apps users want (e.g., categorized features, top-rated 
applications, etc.), it is not always easy to find the appropriate app [29].  Having 
huge numbers of apps has the potential to reduce the user benefits of an app store by 
imposing additional processing costs on users of the mobile app store [30, 31].  As a 
result, all else equal, increasing the number of apps beyond users’ cognitive capacity 
contributes to reducing the discoverability of the apps.  Thus, increases in app 
quantity may necessitate a higher level of discoverability, or additional functionality 
to enable discoverability, in order to reduce cognitive overload, and as a result, 
quantity-overload is likely to impede users’ ability to identify the apps they desire 
[14, 15]. 

Hypothesis 4:  In a mobile application store, the users’ perceived quantity-
overload of applications will be negatively related to application discoverability. 

Hypothesis 5:  In a mobile application store, the users’ perceived quantity-
sufficiency of applications will be positively related to application discoverability. 

3.3 The Effects of Application Discoverability on User Benefits 

In mobile app stores, some mobile apps are used for goal-directed purposes, and 
others are used for experiential purposes.  Specifically, goal-directed processes are 
characterized by instrumental orientation with a focus on utilitarian benefits [1, 32]. 
Utilitarian benefits emphasize task-related and rational benefits with a conscious goal 
pursuit.  In mobile app stores, 50% of users view apps as essential tools for getting 
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things done and staying organized, considering apps as an indispensable tool to 
manage information, tasks, work, and relationships in their lives [20].   

On the other hand, hedonic benefit concerns users’ gratifications in media and 
technology use, based on their individual “needs” or “motivations” [33]. 
Complementing the utilitarian perspective, hedonic benefits, as non-utilitarian 
gratifications, are related to (1) enjoyment, fun seeking, and entertainment and (2) 
fashion, status, and sociability [1].  In addition, as the salient motivator of mobile 
app users, the hedonic benefits have revealed to be critical antecedents of attitude 
toward using technology-based services [34] and willingness to recommend services 
[35].  In the sense, 63% of mobile app store users think that mobile apps keep them 
entertained, enhancing their hedonic benefits [20]. 

In terms of user benefits such as utilitarian and hedonic benefits, mobile app stores 
that are more difficult to find the right apps will demand more mental resources, 
raising the search cost which most users strive to minimize [14, 36].  The more 
discoverable the app store is, the more the perceived utilitarian (e.g., informativeness) 
and hedonic (e.g., entertainment) benefits are [14].  Therefore, we posit that app 
discoverability enhances utilitarian and hedonic benefits which app users perceive in 
mobile app store. 

Hypothesis 6:  In a mobile application store, application discoverability will be 
positively related to the users’ utilitarian benefits. 

Hypothesis 7:  In a mobile application store, application discoverability will be 
positively related to the users’ hedonic benefits. 

4 Methodology 

4.1 Measures and Participants 

For the survey instrument, we identified existing literature where they had been 
repeatedly tested and strong content validity exhibited, and adapted them to our 
research domain. All items (except for demographic questions) used a 7-point Likert 
scale.  Subjects consisted of 174 undergraduate and graduate students in a large 
university in South Korea.  Subjects are currently using the Smartphone such as 
iPhone or Android Phone.  They have experiences of downloading one or more 
applications from a mobile application store. 

4.2 Measurement Model 

Data analysis was performed using Partial Least Squares (PLS).  Unlike covariance-
based approaches, PLS requires minimal demands on measurement scales, sample 
size, and distributional assumptions [37].  In addition, PLS is well-suited to highly-
complex predictive models [38].  We used Smart PLS version 2.0 for our analysis. 
Smart PLS is a software application for the design of structural equation models 
(SEM) on a graphical user interface (GUI).  We conducted our analysis in two 
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stages.  First, we tested the measurement model to ensure that the constructs had 
sufficient psychometric validity and then we addressed the structural model in which 
the hypotheses were tested.  Table 1 exhibits the results of confirmatory factor 
analysis. 

Measurement reliability was assessed using internal consistency scores, calculated 
by the composite reliability scores [39].  Internal consistencies of all variables are 
considered acceptable since they exceed 0.70, signifying acceptable reliability [40]. 
As can be seen in Table 2, the composite reliability for all constructs is greater than 
0.90.  In addition, all items exhibit high loadings on their respective constructs. 
Thus, all constructs in the model exhibit good internal consistency.   

Convergent and discriminant validity is supported when the PLS indicators (1) 
load much higher on their hypothesized factor than on other factors (own-loadings are 
higher than cross-loadings), and (2) when the square root of each construct’s average 
variance extracted (AVE) is larger than its correlations with other constructs [37].  
As shown by comparing inter-construct correlations and AVE in Table 2, all 
constructs share more variance with their indicators than with other constructs since 
all AVEs are well above 0.50 [41].  These statistics for the reliability of our 
measures and analysis are summarized in Table 2. 

Table 1. Summary of Factor Analysis Results 

Construct Item NS QO QS AD UT HD 

Need Specificity  
(NS) 

NS1 0.774 0.005 0.246 0.385 0.367 0.149 
NS2 0.754 0.131 0.034 0.322 0.258 0.071 
NS3 0.825 0.051 0.089 0.355 0.293 0.065 
NS4 0.774 0.015 0.354 0.471 0.431 0.079 

Quantity-Overload  
(QO) 

QO1 0.048 0.877 0.336 -0.122 0.035 0.026 
QO2 0.077 0.881 0.224 -0.119 -0.010 0.021 
QO3 0.075 0.934 0.166 -0.183 -0.080 0.023 
QO4 0.008 0.959 0.144 -0.229 -0.130 -0.016 

Quantity-Sufficiency 
(QS) 

QS1 0.256 0.193 0.952 0.438 0.502 0.299 
QS2 0.278 0.142 0.892 0.394 0.480 0.303 
QS3 0.257 0.183 0.951 0.403 0.454 0.222 
QS4 0.203 0.319 0.912 0.347 0.425 0.162 

Application 
Discoverability  
(AD) 

AD1 0.498 -0.074 0.513 0.877 0.657 0.301 
AD2 0.410 -0.148 0.291 0.873 0.549 0.215 
AD3 0.475 -0.226 0.378 0.923 0.628 0.315 
AD4 0.433 -0.233 0.338 0.921 0.621 0.321 

Utilitarian Benefits  
(UT) 

UT1 0.447 -0.039 0.501 0.660 0.926 0.395 
UT2 0.459 0.033 0.422 0.542 0.882 0.305 
UT3 0.330 -0.127 0.461 0.650 0.897 0.471 
UT4 0.406 -0.091 0.431 0.615 0.908 0.457 

Hedonic Benefits  
(HD) 

HD1 0.097 0.035 0.259 0.306 0.433 0.941 
HD2 0.157 0.057 0.281 0.344 0.477 0.926 
HD3 0.094 -0.051 0.222 0.294 0.404 0.939 
HD4 0.065 -0.017 0.205 0.196 0.289 0.804 
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Table 2. Reliability Measures for Model Constructs and Construct Correlation 

Construct 
Cronbach's 

α 
Composite 
Reliability 

Inter-Construct Correlations* 
NS QO QS AD UT HD 

Need Specificity (NS) 0.798 0.863 0.612 
Quantity-Overload (QO) 0.935 0.952 0.052 0.834 
Quantity-Sufficiency 
(QS) 

0.945 0.961 0.270 0.220 0.859 
   

App Discoverability 
(AD) 

0.921 0.944 0.508 -0.189 0.429 0.808 
  

Utilitarian Benefits (UT) 0.925 0.947 0.452 -0.066 0.504 0.686 0.816 
Hedonic Benefits (HD) 0.926 0.947 0.119 0.011 0.270 0.324 0.454 0.818 

*The diagonal elements (in bold) represent the square root of the AVE. 

4.3 The Structural Model 

In a PLS structural model, loadings of measures of each construct can be interpreted 
as loadings in a principal components factor analysis.  Paths are interpreted as 
standardized beta weights in a regression analysis.  The PLS path coefficients are 
shown in Figure 2.  

Utilitarian 
Benefits
(0.471)

Hedonic 
Benefits
(0.105)

Quantity-
Sufficiency

(0.073)

Need 
Specificity

Quantity-
Overload
(0.003)

Application 
Discoverability

(0.432)

0.052

0.270*

0.420**

-0.295**

0.381**

0.686**

0.324**

** Significant at .001
* Significant at .01

Not Significant

 

Fig. 2. The Estimated Model: PLS Results 

First of all, in the relationship between need specificity and perceived app quantity, 
PLS results show that H2 is supported, but not H1.  In other words, the users’ need 
specificity positively influences perceived quantity-sufficiency of apps (b=0.270, 
p<0.01), whereas the relationships between need specificity and perceived quantity-
overload of apps in this data is not significant (b=0.052, n.s.).  Moreover, the need 
specificity positively affects app discoverability (b=0.420, p<0.001), as we predicted. 
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Second, PLS results provide support for H4 and H5, which assert that two 
dimensions of perceived quantity of apps have different impacts on app discoverability.  
Quantity-overload has a negative impact on app discoverability (b=-0.295, p<0.001), 
whereas quantity-sufficiency positively influences app discoverability (b=0.381, 
p<0.001).  Moreover, high R² values show that this model can be used to predict the 
effect of perceived quantity of apps on app discoverability with the users’ need 
specificity (R²=0.432).   

Third, PLS results address that app discoverability has a positive impact on both 
utilitarian (b=686, p<0.001) and hedonic (b=324, p<0.001) benefits, supporting H6 
and H7.  App discoverability accounts for 47.1% of the variance in users’ utilitarian 
benefits, but only 10.5% of the variance in their hedonic benefits.  

5 Discussion 

The mobile service and mobile app store phenomena are becoming people’s 
commodities in everyday life.  Most people who have the new kinds of mobile 
devices such as iPhone and Android phone usually access to the mobile app store, and 
download and use the apps with their hedonic and utilitarian benefits.  Therefore, we 
set out to investigate the effects of app discoverability on user benefits in mobile app 
stores, highlighting the relationships of app discoverability with need specificity and 
app quantity. 

5.1 Theoretical Implications 

From a theoretical perspective, our proposed model provides several insights into the 
effect of app discoverability on user benefits in mobile app stores.  First, our results 
indicate that app users’ need specificity significantly influence quantity-sufficiency of 
app and app discoverability, but not quantity-overload of app.  In detail, need 
specificity had a positive and significant impact on quantity-sufficiency of app and 
app discoverability.  However, quantity-overload of app is not significantly 
influenced by need specificity.  Hence, if app users exactly know what they want in 
mobile app stores (that is, the need specificity is high), they are more likely to 
perceive that the number of apps may be appropriate, which in turn mobile app store 
is discoverable.  In sum, app users’ need specificity can be considered as an 
influential factors for explaining the relationships of app discoverability and app 
quantity in mobile app store. 

Second, our findings showed that app discoverability played a considerable role in 
improving user benefits, both utilitarian and hedonic benefits.  This finding is in 
consistent with the concept of cognitive-overload research, which explains that 
providing too much information creates the impediment to engaging in the environment 
with eliciting unpleasant emotions.  In line with this, app discoverability can reduce app 
users’ cognitive load in mobile app stores.  Essentially, we argue that users’ utilitarian 
and hedonic benefits can be increased when mobile app stores make it more 
discoverable while simultaneously maintaining or increasing the number of apps. 
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5.2 Practical Implications 

From a practical perspective, the proposed model can help explain the importance of 
app discoverability in mobile app stores.  App discoverability is critical in enriching 
user benefits such as utilitarian and hedonic benefits, because it enables mobile app 
users easily access and find the app they need with minimal cognitive efforts.  Hence, 
in order to maximize user benefits, platform owners which run the mobile app stores 
need to improve app discoverability by utilizing such facilitators as application store 
coherence, in-marketplace search optimization, user-generated reviews, and 
reputations from outside or third-parties. 

5.3 Limitations and Future Research 

It is worthwhile to note some of the limitations of this study.  First, we made use of 
perceptual measures for quantity of applications.  The subjective perceptions of 
application quantity may be different, and as a result, we could not say how many 
applications are appropriate or are required for the success of the mobile application 
store.  Moreover, it is difficult to set the threshold of differentiating quantity-
overload from quantity-sufficiency of applications.  Future research can be 
conducted by using objective measures for quantity of applications, perhaps in 
addition to the perceptual measures used here.  

Second, some have criticized the use of student participants in this study, even 
though we believe that students are an appropriate population from which to draw a 
sample.  Recent studies supported that most students using Smartphones and other 
similar mobile devices utilize the apps downloaded from app stores.  In addition, 
college students make up a large part of mobile app store users, with young people 
ages 15-24 more immersed in mobile technology such as Smartphones and mobile 
app store than any previous generations [42].  Thus, the selection of our sample from 
this group can be appropriate.  However, in spite of this rationale, we suggest that 
future research needs to include evidence from other demographic groups to better-
represent the total population. 

6 Conclusion 

Since mobile apps and mobile app stores are permeating people’s everyday life, 
understanding the mobile app store phenomenon is very critical to both theory and 
practice in a wide variety of domains.  Most people who have the new kinds of 
mobile devices such as Smartphones usually access to the mobile app store, and 
download and use the apps with their hedonic and utilitarian purposes.  Therefore, 
this study set out to investigate how hedonic and utilitarian benefits can be improved 
in mobile app store, emphasizing the integral role of app discoverability. Particularly, 
app discoverability enriches user benefits in mobile app stores, with the emphasis of 
relationships between app discoverability, app quantity, and need specificity.  This 
study not only contributes to the literature by presenting that user benefits can be 
enriched when mobile app stores are more discoverable, but also motivates mobile 
platform owners to develop the facilitators for app discoverability. 
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