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Foreword 
 

Every product has a life cycle, making constant renewal a core task of every business. This is 

especially true of German companies, which are typically forced to create a competitive ad-

vantage through being highly innovative rather than through low-cost production. It is, there-

fore, vital for these businesses to monitor and acknowledge the many academic findings in the 

field of innovation management. No easy task: there have been countless studies pertaining to 

innovation management, and it is often difficult to obtain clear and specific results. This is 

also partly due to the fact that such studies regularly come to different conclusions. For exam-

ple, Larker (1997) is only able to identify a negative correlation between customer contribu-

tions and success in innovation, whereas Slater et al. (2007) conclude the exact opposite. The 

differences between the various studies and their findings can be explained by a number of 

factors, and by situational factors in particular. Thus the question remains: What generalizable 

statements can be derived from these myriad studies? The answer lies in a meta-analysis cov-

ering all the individual studies, and so far four prominent meta-analyses have been published 

in the field of innovation management. However, these meta-analyses manage to raise serious 

questions themselves, which limits generalizability, which leads to repeated calls for new me-

ta-analyses on this topic.  

This is the starting point for Markus Sattler’s thesis. This dissertation responds to the over-

arching research question: What are the key success factors of innovation management at 

company level? In providing his answer, Mr. Sattler reviewed a number of previous research 

projects, synthesized the resulting data, and analyzed this data as a whole. As such he was 

able to filter out overarching findings relevant to innovation management and to resolve, or at 

least take one step closer to resolving, existing disparities between past studies.  

Mr. Sattler took an interesting approach to this project. To begin with he undertook an ex-

tremely comprehensive review of the available literature concerning innovation management. 

As a result, this work is incredibly valuable for subsequent researchers, who will benefit 

enormously from its discussion of all key studies thus far that deal with success drivers in in-

novation management at company level.  

The subsequent quantitative linking and evaluation of a key section of these studies allowed 

Mr. Sattler to arrive at his own conclusions. As a result he is in a position to offer valuable 

advice, to industry practitioners in particular, on how to develop successful innovation man-

agement within a company. This dissertation highlights key overarching findings that, al-
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though possibly already stated in specific individual studies, have so far certainly not been 

consistent across all studies.  

In line with its tremendous value to both theory and practice, this work truly deserves as wide 

an audience as possible.  

 

Malte Brettel 
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1 Introduction 

1.1 Research problem and objective 

 
The European Union declared 2009 the “Year of Creativity and Innovation” with the objec-
tive of promoting innovation as a route to sustainable development. Apart from innovations 
that are developed in a social-political and ecological context, innovations by firms in the pri-
vate sector play an especially important role in ensuring a sustainable development for an 
economy 1 because innovations are essential ingredients of the business models of firms, 
which are major actors in an economy. As early as 1954, Drucker emphasized the importance 
of firm innovation: “Any business has two–only these two–basic functions: marketing and 
innovation”.2 In today’s substantially globalized world, innovations are increasingly im-
portant as ongoing economic, technological, and sociological changes dominate the business 
environment. The dynamic nature of business resulting from a continuous stream of innova-
tions from all over the world leads to the rapid development of completely new markets and 
the sudden destruction of others.  
 
As Schumpeter3 pointed out, innovations are a source of creative destruction and the reason 
that large incumbents lose their traditional markets and small outsiders rush into dominant 
positions within very short time periods. For example, the market for mobile music players, 
which was once dominated by products from Sony, Philips, and others, was at that time based 
on physical sound storage media, but Apple revolutionized it by introducing innovative play-
ers in combination with digital music sales. Another good example is Amazon, which mas-
sively changed the market for books by offering online purchasing. However, despite their 
success, even these companies are always under the threat of further innovations that could 
destroy or transform the business models in their markets. For this reason, firms must inno-
vate continuously; surviving in the global battle for market share, one of the major challenges 
for businesses today, is closely linked to a firm’s ability to manage innovation successfully.4  
 
Nevertheless, the failure rate in innovation management is still at an alarming level. Barczak 
et al. ascertained in 2003 that nearly fifty percent of all innovation efforts turned out to be 
failures.5 The reasons are certainly manifold and cannot be reduced to a single effect, but a 
sound indication of why this is so is available in academic publications in innovation man-
agement. Page and Schirr (2008) identified more than 800 relevant publications in the period 

                                                 
1 Cf. European Communities (2009). 
2 Drucker (1954), p. 37. 
3 Cf. Schumpeter (1943), pp. 81ff. 
4 Cf. O'Connor (2008), p. 313; Cf. Im/Workman Jr. (2004), pp. 118f.; or Pauwels et al. (2004), pp. 142f. 
5 Cf. Barczak et al. (2009), p. 6. 
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between 1989 and 2004; more than half of these studies had an empirical background and de-
veloped implications based on economic real-life data.6  
 
However, a close look at the findings of these studies reveals a significant number of conflict-
ing results, which are confusing both to researchers and practitioners. Inter alia7, Ittner and 
Larcker (1997) found a negative correlation between ‘customer input’ and ‘financial innova-
tion performance’, while Slater et al. (2007) found a positive relationship between the two 
variables.8 Another example is Kropp et al.’s (2006) finding of zero correlation between 
‘learning orientation’ and ‘financial innovation performance’, while Atuahene-Gima et al. 
(2005) found a positive correlation.9 Reasons for such variability in findings can include sam-
pling and measurement errors, methodological differences in the research approach, and the 
characteristics of the specific samples used in the studies, among others,10 but all such varia-
bility limits the ability to generalize findings across all firms, industry sectors, regions or even 
innovation objects, like physical products or services.  
 
An integrative approach to reviewing previous results, using either a qualitative or quantita-
tive method, can help resolve the problem of divergent or contradictory findings. In this con-
text, Hunter and Schmidt (2004) wrote, “Scientists have known for centuries that a single 
study will not resolve a major issue. Indeed, a small sample study will not even resolve a mi-
nor issue. Thus, the foundation of science is the cumulation of knowledge from the results of 
many studies.”11 
 
Qualitative reviews are especially difficult to conduct with fragmented and inconsistent re-
search topics; they tend to result in findings with limited validity because of subjective study 
selection or to a descriptive overview of findings. Thus, while they might be appropriate for 
structuring research and pointing to unresolved issues, they are unlikely to end in precise sug-
gestions related to why there are so many differences in the evaluations of success factors and 
which of the conflicting findings is likely to be correct.12 In the field of innovation manage-
ment in particular, the extant qualitative reviews have used a clear research structure or 
framework for the identification of issues that need to be resolved in the next analysis, but 
they cannot provide assured and valid recommendations about the success factors of innova-
tion management.13  

                                                 
6 Cf. Page/Schirr (2008), p. 238. 
7 Cf. for further details see chapter 4.2.2. 
8 Cf. Slater et al. (2007), p. 11; and Ittner/Larcker (1997), p. 18. 
9 Cf. Kropp et al. (2006), p. 512; and Atuahene-Gima et al. (2005), p. 471. 
10 Cf. Hunter/Schmidt (2004), p. 33f. 
11 Hunter/Schmidt (2004), p. xxvii. 
12 Cf. Glass (1976), p. 4f. 
13 Cf. for example the reviews conducted by Adams et al. (2006); Hauser et al. (2006); or Ernst (2002). 
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As a result, researchers often use quantitative approaches to integrate the findings of previous 
research. Quantitative approaches, particularly the methods of meta-analysis, account for dis-
tortions in single studies through sampling or measurement errors and also reflect the meth-
odological or sample-specific characteristics of the research.14 The ultimate purpose of a me-
ta-analysis is to reach the most accurate estimation of the true construct-level relationship.15 
Only when most of the variance between findings from single studies can be explained 
through either errors or relationship-influencing characteristics can the estimated effect be 
generalized for a specific population, e.g., all firms, firms from a specific industry sector or 
firms in a region.16 In the context of innovation management, four such meta-analyses have 
been conducted with the purpose of understanding the true impact of the success factors iden-
tified by single studies. Table 1-1 describes these four meta-analyses, the subjects they exam-
ined, the performance measures included, the methodology employed, and the issues identi-
fied. 
 

 
Table 1-1: Comparison of meta-analysis publications in innovation management 

 
The meta-analyses published to date have focused substantially on studies that used only pro-
ject performance measures and project success factors such as product advantage, product 
launch proficiency, or product innovativeness, making it difficult to generalize findings to the 
general innovation management problem that firms face. Montoya-Weiss and Calantone 
(1994) mentioned in their early meta-analysis that studies on the firm level “would inherently 
increase the generalizability of the findings given that respondents are specifically asked to 
give general answers. Project specific characteristics may be atypical and widely variable 
from firm to firm, thus limiting the validity of indiscriminately combining results across pro-

                                                 
14 Cf. Hunter/Schmidt (2004), pp. 463f. 
15 Cf. Hunter/Schmidt (2004), pp. 512f.; Eden (2002), p.841; and Rubin (1990), p. 157. 
16 Cf. Kristof-Brown et al. (2005), p. 299; and Cortina (2003), pp. 428f. 

Authors Title of study
Studies
included

Main level of
success
factor

Focus of performance
measures in included
studies Methodology applied Issues

Pattikawa, Verwaal and
Commandeur (2006)

Understanding new product
project performance

41 Project Project level
performance

Method of Hunter and Schmidt
(1990)

Analysis of influencing factors very limited
Generalization on project level possible; however, large
remaining unexplained variance

Henard and Szymanski
(2001)

Why some new products are more
successful than others

41 Project/
(Firm)

75% on project level
performance

Method of Hunter and Schmidt
(1990)

Only regression analysis used to identify influencing
factors
Only limited possibilty to generalize findings because of
large remaining unexplained variances, which are
probably caused by the mix of project and firm level
studies

Balachandra and Friar
(1997)

Factors for success in R&D
projects and new products

19 Project/
(Firm)

Project level
performance

Vote Counting No correction for errors or differentiation between
factors that influence the focal relationships
No generalization of findings because of too simple
methodology

Montoya Weiss and
Calantone (1994)

Determinants of new product
performance: A review and meta
analysis

12 Project/
(Firm)

80% on project level
performance

Simple averaging of correlations
, Fisher Combined Test and Vote
Counting (very simple methods
of meta analysis)

No correction for errors or differentiation between
factors that influence the focal relationships
No generalization of findings because of too simple
methodology
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jects and across firms”.17 This issue was also documented in Langerak and Hultink’s 2005 
empirical study, in which they analyzed a medium-positive relationship between the success 
factor ‘cross-functional coordination’ and the firm innovation performance measure but also 
identified a slightly negative effect on a project performance measure.18 This example high-
lights another problem in the extant meta-analyses, which included both project- and firm-
level data: these analyses showed a high unexplained variance for several factors that finally 
prohibited generalization of the results.19 This effect is observable in meta-analyses if rela-
tionships are combined that do not actually fit together and should be analyzed separately.20 
Another issue in the extant meta-analyses is related to the success factors included in the 
analysis. Cooper and Kleinschmidt (1995) found that “vital success factors, more apparent at 
the company level, are simply not identified in this traditional project-oriented research”.21  
 
Therefore, the central question about which factors support successful innovation manage-
ment in a firm cannot be answered by the extant meta-analyses. Although the authors called 
for studies on a firm level in the mid-1990s, a meta-analysis conducted with only studies that 
used firm performance measures and including all relevant success factors on a macro level 
(e.g., firm or program) has not yet been performed. A major reason for this gap may have 
been the availability of adequate studies on the firm level. The meta-analysis of Henard and 
Szymanski (2001) identified only eleven relevant studies on the firm level,22 and about 80 
percent of the identified studies on firm level in this dissertation’s database were published 
later than the latest publication included in the 2001 meta-analysis. 
 
Consequently, the following research questions have not yet been answered by an integrated 
review study:  

 What are the true estimated effects of success factors identified in single studies that 
can predict successful innovation performance on a firm level? 

 
This research question may be detailed into two subquestions: 

 Which factors can be generalized and what is their effect direction and magnitude for 
all firms? 

 Which factors depend on specific influences, like innovation object, region, or indus-
try, for their direction and magnitude, and what are the sizes of their true effects? 

                                                 
17 Montoya-Weiss/Calantone (1994), p. 414. 
18 Cf. Langerak/Hultink (2005). 
19 Cf. Henard/Szymanski (2001), p. 367; for details about the problem of remaining variance, see chapter 3.4.2.1 
and 3.5.2. 
20 The factors would be analyzed in so-called subgroup meta-analysis; in the case of Henard/Szymanski (2001), 
the data should have been split between data on the firm level and data on the project level. Cf. Hunter/Schmidt 
(2004), p. 401. 
21 Cooper/Kleinschmidt (1995), p. 376. 
22 Cf. the studies included in the meta-analysis of Henard/Szymanski (2001). 
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Answering these research questions is the objective of the present meta-analysis.  
The results of this research will improve understanding of the relationship between different 
success factors and the dependent variable of innovation performance on the firm level. This 
understanding may serve as an empirical building-block for a future theory that can explain 
success in innovation management by firms.23 The results may also help managers in making 
decisions about the efficient and effective design of the innovation management systems in 
their firms. 
 
The next section describes the structure of the dissertation 
 
 

                                                 
23 See Hunter/Schmidt (2004), p. 22 for the role of meta-analysis in theory-building. 



6  Introduction 

 

1.2 Outline of the dissertation  

 
In answering the defined research questions, the dissertation is divided into seven chapters. 
 
The second chapter puts the objective of this dissertation into context with current research in 
innovation management. Starting with the theoretical foundations of research in innovation 
management, the chapter overviews the research context, explains the central terms used in 
this work, and defines the function and system of innovation management in a firm. Next, the 
chapter addresses the current state of research in the field of innovation management, begin-
ning with the seminal publication of Brown and Eisenhardt (1995).24 In addition, the general 
discussion and criticism in the current literature around ‘research of success factors’ is con-
veyed to the context of innovation management.25 Derived from the central points of critics, 
the need for the present meta-analysis is illustrated in detail.  
 
The third chapter explains the methodological approach taken in this dissertation. First, the 
chapter illustrates how the methodology meta-analysis is set in the context of research review 
concepts, and the adequate meta-analysis procedure is chosen. Second, the process of meta-
analysis is depicted in two natural steps, following Hunter and Schmidt (2004)26: (A) identifi-
cation and coding of studies and (B) estimation and interpretation of true effect sizes. Finally, 
the general issues in meta-analysis and their concrete handling in this work are discussed. 
 
The fourth chapter applies step (A) of the method explained in chapter three. In this process, 
the literature search is defined in terms of the precise criteria used to identify eligible studies 
for the meta-analysis. An overview of the identified studies is presented, followed by a de-
scription of the comprehensive coding process for each study, in which each success factor 
from the single studies is described and the identified sizes of the effects to be included in the 
meta-analysis are illustrated. Then all success factors are categorized in a framework used to 
guide the coding in the further analysis of the data. The chapter concludes with explanations 
of the influencing or moderating effects used in chapter five. 
 
The fifth chapter contains the analyses and description of the results generated from the for-
mulas derived and explained in step (B) of chapter three. First, the complete data set is ana-
lyzed, the results are described, and the next steps regarding the moderator analysis are de-
fined. In the second part, the moderator analysis is conducted for the specific subgroups that 

                                                 
24 Cf. Brown/Eisenhardt (1995). 
25 Following the discussion started by Nicolai/Kieser (2002). 
26 The method follows the work of Hunter/Schmidt (2004). 
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were created according to the moderator definitions in chapter four. A summary of all results 
concludes this chapter. 
 
The sixth chapter addresses implications for managerial decision-making and future research, 
including concrete suggestions regarding how to manage innovations successfully in a firm, 
areas for further research, and suggestions for improving the research methodology in the 
field of innovation management. Finally, the limitations of the analysis are detailed to put the 
findings and implications into perspective. 
 
The seventh chapter concludes the dissertation with an overview of the central points in the 
work. 
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2 Successful innovation management in current research literature 
 
This chapter lays the theoretical foundation for this dissertation by discussing the theoretical 
background of innovation management and the current status of research on success factors. 
Based on this background, the need for the meta-analysis, derived from the criticism on cur-
rent research, is outlined in detail. 
 
 

2.1 Theoretical foundations of innovation management 

 
To build a common understanding of innovation management in this dissertation, the follow-
ing subchapters first define the meaning of innovation and illustrate the internal process of 
innovation development in a firm. In the second subchapter, the broader context of innovation 
management is detailed by explaining the definition of innovation management, delineating 
the functions related to it in a firm, and describing the objective and tasks from a system-
theoretical viewpoint. 
 
 

2.1.1 Innovation as research object 

 
This section explains and defines the term innovation as one part of this work’s research ob-
ject, innovation management. The second subchapter illustrates the current view on the pro-
cess of innovation development. 
 
 

2.1.1.1 Definition of innovation 

 
Today, the term innovation is widely used in both practice and theory, but there is no com-
monly shared definition in the business literature.27 From an etymological point of view, in-
novation28 is described as something “new, which didn’t exist in this form up to now.”29 In 
the economic environment, the term was introduced in 1939 by Schumpeter,30 who described 

                                                 
27 For a detailed discussion of different definitions of the term “innovation,” see Hauschildt/Salomo (2007), pp. 
3ff. 
28 The term “innovation” is derived from the Latin word “innovatio,”   which means “novelty.” 
29 Cf. Helm (2001), p. 47. 
30 Schumpeter introduced the idea of “innovation” in 1926, but he didn’t use the term “innovation.” Cf. Schum-
peter (1926). 
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it as a “new combination of production factors.”31 A more current and broader definition pub-
lished in 1991 by the OECD32 stated that “‘innovation’ is an iterative process initiated by the 
perception of a new market and/or new service opportunity for a technology-based invention, 
which leads to development, production, and marketing tasks striving for the commercial suc-
cess of the invention.”33  
 
Taking a closer look at the different definitions found in the innovation research literature, 
Hauschildt and Salomo (2007) remarked that, even if researchers do not have a uniform and 
detailed understanding of the concept, all of the definitions that have been offered share two 
characteristics: Innovations are “qualitatively new products or processes,” and they are “con-
siderably different from the former status.”34 
 
Product and process, which could be described as the objects of innovation, are differentiated 
along the two aspects of “target” and “implementation.” In the target aspect, product innova-
tions have the purpose of improving product effectiveness by combining features and benefits 
in a novel manner and serving the customer to a new purpose or to an existing purpose in a 
new way. In contrast, process innovations seek to advance the efficiency of the firm by im-
proving the production process of a specific commodity. In the implementation aspect, a 
product innovation must be introduced to the marketplace and face the market’s economic-
allocation conflict, while a process innovation is introduced only in-house.35 Actually, there is 
a strong link between product and process innovations, as Utterback showed.36 In many cases, 
a process innovation is just an improvement in the efficiency of the production process for 
product innovation; often, process and product innovations appear together, especially for in-
novations in the service industry.37  
 
As a consequence, the meaning of the terms product innovation and product innovation in 
this work will be based on a broad definition, describing a product as a bundle of utility-
providing components and attributes,38 so physical products as well as services are subsumed 
in the notion of product.39 
 

                                                 
31 Cf. Schumpeter (1939), p. 87. 
32 Cf. Garcia/Calantone (2002), p. 112. 
33 OECD (1991), p. 303. 
34 Cf. Hauschildt/Salomo (2007), p. 7. 
35 Cf. Hauschildt/Salomo (2007), p. 9 and Gerpott (2005), pp. 38ff. 
36 Cf. Utterback (1996), pp.124ff.  
37 Cf. Hauschildt/Salomo (2007), p. 9; Schuh/Friedli (2005), pp. 659ff.; Voeth/Gawantka (2005), pp. 470 ff.; and 
Totterdell et al. (2002), p. 351.  
38 Cf. Homburg/Krohmer (2003), p.459 and Brockhoff (1999b), p.13. 
39 This work covers innovation management on a firm level, so it must also cover products and services as the 
innovation focus of firms. 



Theoretical foundations of innovation management 11 

 

In addition to product and process innovations, the literature addresses two subordinated cate-
gories of innovations. Changes in social relationships in a firm caused by process innovations 
are called social innovations. These social innovations lead to modifications in the organiza-
tional context or to the introduction of new organizations, which changes are called organiza-
tional innovations.  
 
To differentiate innovations along the degree of change of the new product or process, the 
literature uses the construct innovativeness. Innovativeness has been the topic of numerous 
research studies that have divided innovation into incremental and radical.40 Incremental in-
novations are products or processes that are modified by enhancing existing technology but 
that target the same customers.41 Radical innovations are totally new to the market and are 
competence-destroying, since the technological trajectory is changed fundamentally.42  
 
Finally innovation should be distinguished from imitation and invention, terms that are com-
monly used in the context of innovation management. While imitation is the reproduction of a 
product or problem-solving process developed in another firm, invention is the conceptual 
design and technical realization of a novel product or process on the basis of new scientific 
findings or a combination of existing knowledge.43 In addition, Garcia and Calantone (2002) 
noted that “it is important to elucidate that an invention does not become an innovation until it 
has processed through production and marketing tasks and is diffused into the marketplace.”44 
As a result, the development of an innovation could be seen as a process, starting with an idea 
that evolves over several steps until it either reaches introduction to the marketplace or drops 
out of development.45 
 
 

2.1.1.2 The innovation process 

 
Generally speaking, a process transforms specific input into output.46 The transformations in 
innovation processes are complex mixtures of activities that usually last a longer period of 

                                                 
40 The following studies, for example, have dealt with the construct of innovativeness: Calantone et al. 
(2006);Danneels/Kleinschmidt (2001);Garcia/Calantone (2002);Green et al. (1995);Olson et al. (1995);Salomo 
(2003);Schlaak (1999);Song/Jinhong (2000). Several studies have discussed the differences between radical and 
incremental innovations in detail: e.g., Atuahene-Gima (2005);De Brentani (2001);Song/Montoya-Weiss (1998). 
41 Cf. Sandvik/Sandvik (2003), p. 357; Song/Montoya-Weiss (1998), p. 126; and Olson et al. (1995), p. 52. 
42 Cf. Sandvik/Sandvik (2003), p. 357; Song/Montoya-Weiss (1998), p. 126; Green et al. (1995), pp. 203ff.; Ol-
son et al. (1995), p. 52; and Tushman/Anderson (1986), pp. 440ff. 
43 Cf. Schewe (2000), p. 58; Siemers (1997), p. 38; Pleschak/Sabisch (1996), p. 6; Haß (1983), p. 2; 
Kern/Schroeder (1977), p. 23. 
44 Garcia/Calantone (2002), p. 112; and cf. analog Gerpott (2005), pp. 40ff. and Brockhoff (1989), pp. 18f. 
45 Cf. Cooper (1998b), p. 96. 
46 Cf. Schmidt (1997), p. 1. 



12                                            Successful innovation management in current research literature 

 

time because of their complexity.47 Several researchers in the field of innovation management 
have classified these activities using their own conceptual models of the innovation process,48 
but the different process models share three overarching phases, as shown in figure 2-1.  
 

 
Table 2-1: Primary phases of the innovation process49 

 
 
The first phase, idea generation and selection, is comprised of the internal and external search 
for new ideas and the selection of these ideas for innovation. The ideas can result from a sup-
ply-induced technology push or from a demand-driven market pull.50 Following the technolo-
gy- and market-related feasibility assessment of these ideas, the second phase contains the 
technological realization of the new ideas and the evaluation of their potential economic suc-
cess in the target market. The final phase is the production and introduction of the innovation 
into the market.51 
 
These process phases can be found in practical applications. The most diffused and sophisti-
cated innovation process in current practice is the Stage-Gate® process developed by Cooper 
in 1998.52 Figure 2-2 illustrates the Stage-Gate process embedded into the three overarching 
phases of the innovation process. 
 

                                                 
47 Cf. Wheelwright/Clark (1992), p. 187. 
48 For a detailed discussion of the different innovation process models, see Heinemann (2007), pp. 22ff. and Bill-
ing (2003), pp. 36ff. In accordance with the Anglo-American literature on innovation management, the terms 
“innovation process,” “new product development process” and “R&D process” are used interchangeably in this 
thesis. 
49 Adapted from Gerpott (2005), pp.51ff. 
50 Cf. Hauschildt/Salomo (2007), p. 7. 
51 Cf. Gerpott (2005), pp. 51ff. 
52 Cf. for the following description Cooper (1983); Cooper (1993); Cooper (1994); Cooper/Kleinschmidt (1996); 
Cooper (1998b); Cooper (2001); and Cooper (2008). 
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Table 2-2: Primary phases of the innovation process and Cooper's Stage-Gate® process53 

 
 
The Stage-Gate process contains five phases: scoping, building the business case, develop-
ment, testing and validation, and launch, each of which is associated with different cross-
functional activities. Moving from one stage to the next requires that a specific set of re-
quirements or recommended best practices be performed. Between the stages, gates must be 
passed that “serve as quality-control check points, go/kill and prioritization decisions points, 
and points where the path forward for the next play or stage of the project is agreed to.”54 The 
stages and gates are not static but should be adapted to the specific innovation process; 
Cooper described them as overlapping and fluid gates, with stages that are more conditional 
or that have fuzzy “go” conditions.55 
 
Innovations as the main outcome of innovation management and the innovation development 
process as a central part of the tasks of innovation management have been defined and illus-
trated in this section. The following section clarifies in detail how innovation management is 
defined in the context of this dissertation. 
  

                                                 
53 Cooper (2008), p. 215. Stage-Gate® is a registered trademark of the Product Development Institute Inc. 
54 Cooper (2008), p. 215. 
55 For detailed examples of adjustment in firms, cf. Cooper (2008), pp. 223ff. 
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2.1.2 Innovation management as a function and system 

 
This section seeks to define a common understanding of innovation management in the con-
text of this dissertation. First, innovation management will be defined from an institutional 
and functional perspective, and then it will be differentiated from related management terms. 
Finally, the objective and tasks of innovation management will be discussed from a system-
theoretical viewpoint that does not reduce innovation management to designing the innova-
tion process only. Innovation management is seen as a system that influences and is influ-
enced by other firm systems. 
 
 

2.1.2.1 Institutional and functional perspective on innovation management 

 
The business literature defines management from institutional and functional perspectives. 
The institution of management is the central source of operational power in the company from 
an organizational and content viewpoint.56 In terms of the innovation activities of a firm, this 
central authority serves as the source of information, consulting and decision-making.57 The 
hierarchy or function of central authorities, and their responsibilities, competences or respon-
siveness58 are not of primary interest here; in this thesis, the institutional perspective of inno-
vation management plays a secondary role59 but is included in the analysis to the extent that it 
amends or extends the functional perspective of innovation management.60  
 
The functional perspective on management, which is the primary perspective used in this 
work, interprets innovation management either, in its narrowest sense, as the intentional de-
sign of efficient innovation processes or, in a broader sense, as the intentional design of a 
complete innovation system, including the innovation processes.61 The literature defines the 
intentional design of efficient innovation processes as the “process view,” and the intentional 
design of the complete innovation system as the “system-theoretical view.” 62 Because this 
work will build on the broader interpretation, the system-theoretical view, the objective and 
tasks of innovation management from this viewpoint will be detailed after a discussion of how 
innovation management is separated from related management activities.  
                                                 
56 Cf. Hauschildt/Salomo (2007), p. 32. 
57 Cf., for example, Benkenstein (1987), p. 126; Frese (1992), p. 220; and Staehle et al. (1994), pp. 485ff.  
58 Cf. Corsten et al. (2006), p. 41. A detailed examination of possible dimensions of the institution perspective 
can be found in Billing (2003), pp. 105 ff.  
59 Based on the defined research question, the focus of this dissertation is less on innovation management as a 
source of operational power than on the understanding of a successful design of the innovation management 
function. 
60 Cf. the general approach of Hertweck (2002), p. 63; or Heinemann (2007), p. 33. 
61 See also figure 2-1. 
62 Cf. Hauschildt (2004), p. 32; Brockhoff (1995), cols. 986f.; and Marr (1991), p. 357. 
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2.1.2.2 Separation of innovation management from technology and research and develop-
ment management 

 
Technology, research and development, and innovation management are often used as syno-
nyms or complements in academic and practical linguistic contexts. The next paragraphs will 
delineate the three terms in terms of terminology and content.63 Figure 2-1 illustrates the dif-
ferences. 
 

 
Figure 2-1: Delineation of innovation management64 

 
 
Research and development management describes the purposeful (re-)combination of produc-
tion factors to invent new knowledge.65 Even if it is the terms research and development that 
are most often mentioned together, they encompass the four activities of basic research, ap-
plied research, advanced technology development and development.66 The overall objective 

                                                 
63 There is no consensus in the extant literature about how or where technology, research and development, and 
innovation management overlap. For a detailed discussion, cf. Gerpott (2005), p. 54ff. This thesis follows the 
general argumentation of Macharzina/Wolf (2008) and Vahs/Burmester (2005).  
64 Adapted from Macharzina/Wolf (2008), p. 752. 
65 Cf. Brockhoff (1999a), p. 48 and Kern/Schroeder (1977), p. 16. 
66 The objective of basic research is the experimental and/or theoretical generation of elementary new scientific 
expertise, but practical application of the new knowledge is not the main focus of this kind of research. Building 
on the new knowledge from basic research, applied research seeks concrete solutions for precise technical and 
economical problems, so its primary concern is the practical application of new ideas. The development steps 
lead to the systematic application of new expertise generated through research, with the objective of gaining new 
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of research and development (R&D) is the systematic and target-oriented generation of new 
scientific and technical expertise that can be applied to precise and economically valuable so-
lutions.67 Therefore, R&D management is a subset of innovation management68 that is located 
mainly in the first phase of the innovation process (management of invention and exploita-
tion).69 However, in comparison to innovation management, R&D is focused on the scientific-
technical process and follows a clear, systematic and predictable approach that simplifies the 
institutionalization of these processes.70  
 
The objective of technology management is to ensure and expand the technological competi-
tive advantage of a firm.71 The activities of technology management center on analysis and 
development of internal technology capabilities through continuous monitoring of external 
technology developments (i.e. systematic prognoses, evaluation and selection of future tech-
nologies and the formation of technology alliances).72 Unlike innovation management, tech-
nology management is not focused on a precise innovation process or the realization and 
commercialization of a novelty; instead, the conceptual effort is in the technology domain. 
This effort could be innovative in nature, but it also has a strategic component that focuses on 
the preservation and expansion of the firm’s existing technologies.73 Therefore, technology 
management can be a part of innovation management that provides an initial impetus for the 
innovation process,74 but the implementation and exploitation of the innovation is the task of 
innovation management. Technology management is responsible for the phases of “applied 
research” and “advanced technology development” in innovation management and, as a re-
sult, is part of R&D management.75 
 

                                                                                                                                                         
or improved materials, equipment, systems, procedures, products, or services. Cf. Bürgel et al. (1996), pp. 9ff.; 
Brockhoff (1999a), pp. 51ff.; Corsten et al. (2006), pp. 4f.; Vahs/Burmester (2005), p. 38; Blessin (1998), p. 9; 
OECD (1997), p.36; and for the historical evolution, cf. Brockhoff (2002), p. 389f.; Pleschak/Sabisch (1996), p. 
7; and Gerybadze (1995), who remark on the shift of the focus of R&D management from pure efficiency control 
to greater effectiveness. 
67 Cf. Weidler (1997), p. 15, Specht et al. (2002), p. 14. The formal task of R&D management is similar to that of 
innovation management: leadership, organization and the acquisition, effective use of resources as well, and im-
plementation of the research and development processes, including planning, monitoring and control, cf. 
Vahs/Burmester (2005), p. 48f. 
68 Cf. Weidler (1997), p. 15; Specht et al. (2002), p. 14; Hauschildt/Salomo (2007), p. 33; and Gerpott (2005), p. 
54. 
69 Cf. Schrader (1996), col. 745. 
70 Cf. Hauschildt/Salomo (2007), p. 33.  
71 Cf. Hauschildt/Salomo (2007), p. 34; Corsten et al. (2006), p. 38; Brockhoff (2002), p.388; Blessin (1998), 
p.11; Vahs/Burmester (2005), p. 49. Technology management also contains the tasks of planning, organization, 
implementation and control of all activities for the realization of new technologies; cf. Strauss (2001), p. 316. 
72 Cf. Hauschildt/Salomo (2007), p. 34; Specht et al. (2002), p.17; Hübner (2002), p. 144ff.; and Cleland/Bursic 
(1992), p. 23; for a highly detailed overview of the activities, cf. Gerpott (2005), pp. 99ff.  
73 Cf. Macharzina/Wolf (2008), pp. 751f.; Hauschildt/Salomo (2007), p. 34; Vahs/Burmester (2005), p. 49; and 
Specht et al. (2002) , p. 17. 
74 Cf. Hauschildt/Salomo (2007), p. 34. 
75 Cf. Macharzina/Wolf (2008), pp. 751f.  
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Summarizing, innovation management includes the functions of R&D and technology man-
agement, but it is also responsible for the complete innovation process, including the produc-
tion and launch phases. From a broader perspective, innovation management also interacts 
with other functions in the firm and in the external environment. The concrete objective and 
tasks from the broader or system-theoretical perspective are detailed in the following section. 
 
 

2.1.2.3 Objective and tasks of the innovation management from a system-theoretical ap-
proach 

 
The system-theoretical approach sees the firm as a system, an integrated network of elements 
that are in mutual interaction.76 A system can be subdivided into sub-systems and is itself part 
of a superordinate system.77 The system properties result from the interfaces of its elements,78 
so a shift in one element affects all the others; therefore, system thinking focuses on basic 
principles of organization and not on basic building blocks.  
 
Systems can be characterized as open or closed: A closed system is subject to entropy because 
of its clear boundaries; it moves toward chaos or disorganization until it fails.79 An open sys-
tem has semi-permeable boundaries, so it avoids entropy by ensuring a continual flux of mat-
ter and energy to stay alive.80 However, open systems need interfaces into the superordinate, 
larger system and the ability to govern themselves and to learn through feedback loops, net-
works and interfaces. Open systems move toward orderliness or a “flowing equilibrium” by 
self-regulation associated with their environments.81  
 
In the modern management literature, firms are described as open systems because they inter-
act continuously with their environmental contexts. Each strategy or action taken by the man-
agement of a firm will affect its internal and external system, and vice versa.82 Hausschild and 
Salomon (2007) described the innovation system, which is a part of the system firm, that is 
the result of the “position and competence patterns, as well as the communication and interac-
tion patterns in the innovation management.”83 The innovation system is comprised of all per-
sons who are directly involved in the innovation development process, such as the develop-
ment team members and the management levels in this function, and of all persons who are 
                                                 
76 Cf. Scott (1961), p. 21. 
77 Cf. Bertalanffy (1960), pp. 11f. 
78 Cf. Capra (1996) and Kast/Rosenzweig (1972), pp. 449 ff. 
79 Cf. Kast/Rosenzweig (1972), p. 450. 
80 Cf. Miller (1978), p. 18; Bertalanffy (1972), p. 412; and Bertalanffy (1968), pp. 137 f. 
81 Cf. Felix (2003), pp. 25f. and Bertalanffy (1968), pp. 137 f. 
82 Cf. Macharzina/Wolf (2008), p. 70. For a detailed discussion of the system-theoretical approach, compare 
Willke (1993) and Ulrich (1970). 
83 Hauschildt/Salomo (2007), p. 105 
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indirectly affected by the innovation and who add to the success of the innovation by their 
reactions. These persons could be internal, like human resources personnel, or external, like 
suppliers or customers (figure 2-2). In respect to this differentiation, this work will follow the 
argumentation of Hausschild and Salomon (2007), who limited the system to the internal firm 
environment and the direct external partners or competitors.84 
 

 
Figure 2-2: The subsystem innovation management (IM) embedded in the open system firm and its exter-
nal relations to other systems85 

 
 
Because the relationships between those internal persons and between external and internal 
system participants emerge (in most cases) spontaneously, the innovation system should be 
set up to allow for gathering, testing, development and institutionalization of spontaneous in-
teractions. As in all open systems, self-governing is one of the most important principles in 
the innovation system.86  
 

                                                 
84 Cf. Hauschildt/Salomo (2007), p. 105. Other authors have also included the national and sociopolitical envi-
ronment in the innovation system of a firm; cf. Pleschak/Sabisch (1996), pp. 35 ff.  
85 Figure 2-2 is a simplified illustration of the systems and subsystems of a firm, so it is not comprehensive in the 
sense of including all external and firm internal subsystems. The following abbreviations are used: IM = Innova-
tion Management, HR = Human resource management, ORG = Organization, GM = General management. 
86 Cf. Hauschildt/Salomo (2007), pp. 105 f. and Bleicher (1981), p. 86. 
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Innovation management, one of firm’s subsystems, has the overall objective of successfully 
developing and commercializing innovation by coordinating within the innovation system and 
between the innovation system and the surrounding systems. Innovation management is 
thereby conceived in the management literature as an original abandonment of the top man-
agement.87 The following tasks are related to innovation management88:  
 

- Formulation and implementation of innovation targets and strategies 
- Decision-making related to the implementation of innovations under economically 

reasonable conditions 
- The planning, monitoring and control of the innovation processes 
- Creation of an innovation-stimulating organizational structure and culture and an in-

centive scheme (especially the development of all employees in the direction of think-
ing and acting in support of innovation) 

- Establishment of an information system in which the complete innovation process is 
embedded  

- Promotion of internal and external social networks 
 

The current work is based on this broad view of innovation management as being responsible 
for the innovation process and for the organization in which those processes run. This broad 
view influences the selection of success factors in the later chapters to include process-
specific success factors as well as those from strategic, organizational, cultural and external 
environmental dimensions. 
 
The next section reviews the current research on factors that influence the success of an inno-
vation management system. 

                                                 
87 Cf. Macharzina/Wolf (2008), p. 751; Marr (1991), p. 57. 
88 Cf. Vahs/Burmester (2005), p. 50; Pleschak/Sabisch (1996), p. 45; and Marr (1991), p. 58. 
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2.2 Research on success factors in innovation management 

 
The following sections provide an overview of the research on success factors in innovation 
management. They begin with a definition of success factors and success in the research do-
main and then review the current status of the empirical research in innovation management. 
The current critical discussions about the research on success factors and these discussions’ 
implications for further research on innovation management are discussed. 
 
 

2.2.1 Success factors and success in the empirical research on innovation management 

 
The term success factors was first used in 1961 in a publication that suggested managers 
should be provided with information about the factors that significantly influence company 
success.89 Based on this idea, Rockart (1979) developed the concept of critical success fac-
tors: „Critical success factors thus are, for any business, the limited number of areas in which 
results, if they are satisfactory, will ensure successful competitive performance for the organi-
zation. They are the few key areas where ‘things must go right’ for the business to flourish.“90 
A later, broader definition extended the focus on internal factors by adding the external fac-
tors that influence the success of firms.91 Gutenberg (1983) defined success factors in the con-
text of an input-output relationship, where input factors like resources and competences are 
success factors when their output (the result) is success.92 Although there has been no general-
ly accepted list or definition of what constitutes a success factor, all studies and definitions in 
this area share the underlying assumption that there are only a limited number of factors that 
have a significant and enduring influence on the success of a firm.93 
 
The practical relevance of success factors on a general management level was first explored in 
the comprehensive studies of Peters and Waterman (1982) with their 7-S model and the Profit 
Impact of Market Strategies’ (PIMS) project, which was based on a long-term database.94  
 
In the research context of innovation management, the first publication about success factors 
in innovation management was by Myers and Marquis (1969),95 although this work did not 
receive the same attention as the studies that followed it. The first broadly accepted milestone 

                                                 
89 Cf. Daniel (1961). 
90 Cf. Rockart (1979), p. 85. 
91 Cf. Hildebrandt (2001), p. 420. 
92 Cf. Gutenberg (1983), p. 302 and p. 326, and also Krueger (1988), p. 28. 
93 Cf. Haenecke (2002), p. 166. 
94 For details, cf. Peters/Waterman (1982) and Buzzell/Gale (1987). 
95 Cf. Myers/Marquis (1969). 
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in the research stream was the SAPHO project, conducted in 1972 by a group of researchers 
at the University of Sussex in Brighton, UK.96 Cooper and Kleinschmidt (1979) extended the 
findings from the SAPHO project through a comparable approach called Newprod.97 This re-
search sparked a worldwide search for success factors in innovation management, and several 
studies on the subject were published in the following years.98  
 
Identifying and empirically analyzing the effect of success factors in innovation management 
is linked with the measurement of success. Since the current work refers in the meta-analysis 
only to studies that use measures of success, the definition of the success measure plays an 
important role in the selection criteria for studies eligible for analysis. The next paragraphs 
discuss the aspects of a definition of success in innovation management.  
 
Although the list of publications that have reported on success factors in the context of inno-
vation management is long, “there is very little consensus within the literature over the way in 
which success should be defined.”99 Based on this shortcoming, several studies in the empiri-
cal innovation management research have reviewed the construct of success and have sug-
gested avenues for further application of success measures.100 A comprehensive conceptual 
systematization of the aspects of success measurement was developed by Hauschildt (1991), 
who used six criteria to measure innovation success:101 
 

1. Evaluation object: This criterion describes the reference object of the innovation suc-
cess in terms of micro and macro levels.102 While the micro level focuses on the inno-
vation project as an object of analysis, the macro level uses the aggregation of projects 
at the firm or industry level as the reference object for innovation success. (Only stud-
ies on the firm level are included in the current meta-analysis.) 
 

2. Evaluation criteria: This dimension defines the characteristic used to measure the 
success of the innovation object. Hauschildt (1991) differentiated between financial, 
technical and other effects: Financial effects are directly influenced financial ratios 
like ROI, ROS or revenue growth and indirectly influenced impacts on competitors 
measured through indicators like patents or other industrial property rights.103 Finan-

                                                 
96 Cf. Rothwell et al. (1974) and Rothwell (1972). 
97 Cf. Cooper (1979b). 
98 Cf. Page/Schirr (2008), p. 237. 
99 Craig/Hart (1992), p. 9, and cf. Hart (1993) , p. 24. 
100 Cf. Cordero (1990); Hauschildt (1991); Griffin/Page (1993); Griffin (1997). 
101 Cf. Hauschildt/Salomo (2007), pp. 529ff. or, in a prior version with five criteria, cf. Hauschildt (1991), pp. 
466ff. Gerpott also used a comparable systematization; cf. Gerpott (2005), pp. 67ff. This thesis follows the sys-
tematization of Hauschildt because most other categorizations are covered in this criteria model; cf. Gruner 
(1997), p. 93.  
102 Cf. Johne/Snelson (1988), p. 116; or Cooper/Kleinschmidt (1995), pp. 375f. 
103 Cf. Hauschildt/Salomo (2007), pp. 531ff. 
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cial effects, especially direct effects, are of paramount importance from an economic 
point of view,104 so this thesis includes only those studies that measure performance 
with direct financial ratios. Technical effects are specific to each individual innovation 
project and are, therefore, rarely investigated in academic literature.105 Other effects 
are measurements on an individual or social level using indicators like publications, 
number of citations or other measures of individual innovation. These effects are used 
only occasionally in the literature.106 
 

3. Evaluation design: Three different evaluation designs have evolved in scientific re-
search. Following Pappas and Remer, they are defined as a qualitative, quantitative 
and semi-quantitative.107 In the qualitative design, the researcher interviews people 
who are directly involved in innovation development by asking about their personal 
judgments of a specific case of innovation. These qualitative measures have a high de-
gree of subjectivity and lack traceability. The quantitative approach uses precise indi-
cators and calculation algorithms, but assessing the mainly financial ratios is often dif-
ficult because of the time lag between a single innovation project and its effect on per-
formance. The semi-quantitative technique, which is “basically characterized by 
judgments that are converted to numbers,”108 compresses subjective experiences que-
ried through survey items to quantitative measures. According to Hauschildt (1991), 
semi-quantitative evaluation design is advancing in the literature.109 The methodology 
of meta-analysis requires quantified research data, so the success measures used in the 
integrated studies must have either a quantitative or a semi-quantitative nature.110  
 

4. Evaluation date: The evaluation date defines when the success measurement will be 
conducted. An evaluation date is especially relevant for analysis of single products or 
projects, where success depends heavily on the evaluation date. Obviously, the date 
needs to be after the market introduction of the innovation, but a clear definition of the 
optimal evaluation date is missing in most of the project-level studies.111 On a firm 
level, the specific evaluation date has less relevance because the focus is generally not 
on a specific occasion, as it is with a product introduction. Thus, empirical analyses on 
the firm level use primarily financial ratios on a yearly basis or evaluate semi-

                                                 
104 Cf. Griffin/Page (1993), p. 305. 
105 Cf. Hauschildt/Salomo (2007), p. 531. Hauschildt refers to Gemünden, who offers an impression of a study 
based on technical effects, cf. Gemuenden (1981), pp. 208ff. 
106 Cf. Hauschildt/Salomo (2007), p. 531. 
107 Cf. Pappas/Remer (1985), p. 15. 
108 Pappas/Remer (1985), p. 15 
109 Cf. Hauschildt/Salomo (2007), p. 535; also compare the discussion of Heinemann (2007), pp. 42ff. 
110 Cf. Lipsey/Wilson (2001), p. 2. 
111 Cf. Hauschildt/Salomo (2007), p. 535 and Hauschildt (1991), p. 469. 
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quantitatively the subjective judgment on the financial performance of the compa-
ny.112  
 

5. Reference for evaluation: Hauschildt (1991) defined the reference for evaluation as the 
initial situation to which the present situation should be compared, which method he 
termed the only rational way for the evaluation to proceed. On a firm level, two differ-
ent reference situations are possible:113 a defined situation (e.g., an earlier point in 
time or a competitor)114 and a predefined target.115 This dissertation includes all stud-
ies that were based on one of the two reference situations. 
 

6. Informant: The evaluation of success often relies on the subjective perception of an 
individual person, whether internal or external to the company. This single-source 
evaluation could lead to significant differences in the judgments about success, de-
pending on distortion factors like the evaluator’s occupation, hierarchical level or 
management philosophy. This kind of information distortion is well known in the aca-
demic literature and is not only a problem in the measurement of success but is also a 
discussion topic for the whole of empirical research on innovation management.116 For 
the present analysis the informant will play a minor role, due to methodological prob-
lems. Nevertheless, only studies based on internal informants are used.  
 

The innovation success measure used to select studies for this thesis can be summarized as 
follows: Only those studies are used that measure success on a company level with subjective 
or objective direct financial ratios and that have a quantitative or semi-quantitative design. In 
the meta-analysis conducted later in the theses, this measure is denoted as financial innova-
tion performance. 
 
The following section reviews the current research done in the research field of innovation 
management. 
 
 
 
 

                                                 
112 Cf., for example, the studies of Kleinschmidt et al. (2007) or Li/Atuahene-Gima (2001a). 
113 The third opportunity described by Hauschildt does not fit with analysis on company level in general; cf. 
Hauschildt/Salomo (2007), pp. 536f.  
114 Cf. the studies of Calantone et al. (1995) or Slater/Narver (1994). 
115 Cf. the studies of De Luca/Atuahene-Gima (2007) or Bart/Pujari (2007). 
116 Cf. the detailed study of Ernst (2001), who analyzed the information distortion in the empirical innovation 
management research and suggested improvement opportunities.  
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2.2.2 Current status of the empirical research in the field of innovation management 

 
The following paragraphs first provide an overview of the research direction in the context of 
success factors in innovation management. Then the evolution of the research structure and 
issues are discussed. 
 
One of the most influential efforts to structure the research in innovation management was 
made by Brown and Eisenhardt (1995),117 who divided the research into three research 
streams: the rational plan, the communication web, and disciplined problem-solving.118 In the 
rational plan research stream, product development119 is understood as a structured and ra-
tional sequence of steps to develop a successful innovation. Simply planning carefully, im-
plementing the plan competently and with good coordination, and being in the focus of top 
management will result in an innovation’s success. This research stream focuses on indentify-
ing which of the many independent factors are correlated with the financial success of innova-
tion management. The analyses conducted in this research stream are often exploratory and 
have a broad perspective. Typically, the respondents to surveys are well placed single re-
spondents who are asked about the firm’s internal handling of a wide spectrum of external 
and internal variables.  
 
The rational plan approach leads to an exceptional and comprehensive overview of the inno-
vation process and emphasizes features such as the internal organization and the market, but it 
also has some weaknesses. First, the breadth of the approach dilutes its contributions some-
what; the results of some studies in this stream read like “a ‘fishing expedition’–too many 
variables and too much factor analysis.”120 It is not unusual for a single survey to report 10 to 
20 important findings, and some even report 40 or 50.121 Second, the use of bivariate analysis 
is common in this research stream, but this kind of analysis overlooks potential multivariate 
relationships. Third, the research stream relies in many cases on single respondents who are 
asked to recall complex past processes and to quantify subjective judgments about process-
influencing internal and external factors. Relying on single respondents exacerbates the meth-
odological problems of retrospective sense-making.122 Fourth, the theoretical understanding 
of identified relationships is usually limited because the results often deal only with empiri-
cally observed correlations with success. Finally, this stream often presents findings without 
relying on well defined constructs.  

                                                 
117 Cf. Brown/Eisenhardt (1995). 
118 Cf. Brown/Eisenhardt (1995), pp. 344ff. for a detailed discussion of the research streams. 
119 In the present work, “product development” and “innovation management” are used interchangeably in ac-
cordance with the Anglo-American literature. 
120 Brown/Eisenhardt (1995), p. 353. 
121 For example, Hise et al. (1990) or Rubenstein et al. (1976). 
122 This problem is commonly known as key informant-bias and will be discussed in the subsequent chapters. For 
further details see Kumar et al. (1993);Tversky/Kahneman (1974), pp. 1124ff.  
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Despite these shortcomings, the rational plan research stream contributes enormously to the 
understanding of success factors that are essential to successful innovation management. The 
most important representatives of the research stream are Cooper, Kleinschmidt, Maidique, 
Marquis, Myers, Rothwell, and Zirger.123  
 
The second research stream, communication web, focuses on the internal and external com-
munications of the firm. Evolving from the pioneering work of Allen in the 1970s, this re-
search stream assumes that the performance of development teams depends heavily on com-
munication among project team members and with external partners.124 The findings from this 
research stream belong to two theoretical themes in the literature. The first, an information-
processing view, highlights that, through appropriately structured and frequent task communi-
cation (both external and internal), the information flow to team members will be more varied 
and comprehensive and so will lead to a higher performing innovation process. From the find-
ings belonging to the second theory, a resource dependence view, the researchers infer that 
the use of communication as a political instrument increases the resources available to the 
team and thereby improves the performance of the development process.125 
 
In contrast to the broad-brush approach of the rational research stream, the communication 
web approach is narrowly focused on the single independent variable of communication. 
Consequently, as Brown and Eisenhardt (1995) stated, “the result is excellent theoretical un-
derstanding of a narrow segment of the phenomenon.”126 Further, methodological improve-
ments in the analysis, such as the use of multiple respondents and multivariate analysis, set 
this stream apart from the rational stream. Criticism of this research stream is based on the 
extreme focus on communication only, which neglects all other important factors in product 
development. In addition, from a methodological point of view, the use of highly subjective 
performance measures and the missing differentiation along the degree if innovativeness of 
the developed products have been criticized.127 Despite these problems, the communication 
web research stream has had particular influence in terms of the theory-driven, in-depth anal-
ysis linked to the empirical results achieved and the methodological improvements in the 
studies. Well known representatives of this research stream are Allen, Ancona, Caldwell, 
Doughtery, Katz, Keller and Tushman.128 
 

                                                 
123 Cf. Zirger/Maidique (1990); Maidique/Zirger (1985); Maidique/Zirger (1984); Cooper/Kleinschmidt (1987), 
Cooper (1979a); Rothwell et al. (1974); Rothwell (1972); and Myers/Marquis (1969). 
124 Cf. Allen (1977), pp. 99ff. and Allen (1971), pp. 16ff. 
125 Cf. Ancona/Caldwell (1992a), p. 656. 
126 Brown/Eisenhardt (1995), p. 354. 
127 Katz observed in 1982 that the distinction between incremental and radical innovations may affect appropri-

ate types of communication. Cf. Katz (1982), pp. 97f.  
128 Cf. Dougherty (1992a); Ancona/Caldwell (1992a); Ancona/Caldwell (1992b); Dougherty (1990); Anco-
na/Caldwell (1990); Keller (1986); Katz/Allen (1985); and Katz/Tushman (1981).  
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The third research stream in the area of innovation is disciplined problem-solving, which as-
sumes that the success of innovations depends on the interaction of the project team and the 
leadership. In this approach, top management disciplines autonomous problem-solving by the 
operational, cross-functional development team by providing an overarching vision of the fu-
ture product. This research stream is based on studies the Japanese researchers Imai et al. 
conducted in the mid-1980s.129 Comparing this research stream to the rational plan and com-
munication web reveals several differences. First, the conceptual design of the variables ana-
lyzed in the disciplined problem-solving stream is much more detailed and accurate than is 
the conceptual design for the constructs used in the rational plan stream. Second, the re-
searchers in the disciplined problem-solving stream choose wider system boundaries for the 
analysis than do communication web researchers and capture the role of external partners or 
top management. Third, methodologically, the data gathered on innovation management in 
this research stream have a broader scope and are more detailed than the single-key-
respondent data used in the rational plan stream. Finally, the findings of the research in the 
disciplined problem-solving stream extend the theories underlying the communication web 
stream by including the need for internal organization of information in development process-
es.  
 
The shortcomings of the disciplined problem-solving research stream include the absence of 
an understanding of political realities. In contrast to the communication web approach, the 
disciplined problem-solving approach does not see communication as a political instrument to 
improve resource availability for the development team. What’s more, the missing conceptu-
alization of people’s motivations and efficient cross-functional teams of communication 
points out that this perspective is missing psychological realism. In addition, the conceptual 
design of some variables in this stream is vague and difficult to comprehend; as Brown and 
Eisenhardt (1995) pointed out, concepts like subtle control, product vision, system focus, and 
heavyweight project leader are hazy.130 Finally, the close focus of the studies on the Japanese 
economic environment limits the ability to generalize results, especially those related to sup-
plier networks, which are affected by the specific Japanese industrial infrastructure. 
 
Nevertheless, in total, the methodological and theoretical advancements of the disciplined 
problem-solving research stream outweigh its shortcomings. In addition to Imai, representa-
tives of this research stream include Chew, Clark, Fujimoto, Hayes, Iansiti, Nonaka, Quinn, 
Takeuchi and Wheelwright.131 
 

                                                 
129 Cf. Imai et al. (1985). 
130 Cf. Brown/Eisenhardt (1995), p. 365. 
131 Cf. Iansiti (1993); Clark/Fujimoto (1991); Nonaka (1990); Hayes et al. (1988); Clark et al. (1987); 
Takeuchi/Nonaka (1986); and Quinn (1985).  
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Brown and Eisenhardt pointed out that the three research streams have several overlapping 
and complementary methodological and content elements, supporting the integration of the 
three research streams.132 In the extended rational plan, the rational plan is extended by the 
theoretical and methodological advantages of the communication web perspective and the 
disciplined problem-solving approach. This extension has already been incorporated into a 
considerable number of recent publications in the empirical research on success factors in in-
novation management;133 in fact, all reviews published after the work of Brown and Eisen-
hardt (1995) have incorporated the central findings of the extended rational plan perspec-
tive.134 Over time, the extended rational plan approach has been improved by adding cultural 
and organizational structure perspectives, as shown in figure 2-3.135 The latest published re-
views in innovation management have also included theory on the contingency of study re-
sults136 and have documented substantial improvement in the research area’s precision.137 
Conditioning factors like innovativeness, environmental turbulence and company size are 
used to get more accurate results,138 but the use of conditioning factors in the search for suc-
cess factors in innovation management further complicates the ability to generalize success 
factors identified in individual studies and the ability to aggregate results in qualitative re-
views.139 
 
A further extension of the extended rational plan, first used in a 1995 analysis, moved the fo-
cus of the innovation studies from a very close project and product view to a broader scope by 
analyzing the success factors of innovations on a firm level.140 Thus, the factors generated by 
the extended rational plan approach differ from those on the project level because those “vital 
success factors, more apparent at the company level, are simply not identified in this tradi-
tional project-oriented research.”141 This advancement added a second level of variables on a 
macro level to the extended rational plan perspective.  
 

                                                 
132 Cf. in detail Brown/Eisenhardt (1995), p. 348, p. 359 and pp. 365ff. 
133 More than 400 publications refer to the publication of Brown/Eisenhardt (1995) in the literature database EB-
SCO. 
134 Cf. the reviews of, e.g., Ernst (2002); Verhaeghe/Kfir (2002); or Krishnan/Ulrich (2001). 
135 Cf. the review of, e.g., Cormican/O'Sullivan (2004). 
136 “The contingency approach says that the effect of one variable on another depends upon a third variable, W. 
Thus the effect of X on Y when W is low differs from the effect of X on Y when W is high[...].The third varia-
ble, W, moderates the relationship between X und Y and can therefore be called a moderator of the relationship 
or a conditioning variable of the relationship” (Donaldson (2001), p. 5f.). 
137 Cf. the reviews of, e.g., Adams et al. (2006) and Hauser et al. (2006). 
138 Cf. Langerak/Jan Hultink (2006); Calantone et al. (2003); Danneels/Kleinschmidt (2001); Song/Jinhong 
(2000) and Liker/Collins (1999).  
139 Cf. Fricke/Treinies (1985), p. 12. 
140 Cf. the central publication of Cooper/Kleinschmidt (1995) and the remarks of Johne/Snelson (1988), p. 116. 
Further publications on firm level are, e.g., Calantone et al. (1995); Li/Atuahene-Gima (2001a); Im et al. (2003); 
or Kleinschmidt et al. (2007). 
141 Cooper/Kleinschmidt (1995). 
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Figure 2-3: Evolution of empirical research in innovation management 

 
 
However, this extension of the rational plan also created a great many conflicting findings.142 
For example, Ittner and Larcker (1997) found a negative correlation between customer input 
and financial innovation performance, while Slater et al. (2007) found a positive relationship 
between them.143 The reason for this kind of conflict may be found in the methodological and 
conceptual shortfalls of the current research or in other, more general problems in research on 
success factors in innovation management that are discussed in the following section. 
 
 

2.2.3 Critical discussion of research on success factors in innovation management 

 
This section discusses the success factors identified by March and Sutton in 1997 and the dia-
logue among German researchers begun by Nicolai and Kieser in 2002 and published in Die 
Betriebswirtschaft (DBW).144 The main points of criticism are illustrated and reflected in the 
context of innovation management. 
 
The research on success factors has been debated regularly among researchers. The general 
point of contention lies in the usefulness of empirical findings as practical guidelines for suc-
cessful corporate strategies, but agreement with the critics of the research on success factors 
means that the transfer of empirical results into managerial recommendations would not be 
valid. While most of the criticism is on a very general level, is without substance, and/or lacks 

                                                 
142 See also the range of identified effect sizes for a single construct in chapter 4.2.2. 
143 Cf. Slater et al. (2007), p. 11 and Ittner/Larcker (1997), p. 18. 
144 Cf. March/Sutton (1997) and Nicolai/Kieser (2002). 
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understanding of the practical application of success factors and can be largely discounted,145 
some points of criticism have merit and should be used for further, mainly methodological 
improvements in the research on success factors. The following paragraphs highlight the ma-
jor points of criticism on the research on success factors and link these criticisms to the re-
search stream in innovation management. 
 
A central argument of the critics sees the methodological improvement process of research on 
innovation as an effort to rescue a disabled basic idea, namely the origin theory.146 Following 
this argumentation raises the question of whether ideas that require continuous improvement 
to survive in a complex environment are basically misguided. The argument also implies that 
each scientific theory must describe complex relationships adequately and differentiate them 
in their first draft. However, this argument is countered by the established scientific paradigm 
that describes theory as an approximation of reality that can never describe reality completely 
and that is never reached in the first draft.147 The search for success factors in innovation 
management is complex, so it is characterized by the continuous improvement process148 that 
is common to most research areas.  
 
The research on success factors takes place in seven successive phases.149 In the first phase, 
success factors are explored and identified based on cases only. In the second phase, research-
ers specify where the identified factors appear in other firms and industries. The third phase 
transfers the basic paradigm of a cause-effect relationship to other sub-disciplines of econom-
ic science, e.g., from organization into strategic management theory, and from there into mar-
keting. In the fourth phase, classic empirical (i.e., econometric or multivariate) analysis is 
used to identify functional relationships between success or indicators of success as dependent 
variables and their determinants. In the fifth phase, researchers validate the functional rela-
tionships using methods such as regression analysis. In the sixth phase, both sides of the equa-
tion function are extended by varying the performance measure or the performance indicators, 
and the number of determinants increases significantly. In the last phase, situational variables 
as moderators for a further detailing of the theoretical relationship are introduced. Accompa-
nying this improvement process with meta-analysis, which gives guidelines for methodologi-
cal improvements, allows results to be generalized and contributes to the search for a future 
comprehensive theory.150 The search for a theory of success factors in the field of innovation 

                                                 
145 Cf. the answers to the publication of Nicolai/Kieser (2002) by, e.g., Bauer/Sauer (2004); Homburg/Krohmer 
(2004); or Fritz (2004a). 
146 Cf. Nicolai/Kieser (2002), p. 581. 
147 Cf. Vollmer (1985), pp. 177f.; Popper (1994), p. xxv; and Bauer/Sauer (2004), p. 622. 
148 See section 2.2.2 for the evolution of the research in innovation management. 
149 Cf. Nicolai/Kieser (2002), pp. 580f. and Bauer/Sauer (2004), p. 622. 
150 Cf. Hunter/Schmidt (2004), pp. 22f. 
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management, which still has several theoretical and methodological shortfalls, still has several 
stages to traverse.151  
 
Another aspect of the criticism of innovation research challenges the search for success fac-
tors with the argument that knowledge about success factors would undermine the efficacy of 
those same success factors since their effects will be overridden when virtually all companies 
use the factors, thereby eliminating their uniqueness and their links to competitive ad-
vantage.152 However, this argument is based on the assumption that researchers are trying to 
identify any kind of factors that influence the success of companies, while the purpose of the 
research on success factors is the identification of critical or strategic success factors charac-
terized as inimitable in the short-term153 and based on company-specific resources and capa-
bilities that allow the company to gain a competitive advantage, and that can be developed 
only over the long-term.154 Thus, success factors underlie the dynamic of competition and 
cannot lose their competitive advantage in the short run.155 
 
This aspect is closely linked with the well known “paradox of generalizeable success fac-
tors,”156 which is another argument against the research for success factors. Nicolai and Kie-
ser (2002) criticized the research on success factors as being of the opinion that the manage-
ment needs only to implement the results of the research to improve performance.157 Howev-
er, this mechanistic mode of operation has not actually been suggested by researchers because 
success factors are results of statistical analysis, so they do not allow for deterministic state-
ments about a single object, e.g., a firm or business unit.158 Empirical research on success fac-
tors cannot give general instructions that would guarantee success to any particular company. 
The simple transfer of “best practices” is not applicable because the implementation of suc-
cess factors is closely linked to the capacities and competences available in the firm.159 Con-
sequently, academic research divides the practical implementation of research finding into 
instrumental and conceptual utilization. Instrumental utilization of success factors applies if 
empirical findings can be directly applied to management problems or strategic decision-
making, while conceptual utilization describes the application of research findings to improve 
understanding of real phenomena. Since researchers of success factors allocate their findings 
mainly to the category of conceptual utilization, the criticism is misdirected.160  
 
                                                 
151 Cf. Hauschildt/Salomo (2007), pp. 38f., as well as chapter 2.2.3. 
152 Cf. Nicolai/Kieser (2002), p. 585. 
153 Cf. Leidecker/Bruno (1984), p. 23.  
154 Cf. Annacker (2001), pp. 44ff. and Grunert/Ellegaard (1993), p. 264. 
155 Cf. Bauer/Sauer (2004), p. 622. 
156 Cf. Annacker (2001), p. 42. 
157 Cf. Nicolai/Kieser (2002), p. 588. 
158 Cf. Homburg/Krohmer (2004), p. 628. 
159 Cf. Homburg/Krohmer (2004), p.628 and Kirsch/Knyphausen (1993), pp. 106f. 
160 Cf. Homburg/Krohmer (2004), p. 629. 
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The third central criticism from a content perspective alludes to the contradictory findings of 
the research on success factors. Critics have noticed that almost no reliable findings have em-
anated from research on success factors.161 However, there are no “certain findings” in empir-
ical sciences at all, whether from a critical-rational or a system-theoretical constructivist point 
of view. Empirical findings can only stand the test of time and be tentatively accepted; empir-
ical sciences do not claim certainty for any hypothesis or theory but assess their trustworthi-
ness using the “degree of establishment” as an indicator of their quality.162 In line with Pop-
per, Alfred Kieser (1993) described this indicator as “Instead of defining the validity of a the-
ory […,] one talks about the ‘degree of establishment,’ which increases with the number of 
passed empirical tests. The increase will be greater, the more critical and different tests are 
conducted.”163 Thus, following Popper (1994), any degree of establishment of a theoretical 
statement is by no means an indicator of certainty, likelihood, or truth, but, rather, a relational 
criterion for assessing the viability of theories and hypotheses. Those theories and hypotheses 
that pass more stringent tests than others are better adapted to reality and are of higher resisti-
bility. The degree of establishment serves as a “rule for assessing the relative benefits of two 
or more competing theories in the light of their critical discussion.”164 These considerations 
are also valid for the theories and hypotheses applied in the general research on success fac-
tors, which include the innovation management research stream.165 The finding of conflicting 
results and the resulting low degree of establishment are frequent topics in the empirical inno-
vation management research. Several researchers have already pointed to this issue and have 
called especially for methodological improvements.166  
 
Methodological deficits in the empirical social research are measurement errors, which have 
strong influence on the reliability and, consequently, the validity of the research findings.167 
Measurement errors are divided into systematic and random errors. Random errors—
incidental fluctuations during the data collection, specific situational influences or personal 
factors168—are the incidental variance from the observed theoretical “true” value and have 
serious implications for the reliability of study results. While reliability is necessary to reach 
high validity in research findings, it is not sufficient. Validity depends to a large extend on the 
magnitude of the systematic error, which is the systematic variance of the observed theoretical 
“true” value.169 Examples of factors that frequently cause systematic errors are “archival bias-
es, key informant prejudices or limitations, halo effect, social desirability, and acquiescence 

                                                 
161 Cf. Nicolai/Kieser (2002), p. 581f. 
162 Cf. Fritz (2004b), pp. 12f. and Popper (1994), pp. 211ff. 
163 Kieser (1993), p. 10 (direct translation from German).  
164 Popper (1994), pp. 198ff. and cf. Fritz (2004b), pp. 13f. 
165 Cf. Fritz (2004b), p.14. 
166 Cf. Henard/Szymanski (2001), p. 362 and p.374, or Gatignon et al. (2002), p. 1103. 
167 Cf. Ernst (2001), p. 81. 
168 Cf. Hunter/Schmidt (2004), pp. 33ff. and Bagozzi (1998), pp. 70ff.  
169 Cf. Bagozzi (1998), p. 71. 
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and are of high importance.”170 To overcome especially random measurement errors research-
ers developed the use of multiple item scales in the operationalization of constructs.171 How-
ever, in the research context of innovation management, several studies have been based on 
“single-item” scales,172 even though such single-item scales are not sufficient for reaching va-
lidity in research findings. 
 
In this context of systematic errors, the key-informant bias has been a central methodological 
criticism of empirical social research.173 The results of the surveys of key informants might be 
unreliable because the informants have only limited perspectives from which to interpret re-
ality. In fact, such informants are likely to suffer from a host of attributional and other biases, 
memory lapses, and myopia, all of which are associated with subjective, retrospective sense-
making tasks. Ernst (2001) examined the problem of distorted information with the specific 
example of empirical research on innovation management and demonstrated a significant im-
pact by these kinds of informant biases. Ernst also observed that this impact varied greatly 
with the functional and hierarchical position of the informant and with the facts assessed.174 
Nevertheless, empirical social research depends on these survey data and, as in many anal-
yses, only a limited group of people can provide the necessary information. To address this 
methodological weakness, Ernst suggested the use of multiple informants and a focus on only 
those who are highly familiar with the subject of the analysis and who may be likely to have a 
neutral point of view.175  
 
Another methodological problem concerns sampling error, a common problem in empirical 
research.176 The random sampling error, which is determined by the sample size, is a particu-
larly common problem in organizational studies. The size of this error decreases with the 
number of survey objects included in the analysis177 but, since researchers in the social sci-
ences have limited opportunities to increase the number of respondents and the error is of a 
non-systematic nature, these deficits cannot be addressed in single correlations and should be 
solved by the statistical method of meta-analysis.178  
 
Finally, the methodological critiques refer to further general problems of hypothesis-driven 
empirical research: endogeneity, simultaneity, unobserved heterogeneity, "regression to the 
mean," survival bias, and reference to the past. All these general problems are commonly 

                                                 
170 Cf. Bagozzi et al. (1991), p. 421. 
171 Cf. Homburg/Giering (1996), p. 6 and Churchill (1979), pp. 478ff. 
172 Cf. Henard/Szymanski (2001), p. 370 and Griffin/Page (1996), pp. 478ff. 
173 Cf. Kumar et al. (1993), pp. 1633f. 
174 Cf. Ernst (2001), pp. 87ff. 
175 Cf. Ernst (2001), pp. 90ff. and Kumar et al. (1993), pp. 1635ff. 
176 Cf. Hunter/Schmidt (2004), p. 17. 
177 Cf. Assael/Keon (1982), p. 114. 
178 Cf. Jensen/Mertesdorf (2006), p. 657 and Hunter/Schmidt (2004), p. 34. 
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known in the research community, have been addressed in current research methods, and are 
generally no longer seen as arguments against empirical research. 179  
 
Clearly, the research on success factors in innovation management suffers from several defi-
cits from a content and methodological point of view. Using these deficits as a starting point, 
the next section discusses the implications for further research on success factors in innova-
tion management and illustrates the necessity for an integrated quantitative review method 
like the meta-analysis to advance the research field in innovation management. 
 
 

2.2.4 Implications of criticism for further research in innovation management 

 
Although many of the points of criticism on the research on success factors are unfounded, 
others provide hints about needed improvements and alternatives to improve the research. In 
particular, improved methodological concepts will impact the research on success factors in 
general, and that on innovation management in particular. However, shortfalls will remain 
that can influence the reliability or validity of the results.  
 
The lingering diversity in the operationalization of constructs, the small and varying sample 
sizes, surveys based on regional samples only or the persistent use of single respondents are 
just a few of the remaining deficits in the empirical research on innovation management. In 
particular, the requirement for increased sample sizes is difficult to meet in organizational 
studies and will remain a source of variances in results.180 The increased sophistication of in-
novation research from a content perspective (e.g., through inclusion of the contingency view) 
will produce results in conflict with former studies. To overcome this natural development in 
a mature academic research stream like innovation management, a method should be used that 
can summarize and review the findings using adequate procedures. This method should be 
capable of correcting the deficits of individual studies and should provide guidelines for fur-
ther research. However, in mature research areas such as innovation management, which has 
many publications and conflicting results,181 the use of alternative review methods like quali-
tative or narrative reviews has a great many limitations that restrict the general explanatory 
power of these reviews. Different study designs or measures complicate and even eliminate 
the ability to summarize the findings of qualitative reviews.182 In innovation management, 
recent qualitative reviews have been used primarily to give a structured overview of the topics 
                                                 
179 For details, cf. Nicolai/Kieser (2002), pp. 584f. 
180 Cf. Jensen/Mertesdorf (2006), p. 657. 
181 In the last few decades, more than 400 empirical primary studies in the area of innovation management have 
been conducted. Cf. Page/Schirr (2008), pp. 238f. 
182 For a detailed discussion of the deficits of narrative reviews, see Hunter/Schmidt (2004), pp. 445f., Glass 
(1976), p. 4, and the delimitation of meta-analysis from other reviews in section 3.1. 
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analyzed, but they have avoided presenting clear conclusions about the true effect, size, direc-
tion and magnitude of the success factors.183  
 
However, an integrative, quantitative review like a meta-analysis could be the appropriate ap-
proach. A meta-analysis has the statistical power to explain the conflicting results and large 
variances between the single studies through the application of statistical methods, helping to 
correct to the so-called study artifacts and the use of moderator analysis.184 Consequently, 
several meta-analyses have been published recently in the field of innovation management to 
fill the gap in clear statements about the efficiency of success factors. However, the available 
meta-analyses also have two central shortcomings. First, although all meta-analyses published 
have focused on studies that have observed how success factors influence the success of inno-
vation projects, most of them have also added some firm-level analysis to extend the number 
of studies included in the analysis.185 Because there are substantial differences in the effects 
of the success factors between the firm-level and the project-level, the results of these anal-
yses cannot be applied to the understanding of innovation success on a firm level, and can be 
applied only with restrictions to the project level.186 Montoya-Weiss and Calantone (1994) 
commented on this issue by calling for studies on the firm level to “inherently increase the 
generalizability of the findings given that respondents are specifically asked to give general 
answers. Project specific characteristics may be atypical and widely variable from firm to 
firm, thus limiting the validity of indiscriminately combining results across projects and 
across firms.”187  
 
On a conceptual level, the inclusion of studies from different levels, the “apples and oranges” 
problem, aggregates different operationalizations of constructs from individual studies into a 
single factor in the meta-analysis.188 The effect of this mixture is to distort the calculated sizes 
of effects in the meta-analysis, resulting in a large unexplained variance. The results of the 
analysis by Henard and Szymanski (2001) showed this distortion particularly clearly since the 
explained variance for their factors remained high for most of the corrected success factors 
and so did not allow the estimated sizes of the success factor effects to be generalized.189 The 
approach chosen by Henard and Szymanski (2001) is in substantial contrast to the claim of a 
sophisticated meta-analysis, which has the ultimate objective “to estimate as accurately as 

                                                 
183 For example, cf. Adams et al. (2006) or Hauser et al. (2006). 
184 Cf. Hunter/Schmidt (2004), pp. 17ff. 
185 See the studies included in the analysis of Henard/Szymanski (2001); Balachandra/Friar (1997); and Mon-
toya-Weiss/Calantone (1994). 
186 See chapter 2.2.2 and the detailed discussion by Cooper/Kleinschmidt (1995), pp. 375f. and Johne/Snelson 
(1988), p. 116 regarding the differences between these levels. Since the studies are mainly on a project level, one 
might assume a limited application of these results on a project level. (E.g., 75 percent of Henard/Szymanski 
(2001) studies were from this level). 
187 Montoya-Weiss/Calantone (1994), p. 414. 
188 Cf. Hunter/Schmidt (2004), S. 471; Franke (2001), p. 189 and chapter 3.5.2. 
189 Cf. the table in the publication of Henard/Szymanski (2001), p. 367. 
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possible the construct-level relation in the population, because these are the relationships of 
scientific interest. […] Doing this requires correction for sampling error, measurement error, 
and other artifacts that distort study results.”190 This purpose also implies the effort to explain 
the remaining variance completely.191 To overcome the problem of mixing data, Pattikawa et 
al. (2006) conducted a meta-analysis that focused solely on the project level.192 
 
Closely linked to the issue of mixing macro- and micro-level performance measures is the is-
sue of including mainly project-specific success factors, such as product advantage or prod-
uct launch proficiency in these meta-analysis. However, as indicated in Montoya-Weiss and 
highlighted in section 2.2.2, the success factors on the firm level are clearly not entirely the 
same as those on the project level. On a firm level, factors like the role of learning and 
knowledge, cultural and organizational factors or the implications of using external networks 
have more relevance.193 Hence, several success factors from a firm level are missing in extant 
meta-analyses.194 
 
The second issue related to the existing meta-analyses is the methodology used.195 While 
Balachandra and Friar (1997) simply counted the number of mentions in other studies, Mon-
toya-Weiss and Calantone (1994) used weighted averages of correlations between success 
factors and the measure of success.196 Henard and Szymanski (2001), were first to correct the 
included studies for sample and measurement artifacts and to conduct a moderator analysis.197 
A quantitative review without correction for at least sampling and measurement deficits often 
leads to false conclusions, and the results should not be viewed as valid.198 Although the anal-
ysis of Henard and Symanski (2001) corrected for sample and measurement errors, it also 
showed some serious methodological shortfalls. Their moderator analysis was the first done 
in the context of innovation management, but they applied the multiple regression approach to 
moderator analysis even though the sub-group approach is seen as superior so long as categor-
ical moderating elements are used.199 The advantage of the sub-group approach is an im-

                                                 
190 Hunter/Schmidt (2004), pp. 512f. and cf. Rubin (1990), p. 157. 
191 Hunter and Schmidt argued that at least 75% of the variances in study results could be explained either 
through artifacts or moderator variables. Cf. Hunter/Schmidt (2004), p. 54 and pp. 401ff..  
192 Cf. Pattikawa et al. (2006). 
193 Cf. the table explaining the predictors used by Henard/Szymanski (2001), p. 364. For details on the role of 
knowledge and learning, cf., e.g., Mavondo et al. (2005) or Kropp et al. (2006). For cultural and organizational 
aspects, cf., e.g., Kleinschmidt et al. (2007) or Im et al. (2003). For the use of external networks, cf., e.g., Tuom-
inen/Anttila (2006) or Belderbos et al. (2004). 
194 Cf. Cooper/Kleinschmidt (1995), p. 376, who stated that project level studies cannot identify all success fac-
tors on firm level.  
195 Cf. Hauschildt/Salomo (2007), p. 36ff.  
196 Cf. Balachandra/Friar (1997) and Montoya-Weiss/Calantone (1994). 
197 Cf. Henard/Szymanski (2001). 
198 Cf. Hunter/Schmidt (2004), pp. 446ff. 
199 Cf. Hunter/Schmidt (2004), p. 390. 
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proved estimate of the true effect size and, as a result, there is the possibility of generalizing 
the size of the effect in direction and magnitude for the sub-group population.200 
 
In short, extant meta-analyses have not covered the macro-level success factors of innovation 
management and have used an inadequate methodology. These central issues do not allow for 
generalization of the results, either in general or for sub-groups. To overcome these shortfalls 
and to allow the effect of success factors on a firm level to be generalized, the meta-analysis 
in this dissertation will fulfill the following requirements. 
 

 Inclusion of individual studies only when firm-level performance measures are used 
 Inclusion of all relevant success factors from individual studies that influence firm-

level innovation management systems 
 Application of a sub-group analysis to confirm moderators and to allow for generaliza-

tion of the sizes of effects in sub-groups 
 
The following chapter will introduce the quantitative review meta-analysis with a detailed ex-
planation of this statistical approach. 

                                                 
200 Details about the moderator analysis are discussed in section 3.4.2.3. 
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2.3 Summary of current research literature 

 
The second chapter overviewed the theoretical foundations of innovation management re-
search and derived the following definitions to be used throughout the thesis:  
 
 
 
 
 
 
 
 
Deriving them from the broader system-theoretical functional perspective on innovation man-
agement, the second chapter also defined the functions of technology management and re-
search and development management as part of the innovation management system. Finally, 
the objective of innovation management was determined to be successfully developing and 
commercializing innovation by coordinating within the innovation system and between the 
innovation system and the surrounding systems. 
 
The second part of the chapter reflected the current status of research on success factors in 
innovation management and defined the terms success factors and success for use in the meta-
analysis:  
 
 
 
 
 
 
 
 
 
The current research structure on success factors in innovation management was also re-
viewed based on the extended rational plan perspective developed by Brown and Eisenhardt 
in 1995. This perspective promotes a structured and rational sequence of steps to developing 
successful innovation; however, factors related to internal and external communication, hier-
archical communication, and top management support also contribute to success and should 
be considered. In the last years, the cultural and organizational parameters that influence the 

Innovation: A qualitatively new product or process that is considerably different from the 
former status. The term products comprises physical products as well as intangible ser-
vices. 

Innovation management: Intentional design of the complete innovation system, includ-
ing the innovation processes (functional perspective in the broader sense). 

Success factors: The limited number of factors that have a significant and enduring influ-
ence on the success of a firm. 

Only those studies that measure success on the company level with subjective or objec-
tive direct financial ratios and that have a quantitative or semi-quantitative design will be 
used in the meta-analysis. This measure will be denoted financial innovation perfor-
mance. 
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rational plan and other situational perspectives (e.g., size or the market environment) have 
been added to the rational plan perspective. 
The general discussion about conducting research on success factors was reflected from the 
perspective of innovation management, and the current issues of conflicting results and meth-
odology were highlighted. The need for using meta-analysis in this dissertation was derived 
from these issues. The shortfalls of the available meta-analyses were listed as: 

 Mix of project-level performance constructs with firm-level performance constructs 
 Only limited coverage of firm-level success factors 
 Applied methodology during moderator analysis in most cases that was not adequate 

to calculate precise results that can be generalized 
 
These issues preclude generalized statements about the effect of success factors in innovation 
management at the firm level, so a more sophisticated meta-analysis that fulfills the following 
requirements is necessary: 

 Inclusion of individual studies only when firm-level performance measures are used 
 Inclusion of all relevant success factors from individual studies that influence firm-

level innovation management systems 
 Application of a sub-group analysis to confirm moderators and to allow for generaliza-

tion of the sizes of effects in sub-groups 
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3 The method of the quantitative review “meta-analysis” 
 
A meta-analysis is one of several ways to summarize, integrate and interpret a set of research 
publications.201 Glass (1976) differentiated meta-analysis from primary and secondary analy-
sis in this way: “Primary analysis is the original analysis of data in a research study. […] Sec-
ondary analysis is the re-analysis of the data for the purpose of answering the original re-
search question with better statistical techniques, or answer new questions with old data. […] 
Meta-analysis refers to the analysis of analyses […,] the statistical analysis of a large collec-
tion of analysis results from individual studies for the purpose of integrating the findings.”202  
 
Thus, the central goal of a meta-analysis is to estimate the size of a specific relationship (e.g., 
a cause-effect relationship) between variables in a population by integrating findings from 
several primary studies.203 The variance in the size of the effect found in the study sample is 
important, since the meta-analysis seeks to explain as much as possible of the variance that 
was caused either by inaccuracies in single primary studies included in the meta-analysis or 
by moderating the elements that work to vary the sizes of the effect. The meta-analysis ap-
proach is limited to quantitative findings from empirical research studies; theoretical, concep-
tual or qualitative empirical papers do not lend themselves to meta-analysis.204  
 
This chapter provides an overview of the general field of review approaches, furthers the ar-
gument for the approach chosen in this work, and illustrates the process of meta-analysis. The 
chapter concludes with general issues in the application of meta-analysis. 
 
 

3.1 Meta-analysis in the context of research review concepts 

 
Methods for reviewing research can be classified into four main categories: 1) a review can be 
used to identify and discuss new developments in a research field; 2) the reviewer can use 
empirical evidence to emphasize, illustrate, or assess a specific theory or to preliminarily pro-
pose a new theoretical framework; 3) a review can organize knowledge from divergent re-
search directions; or 4) a review can be integrative,205 where the primary interest is “in infer-
ring generalizations about substantive issues from a set of studies directly bearing on those 

                                                 
201 Cf. Lipsey/Wilson (2001), pp. 1f. 
202 Glass (1976), p. 3. 
203 Cf. Hunter/Schmidt (2004), pp. 512f. and Rubin (1990), p. 157. 
204 Cf. Lipsey/Wilson (2001), p. 2. 
205 Cf. Bangert-Drowns (1986). 
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issues."206 The meta-analysis belongs to the fourth group, but integrative reviews also include 
narrative reviews, the vote-counting method and the cumulation of  value.207 In the follow-
ing, these three integrative review approaches are described and the advantages of the meta-
analysis are highlighted.  
 
The narrative review provides descriptions of study results with a focus on overarching theo-
ries, frameworks and elementary factors. However, with the increasing number of available 
studies, using this approach to integrate extant studies will become more and more complex 
as studies diverge in their designs, measures, results, and so on.208 Another complication for 
narrative reviews is the absence of a structured approach, so researchers are relatively free to 
design their reviews as they see fit in terms of categorizing research characteristics, selecting 
relevant papers and framing outcomes.209 Glass (1967) concluded (in a somewhat exaggerated 
statement) that “a common method of integrating several studies with inconsistent findings is 
to carp on the design or analysis deficiencies of all but a few studies–those remaining fre-
quently being one’s own work or that of one’s students or friends–and then advance the one 
or two ‘acceptable’ studies as the truth of the matter.”210 Therefore, the results of narrative 
reviews may improve understanding of the research field, but the results are not always as-
sured and are difficult to replicate. In comparison with this procedure, the meta-analysis fol-
lows a structured approach, allows for inclusion of all available studies, and accounts for dif-
ferent sample sizes, so it eschews distortions.211 
 
In the vote-counting approach, the researcher counts the number of positive significant results, 
the number of negative significant results and the number of results without significance and 
declares the category with the highest number the winner. This method eases the integration 
effort when a large number of studies is available in the research field but, in addition to ne-
glecting sample sizes when accumulating studies, this method can lead to false conclusions. 
Especially in any set of studies with small to medium effect sizes, increasing the number of 
studies included leads to misleading results through second-order errors.212 In this context, 
Hunter and Schmidt (2004) stated that “the typical conclusion of reviewers using the voting 
method is that the research literature is in deplorable shape. Some researchers get results; oth-
ers do not.”213  In contrast, the meta-analysis integrates all effect sizes into one estimated true 
effects size, so it allows findings to be generalized across the complete research field. 
 

                                                 
206 Jackson (1980), p. 438. 
207 Cf. Hunter/Schmidt (2004), pp. 445ff.  
208 Cf. Fricke/Treinies (1985), p. 12. 
209 Cf. Rosenthal/DiMatteo (2001), pp. 61f. 
210 Glass (1976), p. 4. 
211 Cf. Glass et al. (1981), p. 13. 
212 Cf. Fricke/Treinies (1985), p. 14.  
213 Hunter/Schmidt (2004), p. 447. 
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Finally, the cumulation of  value approach aggregates significant levels across all eligible 
studies to produce an overall  value and, when a sufficiently small overall significance level 
is reached, the researcher concludes that the effect is demonstrated. However, this approach 
uses the fixed-effects model, which is less sophisticated than the random-effects model com-
monly used in meta-analysis.214 Moreover, the cumulation of  values may indicate the signif-
icance but, unlike meta-analysis, it cannot determine the effect size. In response to these is-
sues, the National Research Council even recommended discontinuing use of the cumulation 
of  values method.215 
 
In summary, meta-analyses are superior to the other three integrative review methods because 
meta-analyses are more powerful in estimating true effect sizes and because they provide a 
structured overview of extremely complex topics with several conflicting findings extant in 
single studies. 

                                                 
214 Cf. Hunter/Schmidt (2004), p. 447, and see section 3.2.1 regarding the model assumptions. 
215 Cf. National Research Council (1992), p.182. 
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3.2 Selection of an adequate meta-analysis method 

 
A closer look at meta-analytic reviews published over the last 30 years reveals the variety of 
approaches available to this method.216 This section describes first the two assumptions which 
further differentiate these approaches – random vs. fixed effect models – and second the dif-
ferentiation of the approaches along the corrections applied. Finally, the adequate method for 
this dissertation is selected.  
 
 

3.2.1 Fixed-effects vs. random-effects models of meta-analysis 

 
Meta-analyses are distinguished by how they understand the variance in effect size in studies 
of a specific relationship observed in a given population. They are divided into fixed-effects 
and random-effects models as shown in figure 3-1.217. Fixed-effects models are dominated by 
the works of Hedges and Olkin (1985) and Rosenthal and Rubin (1982),218 while the field of 
random-effects models is driven primarily by the work of Hunter and Schmidt (2004), but al-
so by Hedges and Olkin (1985), Calender and Osburn (1980) and Raju and Burke (1983).219 
 
 

                                                 
216 Cf. Schulze (2007), p. 90 or Field (2003), p. 106. As examples, compare Song et al. (2008), Kirca et al. 
(2005), and Capon et al. (1990). 
217 Cf. Field (2003), p. 105; for more details, see e.g., Hedges/Olkin (1985), pp. 149ff. for fixed effects models 
and pp. 191ff. for random effects models; and also Hunter/Schmidt (2000) 
218 Cf. Hedges/Olkin (1985) and Rosenthal/Rubin (1982). 
219 Cf. Hunter/Schmidt (2004), Hunter/Schmidt (1990b). Hedges/Olkin (1985), Raju/Burke (1983), Hunter et al. 
(1982) and Callender/Osburn (1980).  
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Figure 3-1: Methods of meta-analysis along model assumptions 

 
 
Fixed-effects models assume that the underlying population for all studies in the meta-
analysis is identical, so all study samples are taken from one homogenous population. There-
fore, a relationship has only one fixed effect, so the standard deviation of the effect in the 
studies taken from this population is supposed to be zero and any difference in the effect in 
the studies is assumed to be due to sampling error.220 This model is the simplest in the context 
of meta-analysis in terms of interpretation and calculations, so it is used commonly in quanti-
tative reviews.221 However, there are strong arguments against the use of fixed-effects models 
because of the implausibility of a homogenous population. Different design of studies and 
measures are common in research and it is quite counterintuitive that those study characteris-
tics are without influence on effect sizes. 222 In contrast, the random-effects models assume 
random variations in an observed relationship in the studies of a particular population; that is, 

                                                 
220 Cf. Schulze (2007), pp. 90f.; Field (2005), p. 445; and Field (2003), p. 107. 
221 Cf. Schulze (2007), p. 91; Hunter/Schmidt (2000), p. 276; Cooper (1997), p. 179 and National Research 
Council (1992), p. 52. 
222 Cf. Field (2003), p. 110 
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random-effects models assume that the standard deviation of an effect does not equal zero.223 
Field explained that “population effects sizes can, therefore, be thought of as being sampled 
from a universe of possible effects–a ‘superpopulation.’”224  
 
Random-effects models are largely supported by real-world data that allow for varying popu-
lation parameters, so random-effects models are seen as superior to fixed-effects models.225 In 
addition, as Hunter and Schmidt argued, when random-effects models are applied in a ho-
mogenous real population, they will become, mathematically, fixed-effects models. Neverthe-
less, since the random-effects models are in general more complex in terms of their interpreta-
tion and computational details, the meta-analyst should also take into account the intent of the 
review before choosing the random-effects model as a given. While fixed-effects models al-
low for generalizations only in the included group of studies, random-effects models allow 
generalizations beyond them.226  
 
The objective of this dissertation is to generalize success factors in innovation management 
beyond the generalizations achieved by the included studies, so the random-effects models are 
more appropriate. Furthermore, the fixed-effects models’ assumption of fixed population pa-
rameters is particularly untenable in the innovation management context because studies in 
this field are based on samples from e.g., different countries and industries. Consequently, 
random-effects models are most valid for the meta-analysis in innovation management. 
 
 

3.2.2 Corrections applied as differentiating criteria 

 
The methods of meta-analysis may be further distinguished according to the number of distor-
tions corrected for. Three different methods for correcting distortions are known in literature 
as shown in figure 3-2.227  
 

                                                 
223 Cf. Schulze (2007), pp. 91f.; Field (2005), p. 445; and Field (2003), p. 107. 
224 Field (2005), p. 445. 
225 Cf. Field (2005), p. 445 and Hunter/Schmidt (2004), p. 394. 
226 Cf. Hedges/Vevea (1998), p. 487. 
227 For a detailed description of the different methods, see Hunter/Schmidt (2004), pp. 453f.  
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Figure 3-2: Methods of meta-analysis grouped by corrections applied228 

 
 
The purely descriptive approach to correcting distortions, which approach is strongly influ-
enced by the work of Glass et al. (1981) and Bangert-Drowns (1983), does not correct for any 
artifacts229 in the individual studies, so the result is an average of the quantitative findings 
from the integrated single studies.230 The addressing the sampling error method is driven by 
the work of Hedges and Olkin (1985) and Rosenthal and Rubin (1982), who developed ho-
mogeneity test-based methods,231 which calculate the average sizes of effects, adjusted for 
sample size in homogenous groups. Other procedures with similar results are the bare-bones 
methods, developed by Hunter, Schmidt and Jackson (2004, 1990, 1982).232 The third catego-
ry of meta-analysis is the psychometric meta-analysis, which corrects for sampling errors and 
other systematic artifacts. This approach is dominated by the procedure published by Hunter 
and Schmidt (1990, 2004)233, but other researchers have developed comparable procedures.234  

                                                 
228 Adapted from Hunter/Schmidt (2004), p. 455 
229 Artifacts are any distortions of the observed effect size; for details, see sub-section 3.4.1.1. 
230 Cf. Glass et al. (1981) and Bangert-Drowns et al. (1984). 
231 Cf. Hedges/Olkin (1985) and Rosenthal/Rubin (1982). 
232 Cf. Hunter/Schmidt (2004), Hunter/Schmidt (1990b) and Hunter et al. (1982). 
233 Cf. Hunter/Schmidt (2004), Hunter/Schmidt (1990b), Hunter et al. (1982) and Hunter/Schmidt (1977). An 
analysis of the published meta-analysis in psychology shows the dominance of the Hunter and Schmidt approach 
in this research domain. Cf. Hunter/Schmidt (2004), p. 26. In the marketing and management literature most of 
the meta-analyses published in the last 10 years are based on the Hunter and Schmidt approach, e.g., Krasni-
kov/Jayachandran (2008), Song et al. (2008), Geyskens et al. (2006), Franke/Park (2006), Palmatier et al. (2006), 
Kirca et al. (2005), Gerwin/Barrowman (2002), Henard/Szymanski (2001), Dalton et al. (1999), Brown et al. 
(1998) and Dalton et al. (1998). 
234 Cf. Raju/Burke (1983) and Callender/Osburn (1980). 
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Reflecting these different methods with the ultimate objective of a meta-analysis defined by 
Rubin (1990), the most value-adding method is the psychometric meta-analysis. Rubin (1990) 
called for meta-analyses that would estimate the true effect of a relationship, which “would be 
obtained in an infinitely large, perfectly designed study or sequence of such studies.” 235 
Claiming this objective as being as well the objective of this dissertation, a psychometric me-
ta-analysis needs to be chosen. 
 
Based on the discussed differentiation possibilities of the methods of meta-analyses, the use 
of random-effects models within psychometric meta-analysis is the preferred approach for 
this dissertation. The argument for the random-effects models relates to the dissertation’s ob-
jective of generalizing success factors in the field of innovation management and the com-
plexity of the research area. The argument for the psychometric meta-analysis lies in its so-
phistication in correcting artifacts in individual studies. Thus, the current work will be based 
on the method of Hunter and Schmidt (2004, 1990), which is both commonly used and com-
prehensive, especially compared to the alternatives of Callender and Osburn (1980) and Raju 
and Burke (1983).236 
 
The next two sections detail the approach of Hunter and Schmidt (2004) and the general steps 
of a meta-analysis, as shown in figure 3-3. 
 

 
Figure 3-3: General steps of a meta-analysis 

                                                 
235 Rubin (1990), p. 157 
236 In addition, Law, Schmidt and Hunter showed in a simulation analysis that all three psychometric meta-
analysis methods retrieve comparable findings in the calculations; cf. Law et al. (1994). 
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3.3 Identification and coding of studies for the meta-analysis 

 
The identification and coding of studies are the most critical parts in the process of meta-
analysis. The development of the database of studies to be integrated is the basis of a sophisti-
cated meta-analysis. 237 The following two sections illustrate how studies for the meta-
analysis are identified, analyzed and encoded to develop a database. 
 
 

3.3.1 Identification of adequate studies for inclusion 

 
The process of finding the studies to be included in the meta-analysis encompasses three 
steps:238 

1. Specification of the research problem 
2. Definition of the characteristics of the studies to be included  
3. Search for literature 

 
 

3.3.1.1 Specification of research problem 

 
The starting point for general integrative reviews is the specification of the research problem, 
so the availability of several relevant results from primary studies regarding the research 
problem is central to such a review.239 The research problem should be described in a problem 
statement that provides a complete and straightforward, but not too detailed, picture of the 
object to be analyzed. Ideally, the problem statement suggests “the research literature at issue, 
major category of independent variables that is of interest, and the key dependent variables at 
issue.”240 Based on the problem statement, further details of the studies to be included can be 
defined.  
 
 
 
 
 

                                                 
237 Cf. Hunter/Schmidt (2004), p. 470. 
238 Cf. Lipsey/Wilson (2001), pp. 12ff. and Cooper (1998a), pp.12ff. 
239 Cf. Fricke/Treinies (1985), p. 26. 
240 Lipsey/Wilson (2001), p. 12. 
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3.3.1.2 Characteristics of studies to be included 

 
Lipsey and Wilson (2001) defined several general categories of information to be clarified 
before conducting a literature search for studies to be included in a meta-analysis: the form of 
the research findings, the distinguishing features, the research respondents, the key variables, 
the research methodology, the cultural and linguistic range of the research, the time frame, 
and the type of publication.241 
 
Form of research findings. A clear specification of the form of the effect sizes is necessary, as 
only findings in terms of the same statistic can be integrated. In general, research findings are 
distinguished into four types: 
 

- Central tendency description. The statistics used in this form of research finding rep-
resent the central tendency of the summarized distribution of values on the analyzed 
variable. They are measures like mean, median, mode, or proportion. In general, the 
statistics used to describe the central tendency are usable for meta-analysis “if the op-
erationalization of the variable of interest is the same for all findings.”242 
 

- Pre-post contrasts. This type of research finding compares the central tendency of the 
measures of a variable of interest at two different points in time. Descriptive statis-
tics—like the direct difference between two values, the central tendency of the differ-
ence, or gain scores—are common. In 1988, Becker developed an effect-size statistic 
for pre-post contrasts that allows meta-analysis to be applied to this type of finding.243 
 

- Group contrasts. These findings are the result of the comparison across two or more 
groups of central tendencies of one or more variables measured. Descriptive statistics 
are typically means or proportions. There are appropriate effects-size statistics in this 
type of finding, so it is regularly used in meta-analysis.244 
 

- Association between variables. An association between variables is measured by the 
covariation over respondents’ answers regarding two variables. The findings are re-
ported as, for example, correlation coefficients or indices of association derived from 
a cross-tabulation of the variables. Research findings in the form of association be-

                                                 
241 Cf. Lipsey/Wilson (2001), pp. 12ff.. If not otherwise identified, the following paragraphs are based on the 
explanations of Lipsey and Wilson. 
242 Lipsey/Wilson (2001), p. 13. 
243 Cf. Becker (1988). 
244 Cf. Rosenthal (1994c). 
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tween variables are commonly used for meta-analyses, and sophisticated effect-size 
statistics have been developed.245 

 
For each of the four types of research finding, the application of meta-analysis is straightfor-
ward using established statistics for the size of effects. However, findings stated in forms oth-
er than these may be difficult to analyze. The major form of results for which meta-analysis is 
not currently applicable is measures of multivariate analysis, like multiple regressions, dis-
criminant analysis or structural equation models. Even if there were some specific cases for 
which those data could be converted into bivariate measures,246 meta-analysts have not yet 
developed any solutions for the inability to use those findings, and “their complexity and the 
diversity across studies with regard to the selection of variables involved may make this im-
possible.”247 
 
Distinguishing features. In this category, a study’s features are determined in order to qualify 
it for the meta-analysis. The content of the studies must fit with the overall research problem. 
For example, in meta-analyses that examine group comparisons, the distinguishing features 
are the nature of the groups and the comparisons at issue. When two constructs are associated, 
the distinguishing features criterion specifies those constructs, along with how they should be 
operationalized. 
 
Research respondents (informant). Search results can also be narrowed based on a study’s 
sample. Characteristics like the industry, region or hierarchy level can be used to define the 
appropriate sample for the meta-analysis since “the interests of a meta-analyst may require a 
very inclusive explication of pertinent characteristics of research respondents.”248   
 
Key variables. Examples of variables that may be appropriate for the meta-analysis are the 
specific outcome variables or dependent variables necessary to answer the research question 
or certain distinguishing variables in group comparisons. For correlation studies, covariates or 
control variables could be specified as necessary variables, or a particular operationalization 
of constructs defined in the distinguishing features of the study may be required before a 
study can be considered for the meta-analysis. Nevertheless, statistical information about the 
variables is necessary in order to specify a variable as key variable; otherwise, an appropriate 
calculation of the effect statistics would not be possible. 
 

                                                 
245 Cf. Hunter/Schmidt (2004). 
246 Cf. Peterson/Brown (2005) for the use of regression coefficients in the meta-analysis of correlations. 
247 Lipsey/Wilson (2001), p. 16. 
248 Lipsey/Wilson (2001), p. 17. 
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Research method. Research methods may vary in their design and methodology, so the re-
search methods applied in the studies should be specified: Should the study design be experi-
mental or survey based? Are studies included that used databases to retrieve information or 
should the studies have used a survey-based design? Methodological differences like multi-
ple- or single-informant surveys or the use of single- or multi-item constructs are also in this 
category. However, the meta-analyst needs to keep in mind that restrictive criteria in this cat-
egory will limit inclusion to high quality studies only but will also reduce the number and 
range of studies. More relaxed criteria will include more studies but may increase errors and 
biases in the meta-analysis. 
 
Cultural and linguistic range. Since research is done in different countries and languages, the 
meta-analyst should identify any cultural or linguistic restrictions to answering the research 
question and justify any restrictions that are not based on it. In many cases, the practical prob-
lems of translation are used as reason to focus on studies written in one language or another. 
Lipsey and Wilson (2001) advised that, “if cultural or linguistic restrictiveness is not neces-
sary for pursuit of the research question, the biases and limitations inherent in any such re-
striction should be considered and addressed as part of the meta-analysis.”249 
 
Time frame. In this category, the time frame is defined in which the studies must have been 
published. Specific interests and directions indicated by the research question might narrow 
the time frame for eligible studies, such as when only the most recent studies or studies dating 
from the point of a specific occurrence are of interest.  
 
Publication type. Report types might be books, published journal articles, dissertations, con-
ference presentations, unpublished manuscripts, and the like. In this category, the exclusion is 
sometimes based on practical considerations, such as using only published material, even 
though this limitation may lead to overestimating the size of an effect because published stud-
ies tend to report larger effects than unpublished ones.250 Restrictions of publication types 
should be based on a valid justification. 
 
Decisions regarding these categories should be made before starting the search for literature. 
However, the resulting statement of eligibility criteria will be subject to iterative improve-
ments throughout the search process, particularly when certain studies that are not assessable 
within the defined specifications need to be considered for one reason or another. The next 
section continues the discussion of the literature search in greater detail.  
 
 

                                                 
249 Lipsey/Wilson (2001), p. 18. 
250 Cf. Hunter/Schmidt (2004), pp. 493 ff.; Cooper (1998a), p. 75; and Begg (1994).  
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3.3.1.3 Search for literature 

 
Before beginning the literature search, the meta-analyst must decide how the process of iden-
tifying eligible studies will be reported. An overview of the progress of the search process it-
self is necessary and the identified studies need to be displayed in a usable format. The devel-
opment of a meticulous database based on a tool like Microsoft Excel® or Access® is rec-
ommended because these tools have considerable advantages over paper-based solutions.251 
Each identified study should be documented with information at least about the author, the 
title of the publication, the publication type (e.g., journal or book title, conference name and 
the like), the publication date, the retrieval source, the retrieval status, main keywords and a 
unique identification number that might also be used in other databases through the process of 
the meta-analysis. Another worksheet should cover the search progress by documenting the 
sources used in the search (e.g., title of journals or electronic literature databases searched), 
the search status in the specific source, the search approach (e.g., full scan of abstracts, search 
terms used and the like) and the years searched based on the specified time frame defined in 
the statement of eligibility.252 Careful maintenance of a database-based system ensures that 
the search is organized and well structured and that it provides overall information like num-
ber of journals searched; number of studies identified, dropped and selected; and the like.253 
Nevertheless, the design set-up of the database will always be subject to adaption during the 
search process. 
 
At this point, the search itself can begin. The realm of literature sources reaches from elec-
tronic databases covering journals with abstracts to full texts of articles to personal emails to 
authors or experts in the area of interest. The subsequent paragraphs outline the use of five 
typical sources: review articles, electronic databases, relevant journals, references in studies, 
and authors or experts.254 
 
Review articles. An excellent starting point for collecting studies is the references in review 
articles that summarize current research on the topic of interest. Even if the single studies ref-
erenced are not discussed in detail in those reviews, the references to them suggest their eligi-
bility for the meta-analysis. Review articles may also give indications of appropriate key-
words to be used in the search in electronic databases. 
 
Electronic databases. A number of databases are available that offer access to abstracts and 
full papers. These databases cover a large number of academic journals, conference publica-

                                                 
251 Cf. Lipsey/Wilson (2001), p. 23.  
252 Cf. Rosenthal (1994a), pp. 87ff. 
253 Cf. Lipsey/Wilson (2001), p. 24.  
254 Cf. Hunter/Schmidt (2004), p. 467; Lipsey/Wilson (2001), pp. 24ff.; White (1994), pp. 41ff.; and Rosenthal 
(1994a), pp. 87ff. 



52                                                           The method of the quantitative review “meta-analysis” 

 

tions, books and working papers. It is important not to focus on only one single database be-
cause there is often only a minor overlap between the available databases.255  
 
A central method for obtaining references is the use of keyword searches in these databases, 
although “there is an art to conducting effective computer keyword searches that is mastered 
largely through experience.”256 The most important part of this process is the preparation of 
the keywords used for the search. The search functions of the databases in general consider 
the title, the abstract and some standardized descriptors of the studies found in the database. 
Therefore, the keywords should cover the most common words used by the published authors 
in the field of interest. A helpful feature of the search functions of the databases is the use of 
“wildcard” symbols like * or  ?, which allow one to search for multiple variations of a single 
word. Other helpful search features, like a visual search or “explosion” of search terms, have 
been developed to improve and structure the comprehensive search of electronic databases.257 
 
Although keyword-based research eases the process of identifying eligible references, it often 
produces a vast number of results, of which only a minor part may actually fit the research 
question. Separating the applicable studies from those that are not is usually a manual process 
executed by a knowledgeable reviewer who reads the title and abstract of the identified refer-
ences. A way to reduce the number of irrelevant reports in the result list is through a discern-
ing combination of keywords. Conjunctive and disconjunctive commands in the computer are 
helpful features in combining keywords.258 
 
Even if the computer-based search identifies a large number of eligible results, the use of fur-
ther search options is inevitable. Computer-based searches cannot be comprehensive because 
important studies will be missed through the vagaries of keywording, the limitations of search 
strategies, idiosyncratic titles and abstracts, and the limited number of digitalized journals. 259 
 
Relevant journals. As the number of eligible references grows, the names of journals that fre-
quently address the topic of interest will become evident. The quality rankings of academic 
journals in the relevant research field will also give hints about acceptable journals. Searching 
in journals is usually done in the tables of contents, which are available either electronically 
or in hardcopy format.260 Some journals with electronic versions also allow for keyword 

                                                 
255 Cf. Glass et al. (1981), pp. 57ff.; for example, published studies are mainly in the EBSCO databases and un-
published (working) papers are mainly in the SSRN database. 
256 Lipsey/Wilson (2001), p. 26. 
257 See, for example, the “visual search” feature of the database EBSCO. 
258 Cf. Cooper (1998a), p. 50 and Reed/Baxter (1994), pp. 60ff 
259 For details, see Lipsey/Wilson (2001), pp. 25ff.; Cooper (1998a), pp.71ff.; White (1994), pp. 49ff.; or 
Fricke/Treinies (1985), pp. 38ff. 
260 Cf. Cooper (1998a), pp. 55f. 
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searches of titles and abstracts. However, a comprehensive visual scan of the tables of con-
tents and abstracts overcomes the problems inherent in keyword searches.261 
 
References in studies. Studies that have been identified as eligible for the meta-analysis are 
another helpful source for further references since the references in those studies are likely to 
be closely linked to the topic.262 References in studies are also a good source of unpublished 
studies since there tends to be a good deal of informal information exchange among research-
ers in the same field of interest.263 
 
Authors or experts in area of interest. Another opportunity for identifying useful unpublished 
studies is direct contact with authors or experts in the area of interest. Contacting authors of 
eligible studies by e-mail about work in progress and unpublished analysis or about feedback 
regarding the currently identified studies can be useful, although young researchers who are 
not yet part of formal or informal academic circles around a specific research topic may find 
this a not accessible avenue.264  
 
After the studies relevant to the research problem have been retrieved, they must be analyzed 
or coded. The next section will deal with this step of the meta-analytic process. 
 
 

3.3.2 Coding of studies 

 
Coding of studies has the objective of extracting all relevant information for the meta-
analysis from the identified studies in a structured, transparent and reproducible pro-
cess. The following sub-sections detail the prerequisites for the coding process and the 
development and use of the coding form. 
 
 

3.3.2.1 Prerequisites to coding 

 
The necessity of coding effect sizes from the studies identified for use in the meta-analysis is 
derived from one of the main objectives of a meta-analysis: to correct and aggregate effect 
sizes. However, before such coding can take place, some conditions need to be clarified. For 

                                                 
261 Cf. Lipsey/Wilson (2001), p. 25 and Green/Hall (1984), p. 46. 
262 Cf. Cooper (1998a), p. 56. 
263 Cf. Lipsey/Wilson (2001), p. 25 and White (1994), pp. 46f. 
264 Cf. Lipsey/Wilson (2001), p. 25; Cooper (1998a), pp.44f.; White (1994), p. 48; and Fricke/Treinies (1985), p. 
36.  
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example, there may be a large variation in the effect sizes in the studies so, to ensure a sophis-
ticated coding process, the meta-analyst must identify the range of possible effects, decide 
which are important, and determine how to deal with the variations. Effect sizes could fall in-
to categories like constructs, measures or samples. 265 Each category, along with its idiosyn-
crasies, is described below. 266 
 
Constructs. In general, studies report more than one construct, so the meta-analyst has to 
choose whether only a specific number of constructs is of interest or all constructs should be 
coded. Overall, this decision should be based on the frequency with which the constructs are 
available in other studies. When a construct appears in only a small number of eligible stud-
ies, the aggregation of these effect sizes cannot be done in a meaningful way, so reporting on 
the construct might be without value. However, if the meta-analyst intends to aggregate 
across constructs of comparable content, the coding of these single constructs is necessary. 
 
Measures. Measures or operationalizations represented in a study are assumed to index a spe-
cific construct. However, different research studies may use different measures to represent 
the same construct. Thus, the meta-analyst has to decide whether all measures of the relevant 
construct will be included in the analysis or only a specific subset of measures that meet spe-
cific criteria (e.g., only measures established over a longer publication period, like the 
measures for the market orientation construct of Narver and Slater (1990)267). Lipsey and 
Wilson (2001) noted that “the meta-analyst who decides not to code certain measures forgoes 
the opportunity to examine empirically whether those measures yield results different from 
those that are chosen for coding.”268 Another decision involves the use of different measures 
that index the same construct in the same study (e.g., financial performance measured indi-
vidually by ROI, ROS and revenue growth). In this case, the meta-analyst chooses whether to 
include all measures separately, to include only one measure with the highest uniformity 
among the eligible studies, or to include the average of the effect sizes of all the measures.269 
 
Samples. Effect sizes in empirical research studies are usually calculated across a specific 
sample of respondents. However, some studies also calculate effect sizes for groups of re-
spondents with different characteristics in order to compare the results between or among 
them. The meta-analyst must decide whether those sub-group results could be of interest in 
answering the research question or could result in some additional findings (e.g., moderator 
analysis). 
 

                                                 
265 Cf. Lipsey/Wilson (2001), p. 77. 
266 The following description is based primarily on the explanations of Lipsey/Wilson (2001), pp. 77 ff. 
267 Cf. Narver/Slater (1990). 
268 Lipsey/Wilson (2001), p. 78. 
269 Cf. in detail Bijmolt/Pieters (2001) and the discussion in section 3.5.4. 
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These three categories represent a rough hierarchy of possible effect sizes that may be availa-
ble for coding from a set of eligible studies for the meta-analysis. In preparing a suitable cod-
ing form, the meta-analyst should consider the decisions that must be made in each category. 
Besides recording the effect size of the key variables in the research context, the meta-analyst 
must decide which other study characteristics to include in the coding process. While some 
authors argue that other items should be included only if a theoretical justification is given, 
others consider this approach to be too conservative. They hold that a detailed coding of study 
characteristics is required for a better understanding of the results of the individual study, 
which understanding should help the meta-analyst to identify avenues for future research. 
They also argue against the claim that variations in effect size can be accounted for by a lim-
ited set of artifacts, a limitation that would also limit the number of study characteristics to be 
coded based on their not being substantially verified. Finally, they take the position that con-
jecture is part of science and that focusing only on formally justified items will reduce crea-
tivity.270  
 
Stock (1994) suggested the following approach to settle the argument:271 Meta-analysts 
should formulate conjectures about study characteristics and effect sizes that are, to their best 
knowledge, relevant to the research question. However, meta-analysts should also evaluate 
these conjectures based on the availability of information in study reports, on the likelihood 
that coders can be reliable in coding the information, and on the necessary coding time. Even 
if more items will be coded using this approach, the approach also restricts the items to those 
constrained by domain-specific knowledge. This method is in line with the Glass, McGaw 
and Smith (1981), who stated that “the characteristics of studies that are most important in a 
meta-analysis (apart from the findings, of course) can be roughly classified as either substan-
tive or methodological.”272 
 
After the characteristics and effect sizes to be included in the coding process are defined, the 
process itself is designed for high reliability. Reliability is one of the most important attributes 
of the coding process because it ensures replicability of the meta-analysis results. Further-
more, the quality of results depends highly on a reliable coding process that guarantees that 
the original data are not over-refined;273 to retain a high level of reliability, as much of the 
original data should be kept as possible. For numerical information (e.g., sample size, reliabil-
ity estimates, effect sizes) the process of transferring the data into the coding form is generally 
less critical than that of transferring non-numerical, qualitative information (e.g., operationali-
zation of constructs or sample characteristics).274 In handling qualitative data, either a trans-

                                                 
270 Cf. the detailed discussion of the different viewpoints in Stock (1994), p. 126. 
271 Cf. Stock (1994), p. 126f. 
272 Glass et al. (1981), p. 77. 
273 Cf. Lipsey/Wilson (2001), p. 86 or Orwin (1994), p. 140. 
274 Cf. Stock (1994), pp. 129 ff. 
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formation into numerical data or the use of predefined qualitative categories is necessary. This 
kind of transformation may lead to coding errors, so it should be prepared carefully. The me-
ta-analyst must define the categories up front to ensure consistency over the whole coding 
process. In the coding of qualitative information, the judgment of the coder is a central part of 
the process, so multiple trained coders are necessary to ensure reliability.275 Especially in very 
large meta-analyses, the use of several coders is critical to meeting the reliability criteria. 
Therefore, an important part of judgment-based coding is the training of the coders;276 the ob-
jective is to ensure that all coders are familiar with the research topic and have a common un-
derstanding of the qualitative information to be coded. After coding, agreement among the 
coders should be verified and disagreements should be resolved in discussions with all cod-
ers.277 
 
The following sub-section describes the most common items for coding and how the docu-
mentation of coding should be done in the process of meta-analysis.  
 
 

3.3.2.2 Development of an effective coding form 

 
The items to be coded depend on the specific research field being analyzed.278 However, a 
number of items that are frequently coded can be divided into three main categories:279 study 
descriptors involve characteristics of the whole study, coding process data contains infor-
mation about the behavior and dispositions of coders, and, effect sizes information is specific 
to the effect sizes extracted from the individual studies.280 
 
The category of study descriptors covers information about the more substantial aspects of 
each study, e.g., size of the companies in the sample, cultural and organizational context, 
characteristics of respondents, theories applied in research, and so on. Coding of this infor-
mation is necessary in order to understand variations in these aspects of the studies. Second, 
the category deals with methods and procedures used in a specific study, like survey design, 
sampling procedures, quality of measures, and the like. Because differences in study results 
may stem from methodological variations,281 this information should be included in every 
coding form. Finally, study descriptors should include information about the study itself with 

                                                 
275 Cf. Stock (1994), pp. 134 or Orwin (1994), p. 144.  
276 Cf. Lipsey/Wilson (2001), p. 88. 
277 Cf. in detail Orwin (1994), pp. 140ff. 
278 Cf. Hunter/Schmidt (2004), p. 471 and Stock (1994), p. 12.7 
279 In some coding forms, more than three categories are reported, but in this case, the original categories are just 
split over more sections. 
280 Cf. Hunter/Schmidt (2004), pp. 479f.; Lipsey/Wilson (2001), pp. 73ff.; and Stock (1994), pp. 127f. 
281 Cf. Hunter/Schmidt (2004), pp. 34ff.  
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data like the form of publication, the publication data, the title of the study, or the unique 
identification number. These elements, which are mainly of a descriptive nature, identify and 
categorize the studies in the meta-analysis.282 In the category of coding process data are piec-
es of information like coding time, missing data, the rationale behind judgment-based coding 
or a confidence rating behind the most important elements.283 Finally, the category of effect 
size information deals with the four aspects of the effect size: the nature of the effect size, in-
cluding the construct measured, the operationalization of the constructs (e.g, for correlations, 
the independent and dependent variables), and the statistical nature of the variables (e.g, di-
chotomous, continuous or discrete); the time of the measurement; the sample basis on which 
the effect size is measured, e.g., only companies from a specific country or industry, only 
management respondents and so on; and statistical data about the value of the effect size and 
the related variance weight, e.g., sample sizes, variances, standard deviations and correlations. 
Reliability indicators for the variables should also be coded to support the corrections and ad-
justments of the effect sizes in the next step of the meta-analysis.284 
 
After the items for coding are defined, a coding form should be developed. The order of ele-
ments on the form should mirror the general order of information in the studies being coded. 
Direct coding into a computer file has the advantage of efficiency.285 Beside the coding form, 
an explanation sheet details each category of the coding form to guide the coders through the 
process.286 
 
After all studies have been coded and the coders have reached agreement on the reliability of 
the data, the next step is calculation and interpretation of true effects sizes. The following sec-
tion explains the calculation and interpretation of the results in the meta-analysis. 
 

                                                 
282 Cf. Lipsey/Wilson (2001), pp. 83ff. 
283 Cf. Stock (1994), p. 128 or Orwin (1994), pp. 153ff. 
284 For details, see Lipsey/Wilson (2001), pp. 81ff.  
285 Cf. Lipsey/Wilson (2001), pp. 91ff., who describes and details the use of electronic databases in meta-
analysis. 
286 Cf. Stock (1994), p. 137. 
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3.4 Estimation and interpretation of true effect sizes in meta-analysis 

 
This section deals with the mathematical methods and the interpretation of aggregated effect 
sizes in the meta-analysis process, based on the random effects model approach of Hunter and 
Schmidt (2004).287 The main imperfections of and possible corrections to empirical studies 
are discussed, and interpretations based on variance in the resulting estimated effect sizes are 
explained. 
 
 

3.4.1 Correcting studies for imperfections and aggregation 

 
The objective of a meta-analysis is the estimation of the sizes of effects in the real population. 
However, empirical research studies are generally biased by different errors (artifacts), like 
sampling sizes, measurement methods, and construct operationalization. The following sub-
sections provide an overview of the artifacts that can influence empirical research, explain 
how artifacts in the individual studies are corrected, and detail how the corrected effect sizes 
are aggregated. The following explanations are based on correlated effect sizes because they 
are the most common data format available in the empirical innovation management litera-
ture.288 
 
 

3.4.1.1 Artifacts in empirical studies 

 
In their introduction to study artifacts, Hunter and Schmidt (2004) stated, “We refer to study 
imperfections as ‘artifacts’ to remind ourselves that errors in study results produced by study 
imperfections are artifactual or man-made errors and not properties of nature.”289 Table 3-2 is 
an overview of the artifacts identified by Hunter and Schmidt (2004). Even if all artifacts in-
fluence the results of an empirical study, only those artifacts could be corrected for which 
auxiliary information is available (e.g., study sample sizes, standard deviations, estimates of 
reliability). In most cases, this information is helpful only in correcting sampling and meas-
urement errors and, in minor cases, for range restrictions or dichotomization.290 Thus, the fol-

                                                 
287 Cf. Hunter/Schmidt (2004) and Hunter/Schmidt (2000). 
288 Cf. the remarks of Henard/Szymanski (2001), p. 363 and the literature analysis in section 4.1. Also compare 
the comments of Hunter/Schmidt (2004), p.71, who stated that correlations studies and two-group intervention 
studies (mainly in medical or psychological studies) are most common in general research. 
289 Cf. Hunter/Schmidt (2004), p. 33. 
290 Cf. Hunter/Schmidt (2004), p. 80 and 461; Lipsey/Wilson (2001), pp. 108f.; see also the correction applied in 
present meta-analyses, e.g., Song et al. (2008), who corrected for sampling and measurement errors and dichot-
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lowing explanation of artifacts addresses sampling errors, measurement errors, and dichoto-
mization only.291 
 

 
Table 3-1: Study artifacts and their impact292 

                                                                                                                                                         
omization, or Franke/Park (2006), who corrected for sampling error only; or Henard/Szymanski (2001), who 
corrected for sample and measurement errors. 
291 To keep the work focused, only the three artifacts for which corrections will be done in chapter 5 will be dis-
cussed in greater detail. This limitation is based on the examination of available information about imperfections 
in the sample of eligible studies. For a detailed discussion of all artifacts, see Hunter/Schmidt (2004) or Rosen-
thal (1994c). 
292 Adapted from Hunter/Schmidt (2004), p. 35 

Study artifacts Desciption Impact on effect size
1. Sampling Error Observed effect sizes in a sample will vary randomly from the 

population's true effect size due to too small sample sizes.
Effect sizes will vary randomly.

2. Error of measurement in the dependent 
variable

3. Error of measurement in the independent 
variable

4. Dichotomization of a continuous dependent 
variable

5. Dichotomization of a continuous 
independent variable

6. Range variation in the dependent variable

7. Range variation in the independent variable

8. Deviation from perfect construct validity in 
the independent variable

9. Deviation from perfect construct validity in 
the dependent variable

10. Reporting or transcriptional error Data errors caused by a variety of reporting problems - like 
inaccuracy in coding data, errors in reading computer output, 
computational errors or typographical errors - influence the 
observed effect sizes.

Effect sizes will vary randomly.

11. Variance resulting from extraneous factors 
that affect the relationship

Because of the measurement process of the specific relationship 
a third variable influences the effect size and is introduced into 
the relationship between the independent and dependent 
variable.

Effect sizes will be systematically 
lower by a factor 'x'.

Systematic measurement error in the dependent or independent 
variable. Variable does not measure the intended construct.

Effect sizes will be systematically 
lower by a factor 'x'.

Imperfect construct reliability in the dependent/independent 
variable caused by random errors.

Effect sizes will be systematically 
lower by a factor x.

Systematic errors resulting from to the split of a continuous 
variable into two groups.

Effect sizes will be systematically 
lower by a factor x.

Range variations emerge in cases when the sample is of higher 
(range restriction) or lower (range enhancement) homogenity 
than the real population.  Hence, the standard deviation in the 
dependent/independent variable of the sample is lower 
(restriction)/higher (enhancement) than that of the real 
population.

Effect sizes will be systematically 
lower (range restriction) or higher 
(range enhancement) by a factor x.
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Sampling Error (Artifact 1). This error emerges as result of person sampling, such that each 
time a new random sample from the same population is taken, it can be expected that the re-
sults of the analysis will vary.293 Therefore, sampling errors have an additive and non-
systematical impact on findings in empirical studies. Mathematically, if the true correlation is 
denoted by  and the observed correlation in the study is , the sampling error  is added the 
true correlation: 294 

 
 
The only ways to avoid sampling error are careful selection of samples and increasing the 
sample size.295 A correction in an individual correlation is not possible because of the unsys-
tematic effect of sampling errors so, in a meta-analysis, sampling errors are corrected in the 
aggregation step. 
 
Error of measurement (Artifacts 2 and 3). This error refers to imperfections that result from 
unreliability of the constructs used. In contrast to the errors through deviation from perfect 
construct validity (8 and 9), this error is an unsystematic one,296 although the impact on the 
effect sizes is systematic and multiplicative. (The denotations in the formula are: real correla-
tion of study  as , observed correlation in study  and attenuation factor ):297  
 

 
 
The measurement error is measured by the square root of the reliability, which is less than 1. 
Thus, measurement errors systematically decrease the true correlation by the factor . When 
independent and dependent variables that correlate in terms of effect size have an imperfect 
reliability, the true correlation is even more greatly reduced: 
 

, 
 
where  represents the square root of the reliability of the independent variable and  the 
square roof of the reliability of the dependent variable.298 
 
Dichotomization (Artifacts 4 and 5). Splitting continuous variables into two groups is a com-
mon procedure in the social sciences; most of the studies use a median or 50-50 split.299 How-
ever, this dichotomization of variables leads to inaccuracies in calculations based on the new 
                                                 
293 Cf. Schulze (2007), p. 90. 
294 Cf. Hunter/Schmidt (2004), p. 34. 
295 Cf. Assael/Keon (1982), p. 114. 
296 Also see the discussion in section 2.2.3 and Bagozzi (1998), pp. 70ff. 
297 Cf. Hunter/Schmidt (2004), p. 34 
298 Cf. Hunter/Schmidt (2004), p. 36. 
299 Cf. Irwin/McClelland (2003), p. 366. 

(3.1) 
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groups of variables analyzed in detailed studies.300 In general, the dichotomization reduces the 
real correlation  of study  by a factor ; thus, the observed correlation  is:301 
 

, 
 
The dichotomization factor  depends on how extreme the split of the continuous variable is. 
When the independent and dependent variable are dichotomized, the true effect size will be 
distorted by the formula302 
 

 
 
where  and  are the attenuation factors for the independent and dependent variables, re-
spectively. In the case of a median split of a continuous variable, the attenuation factor takes 
the value of .80, or a 20 percent reduction in the true correlation. 303 
 
After the definition of the different relevant imperfection of empirical studies in innovation 
management in this section, the next section deals with the correction of the observed effect 
sizes for those selected artifacts. 
 
 

3.4.1.2 Correction for selected artifacts in single studies 

 
This sub-section addresses the mathematical and statistical corrections for the relevant arti-
facts in a single study. A brief overview of the most important correction formulae is given in 
order to keep the following paragraphs simple and focused. A detailed overview of the com-
plex derivation of the formulae can be found in Hunter and Schmidt (2004).304  
 
On a single-study level, only imperfections in measurement and errors through dichotomiza-
tion of variables can be corrected.305 The sampling error is corrected during the aggregation 
step by accounting for the different sample sizes of each study. 
 

                                                 
300 Cf. Irwin/McClelland (2003) and MacCallum et al. (2002). 
301 Cf. Hunter/Schmidt (2004), p. 36 
302 The exact formula is more complicated, but Hunter and Schmidt showed that this approximation holds in 
most current meta-analysis. Cf. Hunter/Schmidt (1990a), p.336. 
303 Cf. Hunter/Schmidt (2004), p. 36. 
304 Cf. Hunter/Schmidt (2004). 
305 Cf. Jensen/Mertesdorf (2006), p. 662 and Hunter/Schmidt (2004), pp. 95ff. 
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Measurement error. Measurement error is quantified by the reliability measures of the con-
structs used for the correlations analyzed. Hunter and Schmidt (2004) proposed equation (3.2) 
to correct for this study artifact306: 
 

, 

 
where  is the corrected real correlation of study  and  and  are the reliability coef-
ficients of the independent and dependent variables, respectively, of the correlation analyzed. 
Unfortunately, in most empirical studies the reliability coefficient is measured by Cronbach’s 
alpha,307 which does not allow for a full correction of measurement error.308 However, 
Schmidt et al. (2003) showed that, by correcting the Cronbach’s alpha coefficient by subtract-
ing .05 from the reliability estimate, the correction improves and covers most of the meas-
urement error.309 
 
Dichotomization. The size of the error resulting from dichotomization depends on how ex-
treme the variable split is. In most empirical studies, the split is made at the median, so the 
correction presented here can be used only in these common situations.310 When the variable 
is split at the median, the attenuation factor  will be .80, so the correction formula is:311 

 

 

 
If both variables in the correlation are dichotomized at the median, the formula changes to: 
 

 

 
 
 

                                                 
306 Cf. Hunter/Schmidt (2004), p. 96. 
307 Cf. Homburg/Giering (1996), p. 8. 
308 In general, a measurement error is one of three types: (a) random response error, (b) specific error, and (c) 
transient error. Cronbach’s alpha coefficient (also denoted as the coefficient of equivalence (CE)) measures only 
the types (a) and (b). Cronbach also suggested a coefficient to measure all types, called the “Coefficient of 
equivalence and stability” (CES). However, the use of this reliability estimate is rare in the literature. For details, 
see Cronbach (1947) and Schmidt et al. (2003), pp. 206ff.  
309 Cf. Schmidt et al. (2003), pp. 218 ff.  
310 A more general but more complex formula can be found in Hunter/Schmidt (2004), pp. 112ff. 
311 Cf. Hunter/Schmidt (2004), pp. 112ff. 

(3.2) 

(3.3) 
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Finally, the corrected correlation -- of an individual study adjusted for all relevant artifacts n 
(in this dissertation, for measurement error and dichotomization only) is:312 
 

 

 
where  is the total attenuation factor. 
 
After the imperfections on an individual-study level are corrected, the results should be ag-
gregated into a true population effect size. The following section discusses this integration of 
single-study effect sizes and details the additional calculations and statistics necessary to in-
terpreting the results of a meta-analysis. 
 
 

3.4.1.3 Aggregation of effect sizes 

 
The aggregation of effect size is a central step in a meta-analysis. When single-study findings 
are averaged, the sampling error will be reduced. However, averaging values also implies a 
decision concerning the weight of each study. Hunter and Schmidt (2004) recommended ac-
counting for the sample sizes of each study first, and then considering the attenuation of each 
study in calculating the weight  of a single study:313  
 

 
 
where  is the sample size and  the attenuation factor of study . 314 
 
The following paragraphs address the formulae for estimating the real population effect size, 
the variance in corrected correlations, the sampling-error variance in the corrected correla-
tions caused, and the variance in the estimated real population effect size. The difference be-
tween the confidence and credibility intervals is also discussed briefly.315 
 
 
 

                                                 
312 Cf. Jensen/Mertesdorf (2006), p. 662. 
313 Cf. Hunter/Schmidt (2004), pp. 122 ff. 
314 The attenuation factor in the study weight is squared since the study weight factor is derived from the sam-
pling error variance of the corrected correlation of a study; cf. Hunter/Schmidt (2004), pp. 124. 
315 All formulae are based on Hunter/Schmidt (2004), pp. 123ff. 

(3.4) 

(3.5) 
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Estimate for the real population effect size. Based on the individual weights of each study, the 
estimate of the real population effect sizes  i is calculated using the weighted average formu-
la: 
 

 

 
To estimate the variance in this estimate of the real population effect size , it is necessary to 

calculate the variance in the corrected correlations  and the sampling error variance of the 

corrected correlations  using: 
 

, 
 
where the variance of the corrected correlations  is given by 
 

 

 
The sampling error variance of the corrected correlations is calculated by:  
 

 

 
Finally, the formula for the variance of the estimated real population effect size is: 
 

 

 
The standard deviation can be calculated by applying the square root of the variance, and the 
standard deviation can be used as a further descriptive measure in the interpretation of the re-
sults. 
 
Another measure for interpreting the calculation results is the explained variance : 
 

 

 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10)
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Finally, the difference between the confidence and credibility intervals will be detailed which 
is important for the further interpretation of the effect sizes. Both intervals give borders for 
the estimated effect sizes for a specific percentage of a probability. However, while the bor-
ders of the confidence interval are calculated based on the standard error of the true effect 
size, and while the confidence interval gives the probability that the mean true effect size is in 
between these borders, the credibility interval is calculated based on the standard variance of 
the true population effect size and gives the percentage of the probability that the distribution 
of the true effect sizes will be between the interval borders. Because the random-effects mod-
els allow for a distribution of effect sizes, the use of credibility intervals is critical.316 The 
borders of the credibility interval are calculated using the formula317: 
 

, 
 
where  is based on the assumption of a normal distributed population.318 The confidence in-
terval is calculated based on the formula: 
 

, 
 
where  is based on the assumption of a normal distributed population, and  is the stand-
ard error of true effect size and is calculated based on the variance in the corrected correla-
tions :  
 

, 

 
where k is the number of effects included into the effect size calculation.319 
 
After the true effect size is estimated and the associated variances, standard deviation, vari-
ance explained, confidence and credibility intervals are calculated, the results are interpreted 
in the next step. 
 
 
 

                                                 
316 Cf. Hunter/Schmidt (2004), pp. 205f. 
317 Cf. Jensen/Mertesdorf (2006), p. 663. 
318 E.g., for 95% credibility intervals , for 90% credibility intervals  
319 Cf. Hunter/Schmidt (2004), p. 206; Hunter/Schmidt (2000), pp. 280ff.; and Whitener (1990), pp. 316ff. 

(3.11)

(3.12)
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3.4.2 Interpretation of results 

 
Since meta-analyses have the objective of estimating the most accurate effect sizes of the rela-
tionships of variables in the real population, corrections of the original effect sizes from the 
eligible studies are done to reduce the variance in the resulting aggregated effect size and to 
make it possible to generalize the results over the real population. In this context, the question 
about the magnitude of the effect size, the explained variance, should be answered; the meta-
analyst should ensure that the results are stable, even if unavailable or unpublished studies 
may show different findings; and, if results are not valid for the complete population, modera-
tor variables should be identified to split the real population into groups and allow for the pos-
sibility to generalize within these sub-groups. The following sub-sections detail these three 
steps for interpretation  
 
 

3.4.2.1 Estimated true effect size and the explained variance in meta-analysis  

 
The central information in the results of a meta-analysis is the estimation of the true effect 
size and the connected variances. Cohen (1988) used a power table (Table 3-2) to explain the 
magnitude of the correlation effect size.320 
 

 
Table 3-2: Cohen Power Table321 

 
 
However, the magnitude alone is not sufficient to answer the question of the generalizability 
and accuracy of the estimated true effect size in the population. The accuracy of the estimated 
effect size is given when the null hypothesis can be rejected at a high significance level, 
which will be the case if the calculated confidence interval is not including zero. Only when 
the estimation of the effect size is accurate a precise interpretation of the findings can be 
made.322  
 
Generalizability is tested by calculating the credibility interval. The borders of a credibility 
interval are the boundaries for the distribution of real effect size for a defined probability. If 
this interval is not including zero under a high percentage of probability, the direction of the 

                                                 
320 Cohen (1988), pp. 25 ff., pp.77 ff. and pp. 284 ff.  
321 Adapted from Cohen (1988), pp. 25 ff. 
322 Cf. Whitener (1990), pp. 316ff. 

Small Medium Large

r  .10 .10 < r < .50 r  .50
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effect size can be identified and the true effect size can be generalized to the population based 
on the direction of the effect.323 Moreover, when the credibility interval is small and the un-
derlying population is homogenous, the estimation can also be generalized in magnitude.324 
Several methods can be used to analyze the homogeneity of a population;325 however, as 
Sacket et al. (1986) showed, Hunter and Schmidt’s (2004) “75 percent rule” has shown to be 
have the most statistical power under all conditions, especially when the number of studies 
included in the meta-analysis is comparatively small (as is the case in almost all business-
related analysis, compared to publications in medical or psychological science).326  
 
The 75 percent rule states that, “as a rule of thumb [,. . .]  if in any data set, known and cor-
rectable artifacts account for 75 percent of the variance in study correlation,327 it is likely that 
the remaining 25 percent is due to uncontrolled artifacts.”328 In other words, in the case of an 
explained variance (EV) above 75 percent, the population is homogenous in respect to the es-
timated true effect size, so the effect size can be generalized in terms of direction and magni-
tude in this population. In contrast, in a heterogeneous population, further identification of 
moderators in the population is necessary to generalize the true effect size for sub-groups. 
(This moderator analysis will be detailed in sub-section 3.4.2.3.) Additional information about 
the stability of the results will provide the availability bias, which measures the influence of 
unpublished or unavailable studies that might impact the significance of the effect size. A de-
tailed discussion of this impact follows. 
 
 

3.4.2.2 Availability bias 

 
The availability bias (also often referred to as sampling bias, publication bias, or selection bi-
as) is a problematic issue for meta-analysis.329 As McNemar (1960) pointed out, published 
studies generally show more highly significant effects than unpublished ones do,330 and 
Lipsey and Wilson (2001) showed that the effect sizes in published studies have a larger mean 
effect size than unpublished ones do.331 This difference between published and unpublished 
studies may bias meta-analysis towards larger effect sizes. To measure the presence of availa-

                                                 
323 Cf. Kristof-Brown et al. (2005), p. 299 and Cortina (2003), pp. 428f., Cortina also suggested having at least a 
95% probability for the calculation of the credibility interval. 
324 Cf. Hunter/Schmidt (2004), p. 401. 
325 For example, the use of chi-square tests (cf. Hedges/Pigott (2001), p. 212) or the Callender-Osburn procedure 
(cf. Callender/Osburn (1980)). 
326 Cf. Hunter/Schmidt (2004), pp. 401ff. and Sackett et al. (1986), p. 310. 
327 The 75 percent rule refers to the explained variance (EV) in formula 3.10. 
328 Hunter/Schmidt (2004), p. 34. 
329 Cf. Hunter/Schmidt (2004), pp. 493ff. 
330 Cf. McNemar (1960).  
331 Cf. Lipsey/Wilson (1993), pp. 1194ff.  
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bility bias or sampling bias, the statistical measure fail-safe N, was developed by Rosenthal 
(1979) and adapted by Orwin (1983).332 In the original model, the fail-safe N gives the num-
ber of studies required to reduce the results of the meta-analysis to non-significance, based on 
the -value summary. The main differences between the adapted model and the original mod-
el are that the adaption can be used for effect size analysis, which is more informative than 
XX-value summaries, and the adaption allows the researcher to introduce his or her own criti-
cal level in place of the fixed level of non-significance.333 The current work uses Orwin’s 
(1983) adaption to analyze effect sizes, and uses the calculated fail-safe N to determine the 
number of studies that would reduce the estimated true effect size to the .05 significance lev-
el:334 
 

, 

 
where  is the number of studies of effect size zero needed,  is the number of effect sizes 

included in the estimated true effect size , and  is the critical effect size level. The critical 

effect size level can be measured by the specific significance level that should be reached at 

least. Thus, the value of  suggests the tendency about the stability and reliability of the es-

timated effect size. The larger the number of studies needed, the more stable and reliable the 

results. If  is zero, the analyzed factors are already insignificant, according to the -value 

criterion.335 However, there exists no precise guideline, how to categorize the stability and 

reliability of the results.336  

 

 

3.4.2.3 Moderator analysis 

 
Moderators are factors that cause differences in the correlation between two variables.337 If 
true effect sizes are influenced through moderators, these differences will be shown in the var-
iance of the estimated true effect size and the explained variance (EV). Following the 75 per-
                                                 
332 Cf. Rosenthal (1979) and Orwin (1983). There are also other methods to identify the availability bias and 
approaches to correct for the availability bias; however, the most common method used in meta-analysis is the 
adapted fail-safe N calculation. For details about the other methods, see Rothstein et al. (2005). 
333 Cf. Orwin (1983), pp. 157ff. 
334 As applied by Song et al. (2008), p. 11. 
335 Cf. Song et al. (2008), p. 11; and Rothstein et al. (2005), pp. 111ff. 
336 Rosenthal’s suggested ad hoc rule to set the results in perspective cannot be used because as the results be-
tween the original fail-safe N and the adaption of Orwin differ. Cf. Rothstein et al. (2005), pp. 118f. Some of the 
recent meta-analyses even leave out the availability bias because of the missing guidelines; cf. Troy et al. (2008). 
In the current analysis, a value of above 20 will be assumed to be stable. (This assumption is based on the to-
tally identified studies in this work (60) within 27 years of research in innovation management). 
337 Cf. Hunter/Schmidt (2004), p. 90. 

(3.13)



Estimation and interpretation of true effect sizes in meta-analysis 69 

 

cent rule, all corrected effect sizes with an EV less than 75 percent might be subject to moder-
ator influence. The objective of a moderator analysis is to explain this remaining variance and 
thereby allow for generalization of the effect size under the influence of the specific modera-
tors. Moderator analysis can be done with two different approaches,338 based on the type of 
moderators used.  
 
The first approach is best for moderators of a dichotomous or categorical nature. In this ap-
proach the studies are split into at least two groups, based on the moderator, and a new meta-
analysis is conducted for each group. If the average of the new calculated variance of the es-
timated true effect size of each group is lower than the variance in the complete data set, and 
the new estimated effect sizes in the groups differ one from the other, the moderator is con-
firmed.339 In cases where there are multiple moderators, multiple splits of sub-groups are of-
ten necessary to reach the desired level of explained variance. If this approach is applied to 
the moderator analysis, the meta-analyst should bear in mind that moderators are often corre-
lated with each other. To overcome this issue, a hierarchical analysis of moderators considers 
moderators together in sub-groups of sub-groups. However, a hierarchical moderator analysis 
requires a large number of studies in order to split the studies into multiple sub-groups. Thus, 
in many analyses, a hierarchical moderator analysis cannot be conducted because of the small 
number of studies available. In this case, conclusions about the analyzed factors in the meta-
analysis can be only tentative.340 The second approach, which is best for continuous modera-
tors, uses ordinary least squares (OLS) or weighted least squares (WLS) methods.341 In this 
dissertation, the first approach will be applied because all moderators are of a categorical na-
ture.342 
 
Once a moderator is confirmed for a specific factor, the next step is to analyze the change in 
the effect of the factor on the dependent variable. The same criteria as were defined in section 
3.4.2.1 are applied. If the results are generalizable in direction and homogenous (explained 
variance of more than 75 percent), the factor is also generalizable in magnitude for the speci-
fied moderator. Otherwise, the only conclusion is the confirmation of the moderator and the 
likelihood that other moderators may influence the relationship. 
 

                                                 
338 Cf. Viswesvaran/Sanchez (1998), p. 79. 
339 These two criteria are mathematically dependent; when the average variance of the sub-groups is smaller than 
for the data as a whole, then the estimated correlation value varies between the sub-groups; for details, see 
Hunter/Schmidt (2004), p. 90 and Viswesvaran/Sanchez (1998), pp. 79f.  
340 Cf. Hunter/Schmidt (2004), pp. 424ff. and Viswesvaran/Sanchez (1998), p. 80. 
341 Cf. Hunter/Schmidt (2004), pp. 388ff.; see also Viswesvaran/Sanchez (1998), p. 82 for issues with OLS and 
WLS used in cases where the sub-group analysis should be applied. 
342 See details in section 4.2.2.5. A detailed explanation of the second approach can be found in Hedges/Olkin 
(1985), pp. 168ff. 
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After the correction of all effect size measures and interpretation indicators such as the avail-
ability bias, the meta-analyst can derive the implications of his or her findings to the research 
field and for practical application. However, there are still other general issues in the meta-
analysis method to be discussed in the following sub-sections.  
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3.5 General issues in meta-analysis 

 
In this section the focus lies on the general issues in meta-analysis that are regularly discussed 
in the literature.343 First, two general data aggregation problems are detailed, followed by two 
mathematical data issues. 
 
 

3.5.1 Garbage-in-garbage-out 

 
The “garbage in, garbage out” issue refers to the problem of quality differences, in terms of 
methodology, in the studies included in the meta-analysis.344 In general, methodologically 
weak studies have less significant and lower effect sizes than do studies with good methodol-
ogy.345 Therefore, some researchers have suggested excluding studies with low methodologi-
cal quality from the analysis and just focusing on methodologically sophisticated studies.346 
However, exclusion of data is always accompanied by a reduction in the information to be 
analyzed.347 Another–probably better–opportunity lies in correcting methodological weak-
nesses and weighting factors in the studies during aggregation, based on the methodological 
quality.348 Methodological moderator variables could also be used to split the group of studies 
along the moderators in order to explain remaining variances as resulting from quality issues 
in the studies. This approach can lead to methodological suggestions for researchers who plan 
to conduct further primary analysis. This dissertation applies the correction and weighting ap-
proach proposed by Hunter and Schmidt (2004) and uses moderators to account for methodo-
logical differences among the studies.  
 
 

3.5.2 Problem of “apples and oranges” 

 
Exact replication studies are rare in research because they are usually difficult to publish. For 
this reason, general studies usually differ from each other in, for example, operationalization 
of independent and dependent variables, type of respondents interviewed, geographical re-
gions from which the sample is drawn, and so forth. The critics of “apples and oranges” com-

                                                 
343 Cf., for example, Hunter/Schmidt (2004), pp. 189ff.; Cortina (2003);  Rosenthal/DiMatteo (2001); 
Bijmolt/Pieters (2001); and Sharp (1997). 
344 Cf. Hunt (1997a), p. 42. 
345 Cf. Fricke/Treinies (1985), p. 171. 
346 Cf., for example, Slavin (1986). 
347 Cf. Glass et al. (1981), pp. 220ff.  
348 Cf. Hunter/Schmidt (2004), pp. 468ff.  
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parisons argue that aggregating the effect sizes of those studies would lead to meaningless 
results. However, mixing apples and oranges can be a good thing if one wants to generalize 
about fruit. (A mixture of apples and oranges would lead to the generalizations that fruit tends 
to be round and sweet, to have seeds, and so on.) In fact, studies that are exact replications of 
each other are actually more limited in their generalizability.349 The key is to identify an ap-
propriate group of studies to aggregate in order to reach a better understanding of the research 
question since, according to Hall et al. (1994), “combining apples and oranges to understand 
something about fruit may make more sense than combining fruit and humans to understand 
something about organic matter.”350 Moreover, a well performed meta-analysis deals with a 
variety of methodologies by treating this difference as a moderator variable. In the present 
meta-analysis, the explanation of variances is in much greater focus than is the aggregation of 
effect sizes alone.351 While this meta-analytic approach will be applied here to all appropriate 
studies in an effort to answer the research question, this work will aggregate only those con-
structs that measure the same relationship and will include moderators to deal with differ-
ences in the studies under consideration. 
 
 

3.5.3 Measures different to “r” 

 
An issue that arises during aggregation of studies in a meta-analysis is the different types of 
measures reported in the studies. In general, only the Pearson correlation coefficient  can be 
used in the aggregation process of the meta-analysis. However, some studies that are eligible 
to answer the research question from a content perspective report other measures than the cor-
relation coefficient. Standardized multiple regression coefficients, path coefficients of struc-
tural equation models (SEMs), canonical correlations, and test statistics are all examples of 
measures used in studies.352 To include studies that use these kinds of measures in a meta-
analysis, the Pearson correlation coefficient must be available. In the best case, the studies 
will have published correlation matrices, in addition to the other measures, or there will be a 
mathematical procedure to transform the reported measures into the Pearson correlation coef-
ficient. In reality, however, many researchers do not publish the necessary correlations; there-
fore Rosenthal (1994b) developed statistics to transform different measures into correlation 
coefficients.353  
 

                                                 
349 Cf. Glass et al. (1981), pp. 218ff. 
350 Hall et al. (1994), p. 20. 
351 Cf. Lipsey/Wilson (2001), pp. 8f. 
352 Cf. Hunter/Schmidt (2004), pp. 473ff.  
353 Cf. Rosenthal (1994b) or Rosenthal/DiMatteo (2001), pp. 70ff. 
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Still, there is no method by which to transform measures like canonical correlations and path 
coefficients from SEMs.354 Regarding multiple regression coefficients, Peterson and Brown 
(2005) published a formula tested with a large sample of real data to transform beta-
coefficients into the Pearson correlation coefficient355: 
 

, 
 
where  for  and for .  
 
The present meta-analysis applies the formulae from Rosenthal and from Peterson and Brown 
to transform respective measures into the Pearson correlation coefficient. 
 
 

3.5.4 Multiple measurements of a focal effect in a single study 

 
Many studies use multiple measures of the effect being analyzed. The issue to be considered 
in this context is how to include the different measures into the meta-analysis, either by using 
an average of the effect sizes or by using each single effect size. While Hunter and Schmidt 
(2004) argued from a conceptual point of view,356 Bijmolt and Pieters (2001) conducted a 
Monte-Carlo simulation with the different procedures to identify the most suitable one.357 
Hunter and Schmidt supposed the use of single effect sizes only for fully replicated designs 
(i.e., fully independent effect sizes) and argued for averaging the correlations in all other cas-
es. However, Bijmolt and Pieters (2001) showed that averaging multiple measures leads to 
less sophisticated results than does including all single measures from one study into the me-
ta-analysis. Thus, the current meta-analysis follows the suggested approach of Bijmolt and 
Pieters (2001), which is also commonly used in other meta-analyses.358 

                                                 
354 Cf. Hunter/Schmidt (2004), pp. 476ff.  
355 Cf. Peterson/Brown (2005).  
356 Cf. Hunter/Schmidt (2004), pp. 429ff. 
357 Cf. Bijmolt/Pieters (2001). 
358 Cf., for example, the meta-analysis of Heugens/Lander (2009), Krasnikov/Jayachandran (2008), Troy et al. 
(2008), and Henard/Szymanski (2001). 
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3.6 Summary of the method of meta-analysis 

 
The objective of this chapter was to describe the method of meta-analysis and its issues. Be-
fore the method was detailed, meta-analysis was delimitated from other review concepts and 
the superiority of the meta-analysis procedure of Hunter and Schmidt (2004) was discussed.  
 
In general a meta-analysis is the most powerful method for estimating true effect sizes and 
also allows a structured overview of extremely complex topics with conflicting findings in 
single studies. The selection of Hunter and Schmidt’s (2004) psychometric meta-analysis ap-
proach is based on several arguments: First, psychometric approach is based on the assump-
tions of the random-effects model, which are closer to reality than those of the fixed-effects 
model. Second, a psychometric meta-analysis is more accurate in correcting for biases in the 
individual studies than other methods. Finally, the method is the most commonly used ap-
proach in the management research. 
 
Usually meta-analyses do not differ in terms of their processes, but in the detailed procedure 
of correcting the identified effect sizes from single studies and estimating the true effect sizes 
in the population. Thus a meta-analysis can be divided into four general steps, as shown in 
figure 3-4. 
 

 
Figure 3-4: General steps in meta-analysis 

 
 

1. Identification of adequate studies: 
Before starting the final identification of studies, the research problem should be spec-
ified and the characteristics of the studies to be included in the meta-analysis defined. 
The search for literature is based on sources that include literature reviews, electronic 
databases, and the tables of contents of relevant journals. 
 

2. Coding of studies:  
Coding of studies begins with a clear guideline about the effect size to be included in 
the studies. The meta-analyst identifies the range of possible effects, decides which are 
important, and defines how to deal with the variations. The characteristics of studies to 
be coded are also defined. To guarantee a replicable coding process, the coders should 

1. Identification of  adequate studies 2. Coding of studies 3. Estimation of true effect sizes 4. Interpretation of results
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be trained before starting the coding process, and an electronic coding form should be 
developed so all relevant studies are coded in the same way. 

3. Estimation of true effect sizes: 
Having identified and coded the studies for the meta-analysis, the meta-analyst applies 
mathematical corrections, as detailed by Hunter and Schmidt (2004), to estimate the 
true effect size, confidence and credibility intervals, as well as the explained variance. 
 

4. Interpretation of results: 
The interpretation of the results is based on the magnitude of the estimated true effect; 
the accuracy of the results, measured by the confidence interval; the generalizability of 
the results in direction, shown by the credibility interval; and the generalizability of 
the result in magnitude by the explained variance. Availability bias is calculated as a 
further measure of stability. To identify possible moderators, Hunter and Schmidt’s 75 
percent rule is used, based in the percentage of the explained variance. When modera-
tors are indicated, a sub-group moderator analysis is conducted on the identified sub-
group of effect sizes, and the results are interpreted as outlined in the first part of this 
step. 

 
Conducting a meta-analysis is also connected to other issues that can distort its results. The 
main topics from a content perspective are the issues of “garbage in, garbage-out” and “apples 
and oranges.” Both topics are relevant are considered in the present analysis The mathemati-
cal problems in dealing with “measures different from “r” and “multiple measurements of a 
focal effect in a single study” are also be addressed in this work. 
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4 Identification and coding of single studies of success factors in 
innovation management 

 
This chapter deals with the first two steps in the meta-analysis procedure. The identification 
of eligible studies is discussed first, following by the coding of the studies, which leads to the 
final identification of success factors denoted in single studies. These two steps lay the foun-
dation for a sophisticated meta-analysis with helpful and forward-looking results. 
 
 

4.1 Identification of adequate studies: Scanning the innovation literature 

 
Identifying eligible studies for the meta-analysis is an essential part of the path to good results 
in the calculation part of the analysis. Therefore, in a first step, the characteristics of the eligi-
ble studies must be clarified in order to serve as a basis for the literature search that follows. 
Once studies that fit the research question have been identified, a categorization of possible 
success factors must be developed to guide the analysis and coding of those studies. 
 
 

4.1.1 Research problem and characteristics of eligible studies 

 

The central research question that leads the effort to identify eligible studies was defined in 
the introduction as “What are the true estimated effects of success factors identified in single 
studies that can predict successful innovation performance on a firm level?” Following this 
basic research question, additional characteristics of the studies to be chosen were defined.359 
 
Form of research findings in studies. After a pre-study of several publications in the context 
of innovation management and based on the findings of former meta-analyses with similar 
analysis backgrounds, it became apparent that the dominant form of effect sizes used in this 
literature is associations between variables. Most studies use either bi- or multivariate tech-
niques. Consequently, a meta-analysis using correlations will be applied in this dissertation. 
360 
 

                                                 
359 The characteristics are based on the explanations in section 3.2.1. 
360 Cf., for example, De Luca/Atuahene-Gima (2007), Atuahene-Gima et al. (2005), Li/Atuahene-Gima (2001a), 
Tsai (2001) and the meta-analysis of Henard/Szymanski (2001) or Damanpour (1991). This hypothesis and ex-
ample-driven approach was also confirmed by a later published analysis regarding research in new product de-
velopment, cf. Page/Schirr (2008), p. 239. 

M. Sattler, Excellence in Innovation Management, DOI 10.1007/978-3-8349-6158-7_4, 
© Gabler Verlag | Springer Fachmedien Wiesbaden GmbH 2011
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Distinguishing features. To ensure a focused search for eligible studies, the decision was 
made to examine only studies that analyzed success on a firm or program level.361 Moreover, 
only associations that measure financial success with either an objective362 or a subjective363 
construct will be included in the meta-analysis.364 Finally, the studies should have been done 
in the context of innovation management. Therefore, either financial success directly refers to 
innovations or the independent variables are defined and operationalized in the context under 
study.  
 
Research respondents (informant). No restrictions in the types of respondent were defined; 
however, the industry, region and hierarchical level of respondents are included as possible 
elements for moderating factors in the coding scheme. A restriction on types of respondents 
was not necessary because the definition of distinguishing features and the research method 
restricted the respondents. 
 
Key variables. The definition of key variables was kept open to allow for a broad identifica-
tion of possible success factors in the step of identifying studies during the literature search. 
However, the variables must be linked to innovation management. 
 
Research method. To ensure comparability of the different studies included in the analysis, 
the focus was narrowed to studies with an empirical survey design. To avoid a too-narrow 
sample of studies, further methodological restrictions were not made. However, methodologi-
cal differences like multiple vs. single informants or multiple vs. single items will be reported 
in the coding scheme to account for possible moderator factors. 
 
Cultural and linguistic range. Since innovation management is a global phenomenon and is 
relevant to all companies of any size in all parts of the world, no cultural restrictions were de-
fined. However, the region in which the survey was conducted will be reported in the coding 
scheme since it may have a moderating influence on the reported effect sizes. No linguistic 
restrictions were added. 
 

                                                 
361 This criterion was chosen to answer the research question, which focuses on the macro or the firm level. This 
choice is in contrast to studies that analyze success factors on the project level. For details, cf. 
Cooper/Kleinschmidt (1995), pp. 375f., Johne/Snelson (1988), p. 116, and section 2.2. 
362 Objective measures like new sales, new profit through innovations, ROI, sales growth, profit growth and so 
forth have been used. Cf., for example, Sandvik/Sandvik (2003), Ittner/Larcker (1997), or Pelham/Wilson 
(1996). 
363 Subjective measures like relative market share growth in comparison to competitors, firms’ perceived new 
product financial performance‚ satisfaction with new product performance, and so forth have been used; cf., for 
example, Bart/Pujari (2007), Im et al. (2003), or Moorman/Rust (1999). 
364 Based on the analysis of common measures of success in new product development by Griffin/Page (1993); 
see also the detailed discussion of financial innovation performance in section 2.2.1. 
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Time frame. The publication time frame is limited to before September 2007 because the lit-
erature search was finalized at that time.  
 
Publication type. In line with other meta-analyses in the context of innovation management, 
the focus of the literature search is on published and unpublished articles only.365 Books were 
excluded because, in most cases, the studies imprinted in books are published in similar form 
as articles. 
 
After the characteristics for eligible studies were identified (Table 4-1), the next step was to 
search for those studies in the literature databases and journals. 
 

 
Table 4-1: Characteristics of eligible studies for the meta-analysis 

 
 
 
 
 
 

                                                 
365 Cf. the meta-analysis of Damanpour (1991), Montoya-Weiss/Calantone (1994), or Henard/Szymanski (2001).  

Characteristic categories
Specification for eligible studies defined for the  
meta-analysis

Form of research findings in studies Correlations or measures transformable to correlations.

Distinguishing features 1. Financial success at the firm level.
2a. Either financial success refer directly to
      innovation or 
2b. Success factors in the study refer to innovation
      management on the firm level.

Research respondents No restrictions

Key variables No restrictions, but variables must to be linked to 
innovation management.

Research method Empirical survey design only

Cultural and linguistic range No restrictions

Time frame No restrictions

Publication type Published or unpublished articles
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4.1.2 The tide of identification 

 
The literature search was conducted in three steps. The first step was the search for appropri-
ate journals. Based on the VHB sub-ranking for innovation management from 2003366 and 
based on discussions with affiliated researchers in innovation management, a list of journals 
was compiled covering all journals in which studies on innovation management practices and 
firm financial innovation performance are most likely to be published.367 The electronic data-
base Business Source Complete (BSC), which covers more than 1,200 business related, peer-
reviewed journals, was the primary source used in the search.368  
 
The three most obvious keywords, innovat*, product development and new product, were ap-
plied sequentially in the BSC search interface for each selected journal, and the abstracts of 
the resulting studies were scanned for adequacy. In cases in which the journal was not cov-
ered or not completely covered by BSC, the internet page of the respective journal was used 
for a scan through the table of contents of each issue.369 In a second step, a general keyword 
search using the same keywords as in the search on the journal level was performed on the 
BSC database370 and the SSRN Electronic Library,371 the latter which include over 200,000 
abstracts of forthcoming and working papers, for relevant papers. In the third step, the refer-
ences from the studies obtained from the first two steps were examined for additional eligible 
studies.372  
 
Table 4-2 shows the results of the search procedure. In total, 75 published studies from 26 dif-
ferent journals fit the defined study characteristics. However, 80 percent of the identified 
studies were published in one of 11 journals—largely innovation management and marketing 
journals. Most of the studies were identified from the leading journal for innovation manage-
ment, Journal of Product Innovation Management (JPIM). 
 
                                                 
366 For details about the VHB Jourqual 1 Ranking from 2003, see http://pbwi2www.uni-
paderborn.de/WWW/VHB/VHB-Online.nsf/id/DE_Ergebnisse_von_Jourqual_1_aus_dem_Jahre_2003 (re-
trieved 7 April 2009).  
367 The journals on the list were: Academy of Management Journal, Journal of the Academy of Marketing, Jour-
nal of Marketing, Journal of Marketing Research, Journal of Product Innovation Management, Management 
Science, Marketing Science, Journal of International Marketing, R&D Management, Organization Science, Stra-
tegic Management Journal, Journal of Small Business Management, IEEE Transactions on Engineering Man-
agement and Journal of Business Venturing. 
368 Business Source Complete is the world’s leading database for academic research; it exceeds all other data-
bases in terms of business-related journals. For more details on Business Source Complete, see 
http://www.ebscohost.com/thisTopic.php?marketID=1&topicID=399 (retrieved7t April 2009).  
369 E.g., for research policy or R&D management. 
370 In the second step, all journals searched during the first search steps were excluded through the respective 
operators in the BSC database. 
371 The SSRN eLibrary is the leading database providing access to unpublished papers. For more details, see 
http://www.ssrn.com (retrieved 7 april 2009).  
372 Appendix (1) provides an overview of the structure of the databases used (Tables 8-1 and 8-2) during the lit-
erature search. 
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Table 4-2: Result of search for eligible studies 

 
 
A complete list of all studies identified is in appendix (2).373 The publication dates of the stud-
ies identified range from 1990-2007, a result that was not unexpected since the first seminal 
empirical work on success factors in innovation management on a firm level was published 
(by Cooper and Kleinschmidt) in 1995.374  
 
After the eligible studies were identified, the next step of the meta-analysis involved coding 
the studies to aggregate similar effects sizes. However, before detailed coding could begin, a 
conceptual framework was necessary to serve as a guide in the coding process and to structure 
the success factors of the individual studies. This framework is developed in the next section. 
 
 

4.1.3 Conceptual framework for structuring the success factors in innovation management 

 
In innovation management, there is no theory-based model of all determinants of innovation 
success.375 However, as section 2.2.2 discussed, the factors analyzed in combination with in-
novation performance are both broad and numerous, so a framework is needed to arrange the 
variables reported in the literature into an easily accessible structure that can guide the coding 
process of the meta-analysis. Several suggestions have been made by innovation researchers 

                                                 
373 See Tables 8-3 and 8-4 in Appendix (2). 
374 Cf. Cooper/Kleinschmidt (1995). 
375 Cf. Ernst (2002), p. 2 and Hauschildt (1993), p. 320. 

Journal Research domain
Rating 

(Jourqual 1)

Number of 
studies 

identified

Percentage of 
total studies 

identified
Journal of Product Innovation Management Innovation Management B 22 29.3%
Journal of Marketing Marketing A+ 12 16.0%
R&D Management Innovation Management B 8 10.7%
Journal of the Academy of Marketing Science Marketing A 4 5.3%
Academy of Management Journal General Management A+ 2 2.7%
International Journal of Research in Marketing Marketing A 2 2.7%
International Journal of Technology Management Innovation Management C 2 2.7%
Journal of International Marketing Marketing A 2 2.7%
Journal of Small Business Management Innovation Management C 2 2.7%
Management Science General Management A+ 2 2.7%
Research Policy Innovation Management B 2 2.7%
Others* 15 20.0%
Total 75 100.0%

* One study was identified in each of the following journals: 
Entrepreneurship: Theory & Practice, European Journal of Marketing, IEEE Transactions on Engineering Management, Industrial Marketing 
Management, International Marketing Review, Journal of Business Venturing, Journal of International Business Studies, Journal of Management 
Studies, Journal of Marketing Management, Journal of Marketing Research, Journal of Marketing Theory & Practice, Journal of Strategic 
Marketing, Journal of World Business, Long Range Planning, Strategic Management Journal.
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for categorizing the diverse success factors identified in single studies, including reviewing 
articles to arrange the factors in frameworks or models for a structured overview of what has 
been done in the field.376 However, none of the frameworks suggested cover all factors identi-
fied by the present work. Therefore, based on a review of the proposed models, a four-
category framework was developed that combines the different models into one overarching 
framework. Table 4-2 provides an overview of the categories identified in the reviews and 
their links to the four categories proposed in this dissertation: strategic attributes, innovation 
process characteristics, organization and culture, and environmental characteristics.  
 

                                                 
376 For example, see the publications of Smith et al. (2008), Adams et al. (2006), Burgelman et al. (2004), Cor-
mican/O'Sullivan (2004), Verhaeghe/Kfir (2002), Henard/Szymanski (2001), Goffin/Pfeiffer (1999), Chiesa et 
al. (1996), Cooper/Kleinschmidt (1995), and Montoya-Weiss/Calantone (1994).  
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Table 4-3: Innovation management models and integrating categories377 

                                                 
377 Adapted from Adams et al. (2006), p. 25 
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The four categories were discussed with innovation researchers to ensure the categories’ ap-
propriateness and completeness. A first definition of all four categories was developed to help 
the coders to arrange the identified constructs into the correct category. A very narrow de-
scription of the categories was avoided to allow a broad number of factors to be included. 
This categorization should serve only as a rough guideline for the coding process and should 
be reasonable and easily accessible from an educative and practical point of view, so the ob-
jective was not to offer a final framework for determinants of innovation success.378 
 
Strategic attributes. This category includes all factors that describe to what degree the firm’s 
organization is aligned with the strategic objective to be innovative. 
 
Innovation process characteristics. This category contains all variables that are directly con-
nected with the innovation process. 
 
Organization and culture. The elements captured in this category are all associated with the 
organizational set-up and the cultural and behavioral characteristics of the firm. 
 
Environmental characteristics. The factors in this category describe the characteristics of the 
market in which the firm acts but on which it has no direct influence. 
 
The categorization framework was integrated into the coding scheme in order to analyze each 
eligible study in detail. The next section describes the process of analysis and the outcome. 

                                                 
378 This approach is in line with the approach of other meta-analysis that developed a framework to guide the 
coding process and structure the analysis, e.g., cf. Song et al. (2008); Henard/Szymanski (2001); or Palmatier et 
al. (2006). 
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4.2 Coding of studies: Identification of success factors in single studies 

 
The following sections deal with the process of coding the identified studies. First, the coding 
scheme and the coding approach are described and the results are shown in an overview. The 
subsequent section details the hypothesized effect of the success factors from the single stud-
ies on financial innovation performance. 
 

4.2.1 Coding scheme and approach for identification of success factors 

 
In addition to the framework for the classification of success factors, a coding scheme was 
built to ensure an accurate and structured coding procedure.379 This coding scheme did not 
include any predefined constructs as independent variables because the objective of the work 
was to report all factors that may influence the success of innovation management.380 Apart 
from the constructs and effect sizes also contextual and methodological study characteristics 
were included.381 Thereby, the focus was on information that may explain differences in the 
studies and that could serve as moderators in the further aggregation of effect sizes. Conse-
quently, information about the methodology used to set up the survey and about the execution 
of the survey was coded. The context of each study was also part of the coding scheme.  
 
The coding scheme was structured in seven parts:382 
 

1. General study and coding information - The general information about the study, like 
the title of the study, authors or publication, and about the coding process, like the 
name of the coder or the reason the paper was rejected from the meta-analysis. 
 

2. Study context parameters- All data about the context in which the study was carried 
out, e.g., information about the industry, region, and size of the companies in the sam-
ple, or type of innovation. 
 

3. Theoretical backgrounds of study - The theories used by the studies’ authors to derive 
the hypotheses to be analyzed in the study. 
 

                                                 
379 The coding scheme was discussed with adjacent researchers to ensure complete coverage of the important 
data for the meta-analysis and to adjust for practicability. 
380 Cf. Hunter/Schmidt (2004), p. 470, and see the discussion in section 3.3.2.1. 
381 In line with the suggestion of Glass et al. (1981), p. 77. 
382 The complete coding scheme is shown in Table 8-5 in Appendix (3). 
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4. Survey design information - information on how the authors set up the survey design 
used and how the reliability and validity of the used constructs was tested. 
 

5. Survey execution information - All data about how the survey was conducted, e.g., 
level of analysis object, management level of respondent, sample size. 
 

6. General information about effect sizes - general information about the effect sizes that 
is valid for all effect sizes in the study, e.g., type of effect size and missing infor-
mation about the effect size. 
 

7. Specific information about effect size - specific information about each effect size re-
ported, e.g., all data about the dependent and independent variable, like definition of 
constructs used and values for mean, standard deviation, reliability measures, and ef-
fect size. This part is filled in several times by the coder, depending on the number of 
effect sizes in the study. 

 
Differences in the coding scheme from the suggested categories defined in the previous chap-
ters383 are related primarily to the practical need to ease the transfer of the data into the elec-
tronic database later. In terms of content, all three suggested information categories—study 
descriptor, coding process and information about effect size—are included in the scheme.  
 
After finalization of the coding scheme, the coding process was started. All articles were read 
and analyzed in detail, and the information relevant to coding was copied directly into the 
coding scheme. Since the coding scheme included only numerical or directly quoted infor-
mation from the respective journals, no coders other than the author were needed;384 in this 
step, no judgments by the coder were made because all scales reported in the primary studies 
were copied directly. This procedure was chosen to guarantee that dissimilar effects would 
not be combined inappropriately and that conceptually similar variables385 would not be left 
as separated in the following judgment-based coding. 386 
Subsequent to the first coding step, which included identifying missing information, the au-
thors of the respective studies were contacted via e-mail to help fill in the missing infor-
mation. In most cases, the correlation matrix or relevant parts of it were not published in the 
articles;387 missing information is a common problem for meta-analysts that often leads to the 
exclusion of otherwise eligible studies from the meta-analysis.388 After responses were re-
                                                 
383 See section 3.3.2.2. 
384 Cf. Stock (1994), p. 129. 
385 Authors of single studies often use slightly different denotations for variables, but they refer to the same con-
structs. 
386 In line with the approach taken by Henard/Szymanski (2001), p. 363.  
387 Cf., for example, De Brentani/Kleinschmidt (2004), Nicholson et al. (1990), or Gemuenden et al. (1992). 
388 Cf. Hunter/Schmidt (2004), p. 473. 
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ceived from the authors contacted, 18 studies had to be excluded, primarily because the au-
thors said they could not find the data because it was too old. Others mentioned confidential-
ly, and a few did not respond even after a reminder e-mail was sent. Six studies were exclud-
ed because their authors published more than one article using the same sample and similar 
constructs,389 although two such studies were retained, even though the same sample was used 
twice, because different constructs have been reported.390 
 
Four additional coders with innovation backgrounds were used to code the judgment-based 
aggregation of effect sizes. These coders were trained, as suggested by Lipsey and Wilson,391 
through an explanation of the framework categories and an elucidation of the constructs iden-
tified by the author in the first step of the coding process. Each of the four coders analyzed the 
different constructs and suggested which variables should be aggregated because of conceptu-
al similarity and to which framework categories the variables belonged. After analyzing the 
suggested aggregations and framework categories, an inter-coder agreement of 98 percent was 
reached; then the remaining discrepancies were resolved via discussions.392 
 
After coding, 23 success factors and six methodological and context-specific moderators were 
placed in the framework categories, as shown in Table 4-4. The factors stemmed from 45 
studies, with 47 samples and 277 effect sizes. They represent more than 11,000 individual ob-
servations with study sample sizes ranging from 48 to 1,360.393 The inclusion rate of 60 per-
cent of the identified studies is in line with other meta-analyses in management and marketing 
research.394  
 
The next section defines all 23 factors and explains the hypotheses concerning their effects on 
innovation performance. 
 

                                                 
389 For details see Table 8-4 in Appendix (2). 
390 The studies of Bart/Pujari (2007) and Bart (2002). 
391 Cf. Lipsey/Wilson (2001), p. 88. 
392 See also the similar process undertaken by Geyskens et al. (2006), who also split coding into two steps: nu-
merical coding first and judgment-based coding second. 
393 Another six studies have been excluded because the reported effect sizes were unique or were reported fewer 
than 3 times (e.g., the constructs proficiency in portfolio management or use of new-to-the firm products). This 
choice is in line with the approach taken by Song et al. (2008), p. 13. All details about the studies included and 
effect sizes can be found in Table 8-4 in Appendix (2). 
394 Cf. Troy et al. (2008), p. 134; Song et al. (2008), p. 10; or Henard/Szymanski (2001), p. 363. The number of 
studies included exceeds the number of studies included in other work in the area of marketing research; cf. Troy 
et al. (2008), p. 134. 
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Table 4-4: Overview of success factors from single studies and moderators 

 
 

4.2.2 Hypothesis on the impact of the success factors identified from single studies 

 
This section describes the effect of each success factor identified among the individual stud-
ies. The descriptions are based primarily on primary studies and other publications that deal 
with a specific factor and have been discussed with the coders before being aggregated into 
the constructs from the eligible studies.395 The section does not include a detailed discussion 
of a specific theory-based background that guides the relationship between the specific factors 
and the performance construct because, as Song et al. explained in their meta-analysis (2008), 
there are only two types of meta-analytic studies, each of which can be distinguished by its 
general analysis focus. The first kind of meta-analytic study focuses on a relationship between 
two variables or the change in a single variable across different respondent groups. The se-

                                                 
395Thus, the description will be kept short and will reflect only the main effect hypothesized by the respective 
articles. For details, see the references in the description of each factor. 

F1 Explicit innovation strategy M1 Innovation focus
F2 New-to-the-market products M2 Region
F3 Provision of resources

M3 Level of management
F4 Formal product development process M4 Single informant bias
F5 Proficiency in product development process M5 Data type of performance construct
F6 Reduced cycle time M6 Items used to measure performance construct
F7 Customer input
F8 Competitor intelligence
F9 Cross-functional coordination
F10 Explicit knowledge management
F11 External networks
F12 Available knowledge in workforce

F13 Market orientation
F14 Innovation orientation 
F15 Learning orientation
F16 Absorptive capacity
F17 Top management support
F18 Formalization 
F19 Decentralization
F20 Firm size

Environmental characteristics
F21 Market dynamism
F22 Technological uncertainty
F23 Competitive intensity

Organization and culture

Context specific moderators

Methodological moderators

Success factors from single studies Moderators

Strategic attributes 

Innovation process characteristics 
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cond one examines a large number of variables related to one focal construct, like financial 
innovation performance. The former type is strongly guided by one or two theories, but the 
second integrates all of the existing research on that specific construct and is “largely atheo-
retical because the research it combines rests on heterogeneous theoretical backgrounds.”396  
 
The aim of the present meta-analysis is to understand the influence of all success factors that 
relate to financial innovation performance. As a result, the identified studies do not share one 
central innovation theory background; instead, they use different theoretical streams397 or 
practical experience398 to argue for the effect of several factors on that construct. Hence, the 
present meta-analysis is of the second type described by Song et al. and has no central theory 
explaining the inclusion of different factors.399 
 
The structure of this section follows the categories of the framework and closes with the mod-
erators in the final sub-section.  
 
 

4.2.2.1 Strategic attributes 

 
Three strategic attributes were identified during the coding process. In the following, the fac-
tors explicit innovation strategy, new-to-the-market products, and provision of resources are 
detailed. 
 
Explicit innovation strategy. A firm’s innovation strategy defines the role of innovation man-
agement in the company’s overall strategy.400 Cooper (1993) defined the innovation strategy 
or product innovation charter as the “master plan,” which is “an overarching construct that 
influences every stage of the new-product process.”401 In this context, the focus areas for new 
products and markets are defined, the organizational setup for implementation is formal-
ized,402 and goals for the overall company and new products are specified.403 Furthermore, 
having an explicit innovation strategy allows management to plan how to dedicate resources 
to specific innovation projects.404 An explicit innovation strategy incorporated in the firm 

                                                 
396 Song et al. (2008), p. 9. 
397 For example, cf. Belderbos et al. (2004), who based the factors on the organization theory; or Kleinschmidt et 
al. (2007), who used the resource-based view as underlying theory. 
398 Cf. Ittner/Larcker (1997) or Langerak/Hultink (2005). 
399 This approach is in line with all other meta-analyses in an adjacent innovation context; cf. Pattikawa et al. 
(2006), Henard/Szymanski (2001), or Montoya-Weiss/Calantone (1994). 
400 Cf. Bart/Pujari (2007), p. 5; Li/Atuahene-Gima (2001b), p. 1124; Hegarty/Hoffman (1990), p. 187. 
401 Cooper (1993), p. 287. 
402 Cf. Ettlie et al. (1984), p. 684. 
403 Cf. Bobrow (1994), p. E10. 
404 Cf. Gupta/Wilemon (1990), p. 285. 
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strategy should have an overall positive influence on financial innovation performance.405 As 
shown in Table 4-5, 23 effect sizes and a total sample size of 3,018 respondents were used in 
the meta-analysis. The effect sizes range from .01 to .47, which documents the conflicting re-
sults and supports the need for a meta-analysis. 
 

 
Table 4-5: Effect details - Explicit innovation strategy 

 
 
New-to-the-market products. New-to-the-market products are innovations that are totally new 
to the market and industry, so this construct refers to the degree of that newness. Some au-
thors also refer to this kind of innovation as new-to-the-world406 or radical products.407 In 
comparison, new-to-the-firm products or incremental products are innovations that are new in 
the product portfolio of the firm but that already exist in the industry and market. These prod-
ucts are often improvements of existing products in the firm or imitations of products that are 
in the market.408 A positive influence on financial innovation performance is expected from 
new-to-the-market products. As shown in Table 4-6, five effect sizes and a total sample size 
of 1,445 respondents are used in the meta-analysis. The effect sizes range from .03 to .24, 
documenting the conflicting results and supporting the need for a meta-analysis.  
 

 
Table 4-6: Effect details - New-to-the-market products 

 
 
Provision of resources. Resources are assets or inputs that are owned, controlled, and ac-
cessed by the firm409 and that enable the firm to develop new products in an efficient and ef-
fective process.410 Resources might be tangible—like employees, funds, or machinery—or 
                                                 
405 Cf. Yam et al. (2004), p. 1135; Bart (2002), p. 25; or Pelham/Wilson (1996), pp. 29ff. 
406 Cf. Olson et al. (1995), p. 52. 
407 Cf. De Brentani (2001), pp. 170f. or Atuahene-Gima (1995), p. 279. 
408 Cf. Sandvik/Sandvik (2003), p. 357 or Danneels/Kleinschmidt (2001), pp. 358f.; in this meta-analysis, only 
the innovation category new-to-the-market was included because there were not enough studies available using 
the new-to-the-firm construct linked to financial innovation performance. 
409 Cf. Helfat/Peteraf (2003), p. 348. 
410 Cf. Hunt (1997b), p. 60. 

min. max.

Explicit innovation strategy + .01 .47 23 3,018

Range of effect 
sizes in identified 
studies

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

New-to-the-market products + .03 .24 5 1,445

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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intangible—like an organizational resource that is based on experience and developed over 
time.411 In the resource-based view, the provision of sufficient resources to critical problems 
and tasks is an essential capability of the senior management of a firm.412 Consequently, the 
effect of resource provision on innovation performance has been identified by several studies 
as positive.413 As shown in Table 4-7, five effect sizes and a total sample size of 1,196 re-
spondents are used in the meta-analysis. The effect sizes range from .20 to .41, which indi-
cates the possible size of the effect of this success factor.  
 

 
Table 4-7: Effect details - Provision of resources 

 
 

4.2.2.2 Innovation process characteristics 

 
The innovation process is characterized by input and organizational elements. The factors of 
formal product development process, proficiency in product development process, reduced 
cycle time, customer input, competitor intelligence, cross-functional coordination, explicit 
knowledge management, external networks, and available knowledge in workforce are de-
scribed in the following paragraphs. 
 
Formal product development process. A formal product development process, which is most-
ly a stage-gate-like system, refers to a conceptual and operational model for moving product 
development from idea to launch. The use of this formal system helps firms improve the effi-
ciency and effectiveness of innovation management.414 Several studies have hypothesized and 
demonstrated the positive effect of such a formal process on innovation financial perfor-
mance.415 As shown in Table 4-8, four effect sizes and a total sample size of 871 respondents 
are used in the meta-analysis. The effect sizes range from .12 to .42, which indicates the pos-
sible size of the effect of this success factor.  
 

                                                 
411 Cf. Wernerfelt (1984), p.173. 
412 Cf. Helfat/Peteraf (2003), p. 348. 
413 Cf. Swink (2000), p. 211 or Cooper/Kleinschmidt (1995), p. 389. 
414 Cf. Cooper/Kleinschmidt (1991), p. 137; see also figure 2-2 in section 2.1.1.2 for details. 
415 Cf. Kleinschmidt et al. (2007), p. 425; Bonner et al. (2002), p. 237; and Cooper/Kleinschmidt (1995), p. 377. 

min. max.

Provision of resources + .20 .41 5 1,196

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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Table 4-8: Effect details - Formal product development process 

 
 
Proficiency in product development process. In addition to the availability of a formal product 
development process, mastery in the use of these process activities is another factor critical to 
innovation management.416 The activities in the product development process range from a 
first idea to development to commercialization and launch.417 Proficiency in the product de-
velopment process is expected to have a positive influence on financial innovation perfor-
mance. As shown in Table 4-9, 13 effect sizes and a total sample size of 1,103 respondents 
are used in the meta-analysis. The effect sizes range from .23 to .55, indicating the importance 
of this factor. 
 

 
Table 4-9: Effect details - Proficiency in product development process 

 
 
Reduced cycle time. Cycle time refers to the time required to move an innovation from idea to 
launch.418 Several activities, such as use of IT tools and reduction in the number of parts and 
components to reduce the cycle time have been identified by different authors.419 In general, a 
positive effect of a reduction of the cycle time on performance is expected, but some studies 
also measured a negative effect, as shown in Table 4-10. A total of twelve effect sizes and a 
total sample size of 2,315 are used in the meta-analysis. The effect sizes range from -.09 to 
.44, documenting the conflicting results and supporting the need for the meta-analysis. 
 
 

                                                 
416 Cf. Im et al. (2003), p. 92; Song/Parry (1997), p. 66; and Calantone et al. (1995), p. 215. 
417 Cf. Cooper (2008), p. 215. 
418 Cf. Ittner/Larcker (1997), p. 15 or Calantone et al. (1995), p. 216.  
419 Cf. Langerak/Hultink (2005), p. 30 or Calantone et al. (2003), p. 95.  

min. max.

Formal product development process + .12 .42 4 871

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Proficiency in product development process + .23 .55 14 1,491

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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Table 4-10: Effect details - Reduced Cycle Time 

 
 
Customer input. This factor refers to the inclusion of customer experiences and preferences in 
the product development process.420 A common practice is the involvement of specific lead 
users into the process.421 This firm capability, often described as responsiveness to the ex-
pressed and unexpressed needs of current and potential customers, is expected to have a posi-
tive effect on innovation performance.422 However, as shown in Table 4-11, the sizes of the 
effects from the identified studies range from -.24 to .50, indicating that the empirical studies 
could not always demonstrate the positive hypothesis and supporting the need for the meta-
analysis. In total 20 effect sizes and a sample size of 4,657 respondents are used in the meta-
analysis. 
 

 
Table 4-11: Effect details - Customer input 

 
 
Competitor intelligence. Competitor intelligence is the firm’s ability to integrate information 
about competitors’ goals, strategies, offerings, resources, and capabilities into product devel-
opment activities.423 Firms place high priority on a detailed assessment of existing and poten-
tial competitors.424  A positive influence is expected from this factor on financial innovation 
performance.425 However, as shown in Table 4-12, the effect sizes from the identified studies 
range from -.22 to .38 and, like the studies on customer input, these studies could not always 
support a positive hypothesis regarding the impact of customer input. This issue also supports 
the need for a meta-analysis. In total, ten effect sizes and 1,448 respondents are used in the 
meta-analysis.  
 

                                                 
420 Cf. Belderbos et al. (2004), p. 1489; or Voss/Voss (2000), p. 67 
421 Cf. Langerak/Hultink (2005), p. 31 
422 Cf. Deshpandé et al. (1993), pp. 27 f. and Narver/Slater (1990), p. 21. 
423 Cf. Voss/Voss (2000), p. 67 or Narver/Slater (1990), pp. 21f. 
424 Cf. Olson et al. (1995), p. 52. 
425 Cf. Slater et al. (2007), p. 8 or Voss/Voss (2000), p. 70. 

min. max.

Reduced Cycle Time + -.09 .44 12 2,316

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Customer input + -.24 .50 20 4,657

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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Table 4-12: Effect details - Competitor intelligence 

 
 
Cross-functional coordination. Cross-functional coordination refers to the coordinated utiliza-
tion of company functions like marketing, research and development, and manufacturing in 
the innovation process.426 Cross-functional participation on development teams, in particular, 
has been seen as improving the efficiency and effectiveness of the development process.427 
Other studies also expected a positive influence on innovation financial performance.428 As 
shown in Table 4-13, 20 effect sizes ranging from .08 to .47 and a total sample size of 3,016 
respondents are used in the meta-analysis. 
 

 
Table 4-13: Effect details - Cross-functional coordination 

 
 
Explicit knowledge management. Several authors have reported on the importance of integrat-
ing knowledge into the new product development process.429 However, such integration ef-
forts must be managed actively, which management is described by the factor explicit innova-
tion management. The consolidation of existing knowledge with newly created or externally 
accessed knowledge is the central task of knowledge management. Existing knowledge from 
past innovations needs to be transferred into new product developments, but new knowledge 
needs to be created as well. 430 Indeed, this effort is a central capability in the innovation pro-
cess431. Thus, the effect of explicit knowledge management is hypothesized to be positive. As 
shown in Table 4-14, four effect sizes and a total sample size of 600 respondents are used in 
the meta-analysis. The effect sizes range from .31 to .49, emphasizing the importance of this 
factor. 

                                                 
426 Cf. Song/Jinhong (2000), p. 64 and Narver/Slater (1990), p. 22. 
427 Cf. Ittner/Larcker (1997), p.14. 
428 Cf. Voss/Voss (2000), p. 71; Griffin/Hauser (1996), p. 193; or Cooper/Kleinschmidt (1995), p. 377.  
429 Cf. Danneels (2002), pp. 1103f. and Dougherty (1992b), p. 78.  
430 Cf. Marsh/Stock (2006), p. 424. 
431 Cf. Marsh/Stock (2006), p. 423. 

min. max.

Competitor intelligence + -.22 .38 10 1,448

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Cross-functional coordination + .08 .47 20 3,016

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
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studies

Number of 
effect sizes 
identified

Total 
sample 
size
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Table 4-14: Effect details - Explicit knowledge management 

 
 
External networks. External networks or co-operative arrangements are important to firms’ 
ability to gain access to external knowledge about resources and capabilities,432 but sharing 
risks and costs in an uncertain development environment also fosters external networks.433 
Partners in those external networks are competitors, universities, suppliers and so forth.434 
The effect of external networks on financial innovation performance is expected to be posi-
tive,435 but this hypothesized effect was not always found by the identified studies, as shown 
in Table 4-15. The effect sizes range from -.11 to .26, which supports the need for a meta-
analysis. In total, eleven effect sizes and a sample size of 5,770 respondents are included in 
the meta-analysis. 
 

 
Table 4-15: Effect details - External networks 

 
 
Available knowledge in workforce. This factor refers to the innovation experience of the 
members of the product development teams. The ability of the employees to conceptualize, 
formulate, develop, and commercialize a new product is essential in this context.436 This fac-
tor is expected to have a positive influence on financial innovation performance. As shown in 
Table 4-16, five effect sizes and a total sample size of 762 respondents are used in the meta-
analysis. The effect sizes range from .20 to .53, emphasizing the importance of this factor. 
 
 

                                                 
432 Cf. Wirtz et al. (2007), p. 301. 
433 Cf. Belderbos et al. (2004), p. 1479. 
434 Cf. Chang (2003), p. 428. 
435 Cf. Belderbos et al. (2004), p. 1480 and Li/Atuahene-Gima (2001b), p. 1126. 
436 Cf. Im et al. (2003) p. 85; and Cooper/Kleinschmidt (1995), p. 377. 

min. max.

Explicit knowledge management + .31 .49 4 600

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

External networks + -.11 .26 11 5,770

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
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Number of 
effect sizes 
identified

Total 
sample 
size
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Table 4-16: Effect details - Available knowledge in workforce 

 
 

4.2.2.3 Organization and culture 

 
The category of organization and culture is comprised of all factors related to structure and 
behavior: market orientation, innovation orientation, learning orientation, absorptive capaci-
ty, top management support, formalization, decentralization, and firm size. 
 
Market orientation. Market orientation is “the set of cross-functional processes and activities 
directed at creating and satisfying customers through continuous needs assessment.”437 Mar-
ket orientation is often seen as a “value-based strategic philosophy manifesting itself in be-
haviors designed to keep the firm close to the customer.”438 In the context of innovation man-
agement, market orientation helps the firm keep the development process focused on the 
needs of current and potential customers by having superior information-gathering and infor-
mation-processing capabilities, by being more involved in close and effective cross-functional 
cooperation, and by being more sophisticated in dealing with uncertainty in the market-
place.439 Consequently, the hypothesized effect of market orientation on  financial innovation 
performance is positive. However, the hypothesized effect was not always found in the identi-
fied studies, as shown in Table 4-17; the effect sizes range from -.07 to .72, which supports 
the need for the meta-analysis. A total of 46 effect sizes and a sample size of 9,924 respond-
ents are included in the meta-analysis.  
 

 
Table 4-17: Effect details - Market orientation 

 
 
 
                                                 
437 Deshpandé/Farley (1998), p. 213. This definition is in line with the works of Kohli/Jaworski (1990) and Nar-
ver/Slater (1990). 
438 Baker/Sinkula (2005), p. 484; see also the statements of Han et al. (1998), p. 31. 
439 Cf. Wei/Morgan (2004), p. 378. 

min. max.

Available knowledge in workforce + .20 .53 5 762

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
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min. max.

Market orientation + -.07 .72 46 9,924

Success factor Direction of 
hypothesized effect on 
financial innovation 
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sample 
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Innovation orientation. Innovation orientation refers to the degree to which the culture of a 
firm is open to innovation by allowing new ideas and pursuing them proactively.440 Innova-
tion orientation fosters a spirit of creativity and experimentation in developing and introduc-
ing new processes and products.441 Consequently, the effect of innovation orientation on fi-
nancial innovation performance has been shown to be positive in several studies.442 As shown 
in Table 4-18, 13 effect sizes and a total sample size of 2,697 respondents are used in the me-
ta-analysis. The effect sizes range from .20 to .52, emphasizing the importance of this factor. 
 

 
Table 4-18: Effect details - Innovation orientation  

 
 
Learning orientation. An organization with a learning orientation emphasizes the importance 
of developing new skills, enjoying learning, being curious about new ways to enhance per-
formance, having a preference for challenging work, and reflecting critically on the assump-
tions of the organization.443 Thus, a learning orientation is “the manifestation of the organiza-
tion’s propensity to learn and adapt accordingly.”444 In product development, a culture of 
learning orientation affects organizational members’ mindsets by encouraging and even re-
quiring them to “think outside the box.”445 Consequently, the effect of learning orientation on 
financial innovation performance is expected to be positive.446 However, as documented in 
Table 4-19, the range of identified effect sizes in the eligible studies is broad, varying from -
.01 to .50. In total, twelve effect sizes and a sample size of 4,005 respondents are used in the 
meta-analysis. 
 

 
Table 4-19: Effect details - Learning orientation 

 

                                                 
440 Cf. Olson et al. (2005), p. 52; Hurley/Hult (1998), p. 44; and O'Reilly/Rao (1997), p. 60. 
441 Cf. Lumpkin/Dess (2001), p. 431. 
442 Cf. Cooper/Kleinschmidt (1995), p. 377. 
443 Cf. Atuahene-Gima et al. (2005), p. 469. 
444 Mavondo et al. (2005), p. 1237. 
445 Cf. Baker/Sinkula (1999), p. 413. 
446 Cf. Slater/Narver (1995), p. 66. 

min. max.

Innovation orientation + .20 .52 13 2,697

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Learning orientation + -.01 .50 12 4,005

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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Absorptive capacity. This factor refers to the ability of the firm to value, assimilate, and apply 
new knowledge in new product development activities.447 The extent to which a firm invests 
in R&D is the measure for its level of absorptive capacity.448 The relationship between ab-
sorptive capacity and financial innovation performance is expected to be positive.449 As 
shown in Table 4-20, four effect sizes and a total sample size of 274 respondents are used in 
the meta-analysis. The identified effect sizes range from .24 to .40. 
 

 
Table 4-20: Effect details - Absorptive capacity 

 
 
Top management support. The commitment of a firm to its strategic efforts, like innovation 
management, can be measured by the level of top management support. The characteristics of 
top management support include visioning to guide the new product development, champion-
ing innovation efforts during critical phases, participating directly in day-to-innovation activi-
ties or indirectly as project reviewers, sponsoring high-risk ventures, and interacting with stra-
tegic customers.450 The effect of top management support on financial innovation perfor-
mance is expected to be positive.451 As shown in Table 4-21, six effect sizes and a total sam-
ple size of 1,321 respondents are used in the meta-analysis. The identified effect sizes range 
from .16 to .33. 
 

 
Table 4-21: Effect details - Top management support 

 
 
Formalization. This structural factor of an organization measures the degree to which “activi-
ties and relationships are governed by rules, procedures and contracts,”452 the instruments that 

                                                 
447 Cf. Tsai (2001), p. 998 and Cohen/Levinthal (1990), pp. 128f. 
448 Cf. Cohen/Levinthal (1990), pp. 138ff. 
449 Cf. Tsai (2001), p. 998. 
450 Cf. Kleinschmidt et al. (2007), pp. 423ff. 
451 Cf. Cooper/Kleinschmidt (1995), p. 377. 
452 Ruekert et al. (1985), p. 15. 

min. max.

Absorptive capacity + .24 .40 4 274

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Top management support + .16 .33 6 1,321

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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provide employees with behaviors and routines to deal with problems appropriately.453 While 
formalization can lead to increased efficiency in performance,454 some authors have expected 
a negative influence in performance, especially in complex environments with high uncertain-
ty, as is the case in new product development.455 Thus, the expected effect of formalization on 
financial innovation performance is negative. However, as shown in Table 4-22, the values of 
the identified effect sizes range from neutral (.01) to positive (.16). This ambiguous range of 
effects sizes can be addressed only by a meta-analysis. The total sample size for this factor is 
364 respondents.  
 

 
Table 4-22: Effect details - Formalization 

 
 
Decentralization. The spread of authority into the organization is measured by the factor of 
decentralization. Organizations whose top managers hold close authority are centralized, 
while organizations whose authority is delegated to middle and lower managers is more de-
centralized.456 While centralized organizations may have advantages resulting from clear re-
sponsibilities and communication lines, in uncertain and complex environments like those re-
lated to innovation management, decentralized organizations should be more effective.457 
Thus, the expected effect of decentralization on financial innovation performance is positive. 
As shown in Table 4-23, four effect sizes and a total sample size of 597 respondents are used 
in the meta-analysis. The identified effect sizes range from .11 to .31. 
 

 
Table 4-23: Effect details - Decentralization 

 
 
Firm size. Firm size affects the structure and processes of organizations and may lead to posi-
tive or negative performance results. Researchers have also differed in their expectations 

                                                 
453 Cf. Olson et al. (2005), p. 51. 
454 Cf. Pelham/Wilson (1996), p. 30 and Ruekert et al. (1985), p. 18. 
455 Cf. Olson et al. (2005), p. 51. 
456 Cf. Olson et al. (2005), p. 51. 
457 Cf. Pelham/Wilson (1996), p. 30 and Ruekert et al. (1985), p. 18. 

min. max.

Formalization - .01 .16 3 364

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Decentralization + .11 .31 4 597

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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about the effect of firm size on financial innovation performance: while some have argued 
that size affects innovation positively because of greater access to resources and capabilities 
like marketing skills or product development experience, others have seen serious disad-
vantages for large firms resulting from formalized and standardized behaviors that interfere 
with flexibility and change.458 Thus, the effect of firm size on innovation performance will be 
hypothesized as ambiguous. The identified effect sizes, as shown in Table 4-24, mirror this 
expectation with an effect size ranging from -.34 to .48. This conflicting range of effects sizes 
can be resolved by meta-analysis, which will be conducted with a total sample size of 3,023 
respondents. 
 

 
Table 4-24: Effect details - Firm size 

 
 

4.2.2.4 Environmental characteristics 

 
Environmental characteristics are attributes of the market a company wants to enter or in 
which it currently acts.459 Since these characteristics cannot be influenced directly, most stud-
ies have used them as moderator variables.460 As explained in section 3.3.1, meta-analysis al-
lows inclusion only of factors with direct relationships; however, while companies may not be 
able to influence these factors directly, there is little doubt that the factors can influence com-
panies directly. Since these factors have a direct influence on financial innovation perfor-
mance in the form of opportunities or threats for innovative companies, they will be included 
in the analysis. Three factors—market dynamism, technological uncertainty, and competitive 
intensity—will be addressed in the meta-analysis. 
 
Market dynamism. The construct of market dynamism reflects the speed of changes in the 
composition of customers and their needs and preferences and in competitor activities in the 
market place.461 High market dynamism results in uncertainty, which affects the configura-
tions and characteristics of the innovation process and the organization of the firm,462 and 
thereby financial innovation performance. In general, one might assume that high market un-

                                                 
458 Cf. for details Damanpour (1996), p. 695 
459 Cf. Kohli/Jaworski (1990), p. 14. 
460 Cf., for example, De Luca/Atuahene-Gima (2007), Calantone et al. (2003), or Li/Atuahene-Gima (2001b). 
461 Cf. Kohli/Jaworski (1990), p. 14. 
462 Cf. Song/Montoya-Weiss (2001), p. 61. 

min. max.

Firm size +/- -.34 .48 16 3,023

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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certainty results in the need for additional effort by companies and reduces financial innova-
tion performance. However, uncertainty could also be considered an opportunity for growth 
and outperformance of competitors if a firm acts well (e.g., through innovations).463 Thus, the 
effect of market dynamism on financial innovation performance is hypothesized as ambigu-
ous. As shown in Table 4-25, the effect size of the included studies ranges from -.09 to .25, 
indicating the value of a meta-analysis for clarification. 
 

 
Table 4-25: Effect details - Market dynamism 

 
 
Technological uncertainty. This factor describes the degree of change or instability in the 
technological environment in a market or industry. As defined by Kolhi and Jaworski, tech-
nology “refers to the entire process of transforming inputs to outputs and the delivery of those 
outputs to the customer.”464 Similar to market dynamism, technology uncertainty affects the 
innovation management in a firm465 and, thus, financial innovation performance. The direc-
tion is hypothesized as ambiguous for the same reasons as were given for market dyna-
mism.466 As shown in Table 4-26, the effect size of the included studies ranges from -.09 to 
.25, indicating the need for a meta-analysis to clarify the effect of this factor. 
 

 
Table 4-26: Effect details - Technological uncertainty 

 
 
Competitive intensity. This factor measures the competitiveness of the environment in which 
the firm acts.467 Since intense competition is characterized by “severe price wars, heavy ad-
vertising, diverse product alternatives, and added services,”468 it is expected to have a nega-

                                                 
463 Cf. Voss/Voss (2000), p. 70; Pelham/Wilson (1996), p. 28; and Porter (1979), pp. 138ff.  
464 Kohli/Jaworski (1990), p. 14. 
465 Cf. Song/Montoya-Weiss (2001), p. 62. 
466 Cf. Voss/Voss (2000), p. 70. 
467 Cf. Tsai (2001), p. 1000. 
468 Zhou et al. (2005), p. 47 and Porter (1998), pp. 5ff. 

min. max.

Market dynamism +/- -.09 .25 14 2,619

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size

min. max.

Technological uncertainty +/- -.02 .23 10 2,118

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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tive influence on financial innovation performance.469 As shown in Table 4-25, 16 effect sizes 
and a total sample size of 2,425 respondents are used in the meta-analysis. The effect sizes 
range from -.47 to .07. 
 

 
Table 4-27: Effect details - Competitive intensity 

 
 

4.2.2.5 Moderators 

 
Variations among studies can be caused by artifacts or by aspects of the studies that differ 
from study to study, also called moderators in the context of meta-analysis.470 In general, ei-
ther context-specific moderators, like the origin of the respondents or the type of product ana-
lyzed, or methodological moderators, like survey design or type of measures, are used in me-
ta-analysis.471 In the meta-analysis conducted in this dissertation, the two context-specific 
moderators,472 innovation focus and region, and the four methodological moderators, level of 
management, single-informant bias, data type of performance construct and items used to 
measure performance construct will be tested.473 The expectation is that these moderators will 
divide the identified effect sizes for each factor into sub-groups that will differ from each oth-
er in respect to the estimated true effect size. If this assumption is confirmed, the moderator 
will be accepted for the analyzed factor.474 
 
For all moderator specifications described in the following paragraphs, the number of effect 
sizes is reported in tables. Depending on the heterogeneity level of each success factor in the 
complete data set, a moderator analysis will be conducted for the factor when at least three 

                                                 
469 Cf. Slater/Narver (1994), p. 51. 
470 Cf. Hunter/Schmidt (2004), p. 33 and section 3.4.2.3. 
471 Cf. Hall et al. (1994), pp. 24ff.  
472 Actually, the industry used for the survey sample should also have been tested as a context-specific modera-
tor, but a classification into sub-groups was impossible because of a missing general industry classification ap-
plied in the eligible studies. The denotation of “manufacturing industry” is, in particular, too broad to split into 
meaningful sub-groups. 
473 In selection of the moderators, the meta-analyst depends on the available information in the studies included 
in the meta-analysis. Thus, the moderators presented here are those for which sufficient information was report-
ed. 
474 Cf. the theory on moderators in section 3.4.2.3. 

min. max.

Competitive intensity - -.47 .07 16 2,425

Success factor Direction of 
hypothesized effect on 
financial innovation 
performance

Range of effect 
sizes in identified 
studies

Number of 
effect sizes 
identified

Total 
sample 
size
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effect sizes or two different studies on the moderator are available for at least two sub-
groups.475 
 
Context-specific moderator - Innovation focus. Several studies have distinguished the objects 
of the innovation process. Some focused on services or physical products only, others on 
both. Cooper and Brentani (1991) demonstrated that services and products have three major 
differences: services are intangible, services’ production and consumption phases are simulta-
neous, and services show an extremely high variability.476 These differences between services 
and products might influence the correlations between the success factors and financial inno-
vation performance, so innovation focus may serve as a moderator variable. The specifica-
tions of the moderator included are a focus on product, service, or both. As documented in 
Table 4-28, a total of 154 product-specific effect sizes, 15 service-specific effect sizes and 
108 effect sizes without a differentiation between products and services have been extracted 
from the eligible studies. For twelve factors, enough data is available to conduct a moderator 
analysis: explicit innovation strategy, customer input, competitor intelligence, cross-
functional coordination, external networks, market orientation, innovation orientation, learn-
ing orientation, firm size, market dynamism, technological uncertainty, and competitive inten-
sity. 
 

                                                 
475 Cf. the approach of Song et al. (2008), p. 14 and section 5.1.3 for the results of the moderator analysis. 
476 Cf. Cooper/de Brentani (1991), p. 77. 
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Table 4-28: Moderator details - Innovation focus 

 
 
Context-specific moderator - Region. Several studies have mentioned that the regional back-
ground of the respondents influences the magnitude and statistical significance of certain ef-
fects on financial innovation performance.477 Elenkov and Manev (2005), for example, found 
that the effect of top management support on innovation differs between different cultures 
(based on Hofstede’s cultural-value dimensions478).479 Consequently, the moderator region 
will be taken into consideration in the analysis. The different moderator specifications used 
are480: (1) Africa, (2) Asia, (3) Europe, (4) North America and (5) worldwide.481 In total, six 

                                                 
477 Cf. Hauser et al. (2006), pp. 689 or Parry/Song (1994), p. 16. 
478 Cf. Hofstede (1980), pp. 65ff. 
479 Cf. Elenkov/Manev (2005), pp. 392ff. 
480 No information about the region was available for the remaining 13 effect sizes. 

Product Service Both

Explicit innovation strategy1 12 3 8
New-to-the-market products 3 2* 0

Provision of resources 4 0 1
Subtotal 19 5 9

Formal product development process 3 0 1
Proficiency in product development process 13 0 1

Reduced cycle time 12 0 0
Customer input1 10 3 7

Competitor intelligence1 2 3 5
Cross-functional coordination1 11 3 6

Explicit knowledge management 4 0 0
External networks1 7 0 4

Available knowledge in workforce 5 0 0
Subtotal 67 9 24

Market orientation1 21 1 24
Innovation orientation1 4 0 9

Learning orientation1 2 0 10
Absorptive capacity 4 0 0

Top management support 5 0 1
Formalization 0 0 3

Decentralization 1 0 3
Firm size1 9 0 7

Subtotal 46 1 57
Market dynamism1 8 0 6

Technological uncertainty1 7 0 3
Competitive intensity1 7 0 9

Subtotal 22 0 18
154 15 108

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Total

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm 
Organization 
and Culture

Environmental 
characteristics

Success factor

Moderator: Innovation focus
Number of effects for 

moderator specification
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measures for Africa, 36 for Asia, 23 for Europe, 155 for North America and 44 for worldwide 
have been identified. For twelve factors, enough data is available for a moderator analysis, as 
shown in Table 4-29: explicit innovation strategy, proficiency in product development, re-
duced cycle time, customer input, cross-functional coordination, external networks, market 
orientation, innovation orientation, firm size, market dynamism, technological uncertainty and 
competitive intensity. 
 

 
Table 4-29: Moderator details - Region 

 
 
Methodological moderator - Level of management. Senior managers or project managers may 
provide different information regarding the same object. This effect is caused mainly by the 
respondents’ hierarchical level in the company. While project managers are much more in-
volved in the day-to-day activities and may assess the process details more accurately, the 

                                                                                                                                                         
481 Originally South America and Australia were also used; however, no studies were found that used these re-
gions. 

Africa Asia Europe North America Worldwide

Explicit innovation strategy1 0 2 1 14 6
New-to-the-market products 0 1 2* 2* 0

Provision of resources 0 1 0 1 3
Subtotal 0 4 3 17 9

Formal product development process 0 1 0 0 3
Proficiency in product development process1 0 4 0 9 1

Reduced cycle time1 0 0 0 4 4
Customer input1 0 0 2 12 4

Competitor intelligence 0 0 0 10 0
Cross-functional coordination1 0 3 2* 8 5

Explicit knowledge management 0 1 0 3 0
External networks1 0 1 5 0 4

Available knowledge in workforce 0 2 0 0 2*
Subtotal 0 12 9 46 23

Market orientation1 2* 9 4 31 0
Innovation orientation1 2* 2 1 6 2

Learning orientation 2* 1 1 7 0
Absorptive capacity 0 0 0 1 3

Top management support 0 0 2* 1 3
Formalization 0 0 0 3 0

Decentralization 0 0 0 3 0
Firm size1 0 2 1 11 2

Subtotal 6 14 9 63 10
Market dynamism1 0 3 1 10 0

Technological uncertainty1 0 2 1 7 0
Competitive intensity1 0 1 0 12 2

Subtotal 0 6 2 29 2
6 36 23 155 44

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Moderator: Region

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm 
Organization 
and Culture

Environmental 
characteristics

Total

Number of effects for moderator specificationSuccess factor
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senior managers will answer the questions with a more global view.482 Consequently, the re-
spondents’ level of management may be a reason for variations in effect sizes and, therefore, 
may be used as moderator in the present meta-analysis. Table 4-30 documents the effect sizes 
identified for each moderator specification and success factor. In total, 160 effect sizes for 
senior managers, 39 for project managers and 55 for mixed levels have been extracted.483 For 
nine factors, enough data is available for a moderator analysis: explicit innovation strategy, 
proficiency in product development, reduced cycle time, customer input, cross-functional co-
ordination, external networks, market orientation, market dynamism, and technological uncer-
tainty. 
 

 
Table 4-30: Moderator details - Level of management 

 
 

                                                 
482 Cf. Montoya-Weiss/Calantone (1994), p. 414. 
483 No information about the level of management surveyed was available for the remaining 23 effect sizes. 

Senior Manager Project Manager Mixed

Explicit innovation strategy1 13 4 6
New-to-the-market products 4 0 1

Provision of resources 3 1 1
Subtotal 20 5 8

Formal product development process 3 1 0
Proficiency in product development process1 5 9 0

Reduced cycle time1 3 4 5
Customer input1 10 4 6

Competitor intelligence 8 0 2*
Cross-functional coordination1 9 6 4

Explicit knowledge management 1 0 0
External networks1 2 4 2

Available knowledge in workforce 2* 2 1
Subtotal 43 30 20

Market orientation1 28 2 15
Innovation orientation 8 1 2*

Learning orientation 10 0 2*
Absorptive capacity 3 0 0

Top management support 4 1 0
Formalization 3 0 0

Decentralization 3 0 1
Firm size 9 0 2*

Subtotal 68 4 22
Market dynamism1 11 0 2

Technological uncertainty1 7 0 2
Competitive intensity 11 0 1

Subtotal 29 0 5
160 39 55

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Total

Moderator: Level of management

Success factor

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm 
Organization 
and Culture

Environmental 
characteristics

Number of effects for moderator specification
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Methodological moderator – Single-informant bias. Using single informants in empirical sur-
vey studies may lead to effect sizes that are distorted because of the highly subjective views 
held by the single informant. Ernst analyzed the effect of this bias in a detailed study in the 
context of innovation management and suggested using multiple informants to avoid these 
distortions. 484 Thus, the single-informant bias will be used as a moderator that may influence 
the variance in the effect sizes. Table 4-31 shows the details of the effect sizes identified for 
each moderator specification and success factor. Overall, 212 effect sizes have single-
informant bias and 60 do not.485 For eleven factors, enough data to conduct a moderator anal-
ysis is available: explicit innovation strategy, reduced cycle time, customer input, cross-
functional coordination, external networks, market orientation, innovation orientation, absorp-
tive capacity, firm size, market dynamism, and competitive intensity. 
 

 
Table 4-31: Moderator details - Single informant bias 

                                                 
484 Cf. for details Ernst (2001), p.87ff. and the discussion in section 2.2.3. 
485 No information about the single-informant bias was available for the remaining 5 effect sizes. 

Yes No

Explicit innovation strategy1 18 5
New-to-the-market products 4 1

Provision of resources 4 1
Subtotal 26 7

Formal product development process 4 0
Proficiency in product development process 14 0

Reduced cycle time1 8 4
Customer input1 16 4

Competitor intelligence 10 0
Cross-functional coordination1 15 5

Explicit knowledge management 3 0
External networks1 7 4

Available knowledge in workforce 5 0
Subtotal 82 17

Market orientation1 34 12
Innovation orientation1 8 5

Learning orientation 10 2*
Absorptive capacity1 2 2

Top management support 6 0
Formalization 3 0

Decentralization 4 0
Firm size1 11 5

Subtotal 78 26
Market dynamism1 10 4

Technological uncertainty 6 0
Competitive intensity1 10 6

Subtotal 26 10
212 60

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Total

Moderator: Single-informant bias

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm 
Organization 
and Culture

Environmental 
characteristics

Success factor
Number of effects for 

moderator specification
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Methodological moderator - Data type for performance construct. Financial innovation per-
formance is assessed either through objective data from company reports (e.g., market shares, 
sales, or profit growth) or by subjective data from the surveyed respondents (e.g., perception 
of innovation success versus competitor or realization of financial objectives). Whereas objec-
tive information is generally considered to be accurate and without biases, subjective data 
tends to have more errors because of the human inclination to overstate or understate the true 
performance (e.g., inflating performance to look good, omitting information on how well the 
company really performs to hide information from competitors, and so on).486  Thus, the data 
type for performance construct will be a moderator in this meta-analysis. In total, as shown in 
Table 4-32, 74 effect sizes with objective performance measures and 203 with subject per-
formance measures have been identified. For twelve factors, enough data is available in case a 
moderator analysis is necessary: explicit innovation strategy, proficiency in product develop-
ment, reduced cycle time, customer input, cross-functional coordination, external networks, 
innovation orientation, absorptive capacity, top management support, firm size, and competi-
tive intensity. 
 

                                                 
486 Cf. Ford et al. (1990), pp. 434ff. 
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Table 4-32: Moderator details - Data type for performance measure 

 
 
Methodological moderator - Items used to measure performance construct. Constructs in the 
identified studies are measured either by a single item or by multiple items. Differences in the 
number of items used to measure performance influence the reliability of the performance 
construct. The reliability of single-item constructs is especially unclear, so the literature has 
suggested using multi-item scales, which allow for a well documented assessment of reliabil-
ity and which, in general, capture a broader domain of the performance construct.487 Thus, the 
data type for the performance construct may influence the variance in the estimated effect siz-
es and serve as a moderator in the analysis. Table 4-31 documents the identified effect sizes 
for the different moderator specifications; for multi-item constructs, 195 effect sizes have 
been identified, and 83 effect sizes for single-item constructs have been identified. For eleven 
                                                 
487 Cf. Churchill (1979), pp. 65ff.; see also the suggested performance measure for financial innovation perfor-
mance by Griffin/Page (1996). 

Success factor

Objective Subjective

Explicit innovation strategy1 7 16
New-to-the-market products 2* 3

Provision of resources 1 4
Subtotal 10 23

Formal product development process 2 2*
Proficiency in product development process1 10 4

Reduced cycle time1 6 6
Customer input1 7 13

Competitor intelligence 2* 8
Cross-functional coordination1 7 13

Explicit knowledge management 0 4
External networks1 8 3

Available knowledge in workforce 0 5
Subtotal 42 58

Market orientation 1 45
Innovation orientation1 3 10

Learning orientation 1 11
Absorptive capacity1 2 2

Top management support1 3 3
Formalization 0 3

Decentralization 0 4
Firm size1 5 11

Subtotal 15 89
Market dynamism 0 14

Technological uncertainty 0 10
Competitive intensity1 7 9

Subtotal 7 33
74 203

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm 
Organization 
and Culture

Environmental 
characteristics

Total

Moderator: Data type for performance construct
Number of effects for 

moderator specification
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factors, enough data is available to conduct a moderator analysis: explicit innovation strategy, 
proficiency in product development process, reduced cycle time, customer input, competitor 
intelligence, cross-functional coordination, external networks, innovation orientation, absorp-
tive capacity, firm size, and competitive intensity. 
 

 
 

Table 4-33: Moderator details - Items used to measure performance construct 

Success factor

Multi-item Single-item

Explicit innovation strategy1 8 15
New-to-the-market products 4 1

Provision of resources 5 0
Subtotal 17 16

Formal product development process 3 1
Proficiency in product development process1 5 9

Reduced cycle time1 5 7
Customer input1 12 8

Competitor intelligence1 7 3
Cross-functional coordination1 11 9

Explicit knowledge management 4 0
External networks1 3 8

Available knowledge in workforce 5 0
Subtotal 55 45

Market orientation 44 2*
Innovation orientation1 11 2

Learning orientation 11 1
Absorptive capacity1 2 2

Top management support 4 2*
Formalization 3 0

Decentralization 4 0
Firm size1 11 5

Subtotal 90 14
Market dynamism 14 0

Technological uncertainty 10 0
Competitive intensity1 9 7

Subtotal 33 7
195 82

1 Enough data available for moderator analysis
* No moderator analysis conducted beecause the defined criteria were not met

Moderator: Items used to measure performance construct

Firm strategic 
attributes 

Innovation 
process charac-

teristics 

Firm Organization 
and Culture

Environmental 
characteristics

Total

Number of effects for 
moderator specification
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4.3 Overview of the success factors identified from single studies 

Figure 4-1: Overview of identified factors and hypothesized impact in financial innovation performance 
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5 Application of meta-analysis mathematical procedure on identified 
effect sizes of success factors  

 
While the previous chapter dealt with the identification of the success factors from the eligible 
studies, this chapter applies the mathematical and statistical procedures and the interpretation 
approach of the meta-analysis explained in section 3.4. The first section of this chapter reports 
on the necessary input factors for the calculations, and the results of the complete data set and 
the moderator analysis. In the second section, the results are integrated into a categorization 
scheme on which the discussion and interpretation of the results in chapter 6 are based.  
 
 

5.1 Results of the correction and integration of primary study findings 

 
This section reports the results of the meta-analysis. First, the approach for correction and in-
tegration is briefly documented, then the results of the analysis of the complete data set are 
detailed and, finally, the moderator analysis is discussed. To ease reading of the results in the 
two results sections, the main results are highlighted in tables and figures at the end of each 
chapter. An overview integrating all results is presented at the end of the chapter. 
 
 

5.1.1 The correction and integration approach applied 

 
Before the concrete correction and integration of the data could begin, the data set had to be 
analyzed for the available artifacts, the missing data points needed to be identified and, if nec-
essary, the available effect sizes had be transformed into correlation coefficients. The first 
step revealed that enough information from the eligible studies was available to correct for 
sampling error, measurement error, and dichotomization. Unfortunately, the correction meth-
od for range restriction, which is also often a distortion factor, could not be applied because 
not enough data are available.488 In addition, not enough information was provided in the eli-
gible studies to conduct a correction of the remaining possible artifacts.489 Thus, the meta-
analysis corrects for errors through sampling, measurement, and dichotomization alone. 

                                                 
488 The random-selection approach most researchers have used for the survey sample may restrict the range of  
the dependent variable to companies that perform very well in innovation management because companies with 
poor performance in innovation management are less likely to answer the questionnaire and because they may 
have already disappeared from the marketplace. Cf. Henard/Szymanski (2001), p. 374. However, no data is 
available in support of this theory, so no correction could be performed.  
489 Information about the validity of the variables is not given in the studies, and the influence through external 
factors could not be validated through eligible information. However, this approach is in line with other meta-

M. Sattler, Excellence in Innovation Management, DOI 10.1007/978-3-8349-6158-7_5, 
© Gabler Verlag | Springer Fachmedien Wiesbaden GmbH 2011
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In the second step, the missing information in the data set was filled in. Reliability coeffi-
cients, in particular, were not available in all articles, and the request for those data from the 
authors did not solve the problem. Thus, the averaging approach suggested by Hunter and 
Schmidt (2004)490 was applied, as has been done in several other meta-analyses in the man-
agement and marketing research context.491 The averaged data for the success factors and the 
performance variable are detailed in Appendix (4).492 
 
In the final step, the data for two studies were transformed from regression coefficients to cor-
relations using the approach of Peterson and Brown (2005).493 All other studies reported the 
data in the required data format or the authors sent the correlation matrix after the e-mail re-
quest.494  
 
After completion of the analysis, the data set contained all information required to start the 
corrections and integration, for which the meta-analysis software of Schmidt and Lee (2004) 
were primarily used.495 However, the correction for dichotomization, the calculation of the 95 
percent credibility and confidence intervals, and the availability bias were done manually. The 
adjustment of the effect sizes for dichotomization, which split the data at the median, was ap-
plied to effect sizes from one study only.496 For all calculations, the formulas reported in sec-
tion 3.4.1 were used. Following the calculation with the complete data set, the homogeneity of 
the results was analyzed using the 75 percent rule for the explained variance (EV) in order to 
identify the success factors for the moderator analysis. The detailed results are illustrated in 
the next two sections. 
 
 

5.1.2 Complete data set analysis 

 
This section discusses the results of the meta-analysis done with the complete data set. The 
overall results for each factor are presented in Table 5-1, which documents the Total N, refer-
ring to the total sample size used to calculate the results; k, the number of effect sizes included 
in the analysis of the relationship; , referring to the estimated true effect size for the popula-
tion; the 95 percent credibility interval for the true effect sizes population, which provides in-
formation about the generalizability of the estimated effect size; the 95 percent confidence 
                                                                                                                                                         
analyses conducted in the economic research field, e.g., Troy et al. (2008), Song et al. (2006), or Kirca et al. 
(2005). 
490 Cf. Hunter/Schmidt (2004), p. 121. 
491 Cf. Kirca et al. (2005), p. 27. 
492 See Table 8-6 in Appendix (4). 
493 For transformation details, cf. Peterson/Brown (2005) or section 3.5.3. 
494 See section 4.2.1. 
495 Cf. Schmidt/Le (2004). 
496 Cf. Belderbos et al. (2004), p. 1489. For the correction, formula (3.3) in section 3.4.1 was used. 
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interval, which indicates the accuracy of the findings; the observed variance of the individual-

ly corrected correlations ; the variance of the estimated true effect size in the population; 
the explained variance498; and the availability bias 499 which measures the number of zero 
value studies necessary to reduce the effect size below the .05 significance level of the fac-
tor.500 
 

                                                 
497  is the variance of the correlations corrected for measurement error and dichotomization, not for sampling 
error, cf. Hunter/Schmidt (2004), p. 524  
498 The explained variance is calculated based on formula (3.10) in section 3.4.1.  
499 Critical level of  is defined as 20, see chapter 3.4.2.2 
500 For a detailed description of the results and their interpretation, see section 3.4.2. 
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Table 5-1: Detailed results of meta-analysis on the complete data set 
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In the following sections, the results of each factor and the necessary steps to prepare the in-

terpretation are detailed.501 

 

 

5.1.2.1 Results on strategic attributes 

 
Explicit innovation strategy. This factor had a positive medium correlation effect size of .25 
with financial innovation performance. Since the credibility (.07, .43) level and the confiden-
tial intervals (.19, .31) do not include zero, the direction of the effect is accurate and general-
izable in the population. The results appear very stable, with 169 null-result studies necessary 
to reduce the effect size below the .05 significance level.502 Although these results confirm the 
hypothesized positive effect of the factor on innovation performance, the explained variance 
below 75 percent documents the heterogeneity of the results and, thus, indicates the availabil-
ity of moderators that influence the final true effect size. Therefore, before interpretation, the 
next step is to conduct a moderator analysis.  
 
New-to-the-market products. This factor’s true correlation coefficient in the population is es-
timated with a medium magnitude of .15. The credibility interval is within positive borders 
(.05, .24) and the confidence interval (.08, .22) is positive, indicating a generalizable direction 
and an accurate and significant effect size. However, the comparatively small number 
(twelve) of null-result studies necessary to reduce the effect size below the significance level 
of .05 leaves some doubt about the stability of this effect size. Nevertheless, this result may be 
used as an indication of the true effect size, so the hypothesized positive effect size is con-
firmed with restrictions. The value of the explained variance (65 percent), which is below the 
75 percent level, necessitates a moderator analysis for a complete interpretation of the influ-
ence of this factor. 
 
Provision of internal resources. The estimated true effect size for this factor is calculated as 
.39 and is also within positive credibility (.32, .45) and confidence interval borders (.32, .45). 
Thus, the effect size direction is generalizable and significant. In addition, the 36 null-result 
studies necessary for the reduction of the effect size below the .05 significance level suggest 
the stability of the effect size. Since the high explained variance of 80 percent indicates the 
homogeneity of the population, no further moderator analysis is necessary for interpretation. 

                                                 
501 Correlation coefficients cannot determine any causality between two variables, i.e., financial innovation per-
formance could also lead to the specified success factors. However, the focus of the studies included in this me-
ta-analysis is clearly on the impact of the success factors on financial innovation performance, not the other way 
around. Therefore, causality in the opposite direction is improbable. This note applies to the following chapters 
of this dissertation, including all interpretations of the results. 
502 In line with the approach taken by Song et al. (2008), p. 11, who also used .05 as a critical level. 
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In short, the hypothesized positive effect size of this factor on financial innovation perfor-
mance is confirmed and the effect is generalizable and accurate in direction and magnitude.  
 
 

5.1.2.2 Results on innovation process characteristics 

 
Formal product development process. This factor shows an estimated true correlation with a 
medium magnitude of .25. The effect size is significant and its direction generalizable, as in-
dicated by the credibility (.10, .40) and the confidence interval (.15, .36), which do not in-
clude zero. However, with only 14 null-result studies necessary to reduce the effect size be-
low the .05 significance level, the results are slightly instable. The heterogeneity of the popu-
lation, shown by the low explained variance of 48 percent, suggests that a moderator analysis 
should be conducted for a complete interpretation of the results. Thus, the hypothesized posi-
tive effect size could be confirmed by this analysis only with restrictions. 
 
Proficiency in product development process. The estimated true effect size for this factor is 
calculated with a medium magnitude of .41. The missing credibility interval that is due to a 
non-existent variance in the true effect size, along with the positive confidence interval (.36, 
.46), indicates a significant and accurate true effect size with a generalizable direction. The 
very low availability bias of 121 null-result studies needed to reduce the effect size below the 
.05 significance level shows the stability of the results. Since the estimated effect size has no 
variance, the explained variance yields 100 percent and a moderator analysis for interpretation 
is unnecessary. Hence, the hypothesized positive effect size is confirmed and the effect size is 
generalizable and accurate in direction and magnitude. 
 
Reduced cycle time. The estimated true correlation for this factor has a medium magnitude of 
.27. While the effect size is accurate and significant with a confidence interval of (.14, .36), 
the credibility interval around the distribution of the true effect sizes includes the zero value (-
.15, .69), which does not allow for generalization of the effect direction and magnitude. The 
availability bias of 83 null-result studies needed to reduce the effect size below the .05 signif-
icance level is low but is also without meaning as long as the effect size is not generalizable. 
Although the hypothesized positive effect size could not be confirmed with this first analysis, 
the very low explained variance (17 percent) hints at moderators that need to be analyzed in 
the next step and that may reveal new results about the true effect size. 
 
Customer input. The estimated true effect size for this factor has a medium magnitude of .25, 
but the effect direction and magnitude is not generalizable in the complete population because 
the credibility interval (-.19, .68) contains the zero value. However, the positive confidence 
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interval (.14, .35) suggests that the results are significant and accurate. The availability bias, 
with 185 null-result studies needed to reduce the effect size below the .05 significance level, 
is very low. Finally, the low percentage of explained variance (12 percent) indicates the pres-
ence of moderators. Thus, even if the hypothesized positive effect size of this factor on finan-
cial innovation performance could not be confirmed through this analysis, the moderator 
analysis may come up with different findings. 
 
Competitor intelligence. This factor’s true effect size is estimated with a medium magnitude 
of .23. Based on the confidence interval (.12, .34), the findings are significant and accurate. 
However, the credibility interval around the true effect size distribution includes the zero val-
ue (-.05, .51), so the effect size is not generalizable in the population. The 43 null-result stud-
ies necessary to reduce the effect size below a critical level supports the stability of the re-
sults. Nevertheless, the hypothesized positive effect size is not confirmed in this analysis. 
However, the low percentage of explained variance (32 percent) indicates that moderators 
may be the reason for the heterogeneity of the result, so they will be analyzed in the next 
steps. 
 
Cross-functional coordination. The correlation coefficient between cross-functional coordina-
tion and financial innovation performance has an estimated true effect size with a medium 
magnitude of .29. This result is accurate and significant, as shown by the positive confidence 
interval (.20, .38), but the effect size is not generalizable because of the zero value in the cred-
ibility interval (-.04, .62). The availability bias is very low with 173 null-result studies neces-
sary to reduce the effect size below the .05 significance level, which supports the stability of 
the results. Nevertheless, because of the credibility interval, the hypothesized positive effect 
size could not be confirmed. The low percentage of the explained variance (26 percent) neces-
sitates a moderator analysis, which may result in better insights. 
 
Explicit knowledge management. For this factor, the analysis reports a large magnitude of .51 
as the estimated true effect size, which is generalizable in direction and significant because 
there in no variance in the result and because of the positive confidence interval (.45, .58). In 
addition, the relatively low availability bias, with 27 null-result studies necessary to reduce 
the effect size below the critical value, indicates that this result is a stable estimate. Since the 
estimated effect size has no variance, the explained variance yields 100 percent—in other 
words, is completely homogenous—and a moderator analysis for interpretation is unneces-
sary. In short, the hypothesized positive effect size of this factor on financial innovation per-
formance can be confirmed and the effect size can be generalized in direction and magnitude. 
 
External networks. An estimated true effect size with a medium magnitude of .17 is calculated 
for the factor of external networks. The effect size direction is generalizable and the effect is 
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significant, as indicated by the credibility (.01, .33) and confidence intervals (.11, .23), both of 
which have positive borders. In addition, the considerable number of 75 null-result studies 
necessary for the reduction of the effect size below a .05 significance level suggests the stabil-
ity of the effect size and allows the hypothesized positive effect size to be confirmed. Howev-
er, the very low explained variance (32 percent) hints at moderators that influence the magni-
tude of the correlation coefficient and should be analyzed in the next step. 
 
Available knowledge in workforce. The estimated true effect size for this factor has a medium 
magnitude of .44 and is accurate and generalizable in direction, since the credibility interval 
(.18, .71) does not contain the zero value, and the confidence interval (.30, .59) is positive. In 
addition, the low availability bias of 32 further null-result studies to reduce the effect size be-
low the critical significance level of .05 indicates a stable result. Thus, the hypothesized posi-
tive effect of this factor on financial innovation performance is confirmed, but the final value 
of the explained variance of 31 percent suggests that moderators might be the reason for the 
high remaining variance in the estimated true effect size and need to be identified in a next 
step. 
 
 

5.1.2.3 Results on organization and culture 

 
Market orientation. This factor’s true effect size is estimated with a medium magnitude of 
.36. The effect size direction is generalizable and significant, as indicated by the credibility 
(.14, .59) and confidence intervals (.32, .40), both of which have positive borders. In addition, 
the very large number of 969 null-result studies necessary for the reduction of the effect size 
below a .05 significance level indicates the stability of the effect size. Therefore, the hypothe-
sized positive effect size is confirmed. However, because of the low percentage of explained 
variance (29 percent), a further moderator analysis needs to be conducted in the next step; do-
ing so may result in better insights about the real magnitude of the factor in the context of the 
moderators. 
 
Innovation orientation. The correlation coefficient between innovation orientation and finan-
cial innovation performance has an estimated true effect size with a medium magnitude of 
.38. The credibility interval within positive borders (.36, .40) and the positive confidence in-
terval (.31, .44) indicate a significant effect size with a generalizable direction. The low avail-
ability bias of 142 further null-result studies to reduce the effect size below the critical signif-
icance level of .05 indicates stable results. Thus, the hypothesized positive correlation coeffi-
cient can be confirmed, although the low percentage of explained variance (38 percent) indi-
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cates that moderators may be the reason for the remaining variance and should be analyzed in 
the next steps. 
 
Learning orientation. This factor has an estimated true effect size with a medium magnitude 
of .39. The effect size is significant and generalizable in direction, as indicated by the credi-
bility (.07, .70) and confidence intervals (.29, .48), both of which have positive borders. With 
a very high number of 167 null-result studies necessary to reduce the effect size below the .05 
significance level, the results appear to be very stable. Although these results confirm the pos-
itive effect of this factor on innovation performance, at twelve percent, the calculated value of 
the explained variance suggests the presence of moderators that may influence the final true 
estimated magnitude of the effect size and be the reason for the high remaining variance in the 
estimated true effect size. Consequently, the moderators need to be identified in a next step. 
 
Absorptive capacity. The estimated true effect size for this factor has a medium magnitude of 
.42 and is generalizable in direction because there is no variation in the effect size. The posi-
tive confidence interval (.35, .48) confirms the accuracy and significance of the results, but 
the results may become insignificant–below the .05 significance level–with another 14 null 
result studies, so they are slightly instable. Nevertheless, this result may be an indication of 
the real true effect size, so confirmation of the hypothesized positive effect size is reached on-
ly with restrictions using this analysis. In addition, the estimated true effect size is homoge-
nous, so the explained variance yields 100 percent, and a moderator analysis for interpretation 
is unnecessary. 
 
Top management support. For this factor, the analysis reports a medium magnitude of .32 as 
the estimated true correlation coefficient between the factor and financial innovation perfor-
mance. This coefficient is generalizable in direction and significant because of the missing 
credibility intervals and the positive confidence interval (.26, .38). In addition, the low availa-
bility bias of 37 further null-result studies shows the stability of the results. Finally, since the 
estimated effect size has no variance, the explained variance yields 100 percent, and a further 
moderator analysis will not be conducted. In short, the hypothesized positive effect size of 
this factor on financial innovation performance could be confirmed and is generalizable in 
direction and magnitude. 
 
Formalization. This factor’s true effect size is estimated with a small magnitude of .08. Alt-
hough the non-existent credibility interval indicates the generalizability of the direction, the 
confidence interval reports a non-significant and inaccurate finding (-.02, .18). In addition, the 
availability bias indicates a very instable result.503 With the extremely homogenous result 

                                                 
503 If the factors have no effect on financial performance, the availability bias must be extremely large (Xs is 
close to zero) because the null hypothesis cannot be rejected and the confidence interval includes the zero value. 
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(explained variance of 100 percent), the conclusion can be drawn that the factor has no effect 
on financial innovation performance. 
 
Decentralization. The correlation coefficient between decentralization and financial innova-
tion performance has an estimated true effect size with a positive medium magnitude of .26. 
The effect size is significant and generalizable in direction, as indicated by the credibility in-
terval (.05, .48), which has positive borders only, and the positive confidence interval of (.11, 
.41). However, the 12 null-result studies necessary to reduce the effect size below a signifi-
cance level of .05 leaves some doubt about the stability of this effect size. Nevertheless, the 
results can serve as an indication for the true effect size, and the hypothesized positive effect 
size can be confirmed only with some restrictions. Furthermore, the value of the explained 
variance (47 percent), which is below the 75 percent level, necessitates a moderator analysis 
to determine the real influence of this factor. 
 
Firm Size. This factor has an estimated true effect size with a small magnitude of .03. The ef-
fect size is generalizable in direction because of the positive credibility interval (.02, .05). 
However, the result is not significant, as indicated by the confidence interval (-.03, .09), 
which includes the zero value. In addition, with only one null-result study necessary to reduce 
the effect size below the .05 significance level, the results are very unstable. Therefore, the 
two hypotheses about the effect of this factor on financial innovation performance cannot be 
confirmed, and a null effect on financial innovation performance is expected.504 The final val-
ue of the explained variance of 46 percent suggests that moderators might be the reason for 
the high remaining variance in the estimated true effect size. Identifying these moderators in 
the next step could reveal better insights about the real magnitude of the estimated true effect 
size. 
 
 

5.1.2.4 Results on environmental characteristics 

 
Market dynamism. The estimated true effect size for this factor has a small magnitude of .10 
and is accurate and significant, as indicated by the positive confidence interval (.03, .17). The 
result of the test for availability bias is low, with 29 null-result studies necessary to reach the 
.05 significance level, indicating a stable result. However, because the zero value is included 
in the credibility interval (-.07, .26), the effect size is not generalizable. Therefore, neither the 
hypothesis of a negative effect, nor that of a positive effect of this factor on financial innova-

                                                 
504 Argumentation is based on the confidence interval and the large availability bias, as for the factor formaliza-
tion. 
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tion performance can be confirmed. However, because of the low percentage of explained 
variance (57 percent), a further moderator analysis may lead to further insights. 
 
Technological uncertainty. The estimated true effect size for this factor is calculated with a 
medium magnitude of .18. The missing credibility intervals resulting from the lack of vari-
ance in the true effect size, and the positive confidence interval (.13, .22) indicate a significant 
and accurate true effect size that is generalizable in direction. In addition, a low availability 
bias of 39 additional null-result studies suggests the stability of the results. Moreover, since 
there is no variance in the estimated effect size, the explained variance yields 100 percent, and 
a moderator analysis for interpretation would be redundant. In short, the hypothesis of a posi-
tive effect size of this factor on financial innovation performance can be confirmed and the 
hypothesis of negative influence is rejected. The calculated effect is generalizable with a posi-
tive direction and magnitude. 
 
Competitive intensity. The correlation coefficient between competitive intensity and financial 
innovation performance has an estimated true effect size with a negative medium magnitude 
of -.15. The effect size is not generalizable, as indicated by the credibility interval (-.46, .16), 
which includes the zero value. Although the results are significant and accurate, as indicated 
by the negative confidence interval (-.24, -.05), and the availability bias is quite low with 55 
further null-result studies necessary to reduce the effect size below the critical level, the over-
all findings do not confirm the hypothesized positive effect size. However, the low percentage 
of explained variance (31 percent) indicates that moderators may be the reason for the remain-
ing variance in the estimated correlation effect, so they will be analyzed in the next step. 
 

 

5.1.2.5 Summary of results of complete data set analysis. 

 
This section provides a structured overview of the current results and defines the next steps in 
beginning the interpretation of and reflection about the results of the meta-analysis. As shown 
in Table 5-2, the hypotheses of the direction of the effect sizes can be confirmed for ten fac-
tors. For another four, the direction of the effect size can be confirmed with restrictions be-
cause of large availability biases. For one effect size with unclear direction, the positive influ-
ence on financial innovation performance is confirmed. For the remaining eight factors, the 
hypotheses are not confirmed in the complete data set analysis.  
 
Among the 15 factors with confirmed hypotheses, the magnitude of the effect is also con-
firmed for six. One of them has a large impact on financial innovation performance, and the 
remaining five have a medium effect. For the other nine factors with confirmed direction and 
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for seven of the eight factors without hypothesis confirmation, a moderator analysis is neces-
sary to gain additional insights in the magnitude and the direction of the impact of those fac-
tors. The remaining factor, formalization, is not analyzed further, as the complete data set 
analysis reveals a homogenous null effect on financial innovation performance. 
 

 
Table 5-2: Summary of results and next steps of the complete data set analysis 

 
 
Table 5-3 ranks the top 10 factors with confirmed—and, thus, generalizable—direction by the 
estimated true effect size. Six of the top ten factors are from the category Organization and 
Culture (75 percent of all factors of the category), one is from the category Strategic Attrib-
utes (33 percent of all factors in the category) and three are from the category Innovation Pro-
cess Characteristics (33 percent of all factors in the category). 

Hypothesized  effect 
direction on financial 

innovation 
performance

Estimated 
effect size 

accurate and 
significant

Direction of 
effect 

generalizable

Hypothesize on 
direction confirmed 

Estimated 
magnitude of 

effect size

Magnitude 
generalizable 
in population

Moderator 
influence 
expected

Stability of results

Strategic attributes [SA]

1 Explicit innovation strategy + Yes Yes Yes Medium No Yes Given

2 New-to-the-market products + Yes Yes Yes Medium No Yes Only as indication

3 Provision of internal resources + Yes Yes Yes Medium Yes No Given

Innovation process characteristics [IPC]

4 Formal product development process + Yes Yes Yes Medium No Yes Only as indication

5 Proficiency in product development process + Yes Yes Yes Medium Yes No Given

6 Reduced cycle time + Yes No No Medium No Yes Given

7 Customer input + Yes No No Medium No Yes Given

8 Competitor intelligence + Yes No No Medium No Yes Given

9 Cross-functional coordination + Yes No No Medium No Yes Given

10 Explicit knowledge management + Yes Yes Yes Large Yes No Given

11 External networks + Yes Yes Yes Medium No Yes Given

12 Available knowledge in workforce + Yes Yes Yes Medium No Yes Given

Organization and Culture [O&C]

13 Market orientation + Yes Yes Yes Medium No Yes Given

14 Innovation orientation + Yes Yes Yes Medium No Yes Given

15 Learning orientation + Yes Yes Yes Medium No Yes Given

16 Absorptive capacity + Yes Yes Yes Medium Yes No Only as indication

17 Top management support + Yes Yes Yes Medium Yes No Given

18 Formalization - No Yes No Small Yes No Given

19 Decentralization + Yes Yes Yes Medium No Yes Only as indication

20 Firm Size +/- No Yes No Small No Yes Given

Environmental characteristics [EC]

21 Market dynamism +/- Yes No No Small No Yes Given

22 Technological uncertainty +/- Yes Yes
Yes, positive 

hypothesis confirmed Medium Yes No Given

23 Competitive intensity - Yes No No Medium No Yes Given

Identified factors
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Table 5-3: Top 10 of factors with generalizable direction 

 
 
In the next step, the results of the complete data set analysis are detailed for twelve of the 16 
factors influenced by moderators, as shown in Table 5-2. For the other four factors (new-to-
the-market products, formal product development process, available knowledge in workforce, 
and decentralization), not enough data are available to split the effect sizes into at least two 
sub-groups, and being able to do so is necessary to conduct a moderator analysis.505 The re-
sults of all factors not included in the moderator analysis are integrated directly into the cate-
gorization scheme developed in section 5.2. This scheme will serve as basis for the interpreta-
tion and reflection of all findings in chapter 6. 
 
 

5.1.3 Subgroup analysis to identify moderator influence 

 
The sub-group approach is used in the moderator analysis, and the six moderators – innova-
tion focus, region, level of management, single-informant bias, data type of performance con-
struct and items used to measure performance construct – are used to build the sub-groups.506 
For each sub-group, a meta-analysis is conducted and the results are reported in the sections 
below.507 A moderator is confirmed when the average variance of the effect sizes extracted in 
the sub-groups is smaller than the variance estimated for the complete data set.508 The analy-
sis is limited to a simple moderator analysis because the number of effect sizes available is 

                                                 
505 See also the detailed overview of available data for each moderator in section 4.2.2.5. 
506 The moderators are described in section 4.2.2.5. 
507 Only results for the analyzable sub-groups are documented. Some sub-groups were not analyzed, because of a 
limited number of available data points. 
508 Cf. Hunter/Schmidt (2004), p. 90 and section 3.4.2.3. 

Factor 
category Factor

Estimated 
effect size

IPC Explicit knowledge management 0.51
IPC Available knowledge in workforce 0.44*
O&C Absorptive capacity 0.42

IPC
Proficiency in new product 
development process 0.41

SA Provision of internal resources 0.39
O&C Learning orientation 0.39*
O&C Innovation orientation 0.38*
O&C Market orientation 0.36*
O&C Top management support 0.32
O&C Decentralization 0.26*
* Magnitude may vary through the influence of moderators.
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insufficient for the hierarchical moderator analysis.509 Therefore, when several moderators are 
valid for one factor, the results can be defined only as tentative.510  
 
 

5.1.3.1 Context specific moderator - Innovation focus 

 
The context-specific moderator innovation focus was introduced based on possible variations 
in the effect sizes when the innovation focus (product, service, both) among the included stud-
ies included in the complete data set analysis differ. The moderator is confirmed for seven of 
the eleven factors, as shown in Table 5-4, and is not confirmed for the factors external net-
works, learning orientation, firm size, and market dynamism.511 In the following paragraphs, 
the results for the seven factors for which the moderator is confirmed are detailed. 
 
Explicit innovation strategy. Innovation focus influences the results for this factor because the 
average variance for the effect size from the different sub-groups (.0045) is smaller than that 
from the total data set analysis (.0086), so the moderator is confirmed. For products, the esti-
mated true coefficient is of medium magnitude (.24), and for services, the estimated factor has 
a coefficient of only .08. When the extracted effect sizes are taken from studies that did not 
focus on only one of the two moderator specifications, the effect size reaches its maximum 
magnitude of .34 (medium magnitude). Although the effect size for the focus on services is 
generalizable in direction and magnitude, it can serve only as an indication of the true effect 
size estimates because of the very high availability bias. For the two other specifications 
(product and both), the effect sizes are significant and also show only a small availability bi-
as. However, the remaining variances for these two sub-groups (43 percent for product and 28 
percent for both) still indicate the further availability of moderators or artifacts not corrected 
for. Thus, a final generalizable effect size magnitude for those two specifications could not be 
found. 
 
Customer input. The relationship of this factor with financial innovation performance has a 
positive direction with a medium magnitude for product and for both (.15 and .35, respective-
ly) and is negative with a medium magnitude for services (-.20). The effect size is significant 
and stable only when both - service and product innovations -  are observed in one sample. 
For service innovation, the effect sizes are significant, but the high availability bias indicates a 
very instable result. In addition, the small percentage of explained variance for the moderator 
specifications product and both suggests that other moderators are artifacts that cause the het-

                                                 
509 Cf. Viswesvaran/Sanchez (1998), p. 80. 
510 See section 3.4.2.3. 
511 The average variance of each of the sub-groups is larger than that of the complete data set.  
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erogeneity between the single effect sizes. From this moderator analysis, the positive hypoth-
esized direction of the relationship could only be completely confirmed when both innova-
tions are in focus, but the magnitude was not generalizable. In contrast, for service innova-
tions, a negative relationship between customer input and financial innovation performance is 
confirmed, and generalization of the effect size is possible. Nevertheless, the results are quite 
unstable and, for product innovations, neither the direction nor the magnitude is generaliza-
ble. 
 
Competitor intelligence. When both innovations are observed together, the largest effect size 
(.33) was estimated (medium magnitude), which is significant, generalizable in direction and 
magnitude, and stable, with 24 further null-effect studies needed to reach critical effect size. 
Furthermore, the correlation coefficient in product innovations is of medium magnitude (.20) 
and significant and generalizable in direction and magnitude. However, the effect size for ser-
vice innovations is not stable because of a very high availability bias. Regarding the service 
specification of the moderator, the effect size is of small magnitude and negative direction (-
.06), but it cannot be generalized because the credibility interval includes the zero value. In 
addition, the effect size for service innovations also has a low explained variance, which may 
indicate further moderators or artifacts. 
 
Cross-functional. The effect size shows the highest magnitude (.35) for the samples in which 
both – product and service innovations – are analyzed together. The effect size is also signifi-
cant, is generalizable in direction and has a low availability bias, with 30 further null-effect 
sizes necessary to reach critical significance. The effect size in the service sub-group with a 
medium magnitude (.19) appears to be significant and homogenous, so it is generalizable in 
direction and magnitude, and the high availability bias indicates a low stability and reliability. 
For the moderator specification product, the medium effect size (.28) is not generalizable 
since the credibility interval contains the zero value, even if the availability bias is low. 
 
Market orientation. The average variance of the effect sizes in the sub-groups (.0081) for this 
factor is lower than the variance for the total set, so the moderator is confirmed. Both analyz-
able moderator specifications have medium effect size estimates (.36 for product and .39 for 
both) and are significant and reliable, so the hypothesized direction of the effect is confirmed. 
However, the results are still heterogeneous and indicate the effect of further moderators or 
other artifacts already corrected for. 
 
Innovation orientation. The results are comparable to those of market orientation, with medi-
um effect sizes (.33 for product and .40 for both), and are significant as well as reliable. For 
this factor, only in studies in which both innovations are surveyed together does the sample 
stay heterogeneous (30 percent explained variance). Thus, the results are generalizable in di-
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rection for both moderator specifications, but only generalizable in magnitude for the product 
sub-group. 
 
Competitive intensity. For both analyzable moderator specifications, the effect sizes are of 
negative direction and have a medium magnitude (-.13 for product and -.17 for both). They 
are also accurate and significant, and the availability biases for the estimates indicate stable 
results. However, the credibility interval, which includes the zero value, does not allow for 
generalization in direction and magnitude of the effect sizes in either sub-group.  
 

 
Table 5-4: Results for moderator: Innovation focus 

 
 

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)a

Availability 
bias Xs

Moderator 
confirmedb

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Product 12 2108 0.24 (0.09, 0.40) (0.17, 0.31) 0.0148 0.0064 57% 69
Service 3 303 0.08 (0.05, 0.11) 0.0007 0.0000 100% 0

Both 8 607 0.34 (0.18, 0.51) (0.23, 0.45) 0.0253 0.0070 72% 33

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Product 10 1842 0.15 (-0.33, 0.63) (-0.01, 0.32) 0.0693 0.0600 13% 30
Service 3 303 -0.20 (-0.31, -0.09) 0.0092 0.0000 100% 3

Both 7 2512 0.35 (0.15, 0.55) (0.27, 0.44) 0.0138 0.0103 26% 68

Overall 10 1448 0.23 (-0.05, 0.51) (0.12, 0.34) 0.0309 0.0209 32% 43
Product 2 320 0.20 (0.18, 0.23) 0.0003 0.0000 100% 2
Service 3 303 -0.06 (-0.32, 0.20) (-0.28, 0.15) 0.0362 0.0175 52% -1

Both 5 825 0.33 (0.25, 0.40) 0.0072 0.0000 100% 24

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Product 11 1936 0.28 (-0.12, 0.68) (0.15, 0.41) 0.0499 0.0409 18% 72
Service 3 303 0.19 (0.12, 0.27) 0.0042 0.0000 100% 3

Both 6 777 0.35 (0.15, 0.55) (0.23, 0.47) 0.0211 0.0105 50% 30

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Product 7 1363 0.13 (-0.17, 0.42) (-0.01, 0.26) 0.0323 0.0228 29% 13

Both 4 4407 0.18 (0.11, 0.26) (0.13, 0.24) 0.0030 0.0015 48% 25

Overall 46 9924 0.36 (0.14, 0.59) (0.32,0.40) 0.0191 0.0135 29% 969
Product 21 4543 0.36 (0.17, 0.55) (0.31, 0.41) 0.0145 0.0092 37% 290

Both 24 5083 0.39 (0.23, 0.56) (0.35, 0.44) 0.0127 0.0070 45% 383

Overall 13 2697 0.38 (0.19, 0.57) (0.31, 0.44) 0.0155 0.0096 38% 142
Product 4 865 0.33 (0.27, 0.40) 0.0041 0.0000 100% 20

Both 9 1832 0.40 (0.17, 0.62) (0.30, 0.49) 0.0194 0.0136 30% 84

Overall 12 4005 0.39 (0.07, 0.70) (0.29, 0.48) 0.0300 0.0263 12% 167
Product 2 385 0.37 (0.03, 0.71) (0.11, 0.63) 0.0357 0.0298 17% 7

Both 10 3620 0.39 (0.07, 0.70) (0.28, 0.50) 0.0293 0.0259 12% 132

Overall 16 3023 0.03 (0.02, 0.05) (-0.03, 0.09) 0.0159 0.0086 46% 1
Product 9 929 0.08 (-0.19, 0.35) (-0.04, 0.20) 0.0323 0.0187 42% 4

Both 7 2094 0.01 (-0.09, 0.12) (-0.05, 0.08) 0.0074 0.0028 62% 0

Overall 14 2619 0.10 (-0.07, 0.26) (0.03, 0.17) 0.0164 0.0070 57% 29
Product 8 1622 0.13 (-0.11, 0.37) (0.02, 0.23) 0.0237 0.0151 36% 17

Both 6 997 0.06 (0.02, 0.09) 0.0016 0.0000 100% 0

Overall 16 2425 -0.15 (-0.46, 0.16) (-0.24, -0.05) 0.0363 0.0251 31% 55
Product 8 1546 -0.13 (-0.41, 0.14) (-0.25, -0.02) 0.0287 0.0194 32% 17

Both 9 1039 -0.17 (-0.49, 0.15) (-0.30, -0.04) 0.0404 0.0268 34% 21
a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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5.1.3.2 Context specific moderator - Region  

 
The context-specific moderator region groups the effect sizes into the subsets Africa, Asia, 
Europe, North America and Worldwide.512 As shown in Table 5-5, the moderator is confirmed 
for six factors and rejected for the four factors explicit innovation strategy, market orienta-
tion, firm size and market dynamism. The following paragraphs describe the results for the 
factors with the confirmed moderator. 
 
Reduced cycle time. For this factor, the sub-groups North America and Worldwide have been 
analyzed. In both subsets, the effect sizes have a medium magnitude (.11 for Worldwide and 
.43 for North America) and are significant and homogenous. Thus, they are generalizable in 
direction and magnitude, but the availability bias for Worldwide is large (only three further 
effect sizes are needed to reach critical significance), indicating that the result can be used on-
ly as an indication. In contrast, the availability bias for North America is low, with another 22 
effect sizes necessary to reduce the magnitude below the critical level. 
 
Customer input. The moderator is confirmed with the specifications Europe, North America 
and Worldwide (average variance of .0193). The effect sizes show a medium positive magni-
tude for Europe and North America (.29 and .28, respectively), but the effect size for World-
wide is negative and has a small magnitude (-.09). Only the effect sizes for Europe and 
Worldwide are significant and generalizable in direction; however, because of the large avail-
ability bias for Worldwide, this effect size is not reliable. The availability bias for Europe is 
also large (twelve further effect sizes necessary to reduce the results below the critical level), 
so it can be used only as an indication for the true effect size, even if the sub-group is homog-
enous and allows for generalization in magnitude. Finally, the results for Europe and North 
America are heterogeneous and suggest further moderators or artifacts not corrected for. 
 
Cross-functional coordination. All estimated effect sizes of the analyzed sub-groups show 
either a medium (.45 for Asia and .32 for North America) or small influence (.10 for World-
wide) and are significant and generalizable in direction. Nevertheless, the high availability 
bias ( = 4) for Worldwide documents the instability of the result for this sub-group, even if 
the subset is homogenous and so the magnitude of the estimated effect size is valid for the 
complete subgroup population. For Asia, the availability shows a smaller instability, while the 
results for North America appear to be stable. However, both the Asia and North America 
sub-groups are heterogeneous, so no generalization of the calculated magnitudes is possible. 
 

                                                 
512 Because of the small number of effect sizes from this region, no sub-group could be built for the sub-group 
Africa. 
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External networks. The estimated effect size for Europe is of medium magnitude (.19), signif-
icant, generalizable in direction, and reliable. However, for Worldwide, the small negative ef-
fect size (-.03) is generalizable in direction, but the confidence interval suggests a non-
significant and inaccurate finding. In addition, with a negative availability bias result, no ef-
fect on financial innovation performance is expected from the Worldwide sub-group. 
 
Innovation orientation. The average variance of the effect sizes in the sub-groups (.0047) is 
lower than the variance for the total set for this factor, so the moderator is confirmed. The 
moderator specification Asia has a large estimated effect size (.68), which is significant and 
homogenous and, thus, generalizable in direction and magnitude. However, the availability 
bias is quite large, so the result can serve only as an indication. The same is true for the esti-
mate for the specification Worldwide, but for this subset the effect has only a medium magni-
tude. For North America the correlation coefficient is estimated at .39 (medium magnitude). 
This effect size is significant and stable and confirms the hypothesized direction. The remain-
ing variance for this effect size indicates further moderators or other artifacts already correct-
ed for. 
 
Competitive intensity. The moderator is confirmed for this factor (average variance of .0099). 
The effect size estimates for the moderator specification Worldwide, with a large negative 
magnitude (-.53), are significant, homogenous, and generalizable in direction and magnitude. 
However, the calculated values are reliable only to a limited reliable degree because of the 
large availability bias. For North America the effect sizes are neither significant nor homoge-
neous, but they are reliable. 
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Table 5-5: Results for moderator: Region 

 
 

5.1.3.3 Methodological moderator - Level of management 

 
For the methodological moderator level of management, the effect sizes have been divided 
into the subsets senior manager, project manager, and mixed. The moderator was confirmed 
for six factors and was rejected only for the factor external networks since the average vari-
ance (.0082) exceeds the variance of the total data set (.0067). The results for the factors for 
which the moderator was confirmed are reported in the next paragraphs and are also shown in 
Table 5-6. 
 
Explicit innovation strategy. The relationship between this factor and financial innovation 
performance is moderated by the level of management surveyed. All estimated effect sizes of 

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)b

Availability 
bias Xs

Moderator 
confirmedc

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Asia 2 397 0.37 (0.05, 0.69) (0.12, 0.62) 0.0323 0.0261 19% 7

North America 14 1405 0.24 (0.05, 0.44) (0.16, 0.33) 0.0244 0.0099 60% 64
Worldwide 6 1006 0.22 (0.19, 0.26) 0.0021 0.0000 100% 20

Overall 12 2316 0.27 (-0.15, 0.69) (0.14, 0.40) 0.0565 0.0467 17% 83
North America 4 648 0.43 (0.38, 0.48) 0.0026 0.0000 100% 22

Worldwide 4 736 0.11 (0.08, 0.15) 0.0014 0.0000 100% 3

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Europe 2 1687 0.29 (0.17, 0.41) (0.19, 0.39) 0.0052 0.0036 30% 12

North America 12 1768 0.28 (-0.18, 0.74) (0.14, 0.42) 0.0633 0.0542 14% 74
Worldwide 4 736 -0.09 (-0.14, -0.04) 0.0024 0.0000 100% 2

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Asia 3 622 0.45 (0.22, 0.67) (0.29, 0.60) 0.0185 0.0134 28% 17

North America 8 876 0.32 (0.11, 0.53) (0.21, 0.43) 0.0239 0.0118 51% 38
Worldwide 5 871 0.10 (0.05, 0.15) (0.01, 0.19) 0.0111 0.0007 93% 4

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Europe 5 4617 0.19 (0.11, 0.26) (0.14, 0.24) 0.0032 0.0015 54% 33

Worldwide 4 736 -0.03 (-0.12, 0.07) 0.0092 0.0000 100% -2

Overall 46 9924 0.36 (0.14, 0.59) (0.32,0.40) 0.0191 0.0135 29% 969
Asia 9 1699 0.43 (0.28, 0.58) (0.36, 0.50) 0.0114 0.0059 48% 88

Europe 4 724 0.20 (-0.19, 0.6) (-0.01, 0.42) 0.0484 0.0409 16% 9
North America 30 6344 0.36 (0.17, 0.55) (0.32, 0.41) 0.0151 0.0092 39% 495

Overall 13 2697 0.38 (0.19, 0.57) (0.31, 0.44) 0.0155 0.0096 38% 142
Asia 2 85 0.68 (0.66, 0.70) 0.0001 0.0000 100% 6

North America 6 1169 0.39 (0.16, 0.62) (0.27, 0.50) 0.0207 0.0141 32% 42
Worldwide 2 523 0.42 (0.33, 0.51) 0.0040 0.0000 100% 10

Overall 16 3023 0.03 (0.02, 0.05) (-0.03, 0.09) 0.0159 0.0086 46% 1
Asia 2 294 -0.01 (-0.07, 0.05) 0.0019 0.0000 100% 0

North America 10 1105 0.09 (-0.18, 0.36) (-0.02, 0.20) 0.0322 0.0194 40% 8
Worldwide 2 60 0.00 (-0.46, 0.45) (-0.44, 0.43) 0.0995 0.0538 46% -2

Overall 14 2619 0.10 (-0.07, 0.26) (0.03, 0.17) 0.0164 0.0070 57% 29
Asia 3 839 0.11 (-0.06, 0.29) (-0.02, 0.25) 0.0135 0.0078 42% 3

North America 10 1654 0.10 (-0.07, 0.27) (-0.08, 0.28) 0.0866 0.0075 60% 14

Overall 16 2425 -0.15 (-0.46, 0.16) (-0.24, -0.05) 0.0363 0.0251 31% 55
North America 12 1869 -0.16 (-0.44, 0.11) (-0.26, -0.06) 0.0311 0.0198 36% 40

Worldwide 2 60 -0.53 (-0.58, -0.48) 0.0014 0.0000 100% 3
a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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the sub-groups show a medium influence (.22 for senior managers, .20 for project managers 
and .42 for mixed) and are significant and, thus, generalizable in direction. The results are also 
homogenous and can be generalized in magnitude for the respective populations, except for 
the effect sizes from samples in which senior managers were surveyed. Finally, the results for 
the moderator specification project manager are unstable because of a large availability bias 
( = 9). For all other specifications, the sub-group results are stable and reliable. 
 
Reduced cycle time. For the senior manager and project manager sub-groups, the results are 
homogenous and show a medium effect size (.44 for senior managers and .11 for project 
managers), which is also significant. Thus, both results in the sub-groups are generalizable in 
direction and magnitude. However, for both sub-groups, the availability bias is high, so the 
results can serve only as first indications of the true effect size. The estimated effect size in 
the mixed sub-group is .35, but it is neither significant nor homogenous. 
 
Customer input. The effect sizes for the senior manager and mixed groups show a medium 
magnitude (.25 for senior managers and .34 for mixed). Both results are stable and reliable in 
terms of the available bias, but only the effect size for the mixed group is significant, so it is 
generalizable in direction. The effect size for the project manager sub-group has a small nega-
tive influence on the dependent variable (-.09), which is confirmed in direction and magnitude 
for the respective population. However, because of the large availability bias, the result can 
serve only as a first indication. 
 
Cross-functional coordination. The moderator is confirmed for this factor (average variance 
.0085). In all three specifications, the factor shows a medium (.28 for senior managers and 
.13 for project managers) or large (.51 for mixed) influence on financial innovation perfor-
mance. The three estimates are also significant and generalizable in direction for all subsets. 
For the project manager sub-group, the data are homogenous in comparison to the other two 
groups, so the magnitude is even valid for the respective sub-group population. However, the 
reliability of the result for this factor is low (nine further null-effect sizes necessary to reduce 
the current findings below the critical level). The other two findings appear to be stable and 
reliable. 
 
Market orientation. All three sub-groups show significant results for this factor, but all effect 
sizes are of medium magnitude (.36 for senior managers, .41 for project managers and .40 for 
mixed) and generalizable in direction. The results for the project manager sub-group are ho-
mogenous, and the effect size magnitude can be generalized; however, because of the large 
availability bias, the result can serve only as a first indication. In contrast, the other sub-
groups show reliable results, although the high remaining variance does not allow for a mag-
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nitude generalization and suggests that there are further moderators or artifacts currently not 
corrected for. 
 
Market dynamism. The sub-groups’ average variance for this factor is smaller (.0043) than the 
variance of the complete data set (.0070), so the moderator is confirmed. Only two subsets 
could be built for this factor; the estimated effect sizes are .11 for the senior manager group 
and .15 for the mixed group. The mixed sub-group has a credibility interval without the zero 
value and is also homogenous, so the effect size is generalizable in direction and magnitude. 
Although the result for the mixed group appears to be significant and accurate, the large avail-
ability bias means the results can be only preliminary. For the senior manager group, the ef-
fect size is not significant, but further moderators or other artifacts not corrected for are indi-
cated by the low explained variance. 
 

 
Table 5-6: Results for moderator: Level of management 

 
 
 
 

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)b

Availability 
bias Xs

Moderator 
confirmedc

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Senior Manager 13 1811 0.22 (0.00, 0.44) (0.14, 0.30) 0.0221 0.0115 48% 61

Project Manager 4 736 0.20 (0.17, 0.23) 0.0011 0.0000 100% 9
Mixed 6 471 0.42 (0.37, 0.46) 0.0031 0.0000 100% 27

Overall 12 2316 0.27 (-0.15, 0.69) (0.14, 0.40) 0.0565 0.0467 17% 83
Senior Manager 3 195 0.44 (0.32, 0.55) 0.0107 0.0000 100% 8

Project Manager 4 736 0.11 (0.08, 0.15) 0.0014 0.0000 100% 3
Mixed 5 1385 0.35 (-0.15, 0.86) (0.12, 0.59) 0.0735 0.0661 10% 35

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Senior Manager 10 1512 0.25 (-0.23, 0.73) (0.09, 0.41) 0.0686 0.0595 13% 50

Project Manager 4 736 -0.09 (-0.14, -0.04) 0.0024 0.0000 100% 2
Mixed 6 2409 0.34 (0.10, 0.58) (0.23, 0.45) 0.0187 0.0151 19% 56

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Senior Manager 9 965 0.28 (0.05, 0.51) (0.17, 0.38) 0.0273 0.0139 49% 38

Project Manager 6 995 0.13 (0.02, 0.24) (0.04, 0.22) 0.0135 0.0032 76% 9
Mixed 4 852 0.51 (0.33, 0.69) (0.39, 0.62) 0.0140 0.0083 41% 32

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Senior Manager 6 1130 0.09 (-0.14, 0.31) (-0.03, 0.21) 0.0223 0.0131 41% 5

Project Manager 4 736 -0.03 (-0.12, 0.07) 0.0092 0.0000 100% -2
Mixed 2 560 0.22 (0.00, 0.43) (0.03, 0.40) 0.0174 0.0116 34% 4

Overall 46 9924 0.36 (0.14, 0.59) (0.32,0.40) 0.0191 0.0135 29% 969
Senior Manager 28 6502 0.36 (0.11, 0.60) (0.30, 0.41) 0.0213 0.0159 25% 462

Project Manager 2 259 0.41 (0.36, 0.45) 0.0009 0.0000 100% 6
Mixed 15 2710 0.40 (0.25, 0.56) (0.36, 0.44) 0.0064 0.0064 50% 177

Overall 14 2619 0.10 (-0.07, 0.26) (0.03, 0.17) 0.0164 0.0070 57% 29
Senior Manager 11 1677 0.11 (-0.06, 0.27) (0.03, 0.19) 0.0192 0.0072 62% 19

Mixed 2 489 0.15 (0.08, 0.22) (0.04, 0.27) 0.0069 0.0013 81% 2
a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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5.1.3.4 Methodological moderator – Single-informant bias 

 
The methodological moderator single-informant bias groups the effect sizes into the subsets 
yes and no.513 As shown in Table 5-7, the moderator is confirmed for eight factors and reject-
ed for two: cross-functional coordination and firm size. The following paragraphs provide de-
tails about the results for the factors with the confirmed moderator. 
 
Explicit innovation strategy. For both specifications, the effect size for this factor is medium 
(.26 for yes, .21 for no) and significant, so it is generalizable in direction. Although the result 
for the no moderator specification is homogenous and allows for generalization of the effect 
size magnitude, the findings are not very reliable because of the large availability bias, so they 
can serve only as a first indication. This finding is in contrast to the findings for the yes sub-
group, which are reliable. Nevertheless, the result for the yes sub-group still has a large pro-
portion of unexplained variance, which might be due to further moderators or other artifacts 
than have been corrected for. 
 
Reduced cycle time. The moderator was confirmed for this factor because the average vari-
ance of the effect size in the sub-groups (.0275) is lower than the variance in the complete da-
ta set. The two sub-groups both show a medium effect on financial innovation performance 
(.37 for yes and .11 for no), but the effect for the yes sub-group is not significant and hetero-
geneous. On the other hand, the effect for the no group is significant and homogenous and so 
is generalizable in direction and magnitude; however, because of the large availability bias, 
the findings can be used only as a first indication. 
 
Customer input. The results for this factor are almost the same as for reduced cycle time, ex-
cept for the magnitude of the effect sizes, which are medium for the yes sub-group (.31) and 
small and of negative direction for the no sub-group (-.09). The results in the no sub-group are 
generalizable in magnitude, but because of the large availability bias, the findings can be used 
only as a first indication.  
 
External networks. The moderator analysis for this factor confirms the moderator with an av-
erage variance of .0012. The effect when there is a single-informant bias is calculated with a 
medium magnitude of .19, which is significant, generalizable in direction, and reliable. How-
ever, the remaining variance suggests the presence of further moderators or artifacts not cor-
rected for. For the moderator specification no, the effect size is small (-.03) and generalizable 
with a negative direction and magnitude, but the confidence interval suggests a non-
significant and inaccurate result. Considering the large availability bias, the effect of this fac-

                                                 
513 “Yes” for effect sizes with single-informant bias, and “no” for those without. 



Results of the correction and integration of primary study findings 135 

 

tor on financial innovation performance in the no sub-group is expected to be null. This result 
is in contrast to the confirmed positive hypothesized relationship direction of the factor in the 
complete data set analysis. 
 
Market orientation. The calculated effect sizes and variances for the sub-groups of this factor 
confirm the influence of the single-informant bias moderator. In both subsets the factors show 
significant results that are generalizable in direction and have a medium influence on financial 
innovation performance (.34 for yes and .44 for no). The results are reliable and stable based 
on the availability bias, but the explained variance indicates the influence of further modera-
tors or artifacts not corrected for. 
 
Innovation orientation. The results for this factor are identical to those of market orientation, 
with the sole exception of the concrete magnitude of the effect sizes (.40 for yes and .33 for 
no). 
 
Market dynamism. This environmental factor shows that the sub-groups impact financial in-
novation performance differently. While the credibility interval for both sub-groups indicates 
that the effect sizes are generalizable in direction and magnitude (a small magnitude of .04 for 
yes and a medium magnitude of .24 for no), the confidence interval for the yes sub-group re-
ports a non-significant and inaccurate result. Thus, only the generalization of the results for no 
is valid, although only as indication because of the large availability bias. The finding for yes 
indicates no influence of the factor on financial innovation performance. 
 
Competitive intensity. The moderator is confirmed for this factor, but neither estimated effect 
size is significant. For the yes group, there is a small negative effect size (-.08), and there is a 
medium negative effect size of -.17 for the no group. In addition, because of the large availa-
bility bias, the stability of the results is disputable. In addition, the results are heterogeneous 
since the remaining variance is still above 25 percent. 
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Table 5-7: Results for moderator: Single Informant Bias 

 
 

5.1.3.5 Methodological moderator - Data type of performance construct 

 
With the third methodological moderator, the effect sizes are divided into one group in which 
the performance construct is measured with subjective data and another group in which the 
construct is measured with objective data. As shown in Table 5-8, the moderator is confirmed 
in seven of the eight factors in this analysis, but it is rejected for the remaining one, external 
networks. The following paragraphs detail the results for each factor for which the moderator 
was confirmed. 
 
Explicit innovation management. For this factor, the size of the correlation coefficient with 
financial innovation performance depends on the moderator. When subjective data are used, 
the effect size has a medium magnitude (.30) that is significant, generalizable in direction, and 
reliable. Since the sub-group is heterogeneous, further moderators or artifacts not corrected 

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)b

Availability 
bias Xs

Moderator 
confirmedc

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Yes 18 2241 0.26 (0.04, 0.48) (0.19, 0.33) 0.0246 0.0130 47% 117
No 5 777 0.21 (0.16, 0.27) 0.0037 0.0000 100% 13

Overall 12 2316 0.27 (-0.15, 0.69) (0.14, 0.40) 0.0565 0.0467 17% 83
Yes 8 1580 0.37 (-0.09, 0.83) (0.19, 0.54) 0.0648 0.0549 15% 63
No 4 736 0.11 (0.08, 0.15) 0.0014 0.0000 100% 3

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Yes 16 3921 0.31 (-0.06, 0.68) (0.21, 0.41) 0.0414 0.0356 14% 170
No 4 736 -0.09 (-0.14, -0.04) 0.0024 0.0000 100% 2

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Yes 15 1917 0.31 (0.08, 0.54) (0.23, 0.39) 0.0254 0.0140 45% 108
No 5 1099 0.26 (-0.20, 0.72) (0.04, 0.48) 0.0618 0.0546 12% 21

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Yes 7 5034 0.19 (0.10, 0.29) (0.14, 0.24) 0.0047 0.0024 48% 51
No 4 736 -0.03 (-0.12, 0.07) 0.0092 0.0000 100% -2

Overall 46 9924 0.36 (0.14, 0.59) (0.32,0.40) 0.0191 0.0135 29% 969
Yes 34 7819 0.34 (0.13, 0.56) (0.30, 0.39) 0.0173 0.0119 31% 594
No 12 2105 0.44 (0.22, 0.66) (0.36, 0.52) 0.0187 0.0125 33% 135

Overall 13 2697 0.38 (0.19, 0.57) (0.31, 0.44) 0.0155 0.0096 38% 142
Yes 8 1843 0.40 (0.22, 0.58) (0.32, 0.48) 0.0135 0.0083 39% 75
No 5 854 0.33 (0.15, 0.51) (0.06, 0.59) 0.0928 0.0086 47% 24

Overall 16 3023 0.03 (0.02, 0.05) (-0.03, 0.09) 0.0159 0.0086 46% 1
Yes 11 2642 0.01 (-0.1, 0.12) (-0.05, 0.06) 0.0086 0.0029 66% 0
No 5 381 0.22 (-0.02, 0.47) (0.06, 0.39) 0.0360 0.0160 56% 8

Overall 14 2619 0.10 (-0.07, 0.26) (0.03, 0.17) 0.0164 0.0070 57% 29
Yes 10 1935 0.04 (0.01, 0.07) (-0.02, 0.10) 0.0097 0.0002 98% 1
No 4 684 0.24 (0.18, 0.31) 0.0043 0.0000 100% 11

Overall 16 2425 -0.15 (-0.46, 0.16) (-0.24, -0.05) 0.0363 0.0251 31% 55
Yes 10 1932 -0.08 (-0.27, 0.10) (-0.28, 0.11) 0.0964 0.0093 48% 12
No 6 1302 -0.17 (-0.49, 0.15) (-0.32, -0.02) 0.0356 0.0274 23% 16

a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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for may influence the observed relationship. In the second sub-group, which uses objective 
data, the effect size has a medium magnitude (.16), is significant, and can be generalized in 
magnitude. However, the calculated availability bias indicates that this result is only prelimi-
nary. 
 
Reduced cycle time. Both sub-groups show a medium impact on the dependent variable (.32 
for the subjective group and .19 for the objective group) for this factor. However, the estimat-
ed effect sizes are not significant since both credibility intervals include the zero value. While 
both sub-groups are heterogeneous, the availability bias for the subjective data sub-group is 
low and that for the objective data sub-group is large. 
 
Customer input. For this factor, the moderator is confirmed with an average variance of the 
subsets of .0439. The estimated effect sizes are of medium magnitude (.33 for subjective; .18 
for objective), but neither result is either significant or homogenous. The availability bias is 
low, which indicates stable results. 
 
Cross-functional coordination. While the estimated effect sizes on financial innovation per-
formance are of medium magnitude for both sub-groups (.37 for subjective and .11 for objec-
tive), significant, and generalizable in direction, the results are reliable only for the subjective 
data sub-group in terms of the availability bias, but this sub-group’s remaining variance indi-
cates the presence of further moderator influence. In contrast, the results for the objective data 
are homogenous and, thus, generalizable in direction, but the large availability bias limits the 
findings to a first indication. 
 
Innovation orientation. The average variance of the estimates in the innovation orientation 
sub-groups (.0057) confirms the moderator. In both sub-groups, the effect sizes have a medi-
um magnitude (.36 for subjective and .45 for objective), are significant and are, thus, general-
izable in direction. However, even if the results for the objective data group are generalizable 
in direction, the availability bias indicates that they are unstable. In contrast, while the subjec-
tive data group is heterogeneous, it shows reliable results. 
 
Firm size. Both sub-groups show a small or zero impact on the dependent variable (.07 for 
subjective and .00 for objective), and both results are not significant since both credibility in-
tervals include the zero value. In addition, both sub-groups are heterogeneous, and the availa-
bility bias for each sub-group is large. 
 
Competitive intensity. The moderator is confirmed for this factor (average variance of .0249), 
but neither moderator specification is significant because of their negative medium magnitude 
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(-.14 for subjective and -.16 for objective). Furthermore, the availability bias is high, and both 
sub-groups still show a high remaining variance.  
 

 
Table 5-8: Results for moderator: Data type of performance construct 

 
 

5.1.3.6 Methodological moderator - Items used to measure performance construct 

 
The final methodological moderator, items used to measure performance construct, splits the 
effect size between two sub-groups: effects with a single-item performance construct and ef-
fects with a multi-item performance construct. As shown in Table 5-9, this moderator is con-
firmed for eight of the nine factors analyzed. Only for the explicit innovation strategy was the 
moderator rejected. The following paragraphs describe the results for each factor with the 
confirmed moderator. 
 
Reduced cycle time.  The calculated true effect size estimates for this factor both have a medi-
um magnitude (.18 for single-item and .35 for multi-item); however, only the result for the 
single-item sub-group is significant and generalizable in direction, but this sub-group is still 
heterogeneous, and the availability bias leaves some doubt about the stability of the result. For 
the multi-item sub-group, the effect size is not significant since the credibility intervals in-

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)b

Availability 
bias Xs

Moderator 
confirmedc

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Subjective 16 1841 0.30 (0.08, 0.51) (0.22, 0.37) 0.0242 0.0121 50% 108
Objective 7 1177 0.16 (0.13, 0.19) 0.0013 0.0000 100% 16

Overall 12 2316 0.27 (-0.15, 0.69) (0.14, 0.40) 0.0565 0.0467 17% 83
Subjective 6 1569 0.32 (-0.16, 0.80) (0.11, 0.53) 0.0681 0.0605 11% 40
Objective 6 747 0.19 (-0.02, 0.40) (0.06, 0.32) 0.0256 0.0119 53% 13

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Subjective 13 2216 0.33 (-0.13, 0.79) (0.19, 0.47) 0.0634 0.0549 13% 110
Objective 7 2441 0.18 (-0.18, 0.53) (0.03, 0.32) 0.0372 0.0329 12% 30

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Subjective 13 2052 0.37 (0.07, 0.66) (0.27, 0.46) 0.0317 0.0229 28% 119
Objective 7 964 0.11 (0.04, 0.19) 0.0107 0.0000 100% 8

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Subjective 3 601 0.22 (0.02, 0.43) (0.06, 0.38) 0.0198 0.0107 46% 7
Objective 8 5169 0.16 (0.01, 0.32) (0.10, 0.23) 0.0086 0.0060 29% 49

Overall 13 2697 0.38 (0.19, 0.57) (0.31, 0.44) 0.0155 0.0096 38% 142
Subjective 10 2183 0.36 (0.15, 0.57) (0.28, 0.44) 0.0173 0.0114 34% 92
Objective 3 514 0.45 (0.39, 0.50) 0.0022 0.0000 100% 15

Overall 16 3023 0.03 (0.02, 0.05) (-0.03, 0.09) 0.0159 0.0086 46% 1
Subjective 11 1557 0.07 (-0.11, 0.25) (-0.11, 0.25) 0.0921 0.0085 53% 7
Objective 5 1466 0.00 (-0.16, 0.15) (-0.10, 0.09) 0.0110 0.0062 43% 0

Overall 16 2425 -0.15 (-0.46, 0.16) (-0.24, -0.05) 0.0363 0.0251 31% 55
Subjective 9 1273 -0.14 (-0.46, 0.19) (-0.27, -0.01) 0.0395 0.0274 31% 18
Objective 7 1152 -0.16 (-0.45, 0.14) (-0.29, -0.02) 0.0326 0.0225 31% 16

a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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clude the zero value, and the low explained variance suggests the presence of further modera-
tors. 
 
Customer input. In the single-item sub-group for this factor, an effect size of medium magni-
tude (.15) is estimated, which is not significant and not generalizable, and the remaining vari-
ance also show it is a heterogeneous sub-group. For the multi-item sub-group, the estimated 
effect size is also of medium magnitude (.36), which is significant and generalizable in direc-
tion. However the remaining variance indicates that further moderators influence the relation-
ship. Both sub-groups show reliable results. 
 
Competitive intelligence. The average variance of the sub-groups in the moderator analysis 
confirms the moderator for this factor. Only for the multi-item sub-group is the result signifi-
cant, showing a medium influence (.029) on financial innovation performance. The multi-item 
sub-group appears to be homogenous, so the direction and magnitude of the effect size is gen-
eralizable. For the other sub-group, the resulting small effect size estimate (.06) is not signifi-
cant, generalizable, reliable or homogenous. 
 
Cross-functional coordination. This factor has a positive medium impact on financial innova-
tion performance but, as confirmed with the moderator analysis, the concrete effect magnitude 
depends on the moderator (.11 for single-item and .41 for multi-item). Both effects are signifi-
cant and generalizable in direction. However, only the single-item sub-group is homogenous, 
so only its magnitude can be generalized. Nevertheless, the single-item results are somewhat 
instable, while the availability bias for the multi-item group is low. 
 
External networks.  Both sub-groups for this factor show a medium impact (.16 for single-
item and .21 for multi-item) on the dependent variable and are significant and generalizable in 
direction. In addition, both sub-groups are homogenous, which indicates further moderators. 
Only for the single-item results is the availability bias small; the bias for the multi-item sub-
group lends doubt to the reliability of the calculated effect size. 
 
Innovation orientation. For this factor, the results for the two sub-groups are nearly identical 
to those of external networks. The two sub-groups show a medium influence (.43 for single-
item and .37 for multi-item) and are significant and generalizable in direction. However, the 
multi-item subset is heterogeneous in comparison to the single-item subset which is complete-
ly homogenous. In addition, the result of multi-item group is more reliable than that of the 
single-item group. 
 
Firm size. For this factor, both sub-groups show a small or zero impact on the dependent vari-
able (.07 for single-item and .00 for multi-item). In addition, neither result is significant, since 
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both credibility intervals include the zero value. Both sub-groups are heterogeneous, and the 
availability bias for each sub-group is large. 
 
Competitive intensity. Neither moderator specification for this factor is significant or general-
izable because of their negative medium magnitude (-.14 for single-item and -.16 for multi-
item). Furthermore, the availability bias is high, and both sub-groups show a high remaining 
variance. 
 

 
Table 5-9: Results for moderator: Items used to measure performance construct 

 
 

5.1.3.7 Summary of results of the moderator analysis 

 
The moderator analysis revealed that all six moderators influence the relationships between 
the identified factors for the moderator analysis514 and financial innovation performance. For 

                                                 
514 For the factors new-to-the-market products, formal product development process, available knowledge in 
workforce and decentralization, a moderator analysis could not be conducted because of the low number of 
available studies. 

Moderator 
specification k Total N

95% 
credibility 

interval

95% 
confidence 

interval
Variance of 

rc

Variance 
of 

Explained 
variance 
(in %)b

Availability 
bias Xs

Moderator 
confirmedc

Overall 23 3018 0.25 (0.07, 0.43) (0.19, 0.31) 0.0199 0.0086 57% 169
Single-Item 15 1933 0.23 (0.12, 0.34) (0.17, 0.29) 0.0151 0.0029 80% 77
Multi-Item 8 1085 0.27 (0.02, 0.52) (0.16, 0.38) 0.0267 0.0166 38% 35

Overall 12 2316 0.27 (-0.15, 0.69) (0.14, 0.40) 0.0565 0.0467 17% 83
Single-Item 7 931 0.18 (0.01, 0.36) (0.07, 0.29) 0.0208 0.0080 62% 16
Multi-Item 5 1385 0.35 (-0.15, 0.86) (0.12, 0.59) 0.0735 0.0661 10% 35

Overall 20 4657 0.25 (-0.19, 0.68) (0.14, 0.35) 0.0553 0.0489 12% 185
Single-Item 8 2399 0.15 (-0.27, 0.56) (-0.01, 0.30) 0.0502 0.0450 10% 27
Multi-Item 12 3458 0.36 (0.11, 0.61) (0.28, 0.44) 0.0209 0.0163 22% 141

Overall 10 1448 0.23 (-0.05, 0.51) (0.12, 0.34) 0.0309 0.0209 32% 43
Single-Item 3 303 -0.06 (-0.32, 0.20) (-0.28, 0.15) 0.0362 0.0175 52% -1
Multi-Item 7 1145 0.29 (0.25, 0.33) (0.22, 0.36) 0.0084 0.0005 95% 35

Overall 20 3016 0.29 (-0.04, 0.62) (0.20, 0.38) 0.0390 0.0290 26% 173
Single-Item 9 1249 0.11 (0.06, 0.17) 0.0083 0.0000 100% 13
Multi-Item 11 1767 0.41 (0.15, 0.66) (0.31, 0.50) 0.0253 0.0171 32% 103

Overall 11 5770 0.17 (0.01, 0.33) (0.11, 0.23) 0.0099 0.0067 32% 75
Single-Item 8 5026 0.16 (0.00, 0.32) (0.10, 0.23) 0.0092 0.0065 29% 48
Multi-Item 3 744 0.21 (0.06, 0.36) (0.08, 0.33) 0.0122 0.0061 50% 7

Overall 13 2697 0.38 (0.19, 0.57) (0.31, 0.44) 0.0155 0.0096 38% 142
Single-Item 2 126 0.43 (0.30, 0.56) 0.0093 0.0000 100% 4
Multi-Item 11 2571 0.37 (0.17, 0.57) (0.30, 0.45) 0.0156 0.0104 34% 116

Overall 16 3023 0.03 (0.02, 0.05) (-0.03, 0.09) 0.0159 0.0086 46% 1
Single-Item 5 1466 0.00 (-0.16, 0.15) (-0.10, 0.09) 0.0110 0.0085 43% 0
Multi-Item 11 1557 0.07 (-0.11, 0.25) (-0.11, 0.25) 0.0921 0.0062 53% 7

Overall 16 2425 -0.15 (-0.46, 0.16) (-0.24, -0.05) 0.0363 0.0251 31% 55
Single-Item 7 1152 -0.16 (-0.45, 0.14) (-0.29, -0.02) 0.0326 0.0274 31% 16
Multi-Item 9 1273 -0.14 (-0.46, 0.19) (-0.27, -0.01) 0.0395 0.0225 31% 18

a Explained variance lower than 75% indicated that the factor may be influenced by further moderators.
b Moderator is confirmed when the average variance of  in the subgroups is lower than for the complete data set.
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the factor customer input, all six moderators are confirmed. However, as shown in Table 5-10, 
for the factors competitor intelligence, firm size and market dynamism, only two of the mod-
erators influence the relationship, and for learning orientation, none of the moderators could 
be confirmed. Besides the confirmation of the moderators, the analysis also provides further 
details on the results in the complete data analysis. The following paragraphs describe these 
further findings. 
 
Explicit innovation strategy. For this factor, the hypothesized effect direction is confirmed in 
the complete data analysis and also for all moderators. A precise magnitude could be con-
firmed for the following moderator specifications:  
 

 Innovation focus – Service (.08) 
 Level of management – Project Manager (.20) 
 Level of management – Mixed (.42) 
 Single-informant bias – No (.21) 
 Data type for performance construct – Objective (.16) 

 
Reduced cycle time. For this factor, the hypothesized direction, which was not confirmed in 
the complete data set analysis, was confirmed in six of eleven moderator sub-groups. Howev-
er, the large availability bias behind those six confirmations still leaves room for doubt about 
the real direction of the effect. A precise magnitude has been confirmed for the following 
moderator specifications: 
 

 Region – North America (.43) 
 Region – Worldwide (.11) 
 Level of management – Senior Manager (.44) 
 Level of management – Project Manager (.11) 
 Single-informant bias – No (.11) 

 
Customer input. The hypothesized positive effect of this factor on innovation financial per-
formance was not confirmed in the complete data set analysis and could be confirmed in only 
four of fifteen moderator groups. Four other groups confirmed a negative effect of this factor. 
When the estimate is in the negative direction, the precise magnitude is confirmed. However, 
because of the availability bias, the results can be no more than an indication: 
 

 Innovation focus – Service (-.20) 
 Region – Worldwide (-.09) 
 Level of management – Project Manager (-.09) 
 Single-informant bias – No (-.09) 
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Competitor intelligence. For this factor, the hypothesized positive correlation coefficient with 
financial innovation performance is not confirmed in the complete data set analysis. In the 
moderator analysis, the direction is confirmed in three of the five sub-groups, two of which 
also show reliable results regarding the availability bias. For the three groups with confirmed 
direction, the magnitude is also generalizable: 
 

 Innovation focus – Product (.20) 
 Innovation focus – Both (.33) 
 Items used to measure performance construct – Multi-Item (.29) 

 
Cross-functional coordination. The hypothesized positive direction of the effect size is not 
confirmed for this factor in the complete data set analysis. However, twelve of thirteen mod-
erator sub-groups confirm a positive direction, which gives a very strong indication of the di-
rection of the true effect size. For five of the sub-groups, the estimated effect size magnitude 
could be generalized, but only with limitations because of the availability bias for all of the 
sub-groups: 
 

 Innovation focus – Service (.19) 
 Region – Worldwide (.10) 
 Level of management – Project Manager (.13) 
 Data type for performance construct – Objective (.11) 
 Items used to measure performance construct – Single-Item (.11) 

 
External networks. The hypothesized positive effect of this factor on financial innovation per-
formance is confirmed in the complete data set analysis and also in four of six sub-groups of 
the moderator analysis. However, the two other sub-groups confirmed a null influence on the 
dependent variable515: 
 

 Region – Worldwide (non-significant influence) 
 Single-informant bias – No (non-significant influence) 

 
Market orientation. All seven moderator sub-groups for this factor support the complete data 
analysis’s confirmation of the hypothesized positive relationship with financial innovation 
performance. However, for only one sub-group does the magnitude of the effect size fulfill all 
criteria to be generalized: 
 

                                                 
515 Non-significant influence might be due also to a second-order sample bias resulting from the very small num-
ber of included effect sizes in the sub-groups; cf. Hunter/Schmidt (2004), pp. 399ff. 
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 Level of management – Project Manager (.41) 
 
Innovation orientation. For this factor, the hypothesized positive relationship with financial 
innovation performance was confirmed in the complete data set analysis, as well as in the 
moderator analysis for all sub-groups. For five of eleven moderator sub-groups, the effect size 
magnitude could be generalized. However, because of the availability bias, the results are on-
ly preliminary for the last four of the following: 
 

 Innovation focus – Product (.33) 
 Region – Asia (.68) 
 Region – Worldwide (.42) 
 Data type for performance construct – Objective (.45) 
 Items used to measure performance construct – Single-Item (.43) 

 
Learning orientation. For this factor, a positive relationship with financial innovation perfor-
mance is confirmed in the complete data set analysis; although the explained variance indicat-
ed further moderators, none of the defined moderators are confirmed for this factor, so no fur-
ther details about the precise magnitude of the effect in specific sub-groups could be found in 
this analysis. 
 
Firm size. While the complete data set analysis indicated a null influence for this factor, the 
results in the moderator sub-groups did not reveal more details about the effect. Consequent-
ly, the effect of firm size on innovation performance will be defined with that strong indica-
tion of null influence. 
 
Market dynamism. For this factor, none of the hypothesized directions are confirmed in the 
complete data analysis. However, from the results of two of four moderator sub-groups, a 
positive relationship can be generalized. A null influence was confirmed for one moderator 
sub-group. For the three effect sizes of these three moderators, the magnitude is valid for the 
complete population of the respective moderator sub-group. However, because of the availa-
bility bias, the results for the first and third sub-groups below are only indications: 
 

 Level of management – Mixed (.06) 
 Single-informant bias – Yes (non significant influence)516 
 Single-informant bias – No (.24)  

 

                                                 
516 Non-significant influence might also be due to a second-order sample bias resulting from the very small num-
ber of included effect sizes in the sub-groups; cf. Hunter/Schmidt (2004), pp. 399ff. 
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Competitive intensity. The hypothesized negative relationship between this factor and finan-
cial innovation performance is not confirmed in the complete data set analysis, and the mod-
erator analysis showed the expected negative correlation in only one sub-group, for which the 
effect size magnitude could also be generalized. However, because of the availability bias, the 
findings are only indications. 
 

 Region – Worldwide (-.53) 
 
All of these findings are integrated into the next section’s categorization scheme, which 
serves as the basis for the discussion. A complete summary of all results are reported in Table 
5-10. 
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Table 5-10: Summary of results of the moderator analysis
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5.2 Categorization of findings from the meta-analyses 

 
In the final step of the meta-analysis, the findings in the two analyses of the complete data set 
and moderators are integrated into a categorization to ease the discussion and identification of 
implications.517 The categorization scheme is based on the interpretation of the meta-analysis, 
as described in section 3.4.2. As shown in Table 5-11, the identified factors are categorized by 
their effect sizes for the specific sub-groups along the calculated credibility interval, confi-
dence interval, and homogeneity level or explained variance (EV).518 The influence level in 
the first column of the table describes the extent and level of definition of the impact of the 
factor on financial innovation performance (e.g., population success factors are valid in the 
complete population with the detailed direction and magnitude). 
 

 
Table 5-11: Categorization scheme for estimated effect sizes in meta-analysis results 

 
All factors have been introduced into this categorization. First, the factors were sorted, based 
on the complete data analysis results, into levels 4, 2a, 1, and 0. Then the results from the 
moderator analysis that revealed more insights were added to the levels 3, 2b, and 0. The 

                                                 
517 See also result illustration of Song et al. (2008), p. 16. 
518 Thus, a factor may be included more than once when the results in the sub-group analysis lead to different 
conclusions. 

Population Subgroup

Confidence 
interval 

without zero 
value

Credibility 
interval 

without zero 
value

Homogeneity 
level (EV) 

above 75%

4 Population success factor X X X X

- Factor has one specific estimated true 
  effect size in the whole population.

3 Population subgroup success 
factor

X X X X

- Factor has one specific estimated true 
  effect for the population subgroup.

2

Heterogeneous success factor 
with generalizable influence 
direction ((a) population/ (b) 
population subgroup) 

a b X X

- Factor has a specific direction in 
  (a) population or 
  (b) subgroup population. 
- Further (hierarchical) moderator 
  analysis is necessary .

1 Factor with undefined 
influence

X X X

- Effect of factor can not be clarified in 
  the analyses
- Further (hierarchical) moderator 
  analysis is necessary.

0 Factor without influence X X X

- Factor without influence.

valid for

Characteristics

Influence 
level Type of factor Interpretation
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complete overview of the results, based on the categorization, is shown in Figure 5-1. The 
implications of these results are discussed in the following chapter and are based primarily on 
this central figure. 
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Figure 5-1: Overview of results of the complete meta-analysis 

Fi
na

nc
ia

l i
nn

ov
at

io
n 

pe
rf

or
m

an
ce

4.
 P

op
ul

at
io

n 
su

cc
es

s f
ac

to
rs

[S
A

]
Pr

ov
isi

on
 o

f i
nt

er
na

l r
es

ou
rc

es
 (

 =
 .3

9)

[I
PC

]
Ex

pl
ic

it 
kn

ow
le

dg
e 

m
an

ag
em

en
t (

 =
 .5

1)
Pr

of
ic

ie
nc

y 
in

 p
ro

du
ct

 d
ev

el
op

m
en

t 
pr

oc
es

s (
 =

 .4
1)

[O
&

C]
A

bs
or

pt
iv

e 
ca

pa
ci

ty
 (

 =
 .3

8)
*

To
p 

M
an

ag
em

en
t s

up
po

rt 
(

 =
 .3

2)

[E
C]

Te
ch

no
lo

gi
ca

l u
nc

er
ta

in
ty

 (
 =

 .1
8)

2b
. H

et
er

og
en

eo
us

  s
uc

ce
ss

 fa
ct

or
s w

ith
 g

en
er

al
iza

bl
e

in
flu

en
ce

 d
ir

ec
tio

n 
in

 p
op

ul
at

io
n 

su
bg

ro
up

[I
PC

]
Re

du
ce

d 
cy

cl
e 

tim
e

-I
te

m
s u

se
d 

to
 m

ea
su

re
 p

er
fo

rm
an

ce
 co

ns
tru

ct
 –

Si
ng

le
-I

tem
*

Cu
sto

m
er

 in
pu

t 
In

no
va

tio
n 

fo
cu

s –
Bo

th
 

Re
gi

on
 –

Eu
ro

pe
*

Le
ve

l o
f m

an
ag

em
en

t –
M

ix
ed

Ite
m

s u
se

d 
to

 m
ea

su
re

 p
er

fo
rm

an
ce

 c
on

str
uc

t –
M

ul
ti-

Ite
m

Cr
os

s-
fu

nc
tio

na
l c

oo
rd

in
at

io
n

In
no

va
tio

n 
fo

cu
s –

Bo
th

Re
gi

on
 –

A
sia

*
Re

gi
on

 –
N

or
th

 A
m

er
ic

a
Le

ve
l o

f m
an

ag
em

en
t –

Se
ni

or
 M

an
ag

er
Le

ve
l o

f m
an

ag
em

en
t –

M
ix

ed
D

at
a 

ty
pe

 fo
r p

er
fo

rm
an

ce
 c

on
str

uc
t –

Su
bj

ec
tiv

e
Ite

m
s u

se
d 

to
 m

ea
su

re
 p

er
fo

rm
an

ce
 c

on
str

uc
t -

M
ul

ti-
Ite

m

1.
 F

ac
to

rs
 w

ith
 u

nd
ef

in
ed

 in
flu

en
ce

[I
PC

]
Re

du
ce

d 
cy

cl
e 

tim
e

Cu
sto

m
er

 in
pu

t 
Co

m
pe

tit
or

 in
te

lli
ge

nc
e

Cr
os

s-
fu

nc
tio

na
l c

oo
rd

in
at

io
n

[E
C]

Co
m

pe
tit

iv
e 

in
te

ns
ity

M
ar

ke
t d

yn
am

ism

2a
. H

et
er

og
en

eo
us

  s
uc

ce
ss

 fa
ct

or
s w

ith
 g

en
er

al
iz

ab
le

in
flu

en
ce

 d
ir

ec
tio

n 
in

 p
op

ul
at

io
n

[S
A

]
Ex

pl
ic

it 
in

no
va

tio
n 

str
at

eg
y

N
ew

-to
-th

e 
m

ar
ke

t p
ro

du
cts

*

[I
PC

]
Fo

rm
al

 p
ro

du
ct

 d
ev

el
op

m
en

t p
ro

ce
ss

*
Ex

te
rn

al
 n

et
w

or
ks

A
va

ila
bl

e 
kn

ow
le

dg
e 

in
 w

or
kf

or
ce

[O
&

C]
M

ar
ke

t o
rie

nt
at

io
n

Le
ar

ni
ng

 o
rie

nt
at

io
n

In
no

va
tio

n 
or

ie
nt

at
io

n
D

ec
en

tra
liz

at
io

n*

3.
 P

op
ul

at
io

n 
su

bg
ro

up
 su

cc
es

s f
ac

to
rs

[I
PC

]
Cu

sto
m

er
 in

pu
t 

In
no

va
tio

n 
fo

cu
s –

Se
rv

ic
e 

(
 =

 -.
20

)*
Re

gi
on

 –
W

or
ld

w
id

e 
(

 =
 -.

09
)*

Le
ve

l o
f m

an
ag

em
en

t –
Pr

oj
ec

t M
an

ag
er

 (
 =

 -.
09

)*
Si

ng
le

-in
fo

rm
an

t b
ia

s  
-N

o 
(

 =
 -

.0
9)

*

[E
C]

Co
m

pe
tit

iv
e 

in
te

ns
ity

-R
eg

io
n 

–
W

or
ld

w
id

e 
(

 =
 -.

53
)*

[S
A

]
Ex

pl
ic

it 
in

no
va

tio
n 

str
at

eg
y

In
no

va
tio

n 
fo

cu
s –

Se
rv

ic
e 

(
 =

 .0
8)

 *
Le

ve
l o

f m
an

ag
em

en
t –

Pr
oj

ec
t M

an
ag

er
 (

 =
 .2

0)
*

Le
ve

l o
f m

an
ag

em
en

t –
M

ix
ed

 (
 =

 .4
2)

Si
ng

le
-in

fo
rm

an
t b

ia
s –

N
o 

(
 =

 .2
1)

*
D

at
a 

ty
pe

 fo
r p

er
fo

rm
an

ce
 c

on
str

uc
t -

O
bj

ec
tiv

e 
(

 =
 .1

6)
*

[I
PC

]
Re

du
ce

d 
cy

cl
e 

tim
e

Re
gi

on
 –

N
or

th
 A

m
er

ic
a 

(
 =

 .4
3)

 
Re

gi
on

 –
W

or
ld

w
id

e 
(

 =
 .1

1)
*

Le
ve

l o
f m

an
ag

em
en

t –
Se

ni
or

 M
an

ag
er

 (
 =

 .4
4)

*
Le

ve
l o

f m
an

ag
em

en
t –

Pr
oj

ec
t M

an
ag

er
 (

 =
 .1

1)
*

Si
ng

le
-in

fo
rm

an
t b

ia
s –

N
o 

(
 =

 .1
1)

*

Co
m

pe
tit

or
 in

te
lli

ge
nc

e
In

no
va

tio
n 

fo
cu

s –
Pr

od
uc

t (
 =

 .2
0)

*
In

no
va

tio
n 

fo
cu

s –
Bo

th
 (

 =
 .3

3)
 

Ite
m

s u
se

d 
to

 m
ea

su
re

 p
er

fo
rm

an
ce

 c
on

str
uc

t –
M

ul
ti-

Ite
m

  (
 =

 .2
9)

[I
PC

] (
Co

nt
d.

)
Cr

os
s-

fu
nc

tio
na

l c
oo

rd
in

at
io

n
In

no
va

tio
n 

fo
cu

s –
Se

rv
ic

e 
(

 =
 .1

9)
*

Re
gi

on
 –

W
or

ld
w

id
e 

(
 =

 .1
0)

*
Le

ve
l o

f m
an

ag
em

en
t –

Pr
oj

ec
t M

an
ag

er
 (

 =
 .1

3)
*

D
at

a 
ty

pe
 fo

r p
er

fo
rm

an
ce

 c
on

str
uc

t -
O

bj
ec

tiv
e 

(
 =

 .1
1)

*
Ite

m
s u

se
d 

to
 m

ea
su

re
 p

er
fo

rm
an

ce
 c

on
str

uc
t –

Si
ng

le
-I

te
m

 (
 =

 .1
1)

*

[O
&

C]
M

ar
k e

t o
rie

nt
at

io
n

-L
ev

el
 o

f m
an

ag
em

en
t –

Pr
oj

ec
t M

an
ag

er
 (

 =
.4

1)
*

In
no

va
tio

n 
or

ie
nt

at
io

n
-I

nn
ov

at
io

n 
fo

cu
s –

Pr
od

uc
t (

 =
 .3

3)
-R

eg
io

n 
–

A
sia

 (
 =

 .6
8)

*
-R

eg
io

n 
–

W
or

ld
w

id
e 

(
 =

 .4
2)

*
-D

at
a 

ty
pe

 fo
r p

er
fo

rm
an

ce
 c

on
str

uc
t –

O
bj

ec
tiv

e 
(

 =
 .4

5)
*

-I
te

m
s u

se
d 

to
 m

ea
su

re
 p

er
fo

rm
an

ce
 c

on
str

uc
t –

Si
ng

le
-I

te
m

 (
 =

 .4
3)

 *

[E
C]

M
ar

ke
t d

yn
am

ism
Le

ve
l o

f m
an

ag
em

en
t  

-M
ix

ed
 (

 =
 .0

6)
* 

Si
ng

le
-in

fo
rm

an
t b

ia
s –

N
o 

(
 =

 .2
4)

*

+

+

+

-

ho
m

og
en

eo
us

he
te

ro
ge

ne
ou

s

Ty
pe

 o
f r

el
at

io
ns

hi
ps

:

+
-

Cr
ed

ib
ili

ty
 in

te
rv

als
 

w
ith

ou
t z

er
o

,

* 
O

nl
y 

as
 in

di
ca

tio
n b

ec
au

se
 of

 
an

 av
ai

la
bi

lit
y 

bi
as

**
 A

ll 
fa

ct
or

s m
ig

ht
 al

so
 b

e 
bi

as
ed

  b
y 

a 2
nd

or
de

r s
am

pl
in

g 
er

ro
r

0.
 F

ac
to

rs
 w

ith
ou

t i
nf

lu
en

ce
**

[I
PC

]
Ex

te
rn

al
 n

et
w

or
ks

Re
gi

on
 –

W
or

ld
w

id
e

Si
ng

le
 in

fo
rm

an
t b

ia
s –

N
o 

 

[O
&

C]
Fo

rm
al

iz
at

io
n

Fi
rm

 si
ze

[E
C]

M
ar

ke
t d

yn
am

ism
Si

ng
le

-in
fo

rm
an

t b
ia

s –
Y

es
 



Managerial implications  151 

 

6 Discussion of the findings and implications for practice and research 
 
The following sections discuss the findings in terms of their impact on practice and research. 
In line with the most published meta-analyses, the managerial implications are presented, fol-
lowed by the research implications.519 Finally, the present analysis’ limitations are discussed. 
 
 

6.1 Managerial implications 

 
Success factors identified always need to be set in a practical context;520 the overview of the 
statistically relevant success factors identified in the large sample set-up and detailed in Fig-
ure 5-12 leads to ideas that may help managers understand innovation management better and 
give them direction for handling it effectively. 
 
The following sections provide ideas about how the management of innovation can be im-
proved. The necessary differentiation between the innovation focus and the geographic loca-
tion in which the innovation takes place is detailed, the most important factors521 are grouped 
into substantially connected sections, and the impact of acting in a technologically uncertain 
environment is discussed. 
 
 

6.1.1 Context matters in innovation management 

 
Two context moderators were analyzed in this meta-analysis: type of innovation (products vs. 
services) and the geographical region (Asia, Europe, North America and Worldwide). This 
section discusses the impact on managerial decision-making. 
 
The obvious difference between a physical product and an intangible service also influences 
the way innovation management needs to be approached, as is shown for several factors for 
which the moderator innovation focus is confirmed (Table 5-4). Even if the detailed results 
for services rely on a very small database and are, thus, very preliminary, the differences in 
findings between studies that analyze products only and the ones that include both-products 
and services-support this contextual relevance and are more reliable. Therefore, the following 

                                                 
519 Cf., e.g., Troy et al. (2008), Kirca et al. (2005), and Henard/Szymanski (2001). 
520 See discussion in section 2.2.3. 
521 Mainly based on Table 5-3, which ranks the top 10 factors with a homogenous relationship with financial 
innovation performance. 

M. Sattler, Excellence in Innovation Management, DOI 10.1007/978-3-8349-6158-7_6, 
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discussion is based on findings from the analysis of the differences between these two sets of 
studies. 
In general, the tendency of all factors in the moderator analysis to show a larger impact when 
both products and services, rather than only products, are viewed together indicates that those 
factors are more important for services than for products. The underlying reason may be 
found in the different characteristics of products and services; because services are highly var-
iable and often of customer-specific design,522 the inclusion of external information about 
customers and competitor activities fosters successful innovation. In addition, the use of 
cross-functional teams supports the customization of those services by including people in the 
development team who have expertise in customer needs, which is more important in the de-
velopment of services than products. This finding is in line with Troy523.  
 
Beside these process specific characteristics also cultural and strategic aspects show a higher 
effect on financial innovation performance for service innovations. The development of ser-
vices with a sustainable competitive advantage is more challenging than it is for products be-
cause of the intangible characteristics and other problems related to the protection of services 
from imitation, while products can be patented.524 Thus, an explicit strategic orientation to 
service innovation, in connection with an innovation-oriented culture, supports the develop-
ment of unique and superior services in the marketplace. While a clear strategic orientation 
helps a firm focus on the right customer segment and the goals of the new service by setting 
up a program of activities selected to achieve the goals,525 an innovation-oriented culture en-
courages and rewards risk-taking, entrepreneurship, and involvement in service develop-
ment.526  
 
Managers should be aware of these differences when deciding how to set up innovation man-
agement for services or products. For example, the innovation process could be adjusted for 
service development by emphasizing the importance of external informants through a more 
prominent role of these specific criteria in the respective stage gates of the process. Managers 
could also highlight the importance of services in their announcements about the future direc-
tion of the firm and could adjust the incentive systems to promote development of services. 
 
The second context that managers should take into consideration when deciding about innova-
tion management is the geographic region in which the firm acts. Geographic regions differ 
primarily in their cultural characteristics, as shown in four cultural dimensions (power dis-
tance, uncertainty avoidance/risk-taking, individualism/collectivism, and masculini-

                                                 
522 Cf. Zeithaml et al. (1985), p.35. 
523 Cf. Troy et al. (2008), p. 143. 
524 Cf. Cooper/de Brentani (1991), p. 77. 
525 Cf. Bart/Pujari (2007), p. 4. 
526 Cf. Andriopoulos (2001), p. 835. 
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ty/femininity), as identified by Hofstede (1980).527 For example, in western regions like Eu-
rope and North America, individualism is prominent, but the Asian region is much more col-
lectivist; and in Asian countries, high levels of uncertainty avoidance are more common than 
they are in North American countries.528 The results of the meta-analysis in this regional con-
text reveal two very important areas to which managers should pay attention.  
 
First, for all factors connected to the use of information from different sources in the innova-
tion process, the relationship with innovation performance was moderated by cultural influ-
ences, and the effect of cross-functional coordination on financial performance is stronger in 
Asian countries than in North America. This phenomenon is grounded in the very collective 
culture of Asian countries, which fosters a cross-functional approach to innovation manage-
ment.529 The second finding in this context is the great difference between Asia and North 
America in terms of the influence of the factor innovation orientation on financial innovation 
performance. The results show that, in Asia, innovation orientation has a greater effect on 
success than it does in North America. In fact, innovation orientation is characterized by risk-
taking and entrepreneurship, which is more a part of North American cultures than it is a part 
of the highly risk-adverse Asian cultures. However, these findings might result from a North 
American bias in the surveys; since innovation orientation is already something of a basic cul-
tural attribute because of a lower risk adversity, an American respondent might undervalue 
the effect of innovation orientation in the firm’s culture.  
 
Regional culture also has a direct impact on managers’ attitudes and decision-making. The 
high correlation coefficients of innovation orientation indicate the importance of this cultural 
aspect of a firm in terms of innovation management. Because the North American culture al-
ready tends to promote innovation orientation, managers just need to create a good environ-
ment for innovations. However, in Asia, managers also need to help employees accept an un-
certain environment to support the firm’s capabilities in successful innovation manage-
ment.530 For example, managers can support an innovation orientation by incenting risk-
taking, by being well recognized role models who embrace innovation, or by giving free time 
to employees to think about innovations. Managers of global companies need to keep cultural 
differences in mind and adjust their decisions for each part of the company according to re-
gion. 
 

                                                 
527 Cf. Hofstede (1980). Hofstede’s dimensions are used because they are the most accepted dimensions in the 
marketing and management research; cf. Nakata/Sivakumar (1996), p. 62; they are also used in other studies; cf. 
Brettel et al. (2008), Elenkov/Manev (2005), or Souder/Jenssen (1999). 
528 Cf. Nakata/Sivakumar (1996), pp. 62f.  
529 This effect was also confirmed by the analysis of Troy et al. (2008), p. 143. 
530 Culture is not seen as a permanent attribute, but one learned over time. Cf. Hofstede (1980), p. 234 and Bret-
tel et al. (2008), p. 86. 
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In the next sections, the most important factors revealed from the complete data set analysis 
are discussed in detail. 
 
 

6.1.2 Building on learning and knowledge 

 
The three factors (absorptive capacity, explicit knowledge management and available 
knowledge in the workforce) with the highest correlation coefficients in the relationship with 
successful innovation management are all connected with the abilities of a firm to learn and to 
extend its knowledge base.531 Based on the ability to value, assimilate, and apply new 
knowledge, defined as “absorptive capacity,”532 firms need to manage knowledge actively 
and to provide employees ways to integrate this knowledge into their individual work. A 
firm’s investment in its own research and development is the central measure of its absorptive 
capacity,533 so managers have to keep in mind the importance of investing in research and de-
velopment activities in developing successful innovations.534 Along with the financial support 
of research and development, managers should facilitate the translation of learning from past 
innovation projects into current activities, a task central to knowledge management in the 
firm’s innovation management system. Marsh and Stock (2006) suggested using activities like 
formal audits that evaluate prior innovation projects and disseminate the collected information 
through databases, memos, and presentations in order to ensure the retention and application 
of the related knowledge.535 These activities result in sufficient levels of knowledge in the 
workforce to enable development of new innovations. Furthermore, training and integration 
of new, knowledgeable external resources can improve the knowledge level of the workforce.  
 
In addition to the three above mentioned factors, two other important cultural and organiza-
tional factors contribute to the importance of learning and knowledge: market orientation, 
which is a positive attitude toward integrating market information into the innovation process, 
and learning orientation, which is the “manifestation of the organization’s propensity to learn 
and adapt accordingly.”536 Learning orientation is closely linked to absorptive capacity and 
knowledge management but adds an integrative and cultural perspective to learning and 
knowledge. Moreover, learning orientation is reflected by the value of knowledge-
questioning, “which affects a firm's propensity to value generative and double-loop learn-
ing.”537 In contrast, market orientation is reflected by knowledge-producing behaviors,538 

                                                 
531 For details, see Table 5-3. 
532 Cf. Tsai (2001), p. 998 and Cohen/Levinthal (1990), pp. 128f. 
533 Cf. Cohen/Levinthal (1990), pp. 138ff. 
534 “Own R&D” also contains cooperative R and D ventures. 
535 Cf. Marsh/Stock (2006), p.431. 
536 Mavondo et al. (2005), p. 1237. 
537 Baker/Sinkula (1999), p. 413. 
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which are necessary for the inclusion of the appropriate market knowledge into the innovation 
process. Therefore, information directly from customers and indirectly through competitor 
monitoring or cross-functional collaboration must be generated. Besides the commonly 
known market research tools, the internet provides alternative tools for better understanding 
customer needs. A current example is the concept of toolkits for user innovation and de-
sign.539 
 
In short, management must be aware of the importance of knowledge generation and ongoing 
learning, first by emphasizing the need for those activities in order to establish a learning-
oriented culture; second, by setting the right investment priorities on R&D; and, third, by es-
tablishing a sophisticated knowledge management system for integrating market information. 
 
 

6.1.3 Commitment to innovation 

 
The results of the present study suggest that only firms that consciously decide to be innova-
tive can succeed in innovation management. In this context, three of the four relevant factors 
belong to the top 10 factors.540 Among them, provision of internal resources appears to have 
the highest correlation with financial innovation performance. Managers must support innova-
tion projects with adequate and sufficient personnel resources, funds and equipment, and in-
tangible resources like experience and decision power. 541 This factor is closely linked to top 
management support, which is also promoted by the resource-based view: the provision of 
sufficient resources to critical problems and tasks as an essential attitude and capability of the 
top management of a firm.542 However, top management’s role incorporates more than just 
indirect tasks like providing access to resources; it also includes concrete involvement and 
support with decision power to manage innovations successfully.543 Top management should 
also be aware of the necessity of an explicit innovation strategy, a clearly stated and goal-
oriented strategy highlighting the importance of innovations for the firm. Strategy is not only 
about visioning; it also includes the focus of innovation (e.g., a customer segment, a specific 
technology or process capabilities) and a clear program to guide the innovation teams in an 
uncertain and risky environment.544 Overall, top management may move the firm towards an 
innovation orientation through an explicit commitment to innovation, entrepreneurship and 
risk-taking. For example, top management may attend product development team meetings 

                                                                                                                                                         
538 Cf. Sinkula et al. (1997), p. 306. 
539 For details, cf. Franke/Piller (2004) and Piller/Walcher (2006). 
540 See Table 5-3. 
541 Cf. Wernerfelt (1984), p.173. 
542 Cf. Helfat/Peteraf (2003), p. 348. 
543 Cf. Kleinschmidt et al. (2007), p. 424. 
544 Cf. Bart/Pujari (2007), p. 4 and Swink (2000), p. 211.  
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when the project passes important stage gates in the development process to show the own 
direct commitment to innovations and promote the careers of these employees who are heavi-
ly engaged in innovation tasks to demonstrated also indirect support to innovation develop-
ment. 
 
 

6.1.4 Excellence in innovation process 

 
The third important building block for successful management of innovations is connected to 
the innovation process itself. The factor proficiency in product development ranks fourth un-
der the top 10 most relevant factors (Table 5-3). Thus, mastery of the details of the innovation 
process is part of the mosaic of success in innovation management. The complete process 
should be well controlled because all phases of the innovation process are relevant to reaching 
success.545 Achieving mastery in the innovation process is likely to be connected with experi-
ence in innovation development, deep understanding of the process, and formalization of the 
innovation process. Only when the intangible knowledge of individual members of product 
development teams is transferred into a formal, written form, other–especially new–team 
members may learn and adapt the available process proficiency and thus improve the efficien-
cy and effectiveness in innovation management.546 
 
In fact, the success factor formal product development process is actually a consequence of 
proficiency in product development. A formal product development process does not imply 
an inflexible process full of rules and bureaucracy, but a kind of stage-gate process that serves 
as a formal template for activities, routines, and reviews to be implemented throughout the 
development and commercialization of an innovation. This process is shaped through flexibil-
ity and adaption, both of which foster decentralized decision-making by the project team.547 
In this context, decentralization is a success factor that keeps the process up to speed and in-
creases efficiency in the process by allowing the development teams to decide which activi-
ties it executes.548 In short, management can stimulate an environment for sophisticated inno-
vation management by enforcing the use of a formal, stage-gate-like process, actively sup-
porting decentralized decision-making, and emphasizing the necessity for learning and thus 
experience building in the innovation process. 
 

                                                 
545 Cf. Im et al. (2003), p. 99. 
546 Cf. Cooper/Kleinschmidt (1991), p. 137. 
547 Cf. Cooper (2008), p. 224. 
548 Cf. Cooper (2001), pp. 317ff. 
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6.1.5 Technological uncertainty as opportunity for high performance 

 
The results of the meta-analysis show a homogenous positive effect of the factor technologi-
cal uncertainty on financial innovation performance, suggesting that the ability to act in a 
technologically uncertain environment supports successful innovation management. However, 
technological uncertainty is characterized by a firm’s inability to understand fully or precisely 
predict the technological environment549 and is as closely linked to the threat of failure as it is 
to the opportunity for success. This factor is observed in the primary studies as having only a 
moderating effect; however, because of the methodology of the meta-analysis, the direct ef-
fect size is included.550 The reason for this unexpected finding of a clear positive relationship 
between technological uncertainty and financial innovation performance may be found in a 
bias toward successful innovative firms in the samples used in the eligible studies for the 
analysis.551 Because these firms have superior abilities in innovation management, they show 
strong financial innovation performance. That is, as shown by the findings of this analysis, 
correlated positively with a technological uncertain environment. One might argue that only 
those firms that have superior innovation management capabilities can improve their financial 
innovation performance by consciously acting in a technologically uncertain environment. 
 
In summary, the main implications of the meta-analysis on managerial decision-making are: 

 Managers must keep in mind that the relevance of success factors to innovation man-
agement depends on the context of the innovation (product vs. service and region). 

 Managers should establish a sophisticated means of knowledge management and cre-
ate an environment for learning. 

 Managers should show a clear commitment to innovations and support risk-taking and 
entrepreneurship. 

 Managers should ensure that the firm has a sophisticated innovation process that is 
mastered by innovation project teams. 

 Firms with a superior innovation management system may improve their innovation 
performance by acting in technologically uncertain environments. 

                                                 
549 Cf. Song/Montoya-Weiss (2001), p. 64. 
550 See section 4.2.2.4. 
551 Cf. Henard/Szymanski (2001), p. 374. 
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6.2 Research implications  

 
The central objective of this work is to clarify which factors are relevant to successful innova-
tion management in a firm and to clarify the reasons for the differences in the findings of sin-
gle studies. The last section discussed the most relevant factors for succeeding in innovation 
management; however, the hypotheses were not confirmed for several factors, so they should 
be addressed in further empirical primary research studies. Moreover, the current findings dif-
fer in some points from those in the restricted comparable meta-analysis of Henard and Szy-
manski (2001).552 In addition, how methodological differences among the studies cause con-
flicting results should be considered by researchers when defining the next analysis. In the 
following sections, the factors for which further analysis is necessary and the differences be-
tween the current findings and those of an earlier meta-analysis are discussed. Then the meth-
odological issues that cause differences in the results of single studies and areas for further 
research, based on the moderating elements, are identified. 
 
 

6.2.1 Not confirmed hypotheses and reflection of further results553 

 
As shown in Table 5-2, fifteen hypothesized effect directions are confirmed in the large sam-
ple setting, but the hypothesized directions for eight factors could not be extracted. Among 
the fifteen factors, the direction and magnitude of the effect size could be generalized for six; 
of the remaining nine factors, four are influenced by moderators, while no influence by the 
predefined moderators is found for the other five. These results can be split into three central 
implication blocks for the current and future research. 
 
In the first block, for eight factors, the hypothesized direction was not confirmed in the analy-
sis.554 For two of those factors, no influence at all on financial innovation performance could 
be found: 
 
Formalization. While the use of a formal product development process has a clear positive 
impact on financial innovation performance, the formalized nature of the overall organization 
is without influence. In contrast to a formal organization, which is characterized by many 
rules and procedures and, thus, considerable bureaucracy, the formal product-development 

                                                 
552 Even if this kind of meta-analysis in innovation management is mainly based on studies on the project level, 
some factors analyzed in these publications are also relevant and used in the present analysis. Cf. He-
nard/Szymanski (2001). 
553 The following discussion is heavily depending on the relations shown in table 5-2 and figure 5-12.   
554 Groups 1 and 0 (only O&C category) in Figure 5-12. 
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process is designed to be highly flexible and adaptable. Consequently, the effect of a formal-
ized organization was hypothesized to be negative since it may reduce the flexibility and per-
formance in an uncertain environment like that of innovation management.555 However, the 
estimated null effect on financial innovation performance found in the present analysis indi-
cates that formalization in general is not connected with performance, possibly because of the 
small number of studies included in this analysis. Thus, further studies to analyze this rela-
tionship are necessary. It is also possible that formalization has too many different facets to be 
analyzed as an overall cumulating factor and that formalization should be analyzed more spe-
cifically for specific functional areas, such as formal product development process, formal 
controlling system, and the like. 
 
Firm size. The effect of firm size on financial innovation performance was without clear di-
rection, as some authors expected a positive effect and others a negative effect.556 However, 
the present analysis, after correcting measurement and sampling errors, revealed that firm size 
has no influence on innovation performance, perhaps because firms are aware of the problem 
of size in innovation management and counter the issue proactively. While large firms ensure 
that the innovative units are able to work in a flexible environment that is less formalized than 
the overall company,557 small firms are aware of the need for experienced resources and capa-
bilities in innovation management and try to get them from external sources.558 
 
The influence of six other factors on financial innovation performance could not be confirmed 
in a homogenous direction, but all six are influenced by moderators, which may be the reason 
for this result. A detailed discussion will be conducted in section 6.2.2. 
 
The second block includes the six factors with a generalizable direction and effect magni-
tude559 the identified variances in the results of the single studies are all caused by sample or 
measurement errors. This meta-analysis corrected for these errors and thereby reduced the 
variances in the estimated true effect sizes to where they were all above seventy-five percent. 
The resulting effect sizes appear to be valid for the complete population of firms, so they are 
central to further theory-building in innovation management.560 
 
The third block includes nine factors for which the influence on ‘financial innovation perfor-
mance’ is estimated with a generalizable positive direction.561 For these, all hypotheses about 
the effect direction were confirmed in a large sample setting, but the magnitudes of the effects 
                                                 
555 See the definition in section 4.2.2.3. 
556 See Table 4-23. 
557 E.g., through explicit R&D joint ventures (e.g., Bosch-Mahle Turbo Systems). 
558 E.g., through the selected inclusion of experienced business angels. 
559 See Group 4 in Table 5-12. 
560 Two factors may serve only as indications because of an availability bias. 
561 See Group 2a in Table 5-12 
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are influenced by either contextual or methodological moderators. This influence prevents the 
generalization of the magnitude of effect size for the complete population, so a moderator 
analysis was necessary. For only four of the factors were moderators confirmed which will be 
discussed in section 6.2.2; for the remaining five, either the number of effect sizes was too 
low or the predefined moderators could not be confirmed, so further analyses are necessary: 
 
New-to-the market products, formal product-development process, available knowledge in 
workforce, and ‘decentralization’. For these four factors, the number of effect sizes was too 
low to conduct a thorough moderator analysis, so further studies that contain direct correlation 
coefficients between the respective factors and financial innovation performance are needed 
before the magnitude of the real effect size and the reasons for the variances can be under-
stood. 
 
Learning orientation. Although a single moderator analysis could be conducted for this factor, 
the influence of the innovation focus moderator could not be confirmed and, for all other 
moderating elements, the number of effect sizes was too low. Thus, further analyses are nec-
essary to understand fully the magnitude of the true effect size and the reasons for the vari-
ances. 
 
Having discussed the impact of hypotheses confirmation and the overall direct effect on re-
search, the findings will be reflected upon the results of the former meta-analysis of Henard 
and Szymanski in the next paragraphs.562 Even though their work was primarily based on 
studies that analyzed the project level of innovation management, the authors also included 
some factors that are relevant on the firm level.  
 
In general, none of Henard and Szymanski’s comparable factors are generalizable in direction 
and magnitude, as is the case for the present analysis (Table 6-1). While the factors provision 
of internal resources, proficiency in product development process and top management sup-
port are generalizable in direction in the work of Henard and Szymanski, the present analysis 
also allows for the generalization of the magnitude across the population of studies. In addi-
tion, the explained variance in Henard and Szymanski’s analysis was, in most cases, much 
lower than that in the present meta-analysis, which illustrates the problem of including studies 
from both the project level and the firm level. 
 

                                                 
562 Cf. Henard/Szymanski (2001). 
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Table 6-1: Comparison of results for present analysis and analysis of Henard/Szymanski 

 
 
Although the analysis of Henard and Szymanski (2001) is comparable to the analysis done in 
the current work only to a limited extent, each meta-analysis contributes in some way to a 
wider developing theory on innovation management.563 While the earlier analysis was able to 
report results that were only partly generalizable in direction, the current work reports effect 
sizes for several factors that are generalizable in both direction and magnitude. Still, further 
meta-analyses that include new individual studies are necessary in this research area to im-
prove the understanding and generalizability of success factors in innovation management. 
However, these future individual studies should consider several important findings of the 
past and present meta-analyses, some of which were discussed in this section and others of 
which will be discussed in the next section. 
 
 

6.2.2 Variance in findings resulting from contextual and methodological differences 

 
This section discusses the findings and the hypothesis confirmation for the factors influenced 
by moderators. Before detailing the findings for these factors, the general findings regarding 
each of the moderators are discussed.  
 

                                                 
563 The quality and explanatory power of meta-analyses develop over time, depending on the individual studies 
available in the respective research area. The more information available, the better the analysis and the more 
valid the results. Cf. Hunter/Schmidt (2004), pp. 403ff. 

Factor CrI
Explained 
Variance 

(in %)
Factor CrI

Explained 
Variance 

(in %)
Dedicated human resources 0.52 (0.05, 0.99) 8
Dedicated R&D resources 0.45 (-0.04, 0.94) 35

Predevelopment task 0.46 (0.34, 0.58) 59
Marketing task proficiency 0.50 (0.29, 0.71) 52
Launch proficiency 0.43 (0.14, 0.72) 18

Reduced cycle time 0.27 (-0.15, 0.69) 17 Reduced cycle time 0.22 (0.02, 0.42) 47

Market orientation 0.36 (0.14, 0.59) 29 Market orientation 0.43 (-0.03, 0.89) 10

Customer input 0.25 (-0.19, 0.68) 12 Customer input 0.43 (-0.07, 0.93) 11

Cross-functional integration 0.23 (-0.01, 0.47) 29
Cross-functional communication 0.09 (-0.07, 0.25) 22

Top management support 0.32 100 Senior management support 0.27 (0.01, 0.53) 19

26(-0.04, 0.62)0.29Cross-functional coordination

80

100

Henard/Szymanski (2001)Present analysis

(0.32, 0.45)Provision of interal resources

Proficiency in product 
development process

0.39

0.41
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Each of the six moderators has been confirmed for at least six of the factors analyzed for 
moderators. Thus, each moderator is relevant and needs to be considered in further primary 
research. However, contextual moderators are based in the nature of the research object firm, 
so they need to be considered, but not necessarily corrected for. In contrast, methodological 
moderators are biases brought into the analyses by the researchers, so researchers must be 
aware of their potential influence and try to reduce that influence as much as possible.564 
 
The context-specific moderator innovation focus, which differentiates between products and 
services, is confirmed for factors from all four categories.565 Unfortunately, the low number of 
studies that focused solely on services necessitates using studies that observed a mixture of 
both product and service innovations to analyze the different relationship effects with finan-
cial innovation performance.566 The resulting analysis reveals that all moderated factors have 
a higher correlation coefficient when both objects are observed than they do for product inno-
vations alone. This finding may indicate that services are the reason for the higher combined 
correlation coefficient.567 To substantiate these findings, further studies should be carried out 
that either focus solely on services or analyze the differences between products and services. 
In the current work, only 15 effect sizes out of a total of 277 could be extracted for the mod-
erator specification services.568  
 
The second context-specific moderator, region, which differentiates the effect sizes between 
geographical areas, is confirmed for factors from three categories with a strong focus on in-
novation process characteristics.569 However, as shown in Table 4-29, nearly 60 percent of the 
effect sizes included are from studies conducted in North America, while only 15 percent are 
from Asia and around 10 percent are from Europe. This extreme disproportion in the distribu-
tion of available studies may be why, even if the moderator was confirmed for specific fac-
tors, further interpretation has been difficult. Consequently, further studies that either compare 
the results between the regional/cultural differences or focus on countries and regions other 
than North America are necessary. 
 
The first methodological moderator level of management was confirmed for factors in all four 
categories. The main influence was reported in the category of innovation process character-
istics,570 probably because of the context of the specific work carried out by the different lev-
els of management. While project managers are much more involved in day-to-day activities 

                                                 
564 Cf. Homburg (2007); Ernst (2001), pp. 195ff.; and Homburg/Giering (1996). 
565 See Table 5-4. 
566 When the sub-group services could be built, the results were extremely biased because of the low number of 
available effect sizes, leading to conflicting results. 
567 The reasons for those higher correlations are discussed in section 6.1.1. 
568 See Table 4-27. 
569 See Table 5-5. The reasons for the differences are discussed in section 6.1.1. 
570 See Table 5-6. 
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and are likely to have an accurate command of the process details, senior managers will an-
swer the questions with a more global view.571 This result suggests the importance of as-
sessing both views in future studies in order to differentiate the results in terms of the level of 
management and to better understand the real effect of the factors on financial innovation per-
formance. Furthermore, interpretation of results should add the level of management surveyed 
in order to put the findings in perspective.  
 
The second methodological moderator, single informant bias, was detected in 77 percent of 
the included studies.572 Remarkably, the effect of this bias revealed strong differences among 
the moderators. These results, calculated in a large sample size, support the findings of 
Ernst573 and suggest that researchers should use multi-informants when conducting survey-
based research in innovation management.  
 
The third and fourth methodological moderators differentiate the effect sizes along two char-
acteristics of the performance construct. For the first characteristic, data type of performance 
construct, almost all relationships574 measured with objective data have a lower correlation 
coefficient than when subjective data are used,575 possibly because of either a systematic 
overestimation of the innovation performance when subjective data is used or an issue related 
to measuring the effect of the specific factors directly through objective financial performance 
measures. Thus, researchers should keep in mind the differences between the data types used 
to assess the performance construct. In general, objective information, if available, is more 
accurate and, by definition, without biases. However, the available data needs to fit with the 
goals of the analysis. When objective data is difficult to retrieve, subjective data may be the 
only option;576 in fact, of the studies included in this meta-analysis, 73 percent used subjective 
data to measure the performance construct. Nevertheless, more studies using objective data 
would improve comparability and the reflection of the meta-analysis results.  
 
The second characteristic of the performance construct differentiates the performance 
measures in terms of the items used in the constructs. Multi-item data appears, in general, to 
have a higher correlation coefficient than single-item data, and multi-item measures tend to be 
more reliable than single-item measures. Thus, researcher should use only multi-item 
measures their future publications. 
 

                                                 
571 Cf. Montoya-Weiss/Calantone (1994), p. 414. 
572 See Table 4-30. 
573 Cf. Ernst (2001), pp. 87ff 
574 Except for innovation orientation, which might be biased because of a very low number of effect sizes includ-
ed in the objective data sub-group.  
575 See Table 5-8. 
576 Cf. Ford et al. (1990), pp. 434ff. Compare also the measures defined by Griffin/Page (1996) for the most ade-
quate performance measurement. 
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The detailed conclusions about the hypothesized relationships of the analyzed factors with 
financial innovation performance are discussed in the next paragraphs. Ten factors are de-
tailed: first, the four factors with confirmed positive hypotheses and, second, the six factors 
for which the hypotheses could not be confirmed.577  
 
Explicit innovation strategy. For this factor, the moderator analysis reveals that methodologi-
cal issues cause the variance in the findings. Except for the number of items used to measure 
performance construct, all other methodological moderators allow the effect size to be gener-
alized for one or more moderator specifications. However, since sub-group results could not 
be generalized for any of the moderators, a final effect size could not be established; the 
available data does not allow for the further hierarchical moderator analysis that would be 
necessary. To reach a final conclusion in a meta-analysis in the future, more studies about the 
effect of this factor on financial innovation performance are necessary in which researchers 
keep in mind the influence of the applied methodology as well as that of the contextual ele-
ments of the study samples. 
 
External networks. Even if the effect direction of the factor was confirmed in the complete 
data set analysis, the moderator analysis for this factor does not offer further details about the 
true effect size.578 However, in two sub-groups, the influence of this factor is calculated as 
null, which may be an effect of a second-order sampling error resulting from the low number 
of effects used in the sub-group.579 Thus, further primary analyses of the effect of external 
networks are necessary to understand more fully the influence of contextual and methodologi-
cal moderators on this factor. 
 
Market orientation. The moderator analysis for market orientation did not offer further detail 
about the positive effect on innovation performance found in the total set analysis.580 Howev-
er, since three moderators seem to influence the relationship between this factor and financial 
innovation performance, a future hierarchical moderator analysis might reveal further infor-
mation. Thus, researchers should focus on analyzing the influence of the innovation focus, the 
level of management surveyed, and the single-informant bias on this relationship. 
 
Innovation orientation. The magnitude of the effect size of innovation orientation is stable for 
the innovation object product.581 However, since the other sub-groups for innovation focus 
could not be generalized, no final results have been reached for this factor; further hierarchical 
moderator analysis would be necessary to reveal more detailed findings but, because of the 

                                                 
577 See Table 5-12 and the discussion in 6.2.1: Five factors from category 5 and four from category 3a. 
578 See Table 5-10. 
579 Cf. Hunter/Schmidt (2004), pp. 399ff. 
580 See Table 5-10. 
581 See Table 5-4. 



Research implications  165 

 

small number of available studies in the sub-groups, this analysis could not be carried out. 
Consequently, further studies should be conducted that investigate the relationships of the 
context parameters while keeping the methodological influences in mind. 
 
In contrast to these four factors, the hypothesized effect direction could not be confirmed for 
the following six factors.582 
 
Reduced cycle time. While the direction of the effect could not be confirmed in the complete 
data set analysis for this factor, the moderator sub-groups confirm for some specifications the 
positive influence of the factor.583 However, a clear statement about the true effect sizes in the 
different sub-groups is still not possible because some data points show clearly that sample 
sub-groups are interlinked (e.g., worldwide region, project manager level of management, and 
no single-informant bias) and because only a hierarchical moderator analysis, which could not 
be conducted here, may reveal more detailed results. Thus, further analyses are necessary to 
assess the effect in the defined context and in consideration of the methodological biases. Fu-
ture researchers should keep in mind that reduced cycle time might have a negative influence 
on financial innovation performance, especially when it may affect the quality of the innova-
tion launched. Therefore, future researchers might develop a more specific construct for re-
duced cycle time that divides it into concrete activities.584 
 
Customer input. The moderator analysis does not reveal any more detailed findings about the 
true effect sizes of this factor, although it does give some indications of significant differences 
between the moderator sub-groups585 that would indicate a negative impact of customer input 
on financial innovation performance. Future empirical work could address this issue in more 
detail. Christensen argued that, especially for radical innovations, managers should be aware 
of how to include customer information in the process.586 Future meta-analysts may have the 
opportunity to divide the data between effect sizes, focusing on the differences between radi-
cal and incremental innovations, to address the issue for this factor.  
 
Competitor intelligence. The moderator analysis conducted for this factor did not offer addi-
tional details about the direction of the effect of competitor intelligence, although some results 
hinted at a positive effect. Nevertheless, further primary analysis should be conducted for this 
factor to improve understanding of its effect on financial innovation performance. As was 
suggested for customer input, the degree of innovativeness might be a reason for the large 
variances in the results. 

                                                 
582 See Table 5-2. 
583 See Table 5-10. 
584 As has been done by Ittner/Larcker (1997), for example. 
585 See Table 5-10. 
586 Cf. Christensen (2006), pp. 51f.  
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Cross-functional coordination. Although the complete data set analysis revealed an undefined 
relationship of cross-functional coordination with financial innovation performance, the mod-
erator sub-groups generally confirmed the hypothesized positive effect.587 However, the large 
number of moderating elements does not allow for generalization of true effect size magni-
tudes, for which a further hierarchical moderator analysis would be helpful. However, the low 
number of available studies precludes this analysis from being conducted here. Further studies 
in the context of cross-functional coordination that differentiate between innovation object 
(product or service) and region and that take methodological influences into account may im-
prove the currently unclear situation and allow a more detailed hierarchical moderator analy-
sis. 
 
Market dynamism. The moderator analysis for market dynamism confirms only two methodo-
logical elements as moderators, and none of the moderators indicated the true direction for 
this factor.588 Therefore, further studies are necessary to improve understanding of the effect 
of market dynamism on financial innovation performance. Researchers should keep in mind 
that sampling bias might influence the results of the direct relationship between market dy-
namism and performance.589 
 
Competitive intensity. The hypothesized effect size was not confirmed for this factor in the 
moderator analysis,590 either because of a null effect in financial innovation performance or 
because of the high number of confirmed moderators. The effect size of this factor should be 
analyzed hierarchically, which was not possible in this analysis because of the low number of 
available studies. Therefore, further analyses are necessary to determine the influence of 
competitive intensity on financial innovation performance under different moderating influ-
ences. The objective of these analyses should be to support a future meta-analysis in which a 
hierarchical moderator analysis is possible. 
 
To conclude, even if all of the moderators have been confirmed as true influencing elements, 
the moderator analysis confirmed the direction of the effect only for the cross-functional co-
ordination. Nevertheless, for all ten factors, further analyses are necessary to get a better un-
derstanding of the true effect size direction and/or magnitude of the factors. These future stud-
ies should consider confirmed context-specific moderators as well as the methodological is-
sues identified. 
 

                                                 
587 See Table 5-10. 
588 See Table 5-10. 
589 Also compare the discussion for the factor technology uncertainty in section 6.1.5. 
590 See Table 5-10. 
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In summary, for 16 factors, a final effect size that is generalizable in both direction and mag-
nitude could not be found in the present meta-analysis, so further empirical individual studies 
are necessary. These 16 factors are: 
 

 Explicit innovation strategy 
 New-to-the market products 
 Formal product development pro-

cess 
 Reduced cycle time 
 Customer input 
 Competitor intelligence 
 Cross-functional coordination 
 External networks 

 Available knowledge in workforce 
 Market orientation 
 Innovation orientation 
 Learning orientation 
 Formalization 
 Decentralization 
 Market dynamism 
 Competitive intensity 

 
 
To improve the results of the future studies regarding these factors, researchers should take 
into account the suggestions detailed in Figure 6-1 in the design of their individual studies. 
 

 
Figure 6-1: Suggested improvements for future studies 

 
 
The next section will discuss more general avenues of future research, based on the findings 
of the meta-analysis. 

General suggestions 
for future studies

Methodological improvements Contextual parameters to be considered

• Avoid single informants
• Divide analysis results between type of 

respondents (senior or project 
managers)

• Include objective performance 
constructs in analysis

• Include both products and services as 
innovation focus and compare results

• Use multi-region samples to compare 
results between regions

• Divide sample along industries and 
compare results

Factor -
specific
suggestions

Formalization • Focus future analysis on specific functional areas of a company

Reduced cycle 
time

• Understand which concrete activities in reducing cycle time affect financial innovation 
performance to identify the activities which improve performance and which do not

Customer input

Competitor 
intelligence

• Analyze how those factors influence financial innovation performance under different 
level of innovativeness of developed innovation (e.g., radical vs. incremental 
developments) 
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6.3 Avenues for future research in innovation management 

 
In contrast to the detailed, factor-level suggestions in the previous section, this chapter pro-
vides general indications for future research topics in the context of innovation management. 
These remarks are based primarily on Figure 6-2, which reports the factors with the highest 
correlations with financial innovation performance (relevance) and the number of effect sizes 
identified (quantity) for the respective factors.591 

 
Figure 6-2: Relevance and quantity in current innovation management research 

 
A general observation from Figure 6-2 is the discrepancy between the factors regularly re-
ported (high quantity) and the estimated effect sizes of these factors. Those factors that are 
clearly linked to being successful in innovation management—market-orientation, proficiency 
in product development, customer knowledge, and cross-functional coordination—are com-
monly found in empirical publications. Although these factors play an important role in inno-
vation management, two other clusters of factors have a much greater influence on successful 
innovation management: The first cluster is linked to the learning innovation management 

                                                 
591 Data is based on the results reported in Table 5-1. 

Number of effects identified
Estimated true effect size

Cluster 1

Cluster 2
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organization, which is constantly developing and integrating new knowledge into the organi-
zation to improve innovation management, and the second cluster contains factors connected 
to an organizational culture that fosters the development of innovations. For these two clus-
ters, the number of empirical publications in the context of innovation management is very 
limited.  
 
For the first cluster, a better perception of the abstract concept of learning orientation in the 
context of innovation management would be particularly useful. While several publications 
have demonstrated the importance of learning orientation in new-product development,592 
they have not provided concrete instructions on how managers can implement a learning ori-
entation in their firms. Thus, future analysis may detail the activities that support learning-
orientated innovation management to help managers introduce the concept into practice. In 
addition, the construct of learning orientation may serve as a mediating factor in relationships 
between process-specific success factors and innovation performance, so they should be ana-
lyzed in future studies. In this context, the type of learning (adaptive vs. generative) may also 
have an important role, especially when the firm develops innovations with different degrees 
of innovativeness (incremental vs. radical innovations).  
 
Another interesting research question relates to how to manage newly generated knowledge or 
that adapted from external sources. While De Luca (2007) focused on the management of 
market knowledge, Marsh (2006) detailed some activities for a general knowledge manage-
ment. However, the management of technical knowledge, especially tacit knowledge, in the 
context of innovation management has not yet been analyzed.593 A final aspect of this cluster 
to consider is linked to the factor available knowledge in workforce; researchers may answer 
the questions how to keep knowledge in the firm and protect it from spilling over to competi-
tors, and further which specific knowledge should be available in the innovation project teams 
to allow them to develop innovations successfully. 
 
In the second cluster, the construct of innovation orientation is of central importance. Even if 
several researchers have referred to this construct,594 its transformation into practice remains 
vague. A first approach to understanding the antecedents of innovation orientation was under-
taken by Chandler (2000), although the small sample size and the limited number of anteced-
ents did not allow for a complete explanation.595 In addition to understanding the activities 
behind an innovation orientation, researchers should also deepen the comprehension of the 
effects of innovation orientation as a mediating factor in the context of innovation manage-
ment. Another factor in this cluster is that of provision of resources. While researchers who 
                                                 
592 Cf. Atuahene-Gima et al. (2005) and Baker/Sinkula (1999). 
593 Cf. De Luca/Atuahene-Gima (2007) and Marsh/Stock (2006). 
594 Cf. Kleinschmidt et al. (2007), p. 423; Olson et al. (2005), p. 52; and Cooper/Kleinschmidt (1995), p. 377. 
595 Cf. Chandler et al. (2000). 
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have analyzed this constructs have emphasized the importance of providing necessary re-
sources,596 which resources and how much of them are needed to be provided to be successful 
remains unclear. There may also be different resources of interest, depending on the specific 
step in the innovation process or the innovation’s degree of innovativeness.  
 
In summary, future analysis should focus on more sophisticated and detailed understanding of 
how organizations should set up their innovation management to foster learning and develop a 
culture of innovation. The next section will detail the limitations of the meta-analysis and de-
rive further opportunities for future research. 

                                                 
596 Cf. Kleinschmidt et al. (2007), p. 424 and Cooper/Kleinschmidt (1995), p. 378. 
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6.4 Limitations of the results 

 
The next paragraphs detail the limitations of this work. As widely acknowledged and docu-
mented in the meta-analysis literature,597 any quantitative synthesis is constrained by the na-
ture and scope of the original studies on which it is based, so limitations should be kept in 
mind when interpreting the findings.  
 
First, not all available studies are included in the meta-analysis since several studies did not 
report correlations and their authors did not respond to the request to send the missing details. 
Authors of future studies should include all information concerning the measures used (e.g., 
reliability information for independent and dependent variables), as well as correlation matri-
ces (e.g., into the annex of a publication).  
Second, the selection of study characteristics that influence financial innovation performance 
was limited to variables that could be coded from the information provided in the studies or 
requested from the authors of the studies.  
Third, only those factors were included for which the impact on financial innovation perfor-
mance had been studied with a certain level of frequency. Future meta-analyses may have the 
opportunity to extend the number of factors included if the number of studies on factors that 
were not be included in the present study (e.g., portfolio management, new-to-the-firm prod-
ucts, quality management) has increased. 
 
Fourth, all studies included here used cross-sectional data, which restricts the ability to draw 
causal conclusions. For causal conclusions to be drawn with any confidence, time-series data, 
which is currently not available in the innovation management literature, are necessary. 
Therefore, the reliance on cross-sectional data is given by the nature of the research area.  
Fifth, the relationships reported in the studies used in the meta-analysis might be positively 
biased as a result of oversampling from the efficient frontier of firms. Firms that fail to inno-
vate successfully are more likely to have exited the marketplace and so are less likely to have 
been captured in the samples used in innovation management studies. Unfortunately, only 
very limited data about the sample selection in the identified studies is available, so a correc-
tion of this range restriction through the original studies was not possible. Researchers might 
support future meta-analyses by adding more detailed information about the sample selection 
in their publications. 
 
Sixth, a meta-analysis is limited to examining only those moderating elements that can be 
coded from the extant literature. Because the remaining variance for some factors could not be 
fully explained in the available moderator sub-groups, other moderating elements might be 
                                                 
597 Cf. Lipsey/Wilson (2001), p. 157 and Hunter/Schmidt (2004), pp. 511ff. 
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influencing the analyzed relationship; other contextual factors (e.g., industry, innovativeness 
of innovation, or age of company) or methodological factors (e.g., respondent characteristics 
or department surveyed) may be the reason for these variances and should be reported in fu-
ture studies conducted in this field.  
Seventh, the use of correlation coefficients allows measurement only of the strength of a line-
ar relationship between two variables. However, if a zero correlation is estimated, there is a 
chance of observing a vivid curvilinear relationship between variables.  
 
The final limitation of the study is the sample size of the meta-analysis, which consisted of 45 
studies. Although this is a common sample size in the management literature,598 it is also the 
reason for two restrictions in this work. First, the available effect size information did not al-
low a multivariate analysis to be conducted, although such an analysis might have revealed 
further information about the interactions between the dependent variables. Second, the low 
number of effect sizes made a hierarchical moderator analysis impossible. Consequently, the 
findings from the moderator analysis should be denoted as preliminary, although all of them 
are the best possible estimations currently available for the true effect size.599 
 

                                                 
598 Cf. Hunter/Schmidt (2004), p. 472, and compare the studies of Troy et al. (2008) (25 studies used), Song et al. 
(2008) (31 studies used), Henard/Szymanski (2001) (41 studies used). In other research areas, like psychology, 
meta-analysis often includes many more studies, e.g., Combs et al. (2006) (92 studies used), Kristof-Brown et al. 
(2005) (172 studies used). 
599 Following the argumentation of Song et al. (2008), p. 17 and Hunter/Schmidt (2004), p. 406.  
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7 Conclusions 
 
Innovations can be both a blessing and a curse. Firms may be propelled into dominating mar-
ket positions by innovations, while others may lose the ability to survive in their original mar-
kets. Therefore, innovation management is commonly understood as a central system and 
function of a firm’s ability to keep up with developments in the market. Understanding of 
successful innovation management has been deepened by a great number of primary empirical 
studies, but these studies often show conflicting results, making it difficult for managers and 
researchers to act on them. At the same time, extant meta-analyses have substantial deficits in 
reaching conclusions about the generalizability of effect sizes for firms: Most analyses focus 
only on product-level performance, precluding the ability to draw conclusions about the firm 
as a whole. The objective of this dissertation was to deepen the understanding of the factors 
that influence the success of innovation management in a firm by performing a meta-analytic 
review procedure that facilitates reflections on and explanations of the differences among the 
single studies.  
 
Based on a meta-analysis sample of 45 studies, with 47 samples and 277 effect sizes, 23 dif-
ferent success factors were analyzed, classified into four categories: (1) strategic attributes, 
(2) innovation-process characteristics, (3) organizational or cultural aspects and (4) environ-
mental specifications. The meta-analysis conducted generally follows the suggestions of 
Hunter and Schmidt (2004)600 and is divided into a complete data set analysis and moderator 
analyses. 
 
The hypothesized direction could be generalized for fifteen of the twenty-three factors in a 
large sample-size setting with more than 11,000 individual observations. For six of these fac-
tors, the magnitude of the effect size could be generalized, but further primary analyses were 
needed for the eight remaining factors in order to determine their true effect on success in in-
novation management. The analyses also revealed some interesting insights for managers, 
leading to recommendations about the topics on which they should reflect during decision-
making in the context of innovation management. In particular, the role of knowledge man-
agement and an environment of learning are important success factors on which managers can 
have a substantial effect. A clear managerial commitment to innovations and a sophisticated 
innovation process also support successful innovation management. 
  

                                                 
600 Hunter/Schmidt (2004). 

M. Sattler, Excellence in Innovation Management, DOI 10.1007/978-3-8349-6158-7_7, 
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Appendix 
 
(1) Overview of databases for literature search 
 

 
Table 7-1: Extract of database used to display identified studies 

 
 

 
Table 7-2: Extract of database used to report identification process 

 
 
  

No. Author Titel Year Journal Issue

Rating 
Journal 
(VHB 
Ranking)

Document 
ID (Endnote-
number) copied read

1  Haiyang Li; Kwaku Atuahene-Gima PRODUCT INNOVATION STRATEGY AND THE PERFORM 2001 Acad.MJ 6 A+ 23 x x
2 Wenpin Tsai KNOWLEDGE TRANSFER IN INTRAORGANIZATIONAL NE 2001 Acad.MJ 5 A+ 24 x x
3   Chander, Gaylen N.; Keller, Chalon; Lyon, Douglas W. Unraveling the Determinants and Consequences of an Innova 2000 Entr.: T&P 1 C 179 x x
4 Pek-Hooi Soh; Roberts, Edward B Technology Alliances and Networks: An External Link to Rese 2005 IEEE EM 4 B 180 x x
5  Langerak, Fred Hultink, Erik Jan The Impact of New Product Development Acceleration Approa 2005 IEEE EM 1 B 182 x x
6  DeTienne, Dawn R.; Koberg, Christine S. The Impact of Environmental and Organizational Factors on D 2002 IEEE EM 4 B 185 x x
7  Sandvik, Izabela Leskiewicz; Sandvik, Kåre The impact of market orientation on product innovativeness a 2003 IJRM 4 A 328 x x
8   Frambach, Ruud T.; Prabhu, Jaideep; Verhallen, Theo The influence of business strategy on new product activity: Th 2003 IJRM 4 A 329 x x

9

Gemünden, Hans Georg;
Ritter, Thomas;
Heydebreck, Peter Network configuration and innovation success: An empirical a 1996 IJRM 5 A 334 x x

10   Cordón-Pozo, Euloglo; García-Morales, Victor; Aragôn-Inter-departmental collaboration and new product developmen 2006 IJTM 35;No.1-4 C 199 x x
11   Xueli Huang; Steffens, Paul; Schroder, Bill Managing new product development in the Chinese steel indu 2002 IJTM 4, No.5/6 C 216 x x
12   Shahid Yamin; A. Gunasekaran; Felix T. Mavondo  Innovation index and its implications on organisational perform 1999 IJTM 17, No. 5 C 204 x x

13
Malerba, Franco;
Marengo, Luigi Competence, innovative activities and economic performance 1995 IJTM 0, No.4-6 C 207 x x

Datenbank Keywords Filter Status Comments
EBSCO Business Innova* JN "IEEE Transactions on Engineering Management" Done
EBSCO Business Product Development JN "IEEE Transactions on Engineering Management" Done
EBSCO Business New product JN "IEEE Transactions on Engineering Management" Done
EBSCO Business Innova* JN "R&D Management" Done
EBSCO Business Product Development JN "R&D Management" Done
EBSCO Business New product JN "R&D Management" Done
EBSCO Business Innova* JN "Journal of Business Venturing" Done
EBSCO Business Product Development JN "Journal of Business Venturing" Done
EBSCO Business New product JN "Journal of Business Venturing" Done
EBSCO Business Innova* JN "Academy of Management Journal" Done
EBSCO Business Product Development JN "Academy of Management Journal" Done
EBSCO Business New product JN "Academy of Management Journal" Done
EBSCO Business Innova* JN "Management Science" Done
EBSCO Business Product Development JN "Management Science" Done

M. Sattler, Excellence in Innovation Management, DOI 10.1007/978-3-8349-6158-7, 
© Gabler Verlag | Springer Fachmedien Wiesbaden GmbH 2011
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(2) Studies identified 
 

 
 

Authors Title of publication Eligible constructs Performance measures

Atuahene-Gima, Slater & Olson (2005) The Contingent Value of Responsive and 
Proactive Market Orientations for New Product 
Program Performance

- Explicit innovation strategy
- Provision of resources
- Market orientation
- Learning orientation
- Firm size
- Market dynamism
- Technological uncertainty

- New products program 
  performance

Baker & Sinkula (1999) The Synergistic Effect of Market Orientation and 
Learning Orientation on Organizational 
Performance

- Market orientation
- Learning orientation

- New product success 
  (all products)
- Overall performance

Baker & Sinkula (2005) Market Orientation and the New Product 
Paradox

- New-to-the market products
- Market orientation

- Relative profitability change
- Relative change of market 
  shares

Bart & Pujari (2007) The Performance Impact of Content and Process 
in Product Innovation Charters

- Explicit innovation strategy* - New product performance 
  (all products) 

Bart (2002) Product Innovation Charters: Mission Statements 
for New Products

- Explicit innovation strategy* - New product performance 
  (all products) 

Belderbos, Carree & Lokshin (2004) Cooperative R&D and Firm Performance - Customer input
- External networks
- Customer input

- Growth in sales of 
  new products

Calantone, Garcia & Dröge (2003) The Effects of Environmental Turbulence on New 
Product Development Strategy Planning

- Reduced cycle time
- Cross-functional coordination
- Market orientation
- Innovation orientation
- Top management support
- Firm size
- Market dynamism
- Technological uncertainty

- New product development 
  program performance

Calantone, Vickery & Dröge (1995) Business Performance and Strategic New Product 
Development Activities: An Empirical Investigation

- Proficiency in product development process
- Reduced cycle time

- Relative ROI growth
- Relative market growth
- Relative ROS growth

* different underlying original constructs
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Chandler et al. (2000), Deshpandé/Farley (1999), Hult et al. (2004) 

 

Authors Title of publication Eligible constructs Performance measures

Chandler, Keller & Lyon (2000) Unraveling the Determinants and Consequences of 
an Innovation-Supportive Organizational Culture

- Innovation orientation
- Firm size
- Competitive intensity

- Sales growth
- Profitability

Cooper & Kleinschmidt (1995) Benchmarking the Firm's Critical Success Factors 
in New Product Development

- Explicit innovation strategy
- Provision of resources
- Formal product development process
- Cross-functional coordination
- Available knowledge in workforce
- Innovation orientation
- Absorptive capacity
- Top management support

- Relative program 
  profitability
- Program impact

De Luca & Atuahene-Gima (2007) Market Knowledge Dimensions and Cross-
Functional Collaboration: Examining the Different 
Routes to Product Innovation Performance

- New-to-the market products
- Provision of resources
- Cross-functional coordination
- Explicit knowledge management
- Market orientation
- Market dynamism
- Technological uncertainty

- Product innovation 
  performance (all products)

Deshpande & Farley (1999) Executive Insights: Corporate Culture and Market 
Orientation: Comparing Indian and Japanese 
Firms

- Market orientation
- Innovation orientation

- Firm performance

Hult, Hurley & Knight (2004) Innovativeness: Its Antecedents and Impact on 
Business Performance

- Customer input
- Competitor intelligence
- Cross-functional coordination
- Innovation orientation
- Learning orientation
- Market dynamism

- Relative business 
performance

Im, Nakata, Park & Ha (2003) Determinants of Korean and Japanese New 
Product Performance: An Interrelational and 
Process View

- Proficiency in product development process
- Cross-functional coordination
- Available knowledge in workforce
- Market orientation

- New products performance 
  (all products)

Ittner & Larcker (1997) Product Development Cycle Time and 
Organizational Performance

- Explicit innovation strategy
- Reduced cycle time
- Customer input
- Cross-functional coordination
- External networks

- Perceived performance
- ROA
- ROS
- Growth

Jaworski & Kohli (1993) Market Orientation: Antecedents and 
Consequences.

- Market orientation
- Competitive intensity

- Relative overall 
  performance
- Market share
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Jaworski/Kohli (1993), Langerak et al. (2004a), Langerak et al. (2004b), Matsuno/Mentzer 
(2000),  

Authors Title of publication Eligible constructs Performance measures

Kleinschmidt, Brentani & Salomo (2007) Performance of Global New Product 
Development Programs: A Resource-Based View

- Provision of resources
- Formal product development process
- Proficiency in product development process
- Innovation orientation
- Top management support

- Relative firm financial 
  performance

Kropp, Lindsay, & Shoham (2006) Entrepreneurial, Market, and Learning 
Orientations and International Entrepreneurial-
Business Venture Performance in South African 
Firms

- Market orientation
- Innovation orientation
- Learning orientation

- Objective firm performance
- Subjective firm performance

Langerak & Hultink (2005) The Impact of New Product Development 
Acceleration Approaches on Speed and 
Profitability: Lessons for Pioneers and Fast 
Followers

- Reduced cycle time
- Customer input
- Cross-functional coordination
- External networks
- Available knowledge in workforce
- Decentralization

- Subjective satisfaction with 
  firm financial performance

Langerak, Hultink & Robben (2004)* The Impact of Market Orientation, Product 
Advantage, and Launch Proficiency on New 
Product Performance and Organizational 
Performance

- Market orientation* - Organizational performance

Langerak, Hultink & Robben (2004)* The Role of Predevelopment Activities in the 
Relationship Between Market Orientation and 
Performance

- Market orientation*
- Market dynamism
- Technological uncertainty

- Organizational performance

Li & Atuahene-Gima (2001) Product Innovation Strategy and the Performance 
of New Technology Ventures in China

- Explicit innovation strategy
- External networks
- Firm size
- Market dynamism

- Relative firm performance

Marsh & Stock (2006) Creating Dynamic Capability: The Role of 
Intertemporal Integration, Knowledge Retention, 
and Interpretation

- Explicit knowledge management
- Absorptive capacity
- Firm size

- Relative new product 
  development performance

Matsuno & Mentzer (2000) The Effects of Strategy Type on the Market 
Orientation-Performance Relationship

- Market orientation - Relative ROI
- Relative market share 
  growth
- Relative sales growth

* different journals and underlying original constructs
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Morgan/Vorhies (2001), Narver et al. (2004), Pelham (2000) 

 
 
 

Authors Title of publication Eligible constructs Performance measures

Mavondo, Chimhanzi & Stewart (2005) Learning Orientation and Market Orientation: 
Relationship with Innovation, Human Resource 
Practices and Performance.

- Market orientation
- Learning orientation

Financial performance

Moorman & Rust (1999) The Role of Marketing - Customer input
- Competitor intelligence
- Cross-functional coordination
- Market orientation
- Firm size

- New product performance 
  (all products)
- Firm financial performance

Morgan & Vorhies (2001) Product Quality Alignment and Business Unit 
Performance

- Cross-functional coordination
- Firm size
- Competitive intensity

- Relative business 
  performance

Narver, Slater & MacLachlan (2004) Responsive and Proactive Market Orientation and 
New-Product Success

- Explicit innovation strategy
- Market orientation

- New product success 
  (all products)

Olson, Slater & Hult (2005) The Performance Implications of Fit Among 
Business Strategy, Marketing Organization 
Structure, and Strategic Behavior

- Customer input
- Competitor intelligence
- Innovation orientation
- Formalization
- Decentralization
- Firm size
- Market dynamism
- Technological uncertainty

- Overall firm performance

Pelham & Wilson (1996) A Longitudinal Study of the Impact of Market 
Structure, Firm Structure, Strategy, and Market 
Orientation Culture on Dimensions of Small-Firm 
Performance

- Explicit innovation strategy
- Market orientation
- Formalization
- Decentralization
- Market dynamism
- Competitive intensity

- Average sales 
  growth/market
  share
- Profitability

Pelham (2000) Market Orientation and Other Potential Influences 
on Performance in Small and Medium-Sized 
Manufacturing Firms

- Explicit innovation strategy
- Customer input
- Competitor intelligence
- Market orientation
- Competitive intensity

- Relative profitability
- Relative growth/market 
  share

Sandvik & Sandvik (2003) The Impact of Market Orientation on Product 
Innovativeness and Business Performance

- New-to-the market products
- Market orientation

- Sales growth
- Profitability



180  Appendix 

 

 

Souitaris (2002), Thornhill (2006), Vazquez et al. (2001) 
 
 
 

Authors Title of publication Eligible constructs Performance measures

Slater & Narver (1994) Does Competitive Environment Moderate the 
Market Orientation-Performance Relationship? 

- Market orientation
- Firm size
- Market dynamism
- Technological uncertainty
- Competitive intensity

- Relative ROA
- Relative sales growth
- Relative new product 
  success (all products)

Slater, Hult & Olson (2007) On the Importance of Matching Strategic 
Behavior and Target Market Selection to Business 
Strategy in High-Tech Markets

- Customer input
- Competitor intelligence
- Technological uncertainty
- Competitive intensity

Overall firm performance

Souitaris (2002) Firm-Specific Competencies Determining 
Technological Innovation: A Survey in Greece

- Cross-functional coordination
- Top management support

- Percentage of current sales 
  due to new products

Thornhill (2006) Knowledge, Innovation and Firm Performance in 
High- and Low-Technology Regimes

- Competitive intensity - Revenue growth

Tsai (2001) Knowledge Transfer in Intraorganizational 
Networks: Effects of Network Position and 
Absorptive Capacity on Business Unit Innovation 
and Performance 

- Absorptive capacity
- Firm size
- Competitive intensity

- Profitability achieved rate

Tuominen & Anttila (2006) Strategising for Innovation and Inter-Firm 
Collaboration: Capability Analysis in Assessing 
Competitive Superiority

- External networks
- Customer input

- Performance advantage

Vázquez, Santos & Álvarez (2001 Market Orientation, Innovation and Competitive 
Strategies in Industrial Firms.

- Market orientation
- Innovation orientation

- Relative company 
  performance

Voss & Voss (2000) Strategic Orientation and Firm Performance in an 
Artistic Environment

- Explicit innovation strategy
- Customer input
- Competitor intelligence
- Cross-functional coordination

- Perceived financial 
  performance
- Total income
- Net surplus/deficit



Appendix  181 

 

 

Table 7-3: Included studies into meta-analysis 

 
Wei/Morgan (2004), Wong/Ellis (2007), Zahra/Covin (1993) 
 
Not included studies: 
 
Barczak (1995), Calantone et al. (1993), Capon et al. (1992), Cordón-Pozo et al. (2006), Dy-
er/Song (1997), Dyer/Song (1998), Gemser/Leenders (2001), Gemuenden et al. (1992), Had-
jimanolis (2000), Kahn (1996), Markham/Griffin (1998), Matsuno et al. (2002), Nijssen et al. 
(2002), Oczkowski/Farrell (1998), Page (1993), Pelham (1997), Song/Parry (1992), Song et 
al. (2006), Song et al. (1997), Song et al. (2000), Tajeddini et al. (2006), Terwiesch et al. 
(1998), Verhees/Meulenberg (2004), Xie et al. (1998), Youngbae et al. (1993) 
 
 
 

Authors Title of publication Eligible constructs Performance measures

Wei &  Morgan (2004) Supportiveness of Organizational Climate, Market 
Orientation, and New Product Performance in 
Chinese Firms

- Market orientation
- Firm size

- Relative new product 
  performance (all products)

Wirtz, Mathieu & Schilke (2007) Strategy in High-Velocity Environments - Explicit innovation strategy
- External networks
- Learning orientation

- Profitability
- Growth

Wong & Ellis (2007) Is Market Orientation Affected by the Product 
Life Cycle?

- Market orientation
- Market dynamism
- Technological uncertainty
- Competitive intensity

- Relative market 
  performance

Yam, Guan, Pun & Tang (2004) An Audit of Technological Innovation Capabilities 
in Chinese Firms: Some Empirical Findings in 
Beijing, China

- Explicit innovation strategy
- Formal product development process

- Sales growth

Zahrah & Covin (1993) Business Strategy, Technology Policy and Firm 
Performance

- Innovation orientation - Firm performance
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Authors Title of publication Reason for exclusion

Barczak (1995) New Product Strategy, Structure, Process, and 
Performance in the Telecommunications Industry

Author didn't send requested data

Calantone, Di Benedetto & Divine (1993) Organisational, Technical and Marketing Antecedents 
for Successful New Product Development

Author didn't send requested data

Capon, Farley, Lehmann & Hulbert (1992) Profiles of Product Innovators among Large U.S. 
Manufacturers

Author didn't send requested data

Cordón-Pozo, García-Morales & Aragôn-
Correa (2006)

Inter-Departmental Collaboration and New Product 
Development Success

Author didn't send requested data

De Brentani & Kleinschmidt (2004) Corporate Culture and Commitment: Impact on 
Performance of International New Product 
Development Programs

Author didn't send requested data

Deshpande, Farley & Webster Jr. (1993) Corporate Culture Customer Orientation, and 
Innovativeness in Japanese Firms

Same sample as in other study

Dyer & Song (1997) The Impact of Strategy on Conflict: A Cross-National 
Comparative Study of U.S. and Japanese Firms

Same sample as in other study

Dyer & Song (1998) Innovation Strategy and Sanctioned Conflict: A New 
Edge in Innovation?

Unique constructs

Gemser & Leenders (2001) How Integrating Industrial Design in the Product 
Development Process Impacts on Company 
Performance

Unique constructs

Gemünden, Heydebreck & Herden (1992) Technological Interweavement: A Means of Achieving 
Innovation Success

Author didn't send requested data

Hadjimanolis (2000) An Investigation of Innovation Antecedents in Small 
Firms in the Context of a Small Developing Country

Author didn't send requested data

Han, Kim & Srivastava (1998) Market Orientation and Organizational Performance: Is 
Innovation a Missing Link

Author didn't send requested data

Kahn (1996) Interdepartmental Integration: A Definition with 
Implications for Product Development Performance

Same sample as in other study

Markham & Griffin (1998) The Breakfast of Champions: Associations Between 
Champions and Product Development Environments, 
Practices and Performance.

Unique constructs

Matsuno, Mentzer & Özsomer (2002) The Effects of Entrepreneurial Proclivity and Market 
Orientation on Business Performance

Same sample as in other study
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Table 7-4: Excluded studies 

 

Authors Title of publication Reason for exclusion

Narver & Slater (1990) The Effect of a Market Orientation on Business 
Profitability

Same sample as in other study

Nicholson, Rees & Brooics-Rooney (1990) Strategy, Innovation and Performance Author didn't send requested data

Nijssen, Biemans & De Kort (2002) Involving Purchasing in New Product Development Author didn't send requested data

Oczkowski & Farrell (1998) Discriminating Between Measurement Scales Using 
Non-Nested Tests and Two-Stage Least Squares 
Estimators: The Case of Market Orientation

Author didn't send requested data

Page (1993) Assessing New Product Development Practices and 
Performance: Establishing Crucial Norms

Author didn't send requested data

Pelham (1997) Mediating Influences on the Relationship Between 
Market Orientation and Profitability in Small Firms

Same sample as in other study

Song & Parry (1992) The R&D-Marketing Interface in Japanese High-
Technology Firms

Unique constructs

Song, Dyer & Thieme (2006) Conflict Management and Innovation Performance: An 
Integrated Contingency Perspective.

Unique constructs

Song, Montoya-Weiss & Schmidt (1997) Antecedents and Consequences of Cross-Functional 
Cooperation: A Comparison of R&D, Manufacturing, 
and Marketing Perspectives

Author didn't send requested data

Song, Xie & Dyer (2000) Antecedents and Consequences of Marketing 
Managers' Conflict-Handling Behaviors

Author didn't send requested data

Tajeddini, Trueman & Larsen (2006) Examining the Effect of Market Orientation on 
Innovativeness

Author didn't send requested data

Terwiesch, Loch & Niederkofler (1998) When Product Development Performance Makes a 
Difference: A Statistical Analysis in the Electronics 
Industry

Unique constructs

Verhees & Meulenberg (2004) Market Orientation, Innovativeness, Product 
Innovation, and Performance in Small Firms

Author didn't send requested data

Xie, Song & Stringfellow (1998) Interfunctional Conflict, Conflict Resolution Styles, and 
New Product Success: A Four Culture Comparison

Author didn't send requested data

Youngbae, Song & Lee (1993) Determinants of Technological Innovation in the Small 
Firms of Korea

Author didn't send requested data



184  Appendix 

 

(3) Coding Protocol 
 

 

SUBJECT CODING PROCEDURE
1. General study and coding information
Document ID (Endnote): Number
Title: Study Title
Authors: Name
Year: Date

1 = Journal of Product Innovation Management
2 = Journal of Marketing
3 = Journal of Marketing Research
4 = Academy of Management Journal
5 = Journal of the Academy of Marketing
6 = Management Science
7 = Marketing Science
8 = Journal of International Marketing
9 = R&D Management
10 = Organization Science
11 = Strategic Management Journal
12 = Journal of Small Business Management
13 = IEEE Transactions on Engineering Management
14 = Journal of Business Venturing
15 = Other Journal (specify)

Coder: Name
Time needed (in minutes) to code this report: Time
Reason for rejection: Text
Interesting links to other studies in bibliography: Denotation (Text)
2. Study context parameters
Industry: Denotation (Text)
Country: Denotation (Text)

1 = North America
2 = Europe
3 = Asia-Pacific
4 = Africa
5 = South America
6 = Worldwide
7 = not specified
1 = Large
2 = Medium
3 = Large
4 = Mix
5 = not specified
1 = Financial ratio (Sales, Profitability, etc.)
2 = Employees
3 = Other indicator (specify)
1 = B-to-B
2 = B-to-C
3 = Both
4 = Not specified
1 = Product
2 = Service
3 = Both
4 = Not specified

Type(s) of innovations in focus: 

Publication: 

Region:

Size of companies in sample:

Indicator used to define size of companies:

Type of companies: 
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SUBJECT CODING PROCEDURE
3. Theoretical backgrounds of study

1 = Resource-based view
2 = Contingency theory
3 = Organizational theory
4 = Other theory (specify…)

4. Survey design information
1 = Randomly selected from database
2 = Pre-defined companies
3 = Other selection (specify)
4 = Not specified
1 = New developed constructs used
2 = Constructs adapted from …. (specify source)
3 = Constructs taken from …. (specify source)
4 = Not specified
1 = Expert Interviews
2 = Pre-test of survey
3 = Factor analysis
4 = Other validity test (specify)
5 = Mixed
6 = Not specified
1 = Cronbach Alpha
2 = AVE
3 = Other reliability measure (specify)
4 = Mixed
5 = Not specified

5. Survey execution information
Total sample size: Number

1 = Company
2 = Business Unit
3 = Program
4 = Project
5 = Product
6 = Mix (specify)
7 = Not specified
1 = Yes
2 = No
3 = Not specified
1 = Senior Management
2 = Project Management
3 = Not specified
1 = R&D
2 = Marketing
3 = General Management
4 = Production
5 = Strategy
6 = Other perspective (specify)
7 = Not specified
1 = Yes
2 = No
3 = Not specified
1 = Yes
2 = No
3 = Not specified
1 = Yes
2 = No
3 = Not specified

Single-informant bias:

Common source bias:

Non response bias:

Test for construct reliability:

Functional perspective of respondent:

Level of analysis object:

Financial performance measure on same level as 
analysis:

Type of management level of respondent:

Theories used in argumentation:

Selection of sample:

Design of survey:

Test for construct validity:
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SUBJECT CODING PROCEDURE
1 = Yes
2 = No
3 = Not specified

Number of effects in study relevant in the 
innovation management context: Number
6. General effect size Information 

1 = Differences between means
2 = Odds-Ratio
3 = Pearson correlation coefficient
4 = Point-biserial correlation coefficient
5 = Regression coefficient
6 = Canoncial correlation coefficient
7 = Spearman correlation coefficient
8 = Partial correlation coefficient
9 = Structural equation model coefficient
10 = Others (specify)
1 = Yes
2 = No
3 = Further information necessary

Missing information to be requested from author 
of study: Details (Text)
7. Specific effect size information (for each effect size in study separately)
Effect ID: Doc_ID_n (n = number of effect)
Independent variable: Denotion (Text)
Defintion of independent variable: Denotion (Text)
Mean of independent variable: Value
S.D. of independent variable: Value

1 = 5-Point Likert Scale
2 = 7-Point Likert Scale
3 = 10-Point Likert Scale
4 = Dichomotized Scale
5 = Other scale (specify)
1 = Cronbach Alpha
2 = AVE
3 = Other reliability measure (specify)
4 = Not specified

Reliablity measure of independent variable: Value

Dependent variable (performance measure): Denotion (Text)
Defintion of dependent variable: Denotion (Text)
Mean of dependent variable: Value
S.D. of dependent variable: Value

1 = Objective measure
2 = Subjective measure
3 = Both
4 = Not specified
1 = Single-item
2 = Multi-item
3 = Not specified
1 = 5-Point Likert Scale
2 = 7-Point Likert Scale
3 = 10-Point Likert Scale
4 = Dichomotized Scale
5 = Other scale (specify)

Scale used to measure dependent variable:

Usability of effect size type in meta-analysis:

Scale used to measure independent variable:

Type of reliablity measure of independent variable:

Data type for dependent variable:

Items used to measure dependent variable:

Common method bias:

Type of effect size:
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Table 7-5: Coding protocol 

 
 
(4) Averaged reliability coefficient for the success factors and the performance variable 
 

 
 

Table 7-6: Averaged reliability coefficient for variables 

 
 
 
 

SUBJECT CODING PROCEDURE
1 = Cronbach Alpha
2 = AVE
3 = Other reliability measure (specify)
4 = Not specified

Reliablity measure of dependent variable: Value

Effect size: Value
1 = p < 0.05
2 = p < 0.01
3 = p < 0.001
4 = Other (specify)
5 = Not significant
6 = Not specified

Type of reliablity measure of dependent variable:

Significance level of effect size:

Variables

Averaged 
reliability 
coefficient

New-to-the-market products 0.870
Provision of internal resources 0.847
Formal product development process 0.915
Proficiency in product development process 0.713
Reduced cycle time 0.716
Customer input 0.798
Competitor intelligence 0.798
Cross-functional coordination 0.768
External networks 0.740
Available knowledge in workforce 0.853
Market orientation 0.819
Innovation orientation 0.807
Learning orientation 0.836
Top management support 0.740
Formalization 0.730
Decentralization 0.867
Firm size 0.918
Market dynamism 0.695
Technological uncertainty 0.708
Competitive intensity 0.728

Financial innovation performance 0.795
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