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Preface

The origins of analytic number theory, i.e. of the study of arithmetical prob-
lems by analytic methods, can be traced back to Euler’s 1737 proof of the
divergence of the series

∑
1/p where p runs through all prime numbers, a

simple, yet powerful, combination of arithmetic and analysis. One century
later, during the years 1837-40, Dirichlet produced a major development in
prime number theory by extending Euler’s result to primes p in an arithmetic
progression, p ≡ a (mod q) for any coprime integers a and q. To this end
Dirichlet introduced group characters χ and L-functions, and obtained a key
result, the non-vanishing of L(1, χ), through his celebrated formula on the
number of equivalence classes of binary quadratic forms with a given discrim-
inant.

The study of the distribution of prime numbers was deeply transformed
in 1859 by the appearance of the famous nine pages long paper by Riemann,
Über die Anzahl der Primzahlen unter einer gegebenen Grösse, where the
author introduced the revolutionary ideas of studying the zeta-function ζ(s) =∑∞

1 n−s (and hence, implicitly, also the Dirichlet L-functions) as an analytic
function of the complex variable s satisfying a suitable functional equation,
and of relating the distribution of prime numbers with the distribution of zeros
of ζ(s). Riemann considered it highly probable (“sehr wahrscheinlich”) that
the complex zeros of ζ(s) all have real part 1

2 . This still unproved statement
is the celebrated Riemann Hypothesis, and the analogue for all Dirichlet L-
functions is known as the Grand Riemann Hypothesis. Several crucial results
were obtained in the following decades along the way opened by Riemann,
in particular the Prime Number Theorem which had been conjectured by
Legendre and Gauss and was proved in 1896 by Hadamard and de la Vallée
Poussin independently.

During the twentieth century, research subjects and technical tools of an-
alytic number theory had an astonishing evolution. Besides complex func-
tion theory and Fourier analysis, which are indispensable instruments in
prime number theory since Riemann’s 1859 paper, among the main tools and
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contributions to analytic number theory developed in the course of last century
one should mention at least the circle method introduced by Hardy, Little-
wood and Ramanujan in the 1920’s, and later improved by Vinogradov and
by Kloosterman, as an analytic technique for the study of diophantine equa-
tions and of additive problems over primes or over special integer sequences,
the sieve methods of Brun and Selberg, subsequently developed by Bombieri,
Iwaniec and others, the large sieve introduced by Linnik and substantially
modified and improved by Bombieri, the estimations of exponential sums due
to Weyl, van der Corput and Vinogradov, and the theory of modular forms
and automorphic L-functions.

The great vitality of the current research in all these areas suggested
our proposal for a C.I.M.E. session on analytic number theory, which was
held at Cetraro (Cosenza, Italy) from July 11 to July 18, 2002. The ses-
sion consisted of four six-hours courses given by Professors J. B. Friedlander
(Toronto), D. R. Heath-Brown (Oxford), H. Iwaniec (Rutgers) and J. Kaczo-
rowski (Poznań). The lectures were attended by fifty-nine participants from
several countries, both graduate students and senior mathematicians. The
expanded lecture notes of the four courses are presented in this volume.

The main aim of Friedlander’s notes is to introduce the reader to the re-
cent developments of sieve theory leading to prime-producing sieves. The first
part of the paper contains an account of the classical sieve methods of Brun,
Selberg, Bombieri and Iwaniec. The second part deals with the outstanding
recent achievements of sieve theory, leading to an asymptotic formula for the
number of primes in certain thin sequences, such as the values of two-variables
polynomials of type x2 + y4 or x3 + 2y3. In particular, the author gives an
overview of the proof of the asymptotic formula for the number of primes
represented by the polynomial x2 + y4. Such an overview clearly shows the
role of bilinear forms, a new basic ingredient in such sieves.

Heath-Brown’s lectures deal with integer solutions to Diophantine equa-
tions of type F (x1, . . . , xn) = 0 with absolutely irreducible polynomials
F ∈ Z[x1, . . . , xn]. The main goal here is to count such solutions, and in
particular to find bounds for the number of solutions in large regions of type
|xi| � B. The paper begins with several classical examples, with the relevant
problems for curves, surfaces and higher dimensional varieties, and with a
survey of many results and conjectures. The bulk of the paper deals with the
proofs of the main theorems where several tools are employed, including re-
sults from algebraic geometry and from the geometry of numbers. In the final
part, applications to power-free values of polynomials and to sums of powers
are given.

The main focus of Iwaniec’s paper is on the exceptional Dirichlet character.
It is well known that exceptional characters and exceptional zeros play a
relevant role in various applications of the L-functions. The paper begins with
a survey of the classical material, presenting several applications to the class
number problem and to the distribution of primes. Recent results are then
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outlined, dealing also with complex zeros on the critical line and with families
of L-functions. The last section deals with Linnik’s celebrated theorem on
the least prime in an arithmetic progression, which uses many properties of
the exceptional zero. However, here the point of view is rather different from
Linnik’s original approach. In fact, a new proof of Linnik’s result based on
sieve methods is given, with only a moderate use of L-functions.

Kaczorowski’s lectures present a survey of the axiomatic class S of L-
functions introduced by Selberg. Essentially, the main aim of the Selberg
class theory is to prove that such an axiomatic class coincides with the class
of automorphic L-functions. Although the theory is rich in interesting conjec-
tures, the focus of these lecture notes is mainly on unconditional results. After
a chapter on classical examples of L-functions and one on the basic theory,
the notes present an account of the invariant theory for S. The core of the
theory begins with chapter 4, where the necessary material on hypergeometric
functions is collected. Such results are applied in the following chapters, thus
obtaining information on the linear and non-linear twists which, in turn, yield
a complete characterization of the degree 1 functions and the non-existence
of functions with degree between 1 and 5/3.

We are pleased to express our warmest thanks to the authors for accepting
our invitation to the C.I.M.E. session, and for agreeing to write the fine papers
collected in this volume.

Alberto Perelli Carlo Viola
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Producing Prime Numbers via Sieve Methods

John B. Friedlander

Department of Mathematics, University of Toronto
40 St George street, Toronto, ON M5S 2E4, Canada
e-mail: frdlndr@math.toronto.edu

These notes represent an expanded version of the lectures on sieve methods
which were delivered at the C.I.M.E. summer school in analytic number theory
in Cetraro, Italy during the period July 11 to July 18, 2002. As such they are
produced here in the same informal style and with the same goals as were
those lectures.

The basic purpose for which the sieve was invented was the successful esti-
mation of the number of primes in interesting integer sequences. Despite some
intermittent doubts that this could ever be achieved, the objective has in re-
cent years finally been reached in certain cases. One main goal of these lectures
was to provide an introduction to these developments. Such an introduction
would not have been appropriate to many in the target audience without some
of the relevant background and a second objective was the provision during
the first half of the lectures of a quick examination of the development of sieve
methods during the past century and of the main ideas involved therein. As a
result of these twin goals, the second half of the material is necessarily a little
more technical than is the first part. It is hoped that these notes will provide
a good starting point for graduate students interested in learning about sieve
methods who will then go on to a more detailed study, for example [Gr, HR],
and also for mathematicians who are not experts on the sieve but who want
a speedy and relatively painless introduction to its workings. In both groups
it is intended to develop a rough feeling for what the sieve is and for what it
can and cannot do.

The sieve has over the years come to encompass an extensively developed
body of work and the goals of these notes do not include any intention to give
a treatment which is at all exhaustive, wherein one can see complete proofs,
nor even to provide a reference from which one can quote precise statements
of the main theorems. For those purposes the references provided are more
than sufficient.
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support of the Canada Council for the Arts through a Killam Research Fel-
lowship and also from the Natural Sciences and Engineering Research Council
of Canada through Research Grant A5123.

1 “Classical” sieve methods

Eratosthenes

The sieve begins with Eratosthenes. We let x be a positive integer and

A = {n � x},
the set of integers up to x. We are going to count the number of primes in
this set.

For purposes of illustration let us choose x = 30. Thus we begin with the
integers

and from these we are going to delete the ones that are composite, counting
the number that remain. Our first step is to cross out those that are even, the
multiples of two. This leaves with the following picture.

Turning to the next prime, three, we cross out all of its multiples. This
leaves us with the following.



Producing prime numbers via sieve methods 3

Note that there are some numbers, namely the multiples of six, which have
been crossed out twice. If we are keeping a count of what has been left behind
we should really add these back in once. Next we progress to the next prime
number, five, and delete the multiples of that one. This gives us the following
picture.

Here again we find more numbers, the multiples of ten and of fifteen, that
have been removed twice and so should be added back in once to rectify the
count. But now we have even come to a number, thirty, which has been crossed
out as a multiple of each of three primes. In this case, it has been crossed out
three times (once each as a multiple of two, three and five), then added back
in three times (once each as a multiple of six, ten and fifteen). Since thirty is
composite we want to remove it precisely once so we have now to subtract it
out one more time.

We are now ready to proceed to the multiples of the next prime, seven.
However, before we do so it is a very good idea to notice that all of the
remaining numbers on our list, apart from the integer one, are themselves
prime numbers. This is a consequence of the fact that every composite positive
integer must be divisible by some number (and hence some prime number)
which is no larger than its square root. In our case all of the numbers are
less than or equal to thirty and hence we only need to cross out multiples of
primes p �

√
30 and five is the largest such prime. As a result we are ready

to stop this procedure.
Let’s think about what we have accomplished. On the one hand, totalling

up the results of the count of our inclusion–exclusion, we began (in the case
x = 30) with [x] integers, for each prime p � √

x we subtracted out [x/p]
multiples of p, then for each pair of distinct primes p1 < p2 � √

x we added
back in the [x/p1p2] multiples of p1p2, and so on. In all, we are left with the
final count

[x] −
∑

p�√
x

[x

p

]
+
∑∑

p1<p2�√
x

[ x

p1 p2

]
−
∑∑∑

p1<p2<p3�√
x

[ x

p1 p2 p3

]
+ − · · ·

On the other hand, this was after all just the count for the number of integers
not crossed out and these integers are just the primes less than or equal to x,
other than those which are less than or equal to

√
x, together with the integer

one.
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Equating the two we obtain the

Legendre Formula

π(x) − π(
√
x ) + 1 =

∑

d
p|d⇒p�√

x

µ(d)
[x

d

]
.

Here, as usual, π(x) denotes the prime counting function

π(x) =
∑

p�x

1,

and, throughout, the letter p will always be a prime. As usual, the Möbius
function µ(d) is (−1)ν when d is the product of ν � 0 distinct primes and is
zero if d has a repeated prime factor. This function provides a concise way of
expressing the right hand side of the formula.

It will turn out that π(x) is considerably larger than
√
x, hence (since

trivially π(
√
x ) � √

x ) the left side of the Legendre formula is approximately
π(x). In order to estimate π(x) we thus want to develop the right side.

The obvious starting point for an estimation of the right hand side is the
replacement everywhere of the awkward function [t], the integral part of t, by
the simpler function t. This makes an error of {t}, the fractional part. More
precisely, we have

right side = x
∑

d

µ(d)
d

+ E = x
∏

p�√
x

(

1 − 1
p

)

+ E

where the error term E is

E = −
∑

d

µ(d)
{x

d

}
.

At first glance, the best we can expect to do is to use the trivial bound {t} < 1
which leads us to bound the error term by

|E| �
∑

d

1 = 2π(
√

x ),

which is absolutely enormous, much larger even than the number of integers
[x] that we started with. Of course, we have been particularly stupid here,
for example, sieving out multiples of d even for certain integers d exceeding
x, so the above bound can certainly be improved somewhat. Unfortunately
however, E is genuinely large. In fact, using old ideas due to Chebyshev and
to Mertens, one knows that

∏

p�√
x

(

1 − 1
p

)

∼ e−γ

log
√
x
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so what we have been expecting to be our main term is actually wrong. Since,
by the prime number theorem,

π(x) ∼ x

log x
,

we see that the quantity E we have been referring to as the error term has
the same order of magnitude as the main term.

Brun

The sieve of Eratosthenes lay in such a state, virtually untouched for al-
most two thousand years. The modern subject of sieve methods really begins
with Viggo Brun. Although he later developed significant refinements to what
we shall describe here, Brun’s first attempts to make the error term more
manageable were based on the following quite simple ideas.

Although one cannot greatly improve the trivial bound in the error term
for each individual d on the right side, one can try to cut down on the number
of terms in the sum. One way to do this is to cut the process off earlier,
sifting out multiples of primes only up to some chosen z which is smaller than√
x. Moreover, re-examining the inclusion–exclusion procedure and truncating

this, we see that, if we truncate after d with a specified even number of prime
factors, say ν(d) = 2r, we get an upper bound, while if we truncate after an
odd number ν(d) = 2r + 1, we get a lower bound.

Although not an asymptotic formula, such bounds can be valuable. For
example, an upper bound will, a fortiori, provide an upper bound for π(x) −
π(z) and hence (when combined with the trivial bound π(z) � z) an upper
bound for π(x). A positive lower bound will demonstrate the existence of
integers without any small prime factors, and hence with few prime factors
(the latter are referred to as “almost-primes”). Thus for example, an integer
n � x having no prime factor p � x1/4 can have at most three prime factors.

Some Generality

So far we are in the rather depressing position that we have a method
which fails to give us good estimates for the number π(x) of primes up to
x, but even worse, the only reason we even know that it is doomed to fail
is because other techniques, from analytic number theory, succeed (to prove
the prime number theorem), thereby telling us so. What then is the value of
the sieve is that it can be generalized to give some information in cases where
the analytic machinery is lacking. Therefore, to consider the situation more
generally is not merely worthwhile; it is the sieve’s only raison d’être.

We consider a finite sequence of non-negative reals

A = (an), n � x,
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and a set P of primes. It is convenient to denote

P (z) =
∏

p∈P
p<z

p.

Our goal is to estimate the “sifting function”

S(A, z) =
∑

n�x

(n,P (z))=1

an.

We proceed just as in our original example, but phrased in slightly different
fashion. We need the basic property of the Möbius function

∑

d|n
µ(d) =

{
1 if n = 1,

0 if n > 1.

We also use the simple fact from elementary number theory that δ|a, δ|b⇐⇒
δ|(a, b), that is, the set of common divisors of two positive integers is just the
same as the set of divisors of their greatest common divisor.

Inserting these two facts and then interchanging the order of summation
we obtain

S(A, z) =
∑

n

an

∑

d|(n,P (z))

µ(d) =
∑

n

an

∑

d|n
d|P (z)

µ(d)

=
∑

d|P (z)

µ(d)
∑

n≡0 (mod d)

an =
∑

d|P (z)

µ(d)Ad(x),

say. This is just (a more general version of) the Legendre formula and here as
before we need information about the sums

Ad(x) =
∑

n�x
n≡0 (d)

an

which give the mass of the subsequence running over multiples of d, that
is Ad = (amd), m � x/d, and which in our beginning example was [x/d ].
Specifically, we need a useful approximation formula. We assume we can write
this in the form

(∗) Ad(x) = A(x)g(d) + rd(x),

where
A(x) = A1(x) =

∑

n�x

an
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is the total mass of our sequence, where g(d) is a “nice” function (equal to
1/d in our example) and rd(x) is a “remainder” which is small, at least on
average over d (this was −{x/d} in our example). Inserting our approximation
formula (∗) the sifting function becomes

S(A, z) = A(x)
∑

d|P (z)

µ(d)g(d) +
∑

d|P (z)

µ(d)rd(x)

which is basic to all that follows. The function g(d) behaves like a probability
in a number of respects, describing approximately the fraction of the total
mass coming from multiples of d. (It is useful to keep in mind g(d) = 1/d as
the prototype for such a function.) Hence, we shall assume g(1) = 1 and that,
for each d > 1, we have 0 � g(d) < 1. If for some d > 1 we had g(d) = 1
virtually everything would be a multiple of d and there would not be much
point in looking for primes. We also assume that g is a multiplicative function,
that is whenever (d1, d2) = 1 we have

g(d1d2) = g(d1)g(d2).

The essence of this is that we are assuming that divisibility by two relatively
prime integers are independent events. In practice this is true only to a rather
limited extent and this fact is in large measure responsible for the failure of
the method to do better.

Some Examples

We consider some examples. In many of the most basic examples the se-
quence A is just the characteristic function of an interesting set of integers.
In such a case we shall sometimes abuse notation by failing to distinguish
between the function and the set on which it is supported.

Example 1 We begin by repeating once again our original example. Thus,
we have

A = {m | m � x}, P = {all primes},

Ad(x) =
[x

d

]
=
x

d
−
{x

d

}
,

g(d) =
1
d
, rd(x) = −

{x

d

}
.

Example 2 Now for something a little different, consider

A = {m2 + 1 � x}, P = {p, p �≡ 3 (mod 4)},

g(p) =

{
2/p p ≡ 1 (mod 4)

1/2 p = 2,
|rd| � 2ν(d),
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this last estimate following from the bound |rp| � 2 and the Chinese Remain-
der Theorem. Here, there is no need to sieve by the primes congruent to three
modulo four since none of the integers in our set is divisible by any such prime
(although we could, equivalently, sieve by the set of all primes and simply set
g(p) = 0 for these additional primes). In this example if we were able to get a
positive lower bound for S(A,√x ) we would be producing primes of the form
m2 + 1. It is a famous problem to show that there are infinitely many such
primes.

Example 3 For another famous conjecture, we consider the following exam-
ple.

A = {m(m+ 2) � x}, P = {all primes},

g(p) =

{
2/p p odd

1/2 p = 2,
|rd| � 2.

Here, if we could give a positive lower bound for S
(
A, x1/4

)
we would be

producing integers m(m+ 2) where both factors are prime and differ by two.
The “twin prime conjecture” predicts that there are infinitely many such pairs
of primes.

Example 4 There is an alternative appraoch via the sieve to attack this last
conjecture. As our fourth example we consider the following sequence.

A = {p− 2 � x}, P = {odd primes},

Ad(x) = π(x; d, 2),

g(p) =
1

p− 1
, g(d) =

1
ϕ(d)

,

where π(x; d, a) is the number of primes up to x which are congruent to a
modulo d and where ϕ(d), the Euler function, counts the number of units
in the ring of residue classes modulo d. This example offers some advantages
over the previous one for studying the twin prime problem and at this point
in time it gives stronger results, although this was not always the case. Most
significantly, we are starting from the beginning with the knowledge that one
of our two numbers p, p−2 is a prime. On the other hand, the remainder term
is more complicated, namely rd(x) = π(x; d, 2) − π(x)/ϕ(d), and it is much
more difficult to bound it successfully. In the current state of knowledge, a
reasonably good bound can only be given on average over d; the most famous
bound of this type being the celebrated Bombieri–Vinogradov theorem [Bo1].
Once again, if we could be successful in giving a positive lower bound, this
time for S(A,√x ), then we would produce twin primes.
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It is possible to give many more examples wherein well-known problems
concerning primes, for instance the Goldbach conjecture, can be phrased so
as to follow from sufficiently strong sieve-theoretic estimates. Phrasing them
this way is however by far the easier part of the problem.

Upper and Lower Bounds

Let us return to the general version of the Legendre formula, namely

S(A, z) =
∑

d|P (z)

µ(d)Ad(x)

= A(x)
∑

d|P (z)

µ(d)g(d) +
∑

d|P (z)

µ(d)rd(x).

Recall that this was based on the basic property:

∑

d|n
µ(d) =

{
1 if n = 1

0 if n > 1

= Θ0(n), say.
Now suppose that we replace the Möbius function µ(d) by one of two

sequences λ+
d , λ−d , which we shall refer to as the “sifting weights”, these

having the properties

Θ+(n) .=
∑

d|n
λ+

d

{
= 1 if n = 1

� 0 if n > 1,

or alternatively

Θ−(n) .=
∑

d|n
λ−d

{
= 1 if n = 1

� 0 if n > 1.

Repeating the same manipulation as before we obtain upper and lower bounds

S−(A, z) � S(A, z) � S+(A, z)

where

S+(A, z) =
∑

n

anΘ
+(n) =

∑

d

λ+
d Ad(x)

= A(x)
∑

d

λ+
d g(d) +

∑

d

λ+
d rd(x),

and similarly

S−(A, z) = A(x)
∑

d

λ−d g(d) +
∑

d

λ−d rd(x).



10 John B. Friedlander

Recall the problem we had before with the remainder term
∑

d|P (z)

µ(d)rd(x).

Now we can force this term to be small by insisting that λ±d vanish beyond
a certain point, say for d > D. This is not something we could do with the
Möbius function which was a unique function given to us by nature. Now we
have a whole family of functions, conceivably quite a lot of them, and perhaps
even after truncating them in this fashion there will still remain a number of
reasonable choices.

Problem How do we choose the sifting weights {λd}?
We want to choose a sequence λ+

d , d � D, so that S+ is minimal, or at least
fairly small (and a sequence λ−d with the corresponding properties for S−).
This is a very complicated problem so we make some simplifying assumptions.
Although each of S± has two sums in it we are going to attempt to choose
λ±d so that the sum

∑
d λ

±
d g(d), and hence the main term A(x)

∑
d λ

±
d g(d),

is satisfactory and simply hope that after this choice has been specified the
remainder term will also turn out to be acceptable. Once we make this sim-
plifying assumption the individual properties of the sequence A are removed
from consideration in the choice of weights. Thus, the choice of weights λ±d ,
whatever that may be, should be the same for all sequences A which give rise
to the same function g.

The first successful sieve, Brun’s “pure” sieve, made choices of the type

λ+
d =

{
µ(d) ν(d) � 2r,

0 else,
λ−d =

{
µ(d) ν(d) � 2r + 1,

0 else,

for suitable r. Subsequently Brun discovered some considerably more refined
sieve weights which are however much more complicated to describe. Although
this first sieve does not give results as strong as those later ones it was sufficient
for Brun [Br] to prove the first striking application of the theory:

Theorem (Brun) The sum of the reciprocals of the twin primes is conver-
gent, that is

∑

p twin

1
p
< ∞.

Selberg’s Upper Bound

There are many other possibilities for the choice of sieve weights. One of
the best known, due to Selberg [Se1], is an upper bound sieve.
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Consider any set ρ = {ρd, d|P (z)} of real numbers satisfying ρ1 = 1 and
ρd = 0 for all d >

√
D. Then, for any n|P (z) we certainly have

(∑

d|n
ρd

)2
{

= 1 if n = 1

� 0 if n > 1,

precisely the inequalities we required for a function Θ+(n). At first glance this
might not seem to be of the right shape, due to the square, but indeed it is
of the form

S+(A, z) =
∑

d|P (z)

λ+
d Ad(x)

with the coefficients given by

λ+
d =

∑∑

d1|P (z), d2|P (z)
[d1,d2]=d

ρd1ρd2 ,

where [d1, d2] denotes the least common multiple. Note that λ+
d = 0 for d > D.

Manipulating the above expression in the by now familiar fashion, we
obtain the inequality

S(A, z) �
∑

n

an

( ∑

d|n
d|P (z)

ρd

)2

=
∑∑

d1|P (z)
d2|P (z)

ρd1ρd2A[d1,d2](x).

Now, substituting in the approximation formula for A[d1,d2](x), and ignoring
the remainder term as before, we see that the problem of choosing the weights
λ+

d , or equivalently the coefficients ρd, is just that of minimizing, for given g,
the quadratic form

∑∑

d1|P (z)
d2|P (z)

ρd1ρd2 g([d1, d2])

in the variables {ρd, d �
√
D }.

This extremal problem can be solved in a number of ways, for example
using Lagrange multipliers as was done by Selberg. Although the result gives
the best possible choice of upper bound weights only within the subfamily of
weights having this special shape, it turned out that the solution provided
gave, in many cases, dramatic improvements on what had been previously
known, and even some results which have since been shown to be close to best
possible.
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Buchstab Iteration

Partly because of the simplicity and success of the above construction, but
perhaps also partly due to the enormous influence of its inventor, the Selberg
sieve received a great deal of attention, so much so that, in the works of a
number of authors, the terms “sieve” and “Selberg sieve” came for a while to
be used almost interchangeably (never of course by Selberg himself).

Nevertheless, despite its success the Selberg sieve had a drawback not
shared by the other leading methods, before and since. In making essential
use of the non-negativity of the squares of real numbers, it introduced an
asymmetry between the upper and lower bound methods; there was no cor-
responding lower bound sieve which was quite as simple nor as successful as
was the upper bound.

In view of this it became even more important that a method introduced
by Buchstab [Bu], which had in fact predated Selberg’s work, allowed one to
deduce lower bounds from upper bounds (and vice-versa).

The idea behind this technique may be described as follows. Suppose that
we are given a sequence A and two parameters z1 < z2. We consider the
difference S(A, z1)−S(A, z2) which counts the contribution of those elements
which survive the sieve up to z1 but do not survive it up to z2. We group
these terms in accordance with the smallest prime p which removes it. Such
an element is of the form an where n is divisible by p but by no smaller prime
in P. Hence we deduce the Buchstab identity

S(A, z2) = S(A, z1) −
∑

z1�p<z2
p∈P

S(Ap, p).

Here, if we input an upper bound for each term in the above sum over p
together with a lower bound for S(A, z1) we obtain a lower bound for S(A, z2).
In practice, if z1 is chosen to be relatively small then one can estimate S(A, z1)
fairly accurately, both above and below, and in consequence we may think of
the first term on the right hand side as being a known quantity.

Similarly, a lower bound for each term in the sum over p combined with
an upper bound for S(A, z1) gives an upper bound for S(A, z2). This is of
somewhat less interest in connection with the Selberg sieve but is equally
important in many other circumstances.

Of course, once such a procedure proves to be successful it seems natural
that one should attempt to iterate it and, under the proper circumstances,
further improvements do take place. Using these ideas and taking as starting
points such results as the upper bound of Selberg, the trivial lower bound of
zero, and the bounds, both lower and upper, of Brun in the range of small z
where these are quite accurate, very good choices for the sieve weights were
given during the decade of the 1960’s. The first of these is due to Jurkat and
Richert [JR] and then a different set of weights was found, independently by
Iwaniec [Iw1, Iw3] and (as reported in Selberg [Se3]) by Rosser.
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To describe the flavour of these results we consider the following diagram.

� s

F+(s)

F−(s)
s =

logD
log z

β

1

0

Here, the probabilistically expected answer for our sifting function is

S(A, z) ≈ A(x)
∏

p|P (z)

(
1 − g(p)

)

which corresponds to the horizontal line at height one so that the difference
between F±(s) and this line represents the deviation above and below this
expectation which we are forced to tolerate in the main terms of our bounds
S±(A, z). We obtain

∑

d

λ+
d g(d) = F+(s)

∏

p|P (z)

(
1 − g(p)

)
+ small,

∑

d

λ−d g(d) = F−(s)
∏

p|P (z)

(
1 − g(p)

)
+ small.

It is evident from the diagram that the results are better, that is closer to
the expected value, when the variable s is large. This suggests that we should
like to take D as large as possible and z as small as possible. There is however
a countervailing force pushing z in the opposite direction; the larger we can
take z and still get a positive lower bound (that is with s > β), the stronger
the qualitative information we have about the size (and hence the number)
of prime factors that we can guarantee some members of the sequence will
possess.

The main point is the following. As long as we can, as happens in virtually
every case of interest, choose each ofD and z to be some fixed powers of x then
we obtain an upper bound of the right order of magnitude for the contribution∑

p�x ap from the primes in our sequence A and, on the other hand, the
existence therein, for some fixed k, of integers having at most k prime factors
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(with a better value of k the larger we can choose z). For example, if we can
obtain a positive lower bound with some z > x1/(k+1) then the sequence will
contain (more properly the sequence will have some support on) integers with
at most k prime factors.

Unlike the case for z, when it comes to the parameter D there is, as far as
the main term is concerned, no mixed emotion about what to do. We simply
want to choose it as large as we can. The opposing constraint for D comes
about only after we recall that we do have a remainder term to worry about.
Thus we want to choose D as large as possible subject to the remainder being
smaller than the main term. Usually, we don’t really care how much smaller.

In practice the size of our main term will be ≈ A(x)(log x)−κ, for some
small κ; indeed in our examples we had κ = 2 in the third one and κ = 1 in
each of the other three. Thus, when we consider the remainder

R(D) =
∑

d�D

λd rd(x),

a reasonable goal is the bound

R(D) � A(x)(log x)−A

which we ask to hold for every A > 0. Usually, in cases where we can prove
anything at all, we can prove this much.

For almost all of the basic sieve weights one would consider it turns out
that we have |λd| � 1. (An exception we shall ignore is provided by the
Selberg weights which still satisfy a bound almost that good.) As a result the
remainder term satisfies the so-called “trivial bound”

|R(D)| �
∑

d�D

|λd rd(x)| �
∑

d�D

|rd(x)|.

When using this bound it is unreasonable to expect ever to achieve a success-
ful outcome such as R(D) � A(x)(log x)−A with any value of D exceeding
A(x), since this would imply a great many of the individual terms rd(x) are
unreasonably small. On the other hand, as we shall see in the next chapter,
it is sometimes possible, in cases where A(x) is small compared to x, as in
the second and third examples, that we can do better by not using the above
trivial bound. Nevertheless, essential problems remain.

Parity Problem

The most important stumbling block in sieve theory during the past few
decades has undoubtedly been the parity problem. This phenomenon was first
observed by Selberg [Se2] who gave a number of interesting counterexamples
which set limitations to what one could hope to accomplish with classical sieve
methods. We mention only the simplest of these examples.
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Consider the sequence

A = {m � x, ν(m) even},

where, as we recall, ν(m) =
∑

p|m 1. In this case A has no primes at all! On
the other hand, this sequence has very regular properties of distribution in
arithmetic progressions and it can be shown that A satisfies all of the classical
sieve axioms including the necessary remainder term bound with D essentially
as large as one could reasonably hope.

To see this problem most clearly we shall describe an alternative formula-
tion of the sieve due to Bombieri.

Bombieri’s Sieve

Up to now we have been studying the sum
∑

p�x ap. More honestly, we
had been hoping to study this sum but actually have spent most of our time
on the more modest goal ∑

n�x
(n,P (z))=1

an,

which would be essentially the same if only we were able to choose z >
√
x.

Now, instead we shall study the sum

S =
∑

n�x

anΛ(n)

where Λ(n) is the von Mangoldt function, introduced by Chebyshev [Tc],

Λ(n) =

{
log p n = pr, r � 1

0 else,

which is almost the same as studying the sum
∑

p�x ap log p. This is a rather
small change but it works out a little better in some respects. Perhaps that
is not a surprise when we recall how in using the analytic methods to study
primes the von Mangoldt function turns out to be the natural weight.

Just as with our earlier functions Θ±(n) we write Λ(n) as a sum over the
divisors of n:

Λ(n) =
∑

d|n
λd,

but here
λd = −µ(d) log d,

so that in this case the sieve weights λd are rather natural functions, not the
mysterious ones encountered earlier. Interchanging the order of summation as
we have done several times before we obtain the same formula
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S =
∑

d�x

λdAd(x)

= A(x)
∑

d�x

λd g(d) +
∑

d�x

λd rd(x).

One advantage of our new formulation is that, in contrast to what we
initially saw with the sieve of Eratosthenes, the main term now gives the
right answer for the expected result! In fact, even if we have to restrict our
consideration to small values of d, say d < xε, the main term still gives the
expected result. Not to get too excited however. We still have the same very
serious problem with the remainder term.

That problem will prevent us from detecting primes. How then do we adopt
a fallback position? Before, in our earlier formulation, we merely truncated
at a smaller level z which led us to study the distribution of almost-primes.
A very natural way to proceed in this case is to introduce the generalized
von Mangoldt functions. These are the Dirichlet convolutions

Λk(n) =
(
µ ∗ logk

)
(n) =

∑

d|n
µ(d)

(
log

n

d

)k

.

That these functions generalize the von Mangoldt function is clear since
Λ1 = Λ. That they represent an analogue to our earlier notion of almost-
primes follows since it turns out that the support of Λk is on integers having
at most k distinct prime factors. This and a number of other nice properties
follow from the recurrence formula

Λk+1 = ΛkL+ Λk ∗ Λ,

which holds for every k � 1 and is easily proved by induction on k. Here L
denotes the arithmetic function L(n) = log n.

We have
0 � Λk(n) � (log n)k,

the first inequality following from induction on k and using the recurrence,
while the second one follows from the first since, by Möbius inversion,∑

d|n Λk(d) = (log n)k.
For k = 2 we have

Λ2(n) = Λ(n) log n+
∑

d|n
Λ(d)Λ

(n

d

)
,

a function which came to notice when Selberg gave an elementary proof of
the asymptotic formula

∑
n�x Λ2(n) ∼ 2x log x and this idea in turn played a

fundamental role in all of the first few elementary proofs of the prime number
theorem.
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From this formula it is evident that half of the mass of the sum
∑

n�x Λ2(n)
comes from integers having an even number of prime factors and half from
those with an odd number. It turns out the same dichotomy holds as well for
the sum

∑
n�x Λk(n) for each k � 3.

We now wish to study the general sum

Sk(x) =
∑

n�x

anΛk(n).

It is expected that the above dichotomy holds here as well, at least for very
general sequences, and this is indeed the essence of the parity problem.

We make a number of assumptions about the “niceness” of the function
g occurring in the main term of the approximation formula for our sequence.
In particular we require an assumption which says that g(p) = 1 on average;
this may be phrased for example as requiring that

∑

p�x

g(p) ∼ log log x.

We also make a very strong assumption about the “level of distribution” D
for which the remainder term satisfies an adequate bound:

(R)
∑

d�D

|rd| � A(x)(log x)−B ,

for all B > 0.

Theorem (Bombieri [Bo2]) Fix an integer k � 2. Assume that for every
ε > 0 the bound (R) holds with D = x1−ε, where the implied constant may
depend on ε as well as B. Then

∑

n�x

anΛk(n) ∼ kHA(x)(log x)k−1

where H =
∏

p

(
1 − g(p)

)
(

1 − 1
p

)−1

.

Note that this theorem is, by the Selberg counter-example, not true for
k = 1. In case, for a given sequence A, the corresponding asymptotic does
hold for k = 1 but with a multiplicative factor α, that is

∑

n�x

anΛ(n) ∼ αHA(x),

then Bombieri showed that 0 � α � 2, and that, for each k � 2, the weight in
the asymptotic formula for the sum

∑
n�x anΛk(n) coming from integers with

an odd number of prime factors is α times the expected amount, so then of
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course the weight coming from integers with an even number of prime factors
is 2−α times the expected amount. Examples show that every α in the range
0 � α � 2 can occur.

This theorem of Bombieri is also optimal in that it becomes false as soon
as the range in the assumption (R) is relaxed to D = xϑ for some fixed ϑ < 1.
This is shown by the counterexamples provided in the very recent work [Fd]
of Ford. These examples become increasingly delicate as ϑ approaches 1.

2 Sieves with cancellation

Basic Sieve Problem

We begin by quickly recapitulating our problem. We are given a finite
sequence

A = (an), n � x,

of non-negative real numbers and a set P of primes. We denote

P (z) =
∏

p∈P
p<z

p.

Our goal is to estimate the sifting function

S(A, z) =
∑

n�x

(n,P (z))=1

an.

We define the “congruence sums”

Ad(x)
.=

∑

n�x
n≡0 (mod d)

an,

which register the weight contributed by integer multiples of d. We assume
the congruence sums have an approximation formula

(∗) Ad(x) = A(x)g(d) + rd(x)

where g is a nice function and rd is not too large, at least on average over d.
We introduce two sequences λ±d of real numbers supported on positive

integers d � D, having λ±1 = 1, and satisfying, for all n > 1, the conditions
∑

d|n
λ+

d � 0,
∑

d|n
λ−d � 0.
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We compute

S(A, z) =
∑

n�x

an

∑

d|(n,P (z))

µ(d) �
∑

n�x

an

∑

d|(n,P (z))

λ+
d

=
∑

n�x

an

∑

d|n
d|P (z)

λ+
d =

∑

d|P (z)

λ+
d Ad(x)

and similarly
S(A, z) �

∑

d|P (z)

λ−d Ad(x).

Substituting in this the approximation formula (∗) for Ad(x) we deduce the
upper and lower bounds

S−(A, z) � S(A, z) � S+(A, z)

where

S±(A, z) = A(x)
∑

d

λ±d g(d) +
∑

d

λ±d rd(x)

= main term + remainder.

The Main Term

Recall that g(d) is assumed to be a multiplicative function, much like a
probability, hence in particular satisfying 0 � g(d) < 1. In practice we shall
also have ∑

p�x

g(p) log p ∼ κ log x

for some constant κ � 0 which we call the “sifting density”. We think of
g(d) = 1/d as our prototypical example; in this case the above assumption
reduces to the formula

∑

p�x

log p
p

∼ x

which is an old theorem due to Chebyshev as is the equivalent asymptotic
formula

∑
p�x 1/p ∼ log log x mentioned earlier. We think of κ as representing

the average number of residue classes sifted by a typical prime p.
The main terms are described by the sums

∑

d

λ+
d g(d) = F+(s)

∏

p|P (z)

(
1 − g(p)

)
+ small,

∑

d

λ−d g(d) = F−(s)
∏

p|P (z)

(
1 − g(p)

)
+ small,
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where the functions F± are given by the following diagram.

� s

F+
κ (s)

F−
κ (s)

s =
logD
log z

β

1

0

Here F+ = F+
κ , F− = F−

κ may actually depend on κ.
For the specific values κ = 1, κ � 1/2 one knows sieves which give best

possible results in the classical setup described in the previous chapter. For
1/2 < κ < 1 it seems reasonable to expect that one of these, the Iwaniec–
Rosser sieve [Iw3], might be optimal although this has not been proved. On
the other hand, for κ > 1 the known results should not be expected to be best
possible and quite conceivably are not even close.

Henceforth we shall therefore restrict ourselves to sequences A for which
κ = 1, the “linear” sieve problems. This is by far the most important case and
constituted three of the four examples given in the first chapter (all but the
third example, for which we had κ = 2). This seems rather a nice circumstance
since, all too frequently in mathematics, the case we would most like to know
about is the most mysterious one. Here, the case which is by far the most
important is, happily, also the one we know most about. However, the result
of Bombieri shows that, even in the most favourable circumstances one cannot
get primes, although one can come tantalizingly close. We should like to bridge
this gap.

For κ = 1 the best possible functions F+, F−, first found by Jurkat and
Richert [JR], may be defined as the continuous solutions of the differential-
delay equations (

sF±(s)
)′ = F∓(s− 1),

together with the initial conditions

F+(s) =
2eγ

s
, F−(s) = 0,

which hold for the starting interval 0 < s � 2.
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The Remainder Term

By about 1970 the theory of what one could or could not do with the main
term in the linear sieve was already more or less developed to the extent it is
today (although much of the foundational work of Iwaniec took another ten
years to see the light of day). Important progress was about to shift to the
nontrivial estimation of the remainder term

R(D) =
∑

d�D

λd rd.

Here we use λd to denote either λ+
d or λ−d and rd = rd(x). Recall that

what we called the “trivial” bound was the estimate

|R(D)| �
∑

d�D

|λd rd| �
∑

d�D

|rd|,

which in certain cases, such as example four, could be very nontrivial indeed.
It is to such results that we refer when we speak of the “classical” sieve. Our
main goal in this chapter is to see how one can improve on this bound.

We should remember that λd is similar to the Möbius function µ(d) and
sometimes, as in our original Eratosthenian example, the remainder R(D)
turns out to be just as large as the main term. Certainly we can never take
D > x whether we are using the trivial bound or not. If we are using the trivial
bound then we cannot even take D > A(x). However, provided that we are
not using the trivial bound then it is no longer obvious that we cannot take
D > A(x). Conceivably then we can go further in cases where A is “thin”,
that is A(x) is quite small compared to x. But how can we accomplish this?

First let’s return to our original example, that is the estimation of π(x).

A = {m � x}, Ad(x) =
[x

d

]
=
x

d
−
{x

d

}

A(x) = x, g(d) =
1
d
, rd = −

{x

d

}
.

In this very favourable situation we can get an admissibly small remainder
even when we choose D ≈ x. This is very good but on the other hand it is
not good enough and moreover, impossible to improve on.

Now let’s change the example a little and try instead to estimate the
number of primes in the short interval (x−y, x] where y = xθ with 0 < θ < 1.
Now A(x) ≈ y, that is the situation is worse, so there is more room for
improvement. Here, we have

Ad =
[x

d

]
−
[x− y

d

]
=
y

d
+ rd

where
rd =

{x− y

d

}
−
{x

d

}
= ψ
(x− y

d

)
− ψ
(x

d

)
.
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Here, ψ is the “sawtooth” function ψ(t) = t− [t] − 1/2 which looks like

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
��

�
�

�
�

�
�

�

and has a very simple Fourier expansion:

ψ(t) = − 1
2πi

∑

h�=0

1
h
e(ht), e(u) = e2πiu.

Thus, our remainder term is given by R(D) = Rx(D) −Rx−y(D) where

Rt(D) =
1

2πi

∑

h∈Z

h�=0

1
h
Sh

and in turn,

Sh =
∑

d�D

λd e
(ht

d

)
.

Now, |rd| � 1 since it is the difference between the fractional parts of two
numbers and hence the bound |R(D)| � D follows trivially. This is also the
trivial bound for the individual sum Sh. To do better it suffices to show, for
both values of t and for each non-zero integer h, that Sh is small and, to get
an improvement which will be useful, we need to beat by an essential amount
(a fixed power of x), the above estimate |R(D)| � D.

The main term is approximately y (actually y/ log x) so we can take D
almost as large as y. But, because t ≈ x, the exponential factor e(ht/d)
varies in argument as d changes, even for larger d, namely those in the range
y < d < x1−ε. This range was empty for the original example where y was as
large as x and this gives us hope to do better than the trivial bound.

There is a problem however in showing that the sum Sh is small. The
exponential factor is not the only thing bouncing around. The coefficients λd,
which after all are approximations to the Möbius coefficients µ(d), are also
changing sign and in a not easily predictable fashion. How do we verify the
(highly likely) proposition that these two effects are able to avoid nullifying
each other?

Suppose we could somehow write {λd, d � D} as a Dirichlet convolution
λ = α ∗ β where α = {αm, m � M}, β = {βn, n � N}, with |αm| � 1,
|βn| � 1 and MN = D. Thus λd =

∑
mn=d αmβn and
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∑

d�D

λd rd =
∑

m�M

∑

n�N

αmβnrmn.

In the case of our example the sum Sh now becomes

Sh =
∑

m�M

∑

n�N

αmβne
( ht

mn

)
,

and we are required to improve on the bound MN .
Of course the coefficients α, β are at least as mysterious as were the coef-

ficients λ. As far as we are concerned they may as well be treated as if they
were completely unknown bounded complex numbers. However, because we
now have a double sum we can use Cauchy’s inequality to rid ourselves of one
of these two sets of unknown coefficients. For example, to dispense with the
coefficients in the sum over m we may write

|Sh|2 �
( ∑

m�M

|αm|2
)( ∑

m�M

∣
∣
∣
∣

∑

n�N

βne
( ht

mn

)∣∣
∣
∣

2)

and now for this we are required to beat the estimate M2N2. We can’t hope
to improve on the trivial bound M in the first sum and so we need to beat
the bound MN2 in the second one.

After an interchange of the order of summation the second sum becomes

∑

n1�N

∑

n2�N

βn1βn2

∑

m�M

e

(
ht

m

( 1
n1

− 1
n2

))

.

Here, in the inner sum there are no unknown coefficients! For the N pairs
with n1 = n2 we cannot treat the inner sum non-trivially; the inner sum is
M . However there are not so many of these pairs and their contribution MN
to the double sum does beat MN2. For the more generic pair n1 �= n2 we
have

∣
∣
∣
∣ht
( 1
n1

− 1
n2

)∣∣
∣
∣ >

x

N2
> M,

and so the exponential oscillates as m changes, provided that MN2 < x1−δ.
In this case, using old ideas and results of van der Corput, the inner sum

overm can be shown to have some cancellation and we do get an improvement.
The conditions xθ+δ < MN , MN2 < x1−δ are easily seen to be compatible
for every θ < 1 provided that we choose δ, M , and N wisely.

In fact, in modified form, the above arguments hold much more generally,
and lead to many other applications.

But, how do we write λ as a convolution? There are now known to be a
number of ways.
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(A) The λ2 decomposition
A decomposition of the required type was first accomplished by Motohashi

[Mo]. He worked with the Selberg weights which (almost) decompose naturally
as a product. More specifically we have, for every m|P (z),

∑

d|m
λ+

d =
( ∑

d|m
ρd

)2

and so ∑

d

λ+
d rd =

∑

d1|P (z)

∑

d2|P (z)

ρd1ρd2r[d1,d2].

Now, the least common multiple is not quite a product but is almost so when-
ever the greatest common divisor is small and, since that is the case for most
pairs d1, d2, this does not pose a serious problem.

A more substantial disadvantage of this approach is that we require
M = N in order to get a square and this lack of flexibility can limit the
quality of the improvements.

(B) The Buchstab averaging
A second method of approach to this problem was subsequently employed

by Chen [Ch] and since then by Friedlander–Iwaniec [FI1], Harman [Ha],
Duke–Friedlander–Iwaniec [DFI], and others, and is based on the use of the
Buchstab identity to replace a single remainder term by an average of remain-
der terms. Since we have

S(A, z2) = S(A, z1) −
∑

z1�p<z2

S(Ap, p),

it follows that the employment of any sieve weights at all to each of the terms
in the right hand sum leads to the remainder term

∑

p

∑

d

λd rdp

which is exactly of the required form with α = λ and β being the characteristic
function of the primes.

(C) The well-factorable weights
In 1977 Iwaniec [Iw4] gave a new choice of sieve weights which was a

perturbation of the Iwaniec–Rosser weights. With these weights he was able
to decompose the remainder term as a sum of (many, but not too many) terms,
each of which factored into a bilinear form of the above type. Nevertheless
the new weights were sufficiently close in shape to the original ones so as to
leave the main terms in the upper and lower bounds essentially unchanged.
This was vitally important, especially in the most important linear case κ = 1
where the Iwaniec–Rosser weights are the best possible.
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An important feature of the Iwaniec weights is the flexibility that had been
lacking in the Motohashi construction. Here there is no need to chooseM = N
but rather we can take any 1 < M < D, MN = D. Out of this resulted many
further applications, one of the earliest being the result of Iwaniec that for
infinitely many integers m the polynomial m2 + 1 has at most two prime
factors (the same result holding for the generic irreducible quadratic).

The proof of the sieve bounds for the above choice of weights is rather com-
plicated. As is customary for sieves of combinatorial type, we always choose
either λd = µ(d) or λd = 0 and the question becomes: When do we choose
the one and when the other? In the original Iwaniec–Rosser weights, for an
integer d = p1 · · · pr this choice depends on a set of inequalities of the type

p1 · · · pβ+1
j < D (or > D) where j � r, p1 > p2 > · · · > pr.

In the new “bilinear” weights we begin with a decomposition of r-dimensional
space into boxes with edges

(
Pj , P

1+δ
j

)
. Corresponding to the above inequal-

ities we consider instead those boxes which satisfy the inequalities

P1 · · ·P β+1
j < D (or > D) where j � r, P1 > P2 > · · · > Pr

and then attach to each such box the same choice (µ(d) or 0 as appropriate)
for all integers d = p1 · · · pr with the r-tuple in the given box.

This modification has the effect of uncoupling the variables pj without
appreciably changing the sieve weights.

Combinatorial Identities

Following very little development up until the twentieth century the sieve
of Eratosthenes has during the past hundred years grown substantially and
in two somewhat distinct directions, beginning in the one case with the work
of Brun and in the other with the work of Vinogradov. Some (but not all) of
the leading figures in these two streams are given in the following chart.

�������

�������
Eratosthenes

Brun Vinogradov

Buchstab, Selberg
Bombieri, Iwaniec

Linnik, Gallagher
Vaughan, Heath-Brown

Although it is the direction initiated by Brun to which the words “sieve
methods” are usually applied and which constitute the main theme of these
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notes, a very brief discussion of the latter area is certainly in order. Indeed,
as the subject has developed in more recent years one sees that these two
streams are re-approaching one another.

The methods of Vinogradov and his successors for the estimation of sums
over primes begin with a decomposition of the von Mangoldt function Λ(n) (or
sometimes instead the Möbius function µ(n)) judiciously as a sum of a small
number of other functions, perhaps, just for illustration, thirteen of them:
f1(n) + · · · + f13(n). We intend to study the same sum over primes

S =
∑

n�x

anΛ(n)

as in Bombieri’s sieve. This sum now inherits a decomposition

S =
13∑

j=1

Sj , Sj =
∑

n�x

anfj(n).

The hope is that, by a clever choice of this decomposition, the resulting sums
are more easily dealt with, perhaps by using different techniques on the dif-
ferent constituents.

Using a combination of the elementary identities
∑

d|n
Λ(d) = log n,

∑

d|n
µ(d) = 0,

one rearranges each of the sums Sj into one (or possibly both) of the following
shapes:

(I) linear forms ∑

d�D

λd amd, |λd| � 1,

and

(II) bilinear forms
∑

m�M

∑

n�N

αmβnamn, |αm| � 1, |βn| � 1.

The above elementary identities allow us to remove from consideration
all of the terms with “unknown” coefficients λd, αm, βn where any of the
variables d, m or n is inconveniently large.

In practice, the main term in our sum S comes from one or more of the
linear forms. We must evaluate this asymptotically and show that the other
subsums are small. The bounds for the bilinear forms don’t depend on the
nature of the coefficients αm, βn, just the fact that they are bounded. Note
the similarity of all of this to the (more recent) sieve results described earlier
in this chapter.
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As compared to those sieve results the current method is more of a gamble.
When it works it gives (usually) the asymptotics. Hence, one expects it to be
less likely to work.

Sample combinatorial identity

We illustrate with just one of the many identities of this type. This particu-
lar one was discovered and applied originally by Linnik, see for example [Li],
and has since been used successfully by Bombieri–Friedlander–Iwaniec [BFI],
Heath-Brown [Hb1] (who had discovered it independently) and others.

For each integer n > 1,

Λ(n)
log n

=
∞∑

j=1

(−1)j−1

j
tj(n)

where tj(n) denotes the number of ways of writing n as the product of j
integers each being strictly greater than one and with the order of the factors
being distinguished (that is different orders all being counted). This reminds
one of the ordinary divisor functions τj(n), the only difference being that in
our case we insist that none of the factors be equal to one. Thus it is easy
to see that τk can be expressed in terms of the functions tj and so, by an
elementary inversion formula it follows that

tj(n) =
j∑

k=0

(−1)j−k

(
j

k

)

τk(n).

Thus, Linnik’s identity reduces the study of Λ(n) in a given sequence to the
study in the same sequence of the various divisor functions τk(n). In the case
where k is large and there are many factors it is possible in practice to arrange
bilinear forms of the above type with great flexibility in the choice of M and
N . It is then the smallest few values of k which present the limits to the
quality of the results.

The proof of Linnik’s identity is quite simple. We let ζ = ζ(s) denote the
Riemann zeta-function. We then have for each j � 1,

(ζ − 1)j =
∑

n�1

tj(n)n−s,

so we deduce the result by comparing coefficients in the identity

log ζ = log
(
1 + (ζ − 1)

)
=

∞∑

j=1

(−1)j−1

j
(ζ − 1)j ,

where on the left side we use the Euler product formula for ζ and on the right
side we use the Dirichlet series.
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3 Primes of the form X2 + Y 4

To begin with we ask the question “Which primes are the sum of two squares?”
This is a very old and basic question which turns out to have a satisfyingly
simple answer. In the case that the prime p is congruent to three modulo four
it is easy to see that it is not the sum of two squares. Indeed, since squares
of odd numbers are one modulo four and squares of even numbers are zero
modulo four, no integer congruent to three modulo four can be the sum of two
squares. Of course the prime two is the sum of two squares and that leaves us
with the primes congruent to one modulo four. After trying a few examples
one is led to the conjecture that every such prime may be so represented,
but to prove it is a different story (although I did some years ago hear one
mathematician, speaking with three hundred years of hindsight, declare it to
be a triviality). Fermat stated that he had such a proof but it seems that the
first recorded proof is due to Euler.

As a result of the combination of nineteenth century ideas of Dirichlet
on primes in arithmetic progressions with those of Riemann, Hadamard and
de la Vallée-Poussin, which gave the prime number theorem, we can even give
an asymptotic formula:

∑

p�x

p=m2+n2

1 ∼ 1
2

x

log x
.

On the other hand, when it comes to polynomials of higher degree, at least
those in a single variable, proofs are still lacking and we are only able to make
conjectures.

Conjecture For a certain positive constant c we have

∑

p�x

p=m2+1

1 ∼ c
x1/2

log x
.

The set of integers of the form m2+1 is a very thin set compared to the set
of integers which are the sum of two squares and this has the effect of making
their study very much more difficult. Until recently the thinnest polynomial
sets which could be proved to represent infinitely many primes were those in
a fairly generic family of quadratic polynomials in two variables, for example
m2 + n2 + 1. Due to a result of Iwaniec [Iw2], we have for such a polynomial∑

p�x 1 ∼ cx/(log x)3/2.
More recently, during the year 1996 (published in 1998), Friedlander and

Iwaniec [FI2, FI3, FI4] were able to successfully deal with a very much thinner
set, the integers of the formm2+n4. There we proved the expected asymptotic
formula for the number of prime values up to x; this has the shape

∑
p�x 1 ∼

cx3/4/ log x.
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We expect that the arguments extend (albeit, not without a good deal
of hard work) to cover the case of primes of the form ϕ(m,n2) where ϕ is a
general binary quadratic form. We did not however attempt to carry this out.

Still more recently, Heath-Brown [Hb2], using some similar ideas and also
ideas of his own, was able to prove the expected asymptotic for primes of a still
thinner set, those of the form m3 + 2n3, and Heath-Brown and Moroz [HM]
have subsequently generalised that result to binary cubic forms for which, in
the generic case,

∑
p�x 1 ∼ cx2/3/ log x.

We state more precisely the theorem of Friedlander and Iwaniec [FI3].

Theorem 1 As m, n run through positive integers we have

∑∑

m2+n4�x

Λ(m2 + n4) =
4
π
κx3/4

{

1 +O

(
log log x

log x

)}

,

where the constant is given by the elliptic integral

κ =
∫ 1

0

(
1 − t4

)1/2 dt =
Γ (1/4)2

6
√

2π
.

In this chapter we give an overview of the proof, showing how it fits into
sieve framework as described earlier. As we recall, we study the sum

S(x) =
∑

n�x

anΛ(n)

where Λ(n), the von Mangoldt function, satisfies

Λ(n) =
∑

d|n
λd, λd = −µ(d) log d,

so that
S(x) =

∑

d�x

λdAd(x),

where, as before,
Ad(x) =

∑

n�x
n≡0 (d)

an.

For any d � 1 we postulate the basic approximation formula

(∗) Ad(x) = g(d)A(x) + rd(x),

and we need to make various assumptions about these quantities.

Assumptions
We divide these into three classes in accordance with the objects appearing

in the previous formula.
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(I) Assumptions about the counting functions

We begin with some crude bounds for A = (an), an � 0.

(I.1) A(x) � A(
√
x )(log x)2.

(I.2) A(x) � x1/3

(∑

n�x

a2
n

)1/2

.

(I.3) Ad(x) �
τ(d)8

d
A(x), uniformly in d � x1/3.

Note that in our case we have

an =
∑

a2+b2=n

Z(b)

where a, b ∈ Z, and Z is the characteristic function on the set of squares, that
is an is the number of representations of n as the sum of a square and a fourth
power. In this example, as indeed rather generally, the above assumptions are
not very difficult to check.

(II) Assumptions about the function g

We assume the following:

(II.1) g is a multiplicative function.

(II.2) 0 � g(p2) � g(p) < 1.

(II.3) g(p2) � p−2.

(II.4) g(p) � p−1.

(II.5)
∑

p�y

g(p) = log log y + c+O
(
(log y)−10

)
for some constant c = c(g).

This last assumption means that we are dealing with the “linear” sieve.
In our case the specific function g is given by

g(p) =
1
p

+
χ(p)
p

(

1 − 1
p

)

where χ(p) =
(
−1
p

)

is the Legendre symbol. As with the first set of assump-

tions, the verification of these axioms for our example, and for most other
examples as well, does not provide any problems. The most difficult one (II.5)
is essentially at the level of difficulty of the prime number theorem (more
precisely the prime ideal theorem), with a relatively weak error term.

The constant 10 which occurs in the exponent in (II.5) is not important.
It is large enough to suffice for the theorem and small enough that we can
prove it for the application we have in mind. But then, the same could be said
about 100. A similar remark applies to the constant 8 in (I.3).
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(III) Assumption about the remainder term

First we state this in the precise form in which it is actually used in the
work. We assume that the bound

(III.1)
∑3

d�DL2

|rd(t)| � A(x)L−2

holds uniformly in t � x for some D > x2/3, where
∑3 means that the sum

runs over cubefree integers and where L = (log x)2
24

.
That is certainly a rather technical looking assumption. Roughly speaking,

we think of this as being the following:
We assume that the bound

(R)
∑

d�D

|rd(t)| � A(x)(log x)−B

holds uniformly in t � x, for some large B and some D > x2/3.
Such an assumption is of just the type given in the first chapter, the

standard remainder term assumption of the classical sieve. To prove (III.1) in
the case of our example is not an easy task. The proof was given by Fouvry
and Iwaniec [FvI] in connection with a different application. They achieved
the bound with the choice D = x

3
4−ε, which is best possible apart from the

ε. The fact that they got such a good level of distribution was a large part of
the motivation for our beginning this project. As a result of their bound they
deduced the expected asymptotic formula for the number of primes up to x
which can be written as the sum of two squares one of which is the square of
a prime.

(IV) Assumption on special bilinear forms

All of the above assumptions, or some variants thereof, are present in most
works on the sieve. Our final assumption is rather different and is a new one.
It is somewhat reminiscent of the bilinear form bounds discussed briefly in
the second chapter in connection with the method begun by Vinogradov. A
crucial distinction however is that we only require the successful treatment of
forms having very special coefficients.

As in the case of the previous axiom (R) we first state this assumption in
the precise form in which it will be needed. We assume

(IV.1)
∑

m

∣
∣
∣
∣
∣

∑

N<n�2N
mn�x

(n, mΠ)=1

µ(n)β(n)amn

∣
∣
∣
∣
∣
� A(x)(log x)−226

where
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β(n) = β(n,C) =
∑

c|n
c�C

µ(c).

This is required to hold for every C, 1 � C � x/D, and every N having

∆−1
√
D < N < δ−1

√
x,

with some ∆ � δ � 2 and some P in the range 2 � P � ∆1/(235 log log x). Here
Π =

∏
p<P p. Note that for C = 1 we have β(n) = 1.

As in the case of our axiom about the remainder term this is a rather
complicated looking assumption so it is useful to give a rough (but therefore
not completely accurate) way to look at it. Such a statement is achieved by
making the following simplifications:

Think of C = 1 so that β(n) = 1.
Think of P = 2 so that Π = 1.
Think of δ = (log x)A, ∆ = xε, where A > 0 is large and ε > 0 is small.

Then we require, for some large A, the inequality

(B)
∑

m

∣
∣
∣
∣
∣

∑

N<n�2N
mn�x

µ(n)amn

∣
∣
∣
∣
∣
� A(x)(log x)−A

to hold, for every N with

x−ε
√
D < N < (log x)−A

√
x.

Note that the more we know about the level D in assumption (R), that is the
larger we can choose it, the less we need here in assumption (B). Thus, if in a
given example we could take D = x1−ε then we would require this new axiom
to hold only in a very narrow range with N near

√
x. In our case, since we

have D = x
3
4−ε, we need to handle N all the way down to (a little below)

x3/8.
It is worth repeating that this is the new assumption that allows us to

count the primes. To see why this additional property for our sequence might
give us the chance to succeed let us recall the Selberg counter-example:

amn =

{
1 ν(mn) even

0 ν(mn) odd

where ν(r) counts the number of distinct prime factors of r. Here we see that,
for each m, µ(n)amn has constant sign; thus (B) cannot hold. Hence this
sequence no longer provides a counter-example and the detection of primes
under this additional assumption cannot be ruled out.

Of course, being unable to prove something impossible is not the same
as being able to prove that it is possible. So it could be the case that, even
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after this new axiom is included, it is still not possible to produce primes.
However, this extra ingredient does turn out to make the difference. We have
the following result.

Theorem 2 (Asymptotic sieve for primes) Assume that the sequence
A = (an), an � 0 satisfies assumptions (I.1)–(I.3), (II.1)–(II.5), (III.1) and
(IV.1). Then

∑

n�x

anΛ(n) = HA(x)
{

1 +O

(
log δ
log∆

)}

where

H =
∏

p

(
1 − g(p)

)
(

1 − 1
p

)−1

and the implied constant depends only on g.
We shall postpone a sketch of the proof of Theorem 2, given in [FI4], to the

next chapter, concentrating for the remainder of this chapter on the derivation
therefrom, given in [FI3], of Theorem 1.

Although Theorem 2 is quite a positive statement, it could conceivably be
the case that it is of no practical value. We still need to show that there are
interesting sequences for which the new axiom holds.

In fact, given Theorem 2 and the earlier remarks, the only thing remaining
for the proof of Theorem 1 is to show that the new axiom (B), of course in
its more precise form, holds for our sequence

an =
∑

a2+b2=n

Z(b).

This however turns out to be a long and difficult task. In these notes we can
hope only to draw attention to some of the highlights and try to give a rough
feeling for what is going on.

Because of the assumptions we have made about the function g and due to
the presence of the Möbius function it is possible to re-phrase our assumption
(B) about the sums

∑
m

∣
∣
∑

n µ(n)amn

∣
∣ so as to postulate instead a bound for

the double sums
∑

m

∣
∣∑

n µ(n)rmn

∣
∣. This latter sum is just a special case of

what we had considered in the previous chapter, namely the general bilinear
forms ∑

m

αm

∑

n

βnrmn

where αm, βn are arbitrary bounded complex numbers.
It is of course the case that, if we could prove a corresponding statement

about these general sums which is of the same strength as that in axiom (B),
then the existence of primes in the given sequence would, a fortiori, follow.
Indeed, the proof of Theorem 2 under this stronger assumption is much easier.
However, it might well be more difficult (or even impossible) to prove this more
general assumption holds for the sequence under consideration. Certainly, in
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the case of our example, we very much need in our proof to use the specific
coefficients β(n) = β(n,C) in our verification of the axiom (B).

Deduction of (B)

We want to bound the bilinear forms
∑

m

∑

n

αmβnamn

in the special case where αm denotes the absolute value, that is αm =
sgn
(∑

n βnamn

)
, and we think of βn as being µ(n) even though in general it

is only a close relative having similar properties, as described in axiom (IV.1).
As is very frequently the starting point in bounding such bilinear sums

we want to apply Cauchy’s inequality in the fashion described in the previous
chapter. In our case however we need to specifically take αm in the outer sum;
more precisely we need to keep βn inside so that we can later take advantage
of the cancellation in the Möbius function µ. As is not hard to believe, for
our given sequence an the arithmetic of the sequence is more natural in terms
of the Gaussian integers Z[i] and it turns out to be important, if we are not
to lose the game right at the start, to translate the problem into these terms
before applying Cauchy.

We consider amn, the number of representations of mn as the sum of a
square and a fourth power. If we write w = u+ iv, z = x+ iy ∈ Z[i], then we
find that Rewz = ux+ vy, and

(u2 + v2)(x2 + y2) = (uy − vx)2 + (ux+ vy)2.

Thus, our sequence becomes

amn =
∑

|w|2=m

∑

|z|2=n

Z(Rewz)

where, as we recall, Z is the characteristic function on the set of squares.
Now, when we apply Cauchy’s inequality we are led to consideration of

the sum ∑

z1

∑

z2

βz1βz2
C(z1, z2)

where
C(z1, z2) =

∑

w

f(w)Z(Re(wz1))Z(Re(wz2))

or equivalently, as w runs over Z[i],

C =
∑

b1

∑

b2

f
(
(b21z2 − b22z1)/∆

)
.

Here f is a smooth weight function, which is introduced for technical reasons,
and the double sum runs over pairs b1, b2 satisfying the congruence condition
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b21z2 ≡ b22z1 (mod∆)

with ∆ = Im z1z2.
It is difficult to count these pairs since the modulus ∆ is quite large;

for given ∆ the number of solutions is expected to be uniformly bounded.
Nevertheless, we must try to do so. Fortunately we don’t require the result
to hold for each individual ∆. We begin by applying the Poisson summation
formula in two variables, obtaining

∑∑

h1,h2∈Z

G(h1, h2)F (h1, h2; z1, z2)

where F is a smooth function, and we then attempt to estimate the sum

G(h1, h2) =
∑∑

α1 α2

α2
1z2 ≡α2

2z1 (mod ∆)

e
(
(α1h1 + α2h2)∆−1

)
.

For each fixed pair (h1, h2) �= (0, 0) it is possible to show some cancellation on
average over ∆, in other words over z1, z2, and this is all we require of these
terms.

There still remains the ‘main term’ h1 = h2 = 0. Although we refer to
it as the main term, since it comes from the zero frequency in the harmonic
analysis, in fact this term too needs to be small. But now it is for reasons far
more delicate.

This main term looks like
∑

z1

∑

z2

βz1βz2
C0(z1, z2)

where, for given z1, z2, the sum C0(z1, z2) denotes the number of solutions of
the congruence

α2
1z2 ≡ α2

2z1 (mod∆).

Here we recall that α1, α2 ∈ Z and we are counting the solutions weighted by
the smooth function f .

The latter count is given ‘essentially’ by the expression ρ(z2/z1;∆) where
ρ(z;∆) counts the number of solutions of the congruence ω2 ≡ z (mod∆), but
only those in rational residue classes ω. More precisely, due to a co-primality
problem, we also need to count the solutions modulo d for each divisor d of
∆. As is familiar, we can thus express ρ as a sum over the divisors of ∆ of
certain Jacobi symbols. Precisely,

G(0, 0) = ν
∑

d|∆
d odd

ϕ(d)
d

(
z2/z1
d

)

where ν is defined by 2ν‖∆.
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If we insert this expression into C0(z1, z2) and then interchange the order
of summation we are now led to sums of the type

SI =
∑

d

ϕ(d)
d

∑∑

z1 z2
∆(z1,z2)≡ 0 (d)

f

(
|∆|
d

)

βz1βz2

(
z2/z1
d

)

.

This is split into sums SI(D) in which the outer sum is over a dyadic range
D < d � 2D and then each subsum is given one of three treatments, depending
on the size of D.

For the larger values of D, those with D � √
x, we are going to begin by

making the transformation d → |∆|/d. This idea was first used by Dirichlet
in his study of the divisor sum

∑
n�x τ(n). In our case the sum is much more

complicated. It turns out that the law of quadratic reciprocity is required in an
essential way in making this transformation and this leads to the replacement
of the above sum SI by the doubly twisted sum

SII =
∑

d

ϕ(d)
d

∑∑

z1 z2
∆(z1,z2)≡ 0 (d)

f

(
|∆|
d

)

βz1βz2

(
s1
r1

)(
s2
r2

)(
z2/z1
d

)

.

Here the extra Jacobi symbols have the following meaning. We may write
zj = rj + isj , where r is odd and s is even (since we are sieving for primes
and so can assume the Gaussian integers of even norm have already been
removed). It turns out that for z1, z2 as above, that is z2/z1 rational and such
that ∆(z1, z2) ≡ 0 (d), we have

(
z2/z1
d

)

=
(
r2/r1
d

) (

=
(r1r2

d

))

.

Moreover, the condition ∆ ≡ 0 (mod d) is now replaced by the congruence

r1s1 ≡ r2s2 (mod d)

where, as usual, r denotes the multiplicative inverse of r modulo d. Hence,
the above sums are of the form (ignoring the smooth function f)

S(D) =
∑

D<d�2D

∑

a (mod d)

∣
∣
∣
∣

∑

rs≡ a (mod d)

αrs

( r

d

)∣∣
∣
∣

2

,

where in the case of SI we have

αrs = βz,

while in the case of SII

αrs =
(s

r

)
βz.
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To recapitulate, we need to treat for every D, 1 � D � x, the sum SI(D),
saving from the trivial bound an arbitrary power of logx. However, instead
of treating SI(D) in the range x1/2 � D � x, we can, due to the Dirichlet
involution, instead treat SII(D) in the range 1 � D � x1/2.

Case 1. The middle range

For the range
(log x)A � D � x(log x)−A

a treatment can be given which applies to very general coefficients and is
reminiscent of the bounds that have been given for the generalized Barban
sums

∑

D<d�2D

∑

a (mod d)

∣
∣
∣
∣

∑

rs≡ a (mod d)

γrδs

∣
∣
∣
∣

2

in the same range.
The key differences here are that, in the first place we have r in place of r

and in the second place we do not assume that there is any factorization of the
coefficients in the form αrs = γrδs. Nevertheless, using the above involution
and after considerable work, the result does follow. As in the Barban case, it
holds with quite general, indeed more general, coefficients αrs.

Case 2. The range of small values

In this case we are dealing with the sums SI in the range D � (log x)A.
Here, we can prove the result holds for individual d, not merely on average
over d. Unlike the previous case the result does however depend on the nature
of the coefficients βz, in particular their resemblance to the Möbius function.
Indeed, one can write the Siegel–Walfisz theorem in the form

∑

m�x
m≡ a (mod q)

µ(m) � x(log x)−A,

which is non-trivial only for q � (log x)A, and what we require (and obtain)
is a generalization of this result to the setting of Hecke, rather than Dirichlet,
characters.

Case 3. The range of large values

The final case, after the Dirichlet involution, reduces to the small values
D � (log x)A but now for the sum SII. Here, due to the presence of the extra
Jacobi symbol, the methods used for proving the generalized Siegel–Walfisz
theorem do not apply.

This final case is the most difficult. We can no longer obtain the result for
individual d as in case 2 and we can no longer prove the result for general
coefficients as in case 1. The proof depends essentially on the nature of the
coefficients. Not only are we required to obtain some cancellation from the
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presence of the Möbius function, but even more crucial is the cancellation
coming from sums of the Jacobi symbols

(s

r

)
and

( r

d

)
.

As an extra consequence of the cancellation in these latter sums we obtain
the following result.

Given a prime p ≡ 1 (mod 4) one can represent it in the form p = r2 + s2,
and this representation is unique if we choose r and s to be positive with r

odd. Let us define the ‘spin’ of the prime p to be the Jacobi symbol
(s

r

)
. As

a bonus result coming from our estimates in this part of the work we are able
to show that, asymptotically, the spins of the primes are equally distributed
between positive and negative. Precisely,

∑

p�x
p≡ 1 (mod 4)

(s

r

)
� x76/77.

4 Asymptotic sieve for primes

In this final chapter we shall give a sketch of the proof of Theorem 2. Let
f : N → C denote an arithmetic function and define the following truncations
of f . Write

fz
y (n) =

{
f(n) if y < n � z,

0 else.

Denote fz = fz
0 in case y = 0, and fy = f∞y . Note that, for any z, we can

decompose f as f = fz + fz.
We are going to decompose the von Mangoldt function. Beginning from

the basic formula
∑

d|n
µ(d) =

{
1 if n = 1

0 if n > 1,

we deduce that

Λz(n) =
∑∑

bc|n
µ(b)Λz(c)

=
∑∑

bc|n
µy(b)Λz(c) +

∑∑

bc|n
µy(b)Λz(c).

In the first sum replace Λz by Λ− Λz. Using the second basic formula
∑

d|n
Λ(d) = log n,

we obtain
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Λz(n) =
∑

b|n
µy(b) log

n

b
−
∑∑

bc|n
µy(b)Λz(c) −

∑∑

bc|n
µy(b)Λz(c).

Here the key fact emerging from these manipulations is that in the first sum
on the right the only variable b is small, in the second sum both variables b
and c are small, while in the third they are both large. The identity produced
here is quite similar to a well-known identity of Vaughan [Va].

We want to consider the sum
∑

n�x

anΛ(n) =
∑

n�x

anΛz(n) +O(A(z) log z).

This first error is quite acceptable. Think of z as being near
√
x; in practice

it will be even smaller.
Inserting in this our just-completed decomposition of Λz we obtain the

corresponding decomposition:
∑

n�x

anΛz(n) = S1 − S2 − S3.

Estimation of S1

We have
S1 =

∑

n�x

an

∑

b|n
µy(b) log

n

b
= S11 − S12,

where
S11 =

∑

b�y

µ(b)
∑

n�x
n≡ 0 (mod b)

an log n,

and
S12 =

∑

b�y

µ(b) log b
∑

n�x
n≡ 0 (mod b)

an.

The sum S11

By partial summation we have

∑

n�x
n≡ 0 (mod b)

an log n = Ab(x) log x−
∫ x

1

Ab(t)
dt
t
.

We introduce once again our basic approximation formula

(∗) Ab(t) = A(t)g(b) + rb(t).

The main term of (∗) when inserted in S11 gives a contribution
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M11 = A(x) log x
∑

b�y

µ(b)g(b) −
(∫ x

1

A(t)
dt
t

)∑

b�y

µ(b)g(b).

Now, we have ∑

b�y

µ(b)g(b) � (log y)−A,

say with A = 9. This follows, using familiar techniques, from assumption
(II.5), which is essentially equivalent to the prime number theorem. Thus, as
long as y > xε the insertion of this gives an admissible bound for M11.

On the other hand, the remainder term from (∗) gives to S11 a contribution
R11 which satisfies the bound

R11 � (log x) sup
t�x

∑

b�y

|rb(t)|

� A(x)(log x)1−A,

the latter inequality following from (R) provided that y � D.

The sum S12

In this sum as well, we introduce the approximation (∗). The main term
of (∗) when inserted into S12 gives the expected main term in the theorem:

M12 = A(x)
∑

b�y

µ(b)g(b) log b

= −HA(x) +O
(
A(x)(log x)−A

)
,

provided that y > xε, this last step following from (II.5) and the identity

−
∞∑

b=1

µ(b)g(b) log b = H,

which may in turn be deduced under our assumptions about the function g.
The remainder term from (∗) gives to S12 a contribution R12 which satisfies

R12 � (log x)
∑

b�y

|rb(x)| � A(x)(log x)1−A.

Again, just as with the previous remainder term R11, this follows from (R)
under the same condition, y � D.

Estimation of S2

Recall that our second sum is given by
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S2 =
∑

n�x

an

∑∑

bc|n
µy(b)Λz(c)

=
∑

b�y

µ(b)
∑

c�z

Λ(c)
∑

n�x
n≡ 0 (mod bc)

an

and, by (∗), we can write this as

S2 =
∑

b�y

µ(b)
∑

c�z

Λ(c){A(x)g(bc) + rbc(x)}.

We are now going to make, for the purposes of this sketch of the proof,
the technically simplifying assumption that in the above sum we can pretend
that g(bc) = g(b)g(c). This certainly happens if our function g is completely
multiplicative or if our sequence is supported on squarefree numbers, but this
is not quite the case in our example. That causes only a little difficulty in
making things precise; however, under this simplifying assumption we see at
once that the main part of the above sum is just

M2 = A(x)
(∑

b�y

µ(b)g(b)
)(∑

c�z

Λ(c)g(c)
)

.

Here, the first sum satisfies
∑

b�y

µ(b)g(b) � (log y)−A

and, as already noted in the estimation of M11, the second one is bounded by
∑

c�z

Λ(c)g(c) � log z,

using (II.4) and the Chebyshev bound. On the other hand, the remainder term
in (∗) gives a contribution to S2 which is

R2 =
∑

b�y

µ(b)
∑

c�z

Λ(c) rbc(x)

so that
|R2| � log z

∑

d�yz

τ(d) |rd(x)|.

This is not quite in the form required for an application of the axiom (R)
because of the presence of the divisor function τ(d). In fact however, using (R)
together with the other assumptions, it is possible to show that this modified
sum satisfies the same bound weakened only by a few logarithms so that we
have, say,
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R2 � A(x)(log x)10−A,

provided that yz � D.
In practice we shall make the choice y = z = ∆−1

√
D where ∆ is a

parameter mentioned in axiom (IV.1) and in the statement of Theorem 2.
The accompanying parameter δ will arise very soon.

Estimation of S3

We next consider our final sum, by far the most complicated to deal with:

S3 =
∑

n�x

an

∑∑

bc|n
µy(b)Λz(c).

Recalling our notation, this means that both variables b and c are rather
large. Suppose, if possible, that y and z could be chosen so large that yz > x.
Then, for any integer n contributing to S3, we would have yz � bc � n � x.
This is impossible to satisfy so we would then have an empty set and S3 = 0.

Thus, if we could choose yz > x we would be done. Unfortunately, life is
not so easy. Recall that in order to use assumption (R) in our treatment of
S2 we required yz � D and we can never take D > x in (R). Hence, in any
realistic application there will always be some terms in S3.

Our next best hope is that in some very lucky cases our sequence might
have the following two very favourable properties:

(I) A almost dense, that is A(x) > x1−ε.
(II) A has very good distribution in progressions, that is D >

(
A(x)

)1−ε.

Under these circumstances there will be relatively few terms in S3 and
so we can hope to bound their contribution as an error term. This actually
works in certain cases, even without resorting to any arguments that de-
tect cancellation in the error terms. For example, for quite general sequences
Bombieri’s sieve gives, under these conditions, asymptotic results for the sum∑

n�x anΛk(n) for every integer k � 2. However, it just barely fails to do so in
the most crucial case k = 1 which would have then shown that the sequence
contains primes. It is at exactly this point where our new axiom (B) comes to
the rescue.

Decomposition of S3

We let σ > 1 be a parameter to be chosen and we decompose

S3 =
∑

b>y

µ(b)
∑

c>z

Λ(c)
∑

n�x
n≡0 (bc)

an

=
∑

b>σy

∑

c>σz

+
∑

σy�b>y

∑

c>z

+
∑

b>σy

∑

σz�c>z

= S31 + S32 + S33, say.
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The sum S31

Here we have bc > σ2yz. We shall choose σ so that σ2yz > x1−ε(x) for
some function ε(x) → 0 as x → ∞. Then, just as before, there are not many
b, c so that S31 can be bounded trivially as an error term. As before we require
yz � D (or else we would run into hopeless problems with S2). But this no
longer implies that D > x1−ε, due to the presence of σ. We still could not
require σ2yz > x which would make S31 empty. In this case we would be able
to prove (rather more easily) the sieve result but there would be no sequences
to which it would apply.

In practice we choose

σ =
∆

δ

√
x

D

so that
σy = σz = δ−1

√
x,

and we think of this latter quantity as being
√
x/(log x)A.

Here we expect to make a saving over the trivial estimate which is en-
tirely engendered by the fact that the variables b and c are restricted to a
narrow range and by the above choices it follows that the amount of saving is
controlled by δ.

There is a technical point here which we briefly discuss but whose precise
implementation we shall omit from this sketch. When we make a trivial esti-
mate of the sum S31 as described above, although we make a saving related
to δ we actually lose a factor log x which ruins everything. This forces us to
reconsider the whole proof ab initio. Instead of beginning with our original
sequence A we start with the sequence

A∗ = (a∗n), n � x,

where

a∗n =

{
an if (n, P (w)) = 1

0 else,

with a small parameter w. Note that the contribution from primes to A∗ is
exactly the same as it was to A apart from the very small amount coming from
primes not exceeding w. However, it turns out that, when we carry out the
same computations for the sequence A∗ as we have sketched for A, everything
works just about as before except that now, on reaching the point of making
a trivial estimate for S31, we no longer lose that logarithmic factor.

In carrying out these modified computations we use the fact that, as noted
in the course of the first chapter (see the first diagram), it is possible to give
sieves which are very accurate when we do not attempt to sieve to a very
high level. As a result, taking w to be fairly small we can describe the new
sequence A∗ roughly speaking in terms of a sieve, that is, on average over n

a∗n ≈ an

∑

d|n
λd,
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for a certain choice of sieve weights {λd ; d � ∆, d |P (w)}. We say that we
have subjected the sequence A to a “preliminary sieve” and it is when A∗ is
written in this form that we can perform the required computations. These
are then extremely similar to those for A apart from the more cumbersome
notation.

The result achieved is a bound

S31 � A(x)
log δ
log∆

which is much worse than the bounds for all the other error terms and is
barely sufficient to give the result of Theorem 2.

The above technique has been around a long time in one form or another,
possibly first used by Linnik, but it is difficult to give a definitive attribution.
Certainly, in the current context it is especially appropriate to cite Bombieri’s
work [Bo2] on the Asymptotic Sieve and it is also subsequently to be found
in [BFI] and [Hb1] as well as other places.

Enter the bilinear forms
It still remains to estimate the sums S32 and S33 and it is for these alone

that we need the bilinear form axiom (B); actually in one case we require
it in its more precise form (IV.1). Having confessed our sin of treating the
earlier sums for the slightly simpler sequence A rather than for A∗, which
was really required in order to succeed with S31, we shall now switch over to
the treatment of A∗ for the final two sums. There is only a tiny difference in
dealing with one rather than the other.

The sum S32

In the case of A∗ this sum is of the form

S32 =
∑

m

λm

∑

c>z

Λ(c)
∑

y<b�σy

µ(b) abcm.

We write k = cm, and use again the basic formula
∑

c|k
Λ(c) = log k.

This gives the bound

|S32| � log x
∑

k

∣
∣
∣
∑

y<b�σy

µ(b) abk

∣
∣
∣.

Here, after making a dyadic subdivision of the range of summation over b we
see that the double sum is bounded by � log σ copies of the sum occurring
in axiom (B). Since σ � x we deduce that

S32 � A(x)(log x)2−A
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as a consequence of axiom (B), the special case C = 1 of axiom (IV.1).

The sum S33

Here we have

S33 =
∑

r

λr

∑

b>σy

µ(b)
∑

z<c�σz

Λ(c) abcr.

This is rather similar to S32, but now it is the variable c rather than b
which is well-located. This causes us a problem. Because here the inner sum∑

c Λ(c)abcr does not change sign we cannot simply insert absolute value signs
and proceed as before. First there has to be some kind of rearrangement of
the sum.

One solution to this problem is provided by the following. Since the
von Mangoldt function Λ is built out of sums of the Möbius function µ we can
hope to split up and rearrange the inner sum before inserting absolute values
so as to obtain inner sums which have a reasonable expectation of cancellation.

To fix ideas we shall make the simplifying assumption that c is squarefree;
in fact because of the fact that c occurs as Λ(c) so is supported on prime
powers the contribution from non-squarefree c is very small.

For all c > 1 which are squarefree we have the formula

µ(c)Λ(c) = −
∑

m|c
µ(m) log

C

m
,

which is valid for every C > 0.
We take in particular C = xD−1 as in axiom (IV.1). Thus

Λ(c) = µ2(c)Λ(c) = X1(c) −X2(c),

say, where

X1(c) =
∑

m|c
m<C

µ(m) log
C

m
,

X2(c) =
∑

m|c
m>C

µ(m) log
C

m
.

Contribution to S33 from X1

It is easy to check that we can express X1 by the following integral:

X1(c) =
∫ C

1

β(c, t)
dt
t
,

where β(c, t) is the coefficient from axiom (IV.1). Hence, the contribution from
X1 to S33 is given by
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S331 =
∑

r

λr

∑

b>σy

µ(b)
∑

z<c�σz

∫ C

1

β(c, t)
dt
t
abcr.

We interchange the order and write m = br getting

S331 =
∫ C

1

∑

m

τ(m)
∣
∣
∣
∑

c

β(c, t) amc

∣
∣
∣
dt
t
.

Here the larger range for the variable c requires us to make, for each t, a
number of applications of axiom (IV.1) (� log x of them in number). More
precisely, here we require a modified form of the axiom weighted by the divisor
function τ(m) as was earlier the case for axiom (R). As there the weighted
version of (IV.1) can be deduced from the unweighted version in the presence
of the other axioms. The final result of this again loses a few unimportant
logarithms leading to the bound

S331 � A(x)(log x)12−A.

Contribution to S33 from X2

All that remains is to prove that we can obtain a similar bound for the
contribution to S33 coming from X2. That contribution is

S332 =
∑

r

λr

∑

b>σy

µ(b)
∑

z<c�σz

abcr

∑

m|c
m>C

µ(m) log
C

m
.

We are going to remove the logarithm here; in fact we can do so by replacing
it with an integral

∫
dt/t and then interchanging the order.

Now, set c = m�. Note that n = rbm� � x, and m > C = xD−1, so that
rb� � D.

We can write our sum in the form

S332 =
∫ x

C

(∑

r

λr

∑

�

µ(�)
∑

b

µ(b)
∑

m

ar�bm

)
dt
t
.

Here the inner sum over m, by the approximation (∗) looks like:
∑

m

= g(d)
∑

n∈I

an + rd(w2) − rd(w1)

where d = r�b and where I = (w1, w2 ] is an interval whose endpoints depend
on r, � and b.

Recall that d � D. Thus, the contribution of the two remainders to the
above integral S332 is small by axiom (R). Actually we require the modified
(R) with divisor function weights because of the decomposition d = r�b.

For the main term in the above integral for S332 we fix r and � and sum
over b. This leads us once again to the sum

∑
b µ(b)g(b) but over a range where
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b is fairly large. Due to the condition b > σy, this sum is small by axiom (II.5),
the one which generalizes the prime number theorem. As a result we can then
sum trivially over the variables r and �.

Combining the results of the previous two paragraphs we obtain a bound
for S332. Because of the specific exponent 10 in axiom (II.5) (which was chosen
just for illustration and could easily be strengthened) we obtain a not very
strong bound:

S332 � A(x)(log x)−5.

This is however more than sufficient and is in any case better than the bound
for S31 which sets the limit to the error term in the statement of the theorem.

Finally, having successfully estimated all of the sums Sj , 1 � j � 3, in our
decompositon, we complete the proof of Theorem 2.

5 Conclusion

One cannot help but feel that there has been a lot of progress with sieve
methods during the past century. It is particularly exciting that the origi-
nal elementary ideas which gave birth to the subject can now be fruitfully
combined with the tools of analytic number theory and also, via the exploita-
tion of exponential sums, with arithmetic geometry. In this way one not only
brings into play many of the deepest ideas from various branches of number
theory but uses them in a seemingly essential way to achieve the final goal
of the method, the successful detection of primes in arithmetically interesting
sequences. Now that the parity problem is not the insurmountable obstacle it
once seemed to be, it is easy to be more optimistic about the future progress
in the subject. On the other hand, it is also easy to get a little discouraged
when our favourite sequences are still awaiting attention and when one sees
how very much work is required for each of the few examples which have been
successfully treated so far.

Certainly though the future is bright, as time will show. How much time?
Well, that is another question.
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Sci. Paris 168 (1919), 544-546.



48 John B. Friedlander

[Bu] A.A. Buchstab, New improvements in the method of the sieve of Eratos-
thenes, Mat. Sb. 46 (1938), 375-387 (Russian).

[Tc] P. L. Chebyshev, Sur la fonction qui détermine la totalité des nombres pre-
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1 First lecture. A survey of Diophantine equations

1.1 Introduction

In these lectures we will be interested in solutions to Diophantine equations
F (x1, . . . , xn) = 0, where F is an absolutely irreducible polynomial with in-
teger coefficients, and the solutions are to satisfy (x1, . . . , xn) ∈ Z

n. Such an
equation represents a hypersurface in A

n, and we may prefer to talk of in-
teger points on this hypersurface, rather than solutions to the corresponding
Diophantine equation. In many cases of interest the polynomial F is homo-
geneous, in which case the equation defines a hypersurface in P

n−1, and the
non-zero integer solutions correspond to rational points on this hypersurface.
In this situation the solutions of F (x1, . . . , xn) = 0 form families of scalar
multiples, and each family produces a single rational point on the correspond-
ing projective hypersurface. Occasionally we shall encounter systems of two
or more equations, and these may correspond to varieties of codimension 2 or
more, rather than hypersurfaces.

Much work in the theory of Diophantine equations has been directed at
showing that certain classes of equations have finitely many solutions. However
we shall be interested in those cases where either we expect the number of
solutions to be infinite, or we expect the number to be finite but cannot prove
it. In these cases it is sensible to ask for bounds on the number of solutions
which might lie in a large region max |xi| � B, say.

1.2 Examples

Let us look at some examples.

1. The equation
xk

1 + xk
2 = xk

3 + xk
4 . (1.1)
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It is expected that there are only the trivial solutions as soon as k � 5,
but since we are unable to prove this, one may ask for an upper bound on
the number of non-trivial solutions in a given large box.

2. The equation
xk

1 + xk
2 + xk

3 = N, x1, x2, x3 � 0.

Here it is believed that there is at most one solution, up to permutation, as
soon as k � 7, but in the absence of a proof we ask for upper bounds on the
number of solutions. (When k � 6 we know of infinitely many essentially
different examples in which N has two or more representations.)

3. In Waring’s problem one encounters the equation

xk
1 + . . .+ xk

s = xk
s+1 + . . .+ xk

2s, 0 � x1, . . . , x2s � B.

If one can show that there are O(B2s−k+ε) solutions, for any fixed ε > 0,
one can deduce the Hardy–Littlewood asymptotic formula for representa-
tions of a large integer N as a sum of 2s + 1 perfect k-th powers. Thus
one would have G(k) � 2s + 1, providing s is large enough for the usual
local conditions to hold.

4. Vinogradov’s Mean Value Theorem relates to the system of equations

xh
1 + . . .+ xh

s = xh
s+1 + . . .+ xh

2s, (1 � h � k),

in which 0 � x1, . . . , x2s � B. It is known that if s is sufficiently large,
then the number of solutions is O(B2s−k(k+1)/2). (In fact this is known to
hold if s � {1 + o(1)}k2 log k.) Such bounds have numerous applications,
for example to estimates for the zero-free region of the Riemann Zeta-
function. One could conjecture that the same bound holds as soon as
s > k(k + 1)/2. If true, this would lead to improved results on the Zeta-
function.

5. Manin’s conjecture. As a simple special case of Manin’s conjecture, let
F (x1, x2, x3, x4) be a non-singular1 cubic form with integral coefficients,
and suppose that there is at least one non-zero integral solution to the
equation

F (x1, x2, x3, x4) = 0.

Then the conjecture states that the number of non-trivial solutions in the
box max |xi| � B will be asymptotically cB(logB)r for a suitable positive
constant c, where r is the rank of the Picard group of the surface F = 0.
(This is not quite the usual formulation, since we have not insisted that our
solutions should be projectively distinct.) No non-singular cubic surface

1 A form in n variables will be said to be non-singular if ∇F (x) is non-zero for
every non-zero x ∈ Q

n
.
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is known for which Manin’s conjecture can be established. Indeed, even
the weaker statement that the number of non-trivial solutions is O(B1+ε)
for every ε > 0, eludes us.

6. For D > 0 the equation

x2 +Dy2 = z3, 1 � z � D1/2,

may be used to count ideal classes of order 3 in the class group of
Q(

√
−D ). It is conjectured that the number of solutions, and hence the

number of such ideal classes, should be O(Dε) for any ε > 0, but to date
we cannot reduce the exponent below 1/2. This question is related to
the problem of giving an upper bound for the number of rational elliptic
curves with given conductor.

7. It is conjectured that any irreducible polynomial f(X) ∈ Z[X] which
satisfies the obvious congruence conditions should assume infinitely many
square-free values. This has been established only for polynomials f of
degree at most 3. What is required for further progress is a good bound
for the number of solutions of the equation

f(x) = y2z, 1 � x � N, y � N.

These examples demonstrate that the general problem under consideration
underlies a very diverse range of questions in number theory. Although many
of the above examples involve inhomogeneous equations, we shall begin by
considering only the case in which F is a form. Later on we shall see how the
inhomogeneous case can be handled in an analogous way to the homogeneous
one. We therefore state formally the following assumptions for future reference.

Convention Unless stated explicitly otherwise, we shall write x for the vector
(x1, . . . , xn) and assume that F (x) ∈ Z[x] is an absolutely irreducible form of
degree d.

1.3 The heuristic bounds

It will be convenient to define

N (0)(B) = N (0)(F ;B) = #
{
x ∈ Z

n : F (x) = 0, max |xi| � B
}
.

Recall that F has total degree d. Then for the vectors x under consideration,
the values F (x) will all be of order Bd, and indeed a positive proportion of
them will have exact order Bd. Thus the ‘probability’ that a randomly chosen
value of F (x) should vanish might be expected to be of order B−d. Since the
number of vectors x to be considered has order Bn, this heuristic argument
leads one to expect that N (0)(B) is of exact order Bn−d.
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Clearly there are many things wrong with this argument, not least the fact
that when n < d the solution x = 0 shows that N (0)(B) �→ 0. However we
can safely summarize things the following way.

Heuristic expectation When n � d we have

Bn−d � N (0)(B) � Bn−d

unless there is a reason why not!

Certainly local (congruence) conditions will often provide a reason why
N (0)(B) counts only the solution x = 0. However, in support of the above
heuristic argument we have the following very general result of Birch.

Theorem 1 Suppose F (x) is a non-singular form of degree d in n > 2d(d−1)
variables. Then there is a constant cF > 0 such that

N (0)(B) ∼ cFB
n−d,

providing that F (x) = 0 has non-trivial solutions in R and each p-adic
field Qp.

Since forms are in general non-singular, Birch’s result answers our question
completely for typical forms with n > 2d(d − 1). It would be of considerable
interest to reduce the lower bound for n, but except for d � 3 this has not
been done. In view of Birch’s theorem our interest will be centred on the case
in which n is small compared with d.

As has been mentioned there are many cases in which N (0)(B) is not of
order Bn−d. A good illustration is provided by the diagonal cubic equation

x3
1 + x3

2 + x3
3 + x3

4 = 0.

Here there are ‘trivial’ solutions of the type (a,−a, b,−b) which already con-
tribute � B2 to N (0)(B).

If we use the counting function N (0)(B) we see that a single non-zero
solution F (x0) = 0 will produce � B scalar multiples, so that N (0)(B) � B.
This behaviour often masks the contribution of other solutions. Thus it is
usually convenient to count only primitive solutions, where a non-zero vector
(x1, . . . , xn) is said to be primitive if h.c.f.(x1, . . . , xn) = 1. Indeed since the
vector −x0 will be a solution of F (x) = 0 if and only if x0 is also a solution,
it is natural to define

N(B) = N(F ;B) =
1
2

#
{
x ∈ Z

n : F (x) = 0, h.c.f.(x1, . . . , xn) = 1, max |xi| � B
}
. (1.2)
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1.4 Curves

When F is homogeneous and n = 3 the equation F (x1, x2, x3) = 0 describes
a projective curve in P

2. In this situation a great deal is known. Such a curve
has a genus g which is an integer in the range 0 � g � (d− 1)(d− 2)/2. The
generic curve of degree d will have g = (d− 1)(d− 2)/2.

When g = 0 the curve either has no rational points (as for example, when
F (x) = x2

1 + x2
2 + x2

3) or it can be parameterized by rational functions. Such
a parameterization allows us to estimate N(B). For example, when F (x) =
x2

1 + x2
2 − x2

3 the solutions take the form

(x1, x2, x3) =
(
a(b2 − c2), 2abc, a(b2 + c2)

)
or
(
2abc, a(b2 − c2), a(b2 + c2)

)
.

It is then easy to see that N(B) is precisely of order Bn−d, since n− d = 1 in
this case.

On the other hand, a second example with genus g = 0 is provided by
the cubic curve x2

1x2 − x3
3 = 0. In this case the solutions are proportional to

(a3, b3, a2b). One therefore sees that N(B) is precisely of order B2/3. In this
example we have n− d = 0 < 2/3.

We now turn to curves of genus 1. Either such a curve has no rational
points or it is an elliptic curve. In the latter case the set of rational points can
be given an abelian group structure, and the Mordell–Weil Theorem tells us
that the group has finite rank r, say. Moreover, it can be shown using Néron’s
theory of heights, that

N(B) ∼ cF (logB)r/2 (1.3)

where cF is a non-zero constant. A cubic curve with a rational point is an
elliptic curve, and in this case n−d = 0 so that N(B) grows faster than Bn−d

as soon as r � 1.
Finally we consider curves of genus g � 2. Here the celebrated theorem of

Faltings [8] shows that there are finitely many rational points, so that

N(B) �F 1. (1.4)

1.5 Surfaces

We have already seen the example

x3
1 + x3

2 + x3
3 + x3

4 = 0 (1.5)

in which the ‘trivial’ solutions already contribute � B2 to N (0)(B). These
trivial solutions satisfy the conditions x1 + x2 = x3 + x4 = 0, or x1 + x3 =
x2 + x4 = 0, or x1 + x4 = x2 + x3 = 0. In each case the trivial solutions are
those that lie on certain lines in P

3. These lines lie in the surface (1.5), since
the equations x1 +x2 = x3 +x4 = 0, for example, imply x3

1 +x3
2 +x3

3 +x3
4 = 0.

In general, we shall define a trivial solution to F (x1, x2, x3, x4) = 0 to
be one that lies on a line which is contained in the corresponding surface.
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Moreover we shall define N1(B) to be the counting function analogous to
(1.2), but in which only non-trivial solutions are counted. Thus in the case
d = 3, Manin’s conjecture predicts the behaviour of N1(B).

In the example (1.5) we know a complete parametric solution, due to Euler,
giving all the rational points as

x1 = (3b− a)(a2 + 3b2)c+ c4,

x2 = (3b+ a)(a2 + 3b2)c− c4,

x3 = (a2 + 3b2)2 − (3b+ a)c3,

x4 = −(a2 + 3b2)2 − (3b− a)c3.

(1.6)

Although this produces all the rational points, it is unfortunately the case that
the values of x1, . . . , x4 may be integers with a large common factor, even when
h.c.f.(a, b, c) = 1. In the absence of any good way to control such a common
factor, Euler’s formula is rather little use in producing an upper bound for
N1(B). Indeed if one wishes to produce a lower bound, the obvious procedure
is to use integral values a, b, c� B1/4. In this way one can at best show that
N1(B) � B3/4, while other methods yield lower bounds N1(B) � B and
better. Thus even a complete parameterization of the solutions does not solve
our problem.

A second instructive example is provided by the equation

x4
1 + x4

2 = x4
3 + x4

4. (1.7)

Here there is a family of non-trivial solutions given (also by Euler) as

x1 = a7 + a5b2 − 2a3b4 + 3a2b5 + ab6,

x2 = a6b− 3a5b2 − 2a3b4 + a2b5 + b7,

x3 = a7 + a5b2 − 2a3b4 − 3a2b5 + ab6,

x4 = a6b+ 3a5b2 − 2a3b4 + a2b5 + b7.

(1.8)

Not all solutions have this form, but these suffice on taking a, b � B1/7 to
show that N1(B) � B2/7. (There is the primitivity condition on x to be dealt
with, but this can be satisfactorily handled.) As a, b run over all possible
values, the corresponding vectors x run over a curve in the surface (1.7).
Indeed, since the curve is parameterized, it is a curve of genus zero. In this
example therefore we see that a surface may contain a large number of points
by virtue of there being a genus zero curve lying in the surface.

A related example is the Euler surface

x4
1 + x4

2 + x4
3 = x4

4.

Here it was shown by Elkies [4] that there is a genus 1 curve of positive
rank lying in the surface. In view of Néron’s result (1.3) this shows that
N1(B) � (logB)1/2. Thus we see that surfaces may contain infinitely many
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points when there is a curve Γ of genus 1 on the surface, such that Γ itself
has infinitely many points.

In general we expect that this sort of behaviour is essentially all that can
occur. The following is a consequence of a conjecture of Lang.

Conjecture 1 A surface of general type contains only finitely many curves
of genus zero or one, and contains only finitely many rational points not on
one of these curves.

The definition of “general type” is somewhat technical. However we note that
a non-singular surface in P

3 will be of general type as soon as d � 5.

1.6 Higher dimensions

For varieties of higher dimension there are analogous phenomena, and we have
the following conjecture, which is again a consequence of Lang’s conjecture.

Conjecture 2 On a variety of general type all rational points belong to one
of a finite number of proper subvarieties.

2 Second lecture. A survey of results

In the remainder of these notes we shall allow all the constants implied by the
� and O(. . .) notations to depend on the degree d of the form F and on the
number n of variables. However, where there is any further dependence on F
we shall say so explicitly.

In this lecture, where results are formally stated as theorems, they will
either be proved in full in the lectures that follow, or may be found in the
author’s paper [15].

2.1 Early approaches

Until recently there have been few general results giving bounds for N(F ;B).
Perhaps the first, historically, is due to Cohen, in the appendix to the lecturer’s
paper [11], where it is shown that

N(F ;B) �ε,F Bn−3/2+ε

for any ε > 0, as soon as d � 2. The proof uses the large sieve, and information
of the behaviour of F modulo many different primes.

A second approach uses exponential sums to a fixed modulus, the latter
being chosen to have size a suitable power of B. To work effectively the method
requires F to be non-singular. One can then show (Heath-Brown [12]) that

N(F ;B) �ε,F Bn−2+2/(n+1)+ε
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for d � 2, and
N(F ;B) �ε,F Bn−3+15/(n+5)+ε (2.1)

for d � 3, again for any ε > 0. This latter result yields the estimate

N(F ;B) �ε,F Bn−2+ε

for non-singular F of degree d � 2, as soon as n � 10.
Hooley [17] uses a sieve method rather different from Cohen’s, which can

be coupled with estimates for multi-dimensional exponential sums. Although
no general results have been worked out, the method is quite efficient in those
special cases for which it has been used. Thus for the equations (1.1), Hooley
shows [18], [19] and [21] that one has

N1(B) �ε,k B
5/3+ε

when k � 3.
Other general methods depend on elementary differential geometry, as in

Schmidt [29]. These techniques improve slightly on Cohen’s result, and apply
also to certain non-algebraic hypersurfaces.

2.2 The method of Bombieri and Pila

The most successful general method appears to be that introduced by Bombieri
and Pila [2], and developed by the lecturer [15]. In their original work,
Bombieri and Pila showed that if f(x, y) ∈ Z[x, y] is an absolutely irreducible
polynomial of degree d, then

#
{
(x, y) ∈ Z

2 : f(x, y) = 0, |x|, |y| � B
}
�ε B

1/d+ε. (2.2)

Indeed their result was slightly more precise than this. One very important
feature of this result is that it is completely uniform with respect to f .

The estimate (2.2) is essentially best possible, as the example f(x, y) =
xd−y shows. Here there are � B1/d solutions x = m, y = md withm� B1/d.

Pila went on [28] to apply (2.2) to our general setting, and showed that

N(B) �ε B
n−2+1/d+ε. (2.3)

In the case of quadratic forms one can do better, and an elementary argument
shows that

N(B) �ε B
n−2+ε

if d = 2, see [15, Theorem 2]. However it is an interesting open question
whether one can extend this to higher degree forms.

Conjecture 3 For given d � 3 and n � 3 we have

N(F ;B) �ε B
n−2+ε.
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It would even be interesting to know whether this could be achieved with a
possible dependence on F in the implied constant. The bound (2.1) achieves
this for non-singular forms F , when n � 10.

The arguments of Bombieri and Pila [2], and of Pila [28], were essentially
affine in nature, and only used properties of A

2. This left open the question of
whether there might be a natural extension to higher dimensions. In particular
Pila’s work [28] only used the bound (2.2), applying it to hyperplane sections
of the variety F = 0.

2.3 Projective curves

The lecturer’s work [15] extended the method of Bombieri and Pila to pro-
jective hypersurfaces of arbitrary dimension. We shall begin by describing the
result obtained for curves.

Theorem 2 Let F (x1, x2, x3) ∈ Z[x1, x2, x3] be an absolutely irreducible form
of degree d, and let ε > 0. Then

N(F ;B) �ε B
2/d+ε. (2.4)

At first sight this is uninteresting, since it is clearly surpassed by the results
of Néron (1.3) and Faltings (1.4). The difference however lies in the fact that
(2.4) is uniform in F . If one tries to adapt the proof of (1.3), say, to investigate
uniformity in F one finds that the rank of the curve comes into play. At present
we have insufficient information about the size of the rank of elliptic curves
to produce unconditional bounds, so the approach fails. None the less the
lecturer has shown [14] that one has

N(F ;B) �ε B
ε

for non-singular cubic curves, under the assumption of the Birch–Swinnerton-
Dyer conjecture and the Riemann Hypothesis for L-functions of elliptic curves.
The second comment that must be made in relation to (2.4) is that it applies
to curves of genus zero as well as to curves of genus one or more. If one looks
at the example F (x) = xd

1 − xd−1
2 x3, then one sees that there are solutions

(md−1n, md, nd), and these suffice to show that N(B) � B2/d. It follows
that (2.4) is essentially best possible. Moreover the exponent 2/d is clearly a
considerable improvement on the value 1 + 1/d which the bound (2.3) would
produce. None the less, the fact remains that the proof of Theorem 2 works
only with the degree d, and fails to distinguish the genus of the curve. This is
a serious defect in the approach.

In fact we need not require F to be absolutely irreducible in Theorem 2.
Indeed for forms which are irreducible over Q but reducible over Q we have
the following stronger estimate.

Theorem 3 Let F (x1, x2, x3) ∈ Q[x1, x2, x3] be an absolutely irreducible form
of degree d, but not a multiple of a rational form. Then N(F ;B) � d2.
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Moreover, if F (x1, x2, x3) ∈ Z[x1, x2, x3] is a form of degree d which is
irreducible over Q but not absolutely irreducible, then N(F ;B) � d2.

To prove the first assertion one writes F as a linear combination
∑
λiFi of

rational forms Fi, with linearly independent λi. Some Fi is not a multiple of
F , but all rational zeros of F must satisfy F = Fi = 0. The result then follows
by Bézout’s Theorem. The second statement clearly follows from the first, on
splitting F into its irreducible factors over Q.

We can also estimate the number of points on curves in P
3.

Theorem 4 Let C be an irreducible curve in P
3, of degree d, not necessarily

defined over the rationals. Then C has Oε(B2/d+ε) primitive points x ∈ Z
4

in the cube max |xi| � B.

This can be established by projecting C onto a suitable plane, and counting
the points on the resulting plane curve. In general such a projection may have
degree less than d. However, the generic projection has degree equal to d, so
that the result follows providing that one chooses the projection map with
suitable care.

As with the result of Bombieri and Pila, all the above bounds are com-
pletely independent of F . The key to this is the following result, in which we
write ‖F‖ for the height of the form F , defined as the maximum modulus of
the coefficients of F .

Theorem 5 Suppose that F (x1, x2, x3) ∈ Z[x] is a non-zero form of de-
gree d, and that the coefficients of F have no common factor. Then either
N(F ;B) � d2 or ‖F‖ � Bd(d+1)(d+2)/2.

Thus, if one has a bound of the shape

N(F ;B) �ε B
θ+ε‖F‖ε,

valid for any ε > 0, then one can deduce that either N(F ;B) � 1 or

N(F ;B) �ε B
θ+εBd(d+1)(d+2)ε/2.

On re-defining ε we see in either case that

N(F ;B) �ε B
θ+ε.

Thus the dependence on ‖F‖ miraculously disappears!
The results described here should be compared with those in the work of

Elkies [5]. The emphasis in [5] is on algorithms for searching for rational points.
Elkies shows in [5, Theorem 3] that one can find the rational points of height
at most B on a curve C of degree d, in time OC,ε(B2/d+ε). Thus in particular
there are OC,ε(B2/d+ε) points to be found. Uniformity in C is not considered,
but it seems quite plausible that the methods may yield a good dependence
on the height of C, or even complete independence as in the theorems quoted
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above. The techniques used in the two papers show interesting similarities,
although the precise relationship remains unclear. In fact Elkies also looks
at surfaces and varieties of higher dimension, and gives a heuristic argument
that leads to the same exponent 3/

√
d as occurs in Theorems 7 and 11 below.

2.4 Surfaces

In the previous lecture it was explained that the natural counting function for
surfaces should exclude trivial solutions, and the function N1(B) was intro-
duced. If there is a line L, defined over Q, and lying in the surface F (x) = 0,
then points on L will contribute �F B2 to N(F ;B).

In analogy with Conjecture 3 we may now expect the following.

Conjecture 4 Let F (x1, x2, x3, x4) ∈ Z[x1, x2, x3, x4] be an absolutely irre-
ducible form of large degree d, and let ε > 0. Then

N1(F ;B) �ε B
1+ε.

This would be best possible, as the example

xd
1 + xd

2 − xd−2
2 x3x4 = 0

shows. This surface is absolutely irreducible, and contains no lines other than
those in the planes x2 = 0, x3 = 0 and x4 = 0. However there are rational
points (0, ab, a2, b2), which yield N1(B) � B.

That any points on lines in the surface will dominate the function N(B)
is shown by the following result.

Theorem 6 For an absolutely irreducible form F (x) ∈ Z[x1, . . . , x4] of de-
gree 3 or more, we have

N1(F ;B) �ε B
52/27+ε.

Moreover we can improve substantially on this for large values of d, as follows.

Theorem 7 Let F (x) ∈ Z[x1, . . . , x4] be an absolutely irreducible form of
degree d. Then we have

N1(F ;B) �ε B
1+3/

√
d+ε.

Surfaces of the type G(x1, x2) = G(x3, x4), where G is a binary form, have
been investigated fairly extensively in the past, although success has been
limited to the cases in which d = 3 (Hooley [16], [22]), or d = 4 and G has the
shape ax4 + bx2y2 + cy4 (Hooley [20]), or G is diagonal (Bennet, Dummigan
and Wooley [1]). In the first two cases the methods save only a power of logB
relative to B2.

The above mentioned works were designed to show that almost all inte-
gers represented by G have essentially only one representation. We can now
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prove this for arbitrary irreducible forms. To formulate this precisely, we de-
fine an automorphism of the binary form G to be an invertible 2 × 2 matrix
M , such that G(Mx) = G(x) identically in x. We then say that integral so-
lutions of G(x) = n are equivalent if and only if they are related by such an
automorphism with a rational matrix M . (One slightly strange consequence
of this definition is that when d = 1 or d = 2 all non-zero integer solutions of
G(x) = n are equivalent.)

We then have the following result.

Theorem 8 Let G(x, y) ∈ Z[x, y] be a binary form of degree d � 3, irre-
ducible over Q. Then G has Od(1) automorphisms. Moreover the number of
positive integers n � X represented by the form G is of exact order X2/d,
providing that G assumes at least one positive value. Of these integers n there
are Oε,G

(
X52/(27d−2)+ε

)
for which there are two or more inequivalent integral

representations.

The statement that the number of representable integers is of exact order
X2/d is a classical result of Erdős and Mahler [7], dating from 1938.

Although Theorem 6 shows that points on lines may predominate, it does
not automatically verify Conjecture 3 for surfaces, since there may be infinitely
many lines. However this possibility can be handled successfully, and we have
the following result.

Theorem 9 Let F (x) ∈ Z[x1, . . . , x4] be an absolutely irreducible form of
degree d � 2. Then we have

N(F ;B) �ε B
2+ε.

When F is non-singular we can do better than Theorem 6, and we have
the following results.

Theorem 10 Let F (x) ∈ Z[x1, . . . , x4] be a non-singular form of degree d � 2.
Then we have

N1(F ;B) �ε B
4/3+16/(9d)+ε. (2.5)

Theorem 11 Let F (x) ∈ Z[x1, . . . , x4] be a non-singular form of degree d � 2.
Then we have

N1(F ;B) �ε B
1+ε +B3/

√
d+2/(d−1)+ε. (2.6)

In particular
N1(F ;B) �ε B

1+ε, (2.7)

when d � 13. Let N2(F ;B) be the number of points counted by N(F ;B), but
not lying on any curve of degree � d− 2 contained in the surface. Then

N2(F ;B) �ε B
3/

√
d+2/(d−1)+ε. (2.8)

Let N3(F ;B) be the number of points counted by N(F ;B), but not lying on
any genus zero curve of degree � d− 2 contained in the surface. Then
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N3(F ;B) �ε,F B3/
√

d+2/(d−1)+ε. (2.9)

In particular we see that Conjecture 4 holds for d � 13, providing that F is
non-singular. We note that the exponent in Theorem 10 is better for 2 � d � 5,
but that otherwise one should use Theorem 11.

It is plain that curves of low degree lying in the surface F = 0 are a poten-
tial source for a large contribution to N(F ;B). Thus the following geometric
result, due to Colliot-Thélène, is of great significance.

Theorem 12 [15, Theorem 12] Let F (x) = 0 be a non-singular surface in
P

3, of degree d. Then for every degree δ � d − 2 there is a constant N(δ, d),
independent of F , such that the surface F (x) = 0 contains at most N(δ, d)
irreducible curves of degree δ.

When d = 3 we have the familiar fact that a non-singular cubic surface has
27 lines. We can therefore take N(1, 3) = 27.

We now see from the estimate (2.9) that, with very few exceptions, the
rational points on a non-singular surface of large degree are restricted to a
finite number of curves of genus zero. This may be compared with the assertion
of Conjecture 1.

The special diagonal surfaces

F (x) = xd
1 + xd

2 − xd
3 − xd

4 = 0 (2.10)

have received a great deal of attention, and it has been shown that

N1(B) � B4/3+ε (d = 3)

(Heath-Brown [13]),

N1(B) � B5/3+ε (4 � d � 7) (2.11)

(Hooley [19] and [21]), and

N1(B) � B3/2+1/(d−1)+ε (d � 8)

(Skinner and Wooley [30]). Theorem 11 supersedes these as soon as d � 6.
However Browning [3] has recently shown that (2.6) may be replaced by

N1(F ;B) �ε B
2/3+ε +B3/

√
d+2/(d−1)+ε

for these particular surfaces. We shall improve this further as follows.

Theorem 13 When d � 8 the surface (2.10) contains no genus zero curves
other than the lines. Hence

N1(F ;B) �ε B
3/

√
d+2/(d−1)+ε

for any d � 2.
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2.5 A general result

We may now state the key result underlying most of the estimates described
in this lecture. It applies to projective hypersurfaces of arbitrary dimension.

Theorem 14 Let F (x1, . . . , xn) ∈ Z[x] be an absolutely irreducible form of
degree d, and let ε > 0 and B � 1 be given. Then we can find D = D(n, d, ε)
and an integer k with

k �n,d,ε B
(n−1)d−1/(n−2)+ε(log ‖F‖)2n−3,

as follows. There are forms F1(x), . . . , Fk(x) ∈ Z[x1, . . . , xn], coprime to F (x)
and with degrees at most D, such that every point x counted by N(F ;B) is a
zero of some form Fj(x).

One should note that it is crucial for the degrees of the forms Fj to be suitably
bounded, since one can easily construct a form F1(x), with degree dependent
on B, which vanishes at every integer vector in the cube max |xi| � B.

In the case n = 3, Theorem 14 shows that every point counted by
N(F ;B) satisfies F (x) = Fj(x) = 0 for some j �ε B2/d+ε(log ‖F‖)3.
Bézout’s Theorem shows that there are at most dD points for each j, so that
N(F ;B) �ε B

2/d+ε(log ‖F‖)3. Theorem 2 then follows via an application of
Theorem 5.

For the case n = 4 we see in the same way that the relevant points will
lie on Oε

(
B3/

√
d+ε(log ‖F‖)5

)
curves in the surface F = 0, each curve having

degree at most dD. We may apply Theorem 4 to estimate the number of
points on such a curve, but it is useful to have further information on the
possible degrees of such curves. This is provided by Theorem 12 when the
form F is non-singular, but otherwise we merely use the fact that the degree
of the curve will be at least 2 for points counted by N1(F ;B). In this way we
may establish Theorems 7 and 11, after treating the factor (log ‖F‖)5 through
a version of the process employed for Theorem 5.

2.6 Affine problems

Although our main emphasis has been on integer zeros of forms, one can suc-
cessfully tackle problems involving general (inhomogeneous) polynomials. For
this section we therefore suppose that F (x1, . . . , xn) ∈ Z[x] is an absolutely
irreducible polynomial of total degree d, and we consider

N(F ;B1, . . . , Bn) = N(F ;B) =

#
{
x ∈ Z : F (x) = 0, |xi| � Bi, (1 � i � n)

}
(2.12)

where Bi � 1 for 1 � i � n. Thus the Bombieri–Pila result (2.2) shows that
N(F ;B,B) �ε B

1/d+ε. In applications it can be very useful to allow the Bi
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to have varying sizes. Indeed one can formulate the homogeneous problem
with general boxes rather than cubes, and prove an extension of Theorem 14.
In our case we shall see that the following analogue of Theorem 14 holds.

Theorem 15 Let F (x1, . . . , xn) ∈ Z[x] be an absolutely irreducible polynomial
of degree d, and let ε > 0 and B1, . . . , Bn � 1 be given. Define

T = max
{ n∏

i=1

Bei
i

}

,

where the maximum is taken over all integer n-tuples (e1, . . . , en) for which
the corresponding monomial

xe1
1 . . . xen

n

occurs in F (x) with non-zero coefficient.
Then we can find D = D(n, d, ε) and an integer k with

k �n,d,ε T
ε exp

{

(n− 1)
(∏

logBi

log T

)1/(n−1)}

(log ‖F‖)2n−3,

as follows. There are polynomials F1(x), . . . , Fk(x) ∈ Z[x1, . . . , xn], coprime to
F (x) and with degrees at most D, such that every point x counted by N(F ;B)
is a zero of some polynomial Fj(x).

3 Third lecture. Proof of Theorem 14

3.1 Singular points

In proving Theorem 14 we shall begin by considering singular points. A sin-
gular point of F (x) = 0 satisfies

∂F (x)
∂xi

= 0, (1 � i � n).

Not all the forms ∂F/∂xi can be identically zero, since F is absolutely ir-
reducible. Moreover, if one of the partial derivatives is non-zero it will have
degree d− 1, so that it cannot be a multiple of F . Thus if we include a non-
zero partial derivative amongst the forms Fj , all singular points will be taken
care of.

Our proof of Theorem 14 will use an auxiliary prime p, and we shall also
need to account for points which are singular modulo p. We set

S(F ;B, p) =
{
x ∈ Z

n : F (x) = 0, |xi| � B, (1 � i � n), p � ∇F (x)
}
,

and

S(F ;B) =
{
x ∈ Z

n : F (x) = 0, |xi| � B, (1 � i � n), ∇F (x) �= 0
}
.
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The following lemma then holds.

Lemma 1 Let B � 2 and r = [ log(‖F‖B)], and assume that

P � log2(‖F‖B).

Then we can find primes p1 < . . . < pr in the range P � pi � P , such that

S(F ;B) =
r⋃

i=1

S(F ;B, pi).

In fact this is the only place in the argument where a dependence on ‖F‖
occurs.

For the proof we just pick the first r primes pi > AP , with a suitable
constant A. We will then have P � pi � P since P � r2. For any x ∈ S(F ;B)
there will be some partial derivative ∂F/∂xj , say, which is non-zero. Using
the bound

∂F

∂xj
�n ‖F‖Bd−1,

we see that

#
{

p > AP : p
∣
∣
∣
∂F

∂xj

}

�n,d
log(‖F‖B)
log(AP )

.

Thus there are at most r− 1 such primes, if A is large enough. It follows that
one of the primes pi does not divide ∂F/∂xj , in which case x ∈ S(F ;B, pi),
as required.

As a consequence of Lemma 1 it suffices to examine points which are non-
singular modulo a fixed prime p � log2(‖F‖B), providing that we allow an
extra factor log(‖F‖B) in our final estimate for k.

3.2 The Implicit Function Theorem

We shall write
S(F ;B, p) =

⋃

t

S(t),

where

S(t) =
{
x ∈ S(F ;B, p) : x ≡ ρt (mod p) for some ρ ∈ Z

}
,

and t runs over a set of projective representatives for the non-singular points
of F (t) = 0 over Fp.

The proof of Theorem 14 will show that if p is sufficiently large compared
with B, then all points x ∈ S(t) satisfy an equation F (x; t) = 0. The forms
F (x; t) will turn out to have the properties described in Theorem 14, so that
if we take k′ to be the number of non-singular points of F (t) = 0 over Fp, we
will have k � 1 + k′(log ‖F‖B), according to the argument above. Indeed we
will have k′ � pn−2 � Pn−2, so that it will be enough to show that
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P � B(n−1)(n−2)−1d−1/(n−2)
V ε log2 ‖F‖ (3.1)

suffices. Note in particular that (3.1) certainly ensures that P � log2(‖F‖B),
when B is large enough, so that Lemma 1 applies.

We shall now fix our attention on a particular value of t. Without loss of
generality we may take t1 = 1, since we are working in projective space. If the
partial derivatives

∂F

∂xi
(t) (3.2)

were to vanish for 2 � i � n, then the first partial derivative must vanish too,
since

0 = dF (t) = t·∇F (t).

However t was assumed to be non-singular, so there must be some non-
vanishing partial derivative with 2 � i � n. Without loss of generality we
shall assume that in fact

∂F

∂x2
(t) �= 0. (3.3)

Using Hensel’s lemma, along with (3.3), we can lift t to a p-adic solution
u ∈ Z

n
p of F (u) = 0 in which u1 = 1. One can now show that the equation

F (1, u2 + Y2, u3 + Y3, . . . , un + Yn) = 0

may be used to define Y2 implicitly as a convergent p-adic power series in
Y3, . . . , Yn, providing that p |Yi for 2 � i � n. This is, in effect, an applica-
tion of the implicit function theorem, but we shall formulate it in terms of
polynomials, as follows.

Lemma 2 Let F (x) and u be as above. Then for any integer m � 1 we
can find fm(Y3, Y4, . . . , Yn) ∈ Zp[Y3, . . . , Yn], such that if F (v) = 0 for some
v ∈ Z

n
p with v1 = 1 and v ≡ u (mod p), then

v2 ≡ fm(v3, . . . , vn) (mod pm). (3.4)

We shall prove Lemma 2 by induction on m. Write

∂F

∂x2
(u) = µ,

say, and let f1(Y3, . . . , Yn) = u2 (constant), and

fm+1(Y3, . . . , Yn) = fm(Y3, . . . , Yn) − µ−1F (1, fm(Y3, . . . , Yn), Y3, . . . , Yn),

for m � 1. The case m = 1 of Lemma 2 is then immediate. For the general
case the induction hypothesis yields

v2 ≡ fm(v3, . . . , vn) (mod pm),
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so that we may write

v2 = fm(v3, . . . , vn) + λpm,

with λ ∈ Zp. Then

0 = F (v)

≡ F (1, fm(v3, . . . , vn), v3, . . . , vn)

+ λpm ∂F

∂x2
(1, fm(v3, . . . , vn), v3, . . . , vn) (mod pm+1). (3.5)

Moreover, the induction hypothesis (3.4) shows that

fm(v3, . . . , vn) ≡ u2 (mod p),

since v ≡ u (mod p). It follows that

∂F

∂x2
(1, fm(v3, . . . , vn), v3, . . . , vn) ≡ µ (mod p).

We now see from (3.5) that

λpm ≡ −µ−1F (1, fm(v3, . . . , vn), v3, . . . , vn) (mod pm+1),

so that
v2 ≡ fm+1(v3, . . . , vn) (mod pm+1).

This completes the induction.

3.3 Vanishing determinants of monomials

Clearly we can apply an invertible integral linear transformation to the form
F (x) so as to produce a form in which the coefficient of xd

n is non-zero. Indeed
we can find such a transformation in which the coefficients are all Od,n(1).
Thus there is no loss of generality in assuming that the monomial xd

n has
non-zero coefficient in F (x).

We now choose a large integer D and define the set

E =
{

(e1, . . . , en) ∈ Z
n : ei � 0, (1 � i � n), en < d,

n∑

i=1

ei = D

}

. (3.6)

We shall write

E = #E =
(
D + n− 1
n− 1

)

−
(
D − d+ n− 1

n− 1

)

, (3.7)

and we shall suppose for the moment that E � #S(t). Let x(1), . . . ,x(E) be
distinct vectors in S(t) and let
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∆ = det
(
x(i)e

)
1�i�E, e∈E

where we write
we1

1 . . . wen
n = we.

Thus ∆ is an E × E determinant with rows corresponding to the different
vectors x(i) and columns corresponding to the various exponent n-tuples e.

We proceed to show that ∆ is divisible by a large power pm of p. This will
enable us to deduce that ∆ vanishes. Since x(i) ∈ S(t), we see that the reduc-
tion modulo p of x(i) represents the same projective point as t does. It follows
that p � x1 so that we may regard x−1

1 x = v, say, as a vector in Z
n
p . We now

have v1 = t1 = 1. Moreover we may lift t to a vector (1, u2, u3, . . . , un) ∈ Z
n
p

on F = 0, as in Lemma 2, so that vi = ui + yi for 2 � i � n, for suitable
yi ∈ pZp. Lemma 2 now shows that

∆ =
( ∏

1�i�E

x
(i)
1

)D

det
(
v(i)e

)
1�i�E, e∈E ≡

( ∏

1�i�E

x
(i)
1

)D

∆0 (mod pm),

where
∆0 = det(M0), M0 =

(
w(i)e

)
1�i�E, e∈E ,

with
w

(i)
1 = 1, w

(i)
2 = fm

(
v
(i)
3 , . . . , v(i)

n

)
,

and
w

(i)
j = v

(i)
j (3 � j � n).

We proceed to replace v(i)
j by uj + y

(i)
j for 3 � j � n, so that we have p | y(i)

j .
It follows that

w(i)e = w
(i)e1
1 . . . w(i)en

n = ge
(
y
(i)
3 , y

(i)
4 , . . . , y(i)

n

)

for a suitable collection of polynomials ge(Y3, . . . , Yn) ∈ Zp[Y3, . . . , Yn]. We
now choose an ordering ≺ on the vectors

f = (f3, . . . , fn), (fj ∈ Z, fj � 0),

in such a way that f ≺ f ′ if
∑
fj <

∑
f ′j . (When n � 4 this can be done in

many different ways.) We then order the monomials Yf in the corresponding
fashion.

We now perform column operations on M0 using the following procedure.
We take the ‘smallest’ monomial Yf, say, occurring in any of the polyno-
mials ge. If this monomial occurs in two or more such polynomials, we use
the monomial for which the p-adic order of the coefficient is least. We then
interchange columns so as to bring this term into the leading column, and
proceed to subtract p-adic integer multiples of the new first column from
any other columns which contain the monomial Yf. Thus this monomial will
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now occur only in the first column. We then repeat the procedure with the
remaining n − 1 columns, looking again for the ‘smallest’ monomial, placing
it in the second column, and removing it from all later columns. Continuing
in this manner we reach an expression

∆0 = det(M1), M1 =
(
he

(
y
(i)
3 , . . . , y(i)

n

))

1�i�E, 1�e�E

in which we have polynomials he(Y) ∈ Zp[Y], with successively larger
‘smallest’ monomial terms.

There are (
f + n− 3
n− 3

)

= n(f),

say, monomials of total degree f . Hence if e > n(0) + n(1) + . . . + n(f − 1),
the ‘smallest’ monomial in he(Y) will have total degree at least f . We now
recall that p | y(i)

j for 3 � j � n whence every element in the e-th column of
M1 will be divisible by pf . Since

f∑

i=0

n(i) =
(
f + n− 2
n− 2

)

,

and
f∑

i=0

i n(i) = (f + 1)
(
f + n− 2
n− 2

)

−
(
f + n− 1
n− 1

)

,

it follows that if
(
f + n− 2
n− 2

)

� E <

(
(f + 1) + n− 2

n− 2

)

, (3.8)

then ∆0 is divisible by

pn(1)+2n(2)+...+fn(f)+(f+1)(E−n(0)−n(1)−...−n(f)) = pν ,

say, where

ν = (f + 1)E −
(
f + n− 1
n− 1

)

. (3.9)

We therefore specify that the prime power pm with which we work will have
m = ν. This leads to the following conclusion.

Lemma 3 If E lies in the interval (3.8) and ν is as in (3.9), then

νp(∆) � ν.

To show that ∆ must in fact vanish we shall use information on its size.
Each entry in ∆ has modulus at most BD, whence
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|∆| � EEBDE .

Hence if we impose the condition

pν > EEBDE , (3.10)

we deduce from Lemma 3 that ∆ = 0.

3.4 Completion of the proof

We are now ready to construct the form Fj corresponding to our chosen value
of t. Recall that we have supposed that #S(t) � E, and that we took the
points x(1), . . . ,x(E) to be distinct elements of S(t). We now set #S(t) = K
and examine the matrix

M2 =
(
x(i)e

)
1�i�K, e∈E

where the vectors x(i) now run over all elements of S(t). From what we have
proved it follows that M2 has rank at most E−1. This is trivial if K � E−1,
and otherwise the work of the previous section shows that every E×E minor
vanishes. We therefore see that M2c = 0 for some non-zero vector c ∈ Z

E .
Hence if

Fj(x) =
∑

e∈E
cexe, (3.11)

we will have a non-zero form, of degree D, which vanishes for every x ∈ S(t).
Theorem 14 requires that F (x) does not divide Fj(x). However this is clear
from our choice of the exponent set E , since F contains a term in xd

n, whereas
Fj does not.

From (3.10) we see that it suffices to have p�D BDE/ν , so that it will be
enough to prove that

lim
D→∞

DE

ν
=

n− 1
n− 2

d−1/(n−2).

In view of (3.1) this will complete the proof of Theorem 14.
From (3.7) we have

E =
dDn−2

(n− 2)!
+O(Dn−3),

where the implied constant may depend on n and d. On the other hand, (3.8)
implies that

E =
fn−2

(n− 2)!
+O(fn−3).

We therefore deduce that

f = d1/(n−2)D +O(1),
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whence (3.9) yields

ν =
(n− 2)fn−1

(n− 1)!
+O(fn−2)

= d(n−1)/(n−2)(n− 2)
Dn−1

(n− 1)!
+O(Dn−2). (3.12)

These estimates then produce the required limiting behaviour for DE/ν,
thereby completing the proof of Theorem 14.

We end this lecture by establishing Theorem 5. For convenience we set
M = (d + 1)(d + 2)/2 and N = d2 + 1. We then suppose that F (x) = 0 has
solutions x(1), . . . ,x(N) ∈ Z

3, with
∣
∣x(i)

∣
∣ � B. We now consider a matrix C

of size N ×M , in which the i-th row consists of the M possible monomials
of degree d in the variables x(i)

1 , x(i)
2 , x(i)

3 . Let f ∈ Z
M have entries which

are the corresponding coefficients of F , so that Cf = 0. It follows that C
has rank at most M − 1, since f is non-zero. We therefore see that Cg = 0
has a non-zero integer solution g, which can be constructed from the various
sub-determinants of C. It follows that |g| �d B

dM . Now take G(x) to be the
ternary form, of degree d, corresponding to the coefficient vector g. By our
construction, G(x) and F (x) have common zeros at each of the points x(i) for
1 � i � d2 + 1. This will contradict Bézout’s Theorem, unless F and G are
proportional. In the latter case we may deduce that ‖F‖ �d ‖G‖ �d B

dM ,
since the coefficients of F have no common factor. This gives us the required
conclusion.

4 Fourth lecture. Rational points on projective surfaces

This lecture will be devoted to the proofs of Theorems 6 and 8. We shall not
present all the details, for which the reader should consult [15].

4.1 Theorem 6 – Plane sections

The principal tool for the proof of Theorem 6 is the following result from the
geometry of numbers, for which see [15, Lemma 1, parts (iii) and (iv)].

Lemma 4 Let x ∈ Z
n lie in the cube |xi| � B. Then there is a primitive

vector z ∈ Z
n, for which x·z = 0, and such that |z| � B1/(n−1).

Moreover, if z ∈ Z
n is primitive, then there exist primitive vectors

b(1), . . . ,b(n−1) ∈ Z
n

such that

|z| �
n−1∏

j=1

∣
∣b(j)

∣
∣� |z|. (4.1)
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These have the property that any vector x ∈ Z
n with x·z = 0 may be written

as a linear combination

x = λ1b(1) + . . .+ λn−1b(n−1) (4.2)

with λ1, . . . , λn−1 ∈ Z and

λj � |x|
∣
∣b(j)

∣
∣ , (1 � j � n− 1).

It follows that the region |x| � X contains O(Xn−1/|z|) integral vectors
orthogonal to z, providing that X � |z|.

For the last part we note that
∣
∣b(j)

∣
∣� |z| � X, by (4.1), and hence that there

are O
(
X
/∣
∣b(j)

∣
∣
)

choices for each λj . The result then follows from a second
application of (4.1).

Taking n = 4 we see that every relevant point on the surface F (x) = 0
must lie on one of O(B4/3) planes x ·y = 0 with |y| � B1/3. We proceed
to count the number of points of the surface F (x) = 0 which lie on a given
plane. According to Lemma 4, each vector y determines a triple of vectors
b(1), b(2), b(3). We may then write x in the form (4.2) and substitute into
the equation F (x) = 0 to obtain a condition G(λ1, λ2, λ3) = 0, say, in which
G is an integral form of degree d, though not necessarily irreducible. If x is
primitive then it is clear that (λ1, λ2, λ3) ∈ Z

3 is also primitive. Moreover,
if we choose

∣
∣b(1)

∣
∣ �
∣
∣b(2)

∣
∣ �
∣
∣b(3)

∣
∣, then the condition max |xi| � B implies

max |λi| � cB
/∣
∣b(1)

∣
∣ for some absolute constant c.

4.2 Theorem 6 – Curves of degree 3 or more

IfH is an absolutely irreducible factor of G, then the solutions ofH(λ1, λ2, λ3)
= 0 will correspond to points on an irreducible plane curve in the surface
F = 0. If H has degree at least 3, then

N
(
H; cB

/∣
∣b(1)

∣
∣
)
�ε

(
B
∣
∣b(1)

∣
∣

)2/3+ε

, (4.3)

by Theorem 2. It is important to notice that the implied constant is indepen-
dent of H, and hence of the vectors b(j) and y. The estimate (4.3) allows us
to bound the number of solutions of G(λ1, λ2, λ3) = 0 arising from all factors
H of G with degree 3 or more. We proceed to sum the bound (4.3) over those
vectors y that arise. In order to do this we need to count how many vectors y
can correspond to a given b(1). To do this we apply the final part of Lemma 4,
taking z to be b(1). We then see that there are O

(
B
/∣
∣b(1)

∣
∣
)

possible vectors
y in the region |y| � B1/3 which are orthogonal to a given b(1), so that the
total contribution of the estimates (4.3), when we sum over y, is
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�ε

∑(
B
∣
∣b(1)

∣
∣

)5/3+ε

, (4.4)

the sum being over the possible vectors b(1). Since we took
∣
∣b(1)

∣
∣ �
∣
∣b(2)

∣
∣ �∣

∣b(3)
∣
∣, and we also have

|y| �
n−1∏

j=1

∣
∣b(j)

∣
∣� |y|

by (4.1), it follows that
∣
∣b(1)

∣
∣� |y|1/3 � B1/9. The sum (4.4) is therefore

�ε B
5/3+ε

(
B1/9

)4−5/3−ε �ε B
52/27+ε.

This is satisfactory for Theorem 6.

4.3 Theorem 6 – Quadratic curves

It remains to handle the case in which (λ1, λ2, λ3) is a zero of a linear or
quadratic factor H of G. Here we shall be brief. If H is linear, then the
equations x ·y = 0 and H(λ1, λ2, λ3) = 0 describe a line in the surface
F = 0, so that the corresponding points x are not counted by N1(F ;B).
According to Harris [10, Proposition 18.10], the generic plane section of any
irreducible hypersurface is itself irreducible. Thus the set of vectors y for
which the corresponding form G is reducible must lie on a certain union of
irreducible surfaces in P

3 (or possibly indeed in some smaller algebraic set).
One can show [15, §6] that the number and degrees of the components of
this set may be bounded in terms of d, so that there are O(Y 3) admissible
vectors y with |y| � Y . To obtain the estimate O(Y 3) one may apply Pila’s
result (2.3) to components of degree 2 or more, and the trivial bound for linear
components. In the case in whichH is quadratic it can be shown that there are
Oε(B1+ε|y|−1/3) solutions (λ1, λ2, λ3). Thus vectors y with Y/2 < |y| � Y
contribute a total Oε(Y 3B1+εY −1/3) to N1(F ;B). If we sum over dyadic
intervals with Y � B1/3 the result is a contribution O(B17/9+ε). This is
clearly satisfactory for Theorem 6. The reader may note that it is only for
cubic surfaces that the exponent 52/27 is required. In all other cases one can
do better.

4.4 Theorem 8 – Large solutions

We turn now to Theorem 8. For the remainder of this lecture, all implied
constants may depend on the form G. This dependence will not be mentioned
explicitly. It will be convenient to make a change of variable in G so that the
coefficient of xd is positive. This will not affect the result at all.
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The reader may care to note that our treatment differs somewhat from that
presented in [15, §7]. This is because we have made the simplifying assumption
that the binary form G is irreducible over Q.

One technical difficulty with the proof of Theorem 8 is that one may have a
value of G(x, y) in the range 1 � G(x, y) � X, for which x, y are considerably
larger than X1/d. The first task is to show that this happens relatively rarely.
We assume that C � X1/d and define

S(X,C) =

#
{
(x, y) ∈ Z

2 : 1 � G(x, y) � X, C < max(|x|, |y|) � 2C, h.c.f.(x, y) = 1
}
.

Now, if x, y is counted by S(X,C) then there is at least one factor x − ay
of G(x, y) for which |x − ay| � X1/d. Hence if we take C � cX1/d with a
sufficiently large constant c, we must have

C � |x− a′y| � C

for every other factor x− a′y of G(x, y). It then follows that

|x− ay| � XC1−d. (4.5)

Since Roth’s Theorem implies that |x − ay| �ε C−1−ε we deduce that
C � X2. (In fact we may draw a stronger conclusion, but the above suffices.)
Thus we will have S(X,C) = 0 unless C � X2.

We now estimate the contribution to S(X,C) arising from pairs (x, y) for
which (4.5) holds with a particular value of a. Such pairs produce primitive
lattice points in the parallelogram |y| � 2C, |x− ay| � XC1−d. In general a
parallelogram of area A, centred on the origin, will contain O(1+A) primitive
lattice points (see [15, Lemma 1, part (vii)]). We therefore deduce that

S(X,C) � 1 +XC2−d.

We proceed to sum this up, for dyadic ranges with C � X2. Thus, if

S′(X,C) =

#
{
(x, y) ∈ Z

2 : 1 � G(x, y) � X, max(|x|, |y|) > C, h.c.f.(x, y) = 1
}

we will deduce that
S′(X,C) � logX +XC2−d,

when C � X1/d.
We proceed to define

r(n) = #
{
(x, y) ∈ Z

2 : n = G(x, y)
}

and
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r1(n;C) = #
{
(x, y) ∈ Z

2 : n = G(x, y), max(|x|, |y|) � C
}
,

r2(n;C) = #
{
(x, y) ∈ Z

2 : n = G(x, y), max(|x|, |y|) > C
}
.

Thus

∑

n�X

r2(n;C) =
∑

h�X1/d

S′
(
X

hd
,
C

h

)

�
∑

h�X1/d

{

logX +
X

hd

(
C

h

)2−d}

� X1/d logX +XC2−d
∑

h�X1/d

h−2

� X1/d logX +XC2−d. (4.6)

This shows that ‘large’ pairs (x, y) make a relatively small contribution in our
problem.

It is trivial that ∑
r1(n;C) � C2, (4.7)

whence ∑

n�X

r(n) � C2 +X1/d logX +XC2−d � X2/d,

providing that we choose C = cX1/d with a suitable constant c. It follows in
particular that there are O(X2/d) positive integers n � X represented by G.

4.5 Theorem 8 – Inequivalent representations

For any n which has two inequivalent representations by the form G(x, y), we
must either have r2(n;C) > 0, or we will produce a point (x1, x2, x3, x4) on
the surface

E(x) = G(x1, x2) −G(x3, x4) = 0,

in the cube |xi| � C, and such that (x1, x2) and (x3, x4) are not related by
an automorphism. We define N (C) to be the number of such points. We shall
show that

N (C) �ε C
52/27+ε, (4.8)

and that the form G has O(1) automorphisms. However before proving this,
we show how Theorem 8 will follow.

We first observe that (4.7) and (4.8) imply the estimate

∑

n�X

r1(n;C)2 � N (C) +O

( ∑

n�X

r1(n;C)
)

� C2,
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where the second sum counts pairs (x1, x2) and (x3, x4) which are related
by one of the finitely many automorphisms. If C = cX1/d with a sufficiently
small constant c, then max(|x|, |y|) � C implies |G(x, y)| � X. Since we are
assuming that G(1, 0) > 0, it is then trivial that

∑

n�X

r1(n;C) � C2

since a positive proportion of the pairs x, y with max(|x|, |y|) � C will have
G(x, y) > 0. Now Cauchy’s inequality yields

∑

n�X
r1(n; C)>0

1 �

{ ∑

n�X

r1(n;C)
}2

∑

n�X

r1(n;C)2
� C2.

We therefore see that the number of positive integers n � X which are repre-
sented by G, has exact order X2/d, as required for Theorem 8.

It remains to give a non-trivial bound for the number of integers n with
two or more essentially different representations by G. Since such integers are
either counted by N or have r2(n;C) > 0, we see that the number of them is

� N (C) +
∑

n�X

r2(n;C)

�ε C
52/27+ε +X1/d logX +XC2−d,

by (4.6) and (4.8). We therefore obtain a bound Oε

(
X52/(27d−2)+ε

)
on taking

C = X27/(27d−2). This proves Theorem 8, subject to the claims made above.

4.6 Theorem 8 – Points on the surface E = 0

It remains to investigate integral points on the surface

E(x) = G(x1, x2) −G(x3, x4) = 0,

for which max |xi| � C. Using the fact that G is irreducible one may show
(see [15, §7]) that E has no rational linear or quadratic factor. Thus one may
apply Theorem 6 to each factor of E(x) to deduce that

N1(E;Y ) �ε Y
52/27+ε.

We now write N (∗)(C) to denote the number of integral zeros of E, not neces-
sarily primitive, lying in the cube |xi| � C, but not on any line in the surface
E = 0. Then
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N (∗)(C) = 1 +
∑

h�C

N1(E;B/h)

�ε 1 +
∑

h

(C/h)52/27+ε

�ε C
52/27+ε.

Points which do not lie on lines in the surface E = 0 therefore make a contri-
bution which is satisfactory for (4.8).

Since G has no repeated factors, the surface E is non-singular. Thus
Colliot-Thélène’s result, Theorem 12, shows that E contains finitely many
lines L, say. Now if L is not defined over Q it can have at most O(C) integral
points in the cube max |xi| � C. Such lines therefore make a satisfactory total
contribution O(C) to (4.8).

For any line L lying in the surface E(x) = 0 one can show that either all
points on L satisfy G(x1, x2) = G(x3, x4) = 0, or that the points on L may
be written as (x, y, a1x+ a2y, a3x+ a4y) with a1a4 �= a2a3, so that one has

G(a1x+ a2y, a3x+ a4y) = G(x, y) (4.9)

identically. In the first case the points on L correspond to solutions of
G(x, y) = n with n = 0, which is excluded. In the second case we produce an
automorphism of G, and if L is defined over Q this will be a rational automor-
phism. Thus inequivalent solutions of G(x, y) = n > 0 cannot lie on rational
lines in the surface E = 0.

Finally we note that all automorphisms produce lines in the surface, as in
(4.9). Thus there can be finitely many such automorphisms.

5 Fifth lecture. Affine varieties

5.1 Theorem 15 – The exponent set E

In this lecture we shall prove Theorem 15, which concerns the counting func-
tion (2.12) for integer points on affine varieties. We shall also illustrate The-
orem 15 by deriving a new result on the representation of k-free numbers by
polynomials.

We begin by following the previous proof of Theorem 14. Thus if we take
B = max(B1, . . . , Bn) then we may use an auxiliary prime p in the range
P � p � P , providing that P � log2(‖F‖B). We will take (t1, . . . , tn) to
be a non-singular point on the variety F (t) ≡ 0 (mod p). We then aim to
find a polynomial Fj(x), determined by t, such that Fj(x) = 0 for all integral
points x ≡ t(mod p) that are counted by N(F ;B). This will be possible if P
is sufficiently large, and we will then be able to take k � Pn−1 log(‖F‖B) in
Theorem 15, since there are O(pn−1) possible vectors t modulo p. The proofs
of Lemmas 2 and 3 now go through just as before.
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One major difference in our new situation lies in the fact that the values
of Bi may be of unequal magnitudes. Thus one cannot arrange for F to have
a non-zero term in xd

n, say, merely by using a linear change of variables, since
this could radically alter the sizes of the Bi. We therefore use a different choice
for the exponent set E . The set E must firstly allow us still to conclude that
F (x) does not divide Fj(x), and secondly permit us to bound the determinant
∆ as sharply as possible.

To achieve the first goal, we write

F (X1, . . . , Xn) =
∑

f

afX
f1
1 . . . Xfn

n ,

and let P (F ) be the Newton polyhedron of F , defined as the convex hull of the
points f ∈ R

n for which af �= 0. There may be more than one exponent vector
f for which Bf takes the maximal value T , but in any case the maximum will
be achieved for at least one vertex m, say of P , so that

T = Bm. (5.1)

We shall then define our exponent set E to be

E =
{

(e1, . . . , en) ∈ Z
n : ei � 0, (1 � i � n),

n∑

i=1

ei logBi � Y,

ei < mi for at least one i
}

. (5.2)

We now show that the choice (5.2) ensures that F (x) � Fj(x). For any two
polynomials G1, G2 ∈ R[x] we have P (G1G2) = P (G1) + P (G2), (Ostrowski
[27]). Now, for any polynomial G, the set P (F ) + P (G) must contain a point
m+g for some exponent vector g of G. Since g has non-negative components
it follows that m + g /∈ E . Thus we cannot have Fj = FG, whence F cannot
divide Fj , as required.

5.2 Completion of the proof of Theorem 15

It remains to estimate the size of the determinant ∆ and to compute the
exponent ν for our new set E .

Tackling the determinant ∆ first, we use the fact that
∣
∣x

(j)
i

∣
∣ � Bi, to show

that the column corresponding to the exponent vector e consists of elements
of modulus at most

Be =
n∏

i=1

Bei
i .

It follows that
|∆| � EEBE, (5.3)
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where ∑

e∈E
e = E. (5.4)

For any e ∈ Z
n with ei � 0 we set

σ(e) =
n∑

i=1

ei logBi.

Then
log BE =

∑

e∈E
σ(e) =

∑

σ(e)�Y

σ(e) −
∑

(1) σ(e),

where
∑

(1) denotes the conditions σ(e) � Y and ei � mi for 1 � i � n. If
we substitute ei +mi for ei in

∑
(1) we obtain

log BE =
∑

σ(e)�Y

σ(e) −
∑

σ(e)�Y −log T

(σ(e) + log T )

=
∑

Y −log T<σ(e)�Y

σ(e) − (log T )
∑

σ(e)�Y −log T

1

= {Y +O(log T )}
∑

Y −log T<σ(e)�Y

1 − (log T )
∑

σ(e)�Y −log T

1. (5.5)

Now, if B = maxBi, then

#
{
e : σ(e) � Z

}
=

Zn

n!
∏

logBi
+O

(
Zn−1

∏
logBi

logB
)

(5.6)

for Z � 0, as an easy induction on n shows. Thus

(log T )
∑

σ(e)�Y −log T

1 =
Y n

n!
∏

logBi
log T +O

(
Y n−1

∏
logBi

log2 T

)

(5.7)

whether Y � log T or not.
It is not so easy to estimate the first term in (5.5). However for any

δ ∈ (0, 1] we have
∫ Z(1+δ)

Z

( ∑

Y −log T<σ(e)�Y

1
)

dY =
∑

e

∫

1 dY,

with the range of integration on the right being for Z � Y � Z(1 + δ) and
σ(e) � Y � σ(e) + log T . Thus (5.6) yields

∫ Z(1+δ)

Z

( ∑

Y −log T<σ(e)�Y

1
)

dY � (log T )
∑

Z−log T�σ(e)�Z(1+δ)

1

=
log T
∏

logBi

{
(1 + δ)n − 1

n!
Zn +O(Zn−1 log T )

}

.
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Similarly we find that

∫ Z(1+δ)

Z

( ∑

Y −log T<σ(e)�Y

1
)

dY � (log T )
∑

Z�σ(e)�Z(1+δ)−log T

1

=
log T
∏

logBi

{
(1 + δ)n − 1

n!
Zn +O(Zn−1 log T )

}

.

Thus there is some Y in the range Z � Y � Z(1 + δ) for which

∑

Y −log T<σ(e)�Y

1 =
log T
∏

logBi

{
(1 + δ)n − 1

δn!
Zn−1 +O(δ−1Zn−2 log T )

}

=
log T
∏

logBi

{
Zn−1

(n− 1)!
+O(δZn−1) +O(δ−1Zn−2 log T )

}

=
log T
∏

logBi

{
Y n−1

(n− 1)!
+O(δY n−1) +O(δ−1Y n−2 log T )

}

.

If Y � log T we may choose

δ =

√
log T
Y

so that
∑

Y −log T<σ(e)�Y

1 =
log T
∏

logBi

{
Y n−1

(n− 1)!
+O

(
Y n−3/2(log T )1/2

)
}

. (5.8)

If Z � log T , we now see that any range Z � Y � 2Z contains a value of Y
for which (5.8) holds. For such Y equations (5.5), (5.7) and (5.8) yield

log BE =
log T
∏

logBi

Y n

(n− 1)!
− log T
∏

logBi

Y n

n!
+O

(
log T
∏

logBi
Y n−1/2(log T )1/2

)

=
n− 1
n!

log T
∏

logBi
Y n

{

1 +O

(√
log T
Y

)}

. (5.9)

A similar but simpler argument provides us with our estimate for ν. Indeed
(3.8) and (3.9) still apply, but with n replaced by n+ 1. It follows that

ν =
1

n(n− 2)!
{(n− 1)!E}n/(n−1)

{
1 +O

(
E−1/(n−1)

)}
,

where E = #E . However, as in (5.5), we have

#E =
∑

σ(e)�Y

1 −
∑

σ(e)�Y −log T

1 =
∑

Y −log T<σ(e)�Y

1.

For the value of Y we have chosen, it follows from (5.8) that



82 D. R. Heath-Brown

E =
log T
∏

logBi

Y n−1

(n− 1)!

{

1 +O

(√
log T
Y

)}

. (5.10)

Since logBi � log T for each index i, we deduce that

E �
(

Y

log T

)n−1

if Y � log T , and hence that

ν =
Y n

n(n− 2)!

(
log T
∏

logBi

)n/(n−1){

1 +O

(√
log T
Y

)}

. (5.11)

As before, we need pν > |∆|. A comparison of (5.3), (5.9) and (5.11) now
shows that if E � C, say, then we can take

log p =
log BE

ν
+OC(1) =

(∏
logBi

log T

)1/(n−1){

1+O

(√
log T
Y

)}

+OC(1).

If ε > 0 is such that Bi � Bε for 1 � i � n, and Y = λ log T , then (5.10)
yields E �λ,ε,d 1. By allowing λ to become arbitrarily large we can therefore
take

log p � (1 + ε)
(∏

logBi

log T

)1/(n−1)

.

Thus the bound given in Theorem 15 certainly holds if Bi � Bε for 1 � i � n.
On the other hand, if B1 � Bε, say, we can merely take the polynomials

Fj(x) as Fj(x) = x1 −aj for the various integers aj ∈ [−B1, B1]. Clearly each
relevant point will be a zero of such a polynomial, and there are � B1 � T ε

of them. This completes the proof of Theorem 15.

5.3 Power-free values of polynomials

We shall now apply Theorem 15 to the problem of power-free values of poly-
nomials. Let f [X] ∈ Z[X] be an irreducible polynomial of degree d. It can
happen that there is a prime p such that p2 | f(n) for every integer n, even
though f is necessarily primitive. (The polynomial X4 + 2X3 −X2 − 2X + 4
provides an example, with p = 2.) However if we assume that there is no
prime p such that p2 | f(n) for every integer n, then we would expect f(n)
to represent infinitely many square-free integers. This is known only for poly-
nomials of degree d � 3. This is relatively trivial for d � 2, and was shown
by Erdős [6] for d = 3. When one considers polynomials of higher degree one
may ask for which values of k one can assert that f(n) is infinitely often k-th
power free, or “k-free” for short. Hooley showed that one may take k = d− 1
in general, and Nair [25] that any k �

(√
2 − 1

2

)
d is admissible.

We shall strengthen this result for d � 10 as follows.
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Theorem 16 Let f [X] ∈ Z[X] be an irreducible polynomial of degree d,
with positive leading coefficient. Suppose we have an integer k � (3d + 2)/4,
and assume moreover that there is no prime p such that pk | f(n) for every
integer n. Then

#
{
n � B : f(n) is k-free

}
∼ C(k, f)B

as B tends to infinity, where

C(k, f) =
∏

p

(
1 − ρ(pk)/pk

)
,

with ρ(n) being the number of zeros modulo n of the polynomial f(x).

Note that although (3d+2)/4 <
(√

2− 1
2

)
d as soon as d � 4, we only have

�(3d+ 2)/4� <
⌈(√

2 − 1
2

)⌉
d when d � 10.

The initial stages of the argument are straightforward. We shall assume
that f is fixed, so that any order constants in the following may depend on f .

One has
∑

hk|f(n)

µ(h) =

{
1, f(n) is k-free,
0, otherwise,

whence
#
{
n � B : f(n) is k-free

}
=
∑

h

µ(h)N(h,B),

with
N(h,B) = #

{
n � B : hk | f(n)

}
.

Moreover we see that N(h,B) = 0 for h� Bd/k, and that

N(h,B) =
B

hk
ρ(hk) +O

(
ρ(hk)

)

in general. Since ρ(h) is multiplicative, and ρ(p) � 1, we see that ρ(hk) �ε h
ε

for any ε > 0. Here, and for the rest of this section, we restrict h to square-free
values. It follows that

∑

h�H

µ(h)N(h,B) = B
∑

h�H

µ(h)ρ(h)/hk +Oε

( ∑

h�H

hε

)

= B{C(k, f) +Of,ε(Hε−k)} +Of,ε(H1+ε).

Thus, if we choose H = B1−δ with any fixed positive δ we will have
∑

h�B1−δ

µ(h)N(h,B) ∼ C(k, f)B.

It therefore remains to show that
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∑

B1−δ<h�Bd/k

N(h,B) = o(B). (5.12)

For any integer H with B1−δ � H � Bd/k, we have
∑

H<h�2H

N(h,B) � N(F ;B1, B2, B3),

where F (x1, x2, x3) = f(x1) − xk
2x3 and B1 = B, B2 = 2H, B3 � Bd/Hk.

This polynomial F is clearly absolutely irreducible. It will be convenient to
replace the above inequality by a slightly sharper one

∑

H<h�2H

N(h,B) � N ′(F ;B1, B2, B3), (5.13)

in which N ′(F ;B1, B2, B3) counts only solutions in which x2 is a positive
square-free integer. We now apply Theorem 15, in which T will be of order
Bd. Writing

η =
logH
logB

so that
1 − δ � η � d/k + o(1)

we find that all relevant triples satisfy one of

Od,ε

(
B2

√
η(1−kη/d)+ε

)
(5.14)

auxiliary equations Fj(x1, x2, x3) = 0, of degree at most D = D(d, ε). On
multiplying by xkD

2 we can eliminate x3 from such an auxiliary equation,
using the fact that

xk
2x3 = f(x1). (5.15)

It follows that we may assume that the auxiliary equations take the shape
Gj(x1, x2) = 0, with no dependence on x3. This elimination process will
produce polynomials Gj which do not vanish identically, since the original
polynomials Fj were coprime to F . Moreover the degree of each Gj is at most
D(d, ε) for some new function D. If Gj is not absolutely irreducible we may
split it into its irreducible factors. In view of Theorem 3 we can concentrate on
factors which have rational coefficients. Thus we may suppose that Gj(x1, x2)
is absolutely irreducible.

We now write Hj(y1, y2, y3) = yD
3 Gj(y1/y3, y2/y3), so that Hj is a non-

zero form of degree D. According to Theorem 5 there are two cases. In the
first case N(Hj ;L) � D2 where L = max(B, 2H, 1). It then follows that j de-
termines Od,ε(1) admissible values for x1, x2. Moreover, since we are assuming
that x2 > 0, the relation (5.15) then shows that any admissible pair x1, x2

determines at most one admissible value of x3. In the second case the coeffi-
cients of Gj may be taken to be integers of size O(BN ) for some exponent N
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depending at most on d and ε. Since we are only interested in values x2 > 0
we may remove any factors of x2 from the polynomial Gj . Thus we can write

Gj(X1,X2) = G
(0)
j (X1) +X2G

(1)
j (X1,X2)

for appropriate integral polynomials G(0)
j and G(1)

j , with G(0)
j not identically

zero, and having coefficients O(BN ). We now subdivide this second case into
two subcases. In the first subcase we will have f(x) � G

(0)
j (x), while in the

second subcase we will have f(x) |G(0)
j (x).

For the first of these subcases we observe that x2 must divide G(0)
j (x1).

However it is clear from (5.15) that x2 also divides f(x1). Thus we conclude
that x2 must be a factor of the resolvent R of f and G(0)

j . Since f(X) does not

divide G(0)
j (X) it follows that R is non-zero, and our bound on the coefficients

of G(0)
j implies that R� BN ′

for some N ′ depending only on d and ε. Hence
x2 can take at most d(R) �ε B

ε values in this first subcase. (Here d(. . .)
is the usual divisor function.) Now x2 is assumed to be square-free, so that
ρ(x2) � Bε. Moreover the equation (5.15) implies that f(x1) ≡ 0 (mod x2).
Hence we see that the number of possible values of x1 corresponding to each
admissible x2 is

� (1 +B/x2)ρ(x2) �ε (1 +B/H)Bε �ε B
δ+ε.

As before x1 and x2 determine x3, by (5.15). It therefore follows that each
value of j produces O(Bδ+2ε) triples (x1, x2, x3) in the first subcase.

Turning to the second subcase, in which F (X) |G(0)
j (X), we note that

G
(0)
j must have degree at least d. We then apply Theorem 15 to the equation

Gj(x1, x2) = 0, taking B1 = B, B2 = 2H, and T � Bd. This shows that there
are Oε(BεH1/d) possible pairs x1, x2, and as usual any such pair determines
at most one value of x3.

We can finally conclude, via (5.14), that (5.13) holds with

N ′(F ;B1, B2, B3) � B2
√

η(1−kη/d)+η/d+2ε,

providing that δ is taken to be small enough. This suffices to establish (5.12),
assuming that we have

sup
1�η�d/k

2
√
η(1 − kη/d) + η/d < 1.

Since this holds providing that k � (3d + 2)/4, the proof of Theorem 16 is
complete.

6 Sixth lecture. Sums of powers, and parameterizations

In this lecture we shall look at the projective surface
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xd
1 + xd

2 = xd
3 + xd

4 (6.1)

and the affine surface
xd

1 + xd
2 + xd

3 = N.

It transpires that our basic techniques are well adapted to these, but need to
be supplemented by information about possible curves of low degree (or low
genus) lying on these varieties.

6.1 Theorem 13 – Equal sums of two powers

We shall begin by examining the surface (6.1). We can make a direct applica-
tion of Theorem 14 to show that all points in the box max |xi| � B must lie
on one of Oε,d

(
B3

√
d+ε
)

curves in the surface. Moreover Theorem 12 tells us
that Od(1) of these curves can have degree d− 2 or lower.

We begin by disposing of points which lie on a curve C of degree k � d−1
in the surface (6.1). Here we can apply Theorem 4 to show that any such
curve contributes Oε,k(B2/k+ε) to N1(F ;B). Since we have d− 1 � k �d,ε 1
it follows that the total contribution to N1(F ;B) from all such curves arising
from Theorem 14 will be Oε

(
B3/

√
d+2/(d−1)+ε

)
, as required for Theorem 13.

We therefore turn our attention to the curves of degree at most d − 2.
Theorem 12 assures us that we can produce a finite list of these, independently
of B. Thus we do not have the usual problem of uniformity with respect
to B. It follows that we may apply the theorems (1.3) and (1.4) of Néron
and Faltings to show that any curve of genus 1 will contribute Oε,d(Bε) and
any curve of genus 2 or more will contribute Od(1). Thus we have a total
contribution of Oε,d(Bε) to N1(F ;B).

It follows that we must now examine the possibility that there are curves of
genus zero on the surface (6.1). In doing this it in fact suffices to work over C.
Since any curve of genus zero can then be parameterized by polynomials, we
shall look for possible polynomial solutions to (6.1). This is clearly a question
of interest in its own right, in view of the solutions (1.6) and (1.8) for the
cases d = 3 and d = 4.

We shall establish the following general result, following an argument due
to Newman and Slater [26].

Lemma 5 Let n � 2 and let f1(t), . . . , fn(t) ∈ C[t] be non-zero polynomials.
Suppose that d � n(n− 2). Then if

n∑

j=1

fj(t)d = 0

holds identically, there must be two polynomials fi, fj which are proportional
to each other.

If one of the polynomials is constant it suffices to have d � (n− 2)(n− 1).
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We therefore see that there can be no analogue of Euler’s parametric so-
lution to (1.7) for the surfaces (6.1) when the degree is 8 or more. Indeed,
when n = 4 and d � 8 we may conclude that f4(t) = cf3(t), say. Then either
cd = −1, or

f1(t)d + f2(t)d + f̃3(t)d = 0

with
f̃3(t) =

(
1 + cd

)1/d
f3(t) �= 0.

In the first case we must have f1(t)d + f2(t)d = f3(t)d + f4(t)d = 0. In
the second case, Lemma 5 shows that at least two of f1(t), f2(t), f̃3(t) are
proportional, and hence that all three are. In either case we see that the
original polynomials f1(t), . . . , f4(t) are all proportional. These polynomials
would then not parameterize a curve. We therefore see that, for d � 8, any
curve of genus zero lying in the surface

xd
1 + xd

2 − xd
3 − xd

4 = 0

must be one of the obvious lines, and hence cannot contribute to N1(F ;B).
This establishes Theorem 13 when d � 8. On the other hand, if d � 7 one has
3/
√
d + 2/(d − 1) � 1, so that Theorem 13 follows from Theorem 11 in this

case.
We now prove Lemma 5, which will be done by induction on n, the result

being trivial for n = 2. Clearly we can suppose that the polynomials fj(t)
have no common factor. It will be convenient to write Fj(t) = fj(t)d. We
begin by differentiating the relation

n∑

j=1

Fj(t) = 0

repeatedly, and we set

Hij(t) = F−1
j (t)

( d
dt

)i

Fj(t) (0 � i � n− 2). (6.2)

We then deduce a system of equations
n∑

j=1

Hij(t)Fj(t) = 0 (0 � i � n− 2),

which we write in matrix form as HF = 0, where H is the (n− 1)×n matrix
with entries Hij(t), and F is the column vector of length n, with entries Fj(t).

We consider two cases. Suppose firstly that H has rank strictly less than
n − 1. In this case all the (n − 1) × (n − 1) minors Hj(t) (say) must vanish.
We now observe that

F1(t)F2(t) . . . Fn−1(t)Hn(t) =

∣
∣
∣
∣
∣
∣
∣
∣

F1(t) . . . Fn−1(t)
. . . . . . . . .

(
d
dt

)n−2
F1(t) . . .

(
d
dt

)n−2
Fn−1(t)

∣
∣
∣
∣
∣
∣
∣
∣

,
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which is the Wronskian of F1(t), . . . , Fn−1(t). According to our assumption
this vanishes, and hence the polynomials F1(t), . . . , Fn−1(t) will be linearly
dependent over C. There is therefore a set S ⊆ {1, . . . , n − 1} for which we
have a relation ∑

j∈S
αjFj(t) = 0

in which none of the αj are zero. Moreover, if #S = n′, we will have 2 � n′ �
n− 1. We can now pick any d-th roots α1/d to obtain an equation of the form

∑

j∈S

{
α

1/d
j fj(t)

}d = 0.

According to our induction hypothesis, two of the polynomials fi, fj must be
proportional, as required.

We turn now to the second case, in which the rank of H is n − 1. In
this case F must be proportional to (H1, . . . , Hn). Without loss of generality
we can assume that the degree h, say, of f1(t) is maximal. On recalling that
Fj(t) = fj(t)d we see from (6.2) that there are polynomials gij(t) such that

Hij(t) =
gij(t)
fj(t)i

, deg
(
gij(t)

)
� i(h− 1).

Consequently, if we define

Q(t) =
{ n∏

j=1

fj(t)
}n−2

,

and set
Q(t)Hj(t) = Pj(t), (1 � j � n), (6.3)

it follows that Pj(t) must be a polynomial, and that

deg
(
Pj(t)

)
� (n− 2)nh− (n− 1)(n− 2)

2
. (6.4)

However the polynomials F1(t), . . . , Fn(t) will be coprime, and F(t) is propor-
tional to

(
P1(t), . . . , Pn(t)

)
. It follows that

hd = deg
(
f1(t)d

)
= deg

(
F1(t)

)
� deg

(
P1(t)

)
� (n− 2)nh− (n− 1)(n− 2)

2
.

We therefore obtain a contradiction if

d > (n− 2)
(
n− n− 1

2h

)
.

In particular we cannot have d � n(n − 2), irrespective of the value of h. If
one of the polynomials is constant then the bound (6.4) may be replaced by

deg
(
Pj(t)

)
� (n− 2)(n− 1)h− (n− 1)(n− 2)

2
,

and we obtain a contradiction when d � (n − 2)(n − 1). This completes the
proof of Lemma 5.
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6.2 Parameterization by elliptic functions

Lemma 5 gives good control over possible genus zero curves on diagonal hyper-
surfaces

Xd
1 + . . .+Xd

n = 0. (6.5)

One can prove analogous results for genus 1 curves in general, but here we
shall restrict attention to plane cubic curves. These can be parameterized
using the Weierstrass elliptic function. Specifically, if there is a plane cubic
curve contained in the variety (6.5), then there are functions

fj(z) = Aj℘
′(z) +Bj℘(z) + Cj , (1 � j � n), (6.6)

not all proportional to each other, such that

n∑

j=1

fj(z)d = 0

identically for z ∈ C. Since the vector
(
f1(z), . . . , fn(z)

)
must describe a cubic

curve rather than a straight line, we conclude that the matrix

M =

⎛

⎝
A1 . . . An

B1 . . . Bn

C1 . . . Cn

⎞

⎠

must have rank 3.
We now have the following result, analogous to Lemma 5.

Lemma 6 Let n � 2 and let f1(z), . . . , fn(z) satisfy (6.6). Assume further
that the corresponding matrix M has rank 3, and that d > (7n− 1)(n− 2)/6.
Then if

n∑

j=1

fj(z)d = 0

holds identically, there must be two functions fi, fj which are proportional to
each other.

Before proving this we note that Green [9] gives a result which is both
stronger and more general than Lemma 6. He proves that it suffices to have
d � (n− 1)2, even when the fj are arbitrary meromorphic functions which do
not all vanish simultaneously. (We will also encounter such a condition, but
it causes no problem for functions of the form (6.6).) Green’s argument uses
Nevanlinna theory, while our proof is more explicit and self-contained.

The result given in Lemma 6 is trivial if any function fj(z) vanishes iden-
tically, so we shall assume that each such function is non-zero. At least one
matrix
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⎛

⎝
Ai Aj Ak

Bi Bj Bk

Ci Cj Ck

⎞

⎠,

where i < j < k, will be non-singular, since M has rank 3. It follows that the
simultaneous equations

fi(z0) = Ai℘
′(z0) +Bi℘(z0) + Ci = 0

fj(z0) = Aj℘
′(z0) +Bj℘(z0) + Cj = 0

fk(z0) = Ak℘
′(z0) +Bk℘(z0) + Ck = 0

have no solution. Hence there can be no z0 ∈ C at which fi(z), fj(z), fk(z)
all vanish.

The argument now follows that given for Lemma 5. If the matrix H has
rank n− 2 or less, there will be two functions which are proportional. On the
other hand, if the rank of H is n−1, then the vector F will be proportional to
(H1, . . . , Hn). In particular we see that none of the Hj can vanish identically,
so that we may write

Fi(z)
Fj(z)

=
(
fi(z)
fj(z)

)d

=
Hi(z)
Hj(z)

=
Pi(z)
Pj(z)

, (6.7)

with functions Pi(z), Pj(z) constructed as in (6.3). This construction shows
that these functions are polynomials in ℘ and its derivatives, and that they
have poles of order at most

3n(n− 2) +
(n− 1)(n− 2)

2
=

(7n− 1)(n− 2)
2

(6.8)

at the origin.
In completing the proof we shall use the fact that a doubly periodic mero-

morphic function has the same (finite) number of poles as zeros, counted
according to multiplicity, in its fundamental parallelogram. There must be
some index i for which Ai �= 0, since M has rank 3. For this index, fi(z) has
a single pole, of order 3. Thus fi has zeros of total multiplicity 3. Suppose
that z0 is such a zero, and has multiplicity µ say. We have already noted that
the functions f1, . . . , fn cannot all vanish at z0. There is therefore an index j
with fj(z0) �= 0. Since Pj is a polynomial in ℘ and its derivatives, it has poles
only at the origin, within the fundamental parallelogram. We then see from
(6.7) that Pi will have a zero of order at least µd at the point z0. We may
apply this reasoning to each of the zeros of fi and show that Pi has zeros of
total multiplicity at least 3d in the fundamental parallelogram. On the other
hand, (6.8) provides an upper bound for the multiplicity of the poles of Pi. A
comparison of these bounds yields

3d � 3n(n− 2) +
(n− 1)(n− 2)

2
,

contradicting the assumption of the lemma. This suffices for the proof.
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6.3 Sums of three powers

We turn now to the affine surface

xd
1 + xd

2 + xd
3 = N. (6.9)

Bearing in mind the arithmetical significance of this we will only look at
solutions with xi > 0. Let r(N) be the number of such solutions. When
d � 2 we easily have r(N) �d,ε N

1/d+ε, but no improvement in the exponent
1/d has hitherto been given, for any value of d. The exponent is certainly
best possible for d = 2, and for d = 3 it was shown by Mahler [24] that
r(N) = Ω(N1/12). This follows by taking N = n12 in the identity

(9x4)3 + (3xn3 − 9x4)3 + (n4 − 9x3n)3 = n12. (6.10)

In general such an identity must arise from an expression of a non-zero con-
stant as a sum of three d-th powers of polynomials. A comparison of the
leading terms in such an identity shows that d must be odd, while Lemma 5
shows that we must have d < 6. Thus there can be no analogue of Mahler’s
identity for higher powers, except possibly for d = 5. Indeed it may be con-
jectured that r(N) �d,ε N

ε as soon as d � 4. The following result goes some
way towards this.

Theorem 17 For d � 8 we have

r(N) �ε N
θ/d+ε

where
θ =

2√
d

+
2

d− 1
.

Observe that we have a non-trivial bound θ < 1 for d � 8. Note also that the
theorem remains true for d < 8, by the trivial bound r(N) �d,ε N

1/d+ε, since
θ > 1 for d < 8.

For the proof we begin by applying Theorem 15 to the polynomial

F (x1, x2, x3) = xd
1 + xd

2 + xd
3 −N,

taking B1 = B2 = B3 = N1/d = B, say. We conclude that all relevant points
lie on one of Oε

(
B2/

√
d+ε
)

curves, each having degree Oε(1). When such a
curve has degree D � d − 1, it will have Oε(B2/D+ε) corresponding points,
by Theorem 4. The total number of solutions of (6.9) in such cases is thus
Oε(Bθ+ε), which is satisfactory. Indeed for curves in A

3 Pila [28, Theorem A]
shows that one may replace the exponent 2/d in our Theorem 4 by 1/d. Thus
in our situation each curve of degree D � d − 1 will contribute Oε(B1/D+ε).
It follows that Pila’s result allows us to improve θ to

θ =
2√
d

+
1

d− 1
.
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We have only stated the slightly weaker result in our theorem in order to be
self-contained.

Now let C be a curve of degree at most d − 2, contained in the surface
(6.9). If θ : A

3 −→ A
3 is the map

θ(x1, x2, x3) = N−1/d(x1, x2, x3),

then θ(C) is a curve of degree at most d− 2, lying in the non-singular surface
S, given by yd

1 + yd
2 + yd

3 = 1. Theorem 12 has a natural affine version, which
shows that there are O(1) such curves, C1, . . . , Ct, say. Obviously t and the
curves Ci depend only on d and not on N . Suppose that θ(C) = Ci, say. Let
π : A

3−{0} −→ P
2 be the map given by π(x1, x2, x3) = [(x1, x2, x3)], where

[(x1, x2, x3)] is the point in P
2 represented by (x1, x2, x3). Since (0, 0, 0) does

not satisfy (6.9) it cannot lie on the curve C, and hence π gives a regular
map from C into P

2. Moreover, since π(x) = π(θ(x)) we find that π(C) =
π(θ(C)) = π(Ci). Thus the Zariski closure π(C) must be one of a finite number
of curves π(Ci), independent of N . Write Γi = π(Ci), for convenience.

This is the key point in our argument. The curves C are likely to be
different for different values of N , and as N varies we will encounter infinitely
many different curves C. Thus it appears that we will have a problem of
uniformity in N . However these curves are all ‘twists’, by N1/d, of a finite
number of curves Ci, and by mapping into P

2 each of these twists gets sent to
the same curve Γi. The uniformity issue then disappears. Of course we are left
with the problem that each point in P

2 corresponds to many different points
in A

3. However, these are scalar multiples of one another, and at most one
can be a solution of (6.9) for a particular value of N .

We now begin by disposing of the case in which Γi is not defined over Q.
In this case the rational point π(x) lies on the intersection of Γi and any one
of its conjugates. Such an intersection has O(1) points by Bézout’s Theorem.
Thus Γi contains O(1) rational points. As noted above, each such point in P

2

can correspond to at most one solution of (6.9). Thus (6.9) has O(1) solutions
x for which π(x) lies on a curve Γi not defined over Q. Next, if Γi has genus 2
or more, it will have O(1) points by Faltings’ Theorem (1.4), and again there
are O(1) corresponding solutions of (6.9). In the case in which Γi has genus 1,
Néron’s result (1.4) similarly yields O(Bε) solutions of (6.9). Thus it remains
to consider the case in which Γi is defined over Q and has genus zero.

In this final case we observe that a curve of genus zero defined over Q

can be parameterized by rational functions. To be more precise, there are
forms f1(u, v), f2(u, v), f3(u, v) ∈ Z[u, v], with no common factor, such that
every rational point on Γi, with at most finitely many exceptions, is a non-
zero rational multiple of

(
f1(u, v), f2(u, v), f3(u, v)

)
for appropriate coprime

u, v ∈ Z. Thus it remains to examine solutions to the equation

λd
{
f1(u, v)d + f2(u, v)d + f3(u, v)d

}
= N, λ ∈ Q, u, v ∈ Z, (u, v) = 1.

The forms f1, f2, f3 can be considered fixed, independently of N , but λ, and
of course u and v, may vary. We shall need to control λ. Write λ = µ/ν with
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(µ, ν) = 1. We now use the fact that the forms fi are coprime to produce
relations of the form

3∑

i=1

gi(u, v)fi(u, v) = Gur,
3∑

i=1

hi(u, v)fi(u, v) = Hvr,

where gi(u, v), hi(u, v) are integral forms, and G, H are non-zero integer
constants. Since λfi(u, v) must be integral for i = 1, 2, 3, in any solution
of interest, we conclude that ν | fi(u, v), and hence that ν |Gur and ν |Hvr.
However u and v are assumed to be coprime, so that ν |GH. It follows that
ν takes finitely many values. Moreover we have µd |N , so that µ can take at
most O(Nε) values.

We are left to consider the number of solutions of the Thue equation

f1(u, v)d + f2(u, v)d + f3(u, v)d = νdµ−dN (6.11)

for fixed forms f1, f2, f3 and fixed µ, ν. We denote the form on the left by
F (u, v). If F (u, v) has at least two distinct rational factors, say F1(u, v) and
F2(u, v), then we will have F1(u, v) = N1 and F2(u, v) = N2 for certain factors
N1, N2 of νdµ−dN . These two equations determine O(1) values of u, v, by
elimination, so that (6.11) has Oε(Nε) solutions. Now suppose to the contrary
that F is a constant multiple of a power of an irreducible form F1 say, in which
case we have to consider solutions of an equation F1(u, v) = N1. When F1 has
degree 3 or more one may apply an old result of Lewis and Mahler [23], which
shows that there are O

(
Aω(N1)

)
such solutions, with a constant A depending

only on F1. This is enough to show that there are Oε(Nε) solutions in this
case.

Now consider the case in which F1 has degree 2. Here there will be Oε(Nε)
solutions to the equation F1(u, v) = N1 providing that we have u, v � N .
However we assumed that the forms fi had no common factor, and we may
therefore take f1, say, to be coprime to F1. Now if F1(u, v) � N then there
is a root α, say of F1(X, 1) = 0, such that u − αv �

√
N � N . Similarly,

since f1(u, v) � N , we have u − βv � N for some root β of f1(X, 1). By
subtraction we obtain (β − α)v � N . Since F1 and f1 are coprime we will
have α �= β, whence v � N . Similarly we have u � N . This provides the
necessary bounds on u and v.

We have finally to consider the case in which F1 is linear, so that F (u, v) =
c(au+ bv)k, say. We then have an identity

f1(u, v)d + f2(u, v)d + f3(u, v)d = c(au+ bv)k,

and it is clear that d must divide k. But then Lemma 5 applies, since d � 8.
Thus at least two of the terms must be proportional. A second application of
the lemma then shows either that all four terms are proportional, contradicting
the coprimality of f1, f2 and f3, or that fd

i + fd
j vanishes identically for

some pair of indices i �= j. In the latter case the corresponding solutions to
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(6.9) cannot involve strictly positive integers. This completes the proof of
Theorem 17.
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Conversations on the Exceptional Character
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1 Introduction

Everything has its exceptional character, and the analytic number theory is
no exception, it has one which is real and most perplexed. In this article I
will tell the story how the existence or the non-existence of such a character
shaped developments in arithmetic, especially for studies in the distribution of
prime numbers. Many researchers are affected by this dangerous yet beautiful
beast, and this author is no exception. I shall address questions and present
results which I witnessed during my own studies.

Of course, the Grand Riemann Hypothesis for the Dirichlet L-functions
rules out any exception! Nevertheless, after powerful researchers made serious
attacks on the beast and got painfully defeated, it is now understandable that
these people consider the problem to be as hard as the GRH itself. Some
experts go further with prediction that the GRH will be established first for
complex zeros, while the real zeros may wait long for a different treatment. In
the meantime we have many ways of living with or without the exceptional
character. In this article I try to show that this little dose of uncertainty is
enjoyable and stimulating for many new ideas.
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2 The exceptional character and its zero

The characters χ (mod D) were introduced by G. L. Dirichlet for his proof
of the equidistribution of primes in reduced residue classes modulo D, the
essential ingredient being the non-vanishing of the series

L(s, χ) =
∞∑

1

χ(n)n−s (2.1)

at s = 1. It is already in this connection that the case of real character is
different from all the complex characters.

Throughout we assume that χ = χD is the real, primitive character of
conductor D, so it is given by the Kronecker symbol

χ(n) =
(
D∗

n

)

, (2.2)

where D∗ = χ(−1)D. This character is associated with the field

K = Q
(√
D∗
)
, (2.3)

which is real quadratic if χ(−1) = 1, or imaginary quadratic if χ(−1) = −1.
The celebrated Class Number Formula of Dirichlet asserts that

L(1, χ) =
πh√
D

if D∗ < −4 (2.4)

and similar formula holds in other cases. Here h = h(−D) is the class number
of K. By the obvious bound h � 1 one gets

L(1, χ) � π√
D
. (2.5)

Hence L(1, χ) �= 0, but one can also show this directly as follows.
Consider the convolution λ = 1 ∗ χ, i.e.

λ(n) =
∑

d|n
χ(d) =

∏

pα‖n

(
1 + χ(p) + · · · + χ(pα)

)
� 0.

For squares we have λ(m2) � 1. Hence

T (x) =
∑

n�x

λ(n)n−1/2 >
1
2

log x.

On the other hand we find that
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T (x) =
∑

dm�x

χ(d)(dm)−1/2

=
∑

d�y

χ(d)d−1/2
∑

m�x/d

m−1/2 +
∑

m�x/y

m−1/2
∑

y<d�x/m

χ(d)d−1/2

=
∑

d<y

χ(d)
d1/2

{

2
(x

d

)1/2

+ c + O

((d

x

)1/2
)}

+ O
(
Dx1/2y−1

)

= 2L(1, χ)x1/2 +O
(
Dx1/2y−1 + x−1/2y

)

= 2L(1, χ)
√
x+O(

√
D )

for x � D by choosing y = (xD)1/2, where the implied constant is absolute.
Letting x→ ∞ these inequalities imply

L(1, χ) �= 0. (2.6)

For showing (2.6) the class number formula (2.4) is dispensable, but it
is a good starting place for estimating the class number h = h(−D) of the
imaginary quadratic fields. To this end one needs estimates of L(1, χ) (clearly
(2.5) would give nothing new). By the Riemann Hypothesis for L(s, χ) it
follows that

(log logD)−1 � L(1, χD) � log logD, (2.7)

hence the corresponding bounds for the class number
√
D(log logD)−1 � h(D) �

√
D log logD. (2.8)

Here the implied constants are absolute, effectively computable.
No chance to prove (2.8) by means available today. The best known upper

bound is L(1, χD) � logD, which is easy (up to a constant). A lower bound for
L(1, χD) is more important and the current knowledge is even less satisfactory.
This problem is closely related to the zero-free region for L(s, χD).

At present we know that L(s, χ) �= 0 for s = σ + it in the region

σ > 1 − c

logD(|t| + 1)
, (2.9)

where c is a positive absolute constant, for any character χ (mod D) with at
most one exception. The exceptional character is real and the exceptional zero
is real and simple. This follows by classical arguments of de la Vallée-Poussin
(cf. E. Landau [L1]). Hence the question:

Does the Exceptional Zero Exist?

In this article we shall try to illuminate this matter in bright and dark colors.
Let χ (mod D) be the real primitive character of conductor D and β = βχ

be the largest real zero of L(s, χ). Conjecturally βχ = 0,−1 if χ(−1) = 1,−1,
respectively. We say that χ is exceptional if
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β > 1 − c

logD
(2.10)

for some positive constant c. One could make this concept more definite by
fixing a sufficiently small value of the constant c, however we feel this would
only obscure the presentation.

E. Landau [L1] said that H. Hecke knew that if χ was not exceptional, then

L(1, χ) � (logD)−1. (2.11)

Remark . In the exceptional case of odd character χ = χD (which is associated
with the imaginary quadratic field K = Q (

√
−D )) there are several, quite

precise relations between βχ, h and L(1, χ), see [GSc], [G1], [GS].

Landau made a first breakthrough in the exceptional zeros area. Let
χ (mod D) and χ′ (mod D′) be two distinct real primitive characters and
β, β′ be real zeros of L(s, χ), L(s, χ′), respectively. He showed that

min(β, β′) � 1 − b

logDD′ (2.12)

with some positive, absolute constant b. This shows that the exceptional zeros
occur very rarely. For example, calibrating the constant c in (2.10) to c = b/3
one can infer from (2.12) that if χ (mod D) is exceptional then the next
exceptional one χ′ (mod D′) appears no sooner than for some D′ � D2.

There is a great idea in Landau’s arguments which is still exercised in
modern works. Generalising slightly we owe to Landau the product L-function
(a quadratic lift)

Lan(s, f) = L(s, f)L(s, f ⊗ χ) =
∞∑

1

af (n)n−s (2.13)

where

L(s, f) =
∞∑

1

λf (n)n−s (2.14)

can be any natural L-function and L(s, f ⊗ χ) is derived from L(s, f) by
twisting (= multiplying) its coefficients λf (n) with χ(n). This is particularly
interesting for L-functions having finite degree Euler product. Then the prime
coefficients of Lan(s, f) are

af (p) = λ(p)λf (p) (2.15)

where
λ(p) = 1 + χ(p). (2.16)

The key observation is that if L(1, χ) is small then the class number h is small
and χ(p) = 1 is a rare event (not many primes split in the field K). Therefore
χ(p) = −1 and af (p) = 0 quite often. In other words χ(m) pretends to be
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the Möbius function µ(m) on squarefree numbers. In this scenario L(s, f ⊗χ)
pretends to be L(s, f)−1 up to a small Euler product, and Lan(s, f) behaves
like a constant. This indicates that L(s, f) cannot vanish at s near one, unless
L(s, f ⊗ χ) has a pole at s = 1 (natural L-functions are regular at s �= 1).

Remark . Landau worked with

ζ(s)L(s, χ)L(s, χ′)L(s, χχ′)

which is the product of two Lan(s, f) for ζ(s) and L(s, χ).

Paraphrasing the above observation one may say that if the exceptional
zero is very close to s = 1 then the other zeros are further away of s = 1;
not only the zeros of L(s, χ), but also of any other L-function. This kind of
a repelling property of the exceptional zero was nicely exploited in the works
of M. Deuring [D] and H. Heilbronn [H] with a remarkable result that

h(−D) → ∞ as D → ∞. (2.17)

Shortly after that, E. Landau [L2] performed a quantitative analysis of the
repelling effects and made a cute logical maneuver ending up with the lower
bound

h(−D) � D
1
8−ε (2.18)

for any ε > 0, the implied constant depending on ε (the original statement
was a little different, but easily equivalent to (2.18)). In the same year and the
same journal (the very first volume of Acta Arithmetica of 1936) C. L. Siegel
[S] published the still stronger estimate

h(−D) � D
1
2−ε. (2.19)

Note. Siegel was a much broader mathematician than Landau, however in my
opinion Landau’s ideas pioneered the above developments, so why did Siegel
ignore Landau’s contribution entirely?

3 How was the class number problem solved?

All three results (2.17), (2.18), (2.19) suffer from the serious defect of be-
ing ineffective (the implied constants in the Landau–Siegel estimates are not
computable in terms of ε). For that reason one cannot use the results for the
determination of all the imaginary quadratic fields with a given fixed class
number h. Gauss conjectured that there are exactly nine fields with h = 1
(that is to say with unique factorization), the last one for K = Q (

√
−163 ).

Before the problem was completely solved it was known that there can be at
most one more such field.

The Class Number One problem was eventually solved by arithmetical
means (complex multiplication and Weber invariants) by K. Heegner [He] and
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later re-done independently by H. Stark [St]. A completely different solution
was given by A. Baker [B] using transcendental number theory means (lin-
ear forms in three logarithms of algebraic numbers). Next it was recognized
that the linear forms in two logarithms could do the job, so the 1948 work
of A. O. Gelfond and Yu. V. Linnik [GL] was sufficient to resolve the non-
existence of the tenth discriminant. H. Stark also settled the class number
two problem.

Recently A. Granville and H. Stark [GS] showed a new inequality between
the class number h(−D) of K = Q (

√
−D ) and reduced quadratic forms

(a, b, c) of discriminant −D, that is solutions of the equation

−D = b2 − 4ac (3.1)

in integers a, b, c with

−a < b � a < c, or 0 � b � a = c. (3.2)

Note that the reduction condition (3.2) means that the root

z =
−b+ i

√
D

2a
(3.3)

is in the standard fundamental domain of the modular group Γ = SL2(Z).
They showed that

h(−D) �
(π

3
+ o(1)

) √
D

logD

∑

(a,b,c)

a−1. (3.4)

Since the principal form with a = 1 is always there we get h(−D) �√
D/ logD, and with some extra work one can deduce from (3.4) that χ = χD

is not exceptional. Fine, but the formula (3.4) of Granville–Stark is condi-
tional, they need a uniform abc-conjecture for number fields, specifically for
the Hilbert class field which is an extension of K of degree h(−D)! In spite
of this criticism I strongly recommend this paper for learning a number of
beautiful arguments.

A new excitement arose with the work of D. Goldfeld [G2] who succeeded
in giving an effective lower bound

h(−D) �
∏

p|D

(

1 − 2
√
p

p+ 1

)

logD. (3.5)

We shall give a brief sketch how this remarkable bound is derived. But first
we point out some historical facts. In principle there is no reason to abandon
the repelling property of an exceptional zero; one can still produce an effec-
tive result provided such an exceptional zero has a numerical value. OK, but
believing in the Grand Riemann Hypothesis one cannot expect to find a real
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zero of any natural L-function which would be qualified to play a role of the
repellent. A close analysis of Siegel’s arguments reveals that any zero β > 1

2
has some power of repelling; although not as strong as the zero near the point
s = 1, yet sufficient for showing effectively that

h(−D) � Dβ− 1
2 (logD)−1.

The only hope along such ideas is to use an L-function which vanishes at the
central point β = 1

2 , at least this assumption does not contradict the GRH.
Hence the first question is: does the central zero have an effect on the class
number? In the remarkable paper by J. Friedlander [F] we find the answer:
yes it does, and the impact depends on the order of the central zero! The
second question is: how to find L-functions which do vanish at the central
point? If L(s, f) is self-dual and has the root number −1, that is the complete
function Λ(s, f) which includes the local factors at infinite places satisfies the
functional equation

Λ(s, f) = −Λ(1 − s, f), (3.6)

then, of course, L(1
2 , f) = 0. Alas, no such function was known until

J. V. Armitage [A] gave an example of an L-function of a number field (the
Dirichlet L-functions L(s, χ) cannot vanish at s = 1

2 by a folk conjecture).
After this example Friedlander was able to apply his ideas giving an effec-
tive estimate for the class number of relative quadratic extensions. His work
anticipated further research by Goldfeld.

A lot more possibilities were offered by elliptic curves. According to the
Birch–Swinnerton-Dyer conjecture, the Hasse–Weil L-function of an elliptic
curve E/Q vanishes at the central point to the order equal to the rank of the
group of rational points. Goldfeld needed an L-function with central zero of
order at least three. It is easy to point out a candidate as it is easy to construct
an elliptic curve of rank g = 3, but proving that it is modular with the
corresponding L-function vanishing to that order is a much harder problem.
Ten years after Goldfeld’s publication such an L-function was provided by
B. Gross and D. Zagier [GZ], making the estimate (3.5) unconditional. Still,
to make (3.5) practical (for example for the determination of all the imaginary
quadratic fields K = Q (

√
−D ) with the class number h = 3, 4, 5, etc.) one

needs a numerical value of the implied constant; so J. Oesterlé [O] refined
Goldfeld’s work and obtained a pretty neat estimate (3.5) with the implied
constant 1/55.

The best one can hope for to obtain along Goldfeld’s arguments is
h(−D) � (logD)g−2 when an L-function with the central zero of multiplicity
g is employed. However there are popular problems which require a better
effective lower bound for h(−D), such as the
Euler Idoneal Number Problem. Find all discriminants −D for which
the class group of K = Q (

√
−D ) has exactly one class in each genus.

By the genus theory, if −D is an idoneal discriminant then h(−D) =
2ω(D)−1, where ω(D) is the number of distinct prime divisors of D. Because



104 Henryk Iwaniec

ω(D) can be as large as logD/ log logD, the problem of Euler calls for an
effective lower bound

h(−D) � Dc/ log log D, with c > log 2. (3.7)

Of course, Landau’s estimate (2.18) tells us that the number of idoneal dis-
criminants is finite, yet we cannot determine all of them.

4 How and why do the central zeros work?

Very briefly we mention the main ideas behind the bound (3.5). There is no
particular reason to restrict ourselves to the Hasse–Weil L-functions of elliptic
curves, except that they are natural and available sources for multiple central
zeros.

Let f ∈ Sk(N) be a primitive cusp form of weight k � 2, k-even, and level
N , that is a Hecke form on Γ0(N). This has the Fourier expansion

f(z) =
∞∑

1

λf (n)n(k−1)/2e(nz) (4.1)

with coefficients λf (n) which are eigenvalues of Hecke operators Tn for all n.
With our normalization the associated L-function

L(s, f) =
∞∑

1

λf (n)n−s (4.2)

converges absolutely in Re s > 1 (because of the Ramanujan conjecture
|λf (n)| � τ(n) proved by P. Deligne), it has the Euler product

L(s, f) =
∏

p

(
1 − λf (p)p−s + χ0(p)p−2s

)−1 (4.3)

where χ0 (mod N) is the principal character, and the complete product

Λ(s, f) =

(√
N

2π

)s

Γ
(
s+

k − 1
2

)
L(s, f) (4.4)

(which is entire) satisfies the self-dual functional equation

Λ(s, f) = w(f)Λ(1 − s, f). (4.5)

Here w(f) = ±1 is called the root number, or the sign of the functional
equation.

Let χ = χD be the real character (the Kronecker symbol) associated with
the imaginary quadratic field K = Q (

√
−D ). For simplicity assume that

(D,N) = 1. The twisted form



Conversations on the exceptional character 105

fχ(z) =
∞∑

1

χ(n)λf (n)n(k−1)/2e(nz) (4.6)

is also a primitive form of weight k and level Nχ = ND2, the L-function

L(s, fχ) =
∞∑

1

χ(n)λf (n)n−s (4.7)

has appropriate Euler product, while the complete product

Λ(s, fχ) =

(
D
√
N

2π

)s

Γ
(
s+

k − 1
2

)
L(s, fχ) (4.8)

is entire and satisfies the functional equation

Λ(s, fχ) = w(fχ)Λ(1 − s, fχ) (4.9)

with the root number
w(fχ) = χ(−N)w(f). (4.10)

Given f and χ we consider the Landau product

L(s) = L(s, f)L(s, fχ) =
∞∑

1

a(n)n−s. (4.11)

This is an L-function with Euler product of degree four. The complete product

Λ(s) = QsΓ 2
(
s+

k − 1
2

)
L(s, f)L(s, fχ) (4.12)

with
Q =

DN

4π2
(4.13)

satisfies the functional equation

Λ(s) = wΛ(1 − s), w = χ(−N). (4.14)

From here we compute the derivative of order g � 0 of Λ(s) at s = 1
2 by way

of moving the integration in

g!
2πi

∫

(1)

Λ(s+ 1
2 )s−g−1ds.

We obtain
Q−1/2Λ(g)(1/2) =

(
1 + (−1)gw

)
S (4.15)

where
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S =
∞∑

1

a(n)√
n
V
( n

Q

)
(4.16)

and V (y) is the Mellin transform of g!Γ 2(s+ k/2)s−g−1.
Assuming that L(s) vanishes at s = 1

2 of order larger than g and that

w = (−1)g (4.17)

we get
S = 0. (4.18)

This is not possible if the class number h = h(−D) is very small. The key
point is that many coefficients a(n) vanish so S is well approximated by a
product over small primes. Waving hands a bit we can pull out from S a
positive factor which takes squares, then we reduce S to a sum which looks
like

S� =
∑�

m<Q

a(m)√
m

(

log
Q

m

)g

. (4.19)

Here the superscript � means that the summation is restricted to squarefree
numbers. For m squarefree we have

a(m) = λ(m)λf (m) � λ(m)τ(m).

One also shows that

∑�

y<m�x

λ(m)τ(m)m−1/2 � h
(1
y

+
x

D

)1/2

. (4.20)

Now, another crucial point is that the sum S� runs over m < Q with Q� D
(for N fixed), so (4.20) is extremely sharp in this range, giving

S� =
∑

m<y

a(m)√
m

(

log
Q

m

)g

+ O(h) (4.21)

with y = (logD)2g. Now assuming that h� (logD)g−2 one can approximate
the short sum (4.21) essentially by the product

(logD)g
∏

p<y

(

1 +
a(p)
√
p

)

(4.22)

and eventually one draws a contradiction. Of course, in details the arguments
are more complicated (cf. [IK]), but their key points look like above. As we
mentioned in the transition from S to S� a factor taking squares is pulled out,
this factor is essentially L(1, sym2f) which is positive. We would also like to
point out that the L-functions L(s, f) for automorphic forms f on GLn with
n > 2 would not do the job, because the corresponding partial sum S� is
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longer than D. On the other hand if we could employ L(s, f) with f on GL1

then S� is of length
√
D and arguments similar to the above yield

h(−D) � D1/4 logD. (4.23)

Well, this is a wishful thinking; the GL1 automorphic L-functions are just
the Dirichlet L-functions for real characters, and none of these is expected to
vanish at the central point s = 1

2 !
However one can derive the effective bound (4.23) from the more plausible

hypothesis that
L(1/2, χD) � 0. (4.24)

Indeed we have (cf. (22.60) of [IK])

ζK(1/2) = ζ(1/2)L(1/2, χD) =
1
2

∑

(a,b,c)

a−1/2 log

(√
D

2a

)

+ O
(
hD−1/4

)
,

where (a, b, c) runs over reduced forms, so 1 � a �
√
D/3. Since ζ( 1

2 )L( 1
2 , χD)

� 0 this yields

h�
∑
(√

D

a

)1/4

log

√
D

a
(4.25)

giving (4.23) from just one term a = 1 (the principal form).
Because of the spectacular consequence (4.23) of the assumption (4.24), it

seems that the latter is out of reach by the current technology. Of course, the
GRH implies (4.24), but it also implies (2.8), so taking this road is pointless.

Closing this section we state an effective lower bound for h(−D) which
can be rigorously established by following the above guidelines.

Theorem 4.1 Suppose that L(s) given by (4.11) vanishes at s = 1
2 to order

m � 3. Then
h(−D) � θ(D) (logD)g−1 (4.26)

where g = m − 1 or g = m − 2 according to the parity condition (−1)g = w.
Here θ(D) is a mild factor, precisely

θ(D) =
∏

p|D

(

1 +
1
p

)−3(

1 +
2
√
p

p+ 1

)−1

while the implied constant depends only on the cusp form f ∈ Sk(N) and is
effectively computable.

Remark . For the purpose of proving Goldfeld’s lower bound (3.5) Gross–
Zagier delivered the following elliptic curve

E : −139 y2 = x3 + 10x2 − 20x+ 8, (4.27)

which is modular of conductor N = 37 · 1392 and rank r = 3.
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5 What if the GRH holds except for real zeros?

If you are not afraid of confrontation with complex zeros of the L(s), then
be more productive working with the logarithmic derivative L′(s)/L(s) rather
than with the partial sums of L(g)(s). P. Sarnak and A. Zaharescu [SZ] have
taken this route to improve Goldfeld’s bound (3.5) significantly.

Theorem 5.1 Let L(s, f) vanish at s = 1
2 of order � 3. Let −D be a fun-

damental discriminant with χD(N) = 1. Suppose L(s) = L(s, f)L(s, f ⊗ χD)
has all its zeros either on the critical line Re s = 1

2 or on the real line Im s = 0.
Then

h(−D) � D
1
6−δ (5.1)

for any δ > 0, the implied constant depending effectively on δ and f .

Theorem 5.1 is our variation on the work of Sarnak–Zaharescu. Their
arguments are somewhat different and their bound (5.1) has the exponent 1/10
in place of 1/6. Moreover they worked only with the L-functions associated
with the elliptic curve (4.27). But they also established a few other interesting
results, some of which are ineffective.

To explain what is behind the proof of Theorem 5.1 we appeal to the so
called “explicit formula”

∑

L(ρ)=0

φ
( γ

2π
logR

)
= 2 φ̂(0)

logD
logR

+ φ(0)

− 2
∑

p�D

λf (p)
λ(p)
√
p
φ̂
( log p

logR

) log p
logR

+ O
( log logD

logR

)
. (5.2)

This is derived by integrating L′(s)/L(s) against a test function φ, using
the functional equation (4.14) and Cauchy’s residue theorem. Here φ(x) is
an even function whose Fourier transform φ̂(y) is continuous and compactly
supported, so φ(x) is entire, R � 2 is a parameter to be chosen later, and
the implied constant depends only on the cusp form f ∈ Sk(N) and the test
function φ. To be fair we must admit that the exact explicit formula contains
terms over prime powers which we put into the error term; this involves an
estimate for the logarithmic derivative of L(s, sym2f) which follows by using
the standard zero-free region near s = 1.

Suppose φ̂(y) is supported in [−1, 1]. Thinking of h = h(−D) being small,
say h � D

1
6−δ, we can estimate the sum over primes in (5.2) by

∑

p<R

λ(p)
√
p

log p
logR

� (logD)−δ (5.3)

for any R with hD1/2 � R � h−2D1−3δ. Later we shall choose R = D
2
3−δ.

This is not an easy bound; it shows that λ(p) = 1 + χ(p) = 0 very often.
Hence the explicit formula (5.2) reduces to
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∑

L(ρ)=0

φ
( γ

2π
logR

)
= 2 φ̂(0)

logD
logR

+ φ(0) + O
(
(logD)−δ

)
. (5.4)

Now we are ready to play with (5.4), that is to say we want to pick up
a test function φ(x) for which (5.4) is false. Already at first glance (5.4) is
an improbable expression for most reasonable φ(x), because for what reason
the zeros ρ = β + iγ of L(s) can be so regularly distributed to generate the
functional φ −→ 3 φ̂(0) + φ(0) ? As we do not know much about the spacing
of zeros, our chance for contradiction goes by estimations. More chance if we
can make every term φ

(
(γ/2π) logR

)
non-negative, so we can pick up the

largest one and drop the others. For this reason we assume that all the zeros
lay on two lines, β = 1

2 or γ = 0. Specifically we choose the Fourier pair (as
in Sarnak–Zaharescu)

φ(x) =
( sinπx

πx

)2

, φ̂(y) = max(1 − |y|, 0) (5.5)

giving

m � 2
logD
logR

+ 1 + O
(
(logD)−δ

)
, (5.6)

where m is the multiplicity of the zero of L(s) at s = 1
2 . For R = D

2
3−δ this

implies m < 4, that is m � 3. However we assumed that L(s, f) has zero at
s = 1

2 of order � 3, and we also know that L(s) = L(s, f)L(s, f ⊗ χ) has
the root number w = χ(−N) = χ(−1) = −1, so m is even, m � 4. This
contradiction completes the proof of Theorem 5.1.

Remarks. The final blow in the proof of Theorem 5.1 is powered by the positiv-
ity arguments. This is an excellent example of the strength of the real-variable
harmonic analysis when coupled with the positivity ideas. The positivity ar-
guments are hard to implement to complex domains, so the hypothesis that
all zeros are on specific lines is critical.

6 Subnormal gaps between critical zeros

A simple central zero of an L-function yields no effect on the class number,
still if it has large order then it does. But what about the complex zeros on
the critical line, so to speak the critical zeros, which appear in abundance?
More hopefully one should ask if some clustering of the critical zeros can be
as effective as the high order central zero. This possibility was contemplated
in the literature long before the central zero effects. Indeed the fundamental
work of H. L. Montgomery [M] on the pair correlation of zeros was motivated
by the class number problems. In a joint paper Montgomery–Weinberger [MW]
used zeros of a fixed real Dirichlet L-function which are close to the central
point s = 1

2 , by means of which they were able to perform quite strong
computations for the imaginary quadratic fields K = Q (

√
−D ) with the
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class number h = h(−D) = 1, 2 (see [MW] for precise results and for some
other relevant claims).

Recently B. Conrey and H. Iwaniec [CI] considered the Hecke L-function

L(s;ψ) =
∑

a

ψ(a)(Na)−s (6.1)

associated with the imaginary quadratic field K = Q (
√
−D ). Here a runs

over the non-zero integral ideals of K and ψ ∈ Ĉ�(K) is a character of the
class group. Although L(s;ψ) does not factor as the Landau product (2.13)
(unless ψ is a genus character), it possesses the same crucial feature, namely
the lacunarity of the coefficients

λψ(n) =
∑

Na=n

ψ(a) (6.2)

if the class number h(−D) is ridiculously small.
Have in mind that the corresponding theta series

θ(z;ψ) =
∞∑

0

λψ(n) e(nz),

with λψ(0) = h/2 for the trivial character and λψ(0) = 0 otherwise, is a
modular form of weight k = 1, level D and Nebentypus χD (it is a cusp form
if ψ is a complex character). This yields the functional equation (self-dual)

Λ(s;ψ) =

(√
D

2π

)s

Γ (s)L(s;ψ) = Λ(1 − s; ψ). (6.3)

By contour integration one can show that the number of zeros of L(s;ψ) in
the rectangle s = σ + it with 0 � σ � 1, 0 < t � T satisfies

N(T ;ψ) =
T

π
log

T
√
D

2πe
+ O(logDT ). (6.4)

Hence one can say (assuming GRH) that the average gap between consecutive
zeros ρ = 1

2 + iγ and ρ′ = 1
2 + iγ′ is about π/ log γ.

We have shown in [CI] that if the gap is a little smaller than the average for
sufficiently many pairs of zeros on the critical line (no GRH is required) then
h(−D) �

√
D(logD)−A for some constant A > 0. This result may not appeal

to everybody, because our L-function L(s;ψ) is intimately related with the
field K = Q (

√
−D ), so are its zeros. Well, we can draw a more impressive

statement from the zeta function of K (the case of the trivial class group
character)

ζK(s) = ζ(s)L(s, χD). (6.5)

Since we do not need all the zeros, we choose only those of ζ(s) which appar-
ently have nothing in common with the character χD.



Conversations on the exceptional character 111

Theorem 6.1 Let ρ = 1
2 + iγ denote the zeros of ζ(s) on the critical line and

ρ′ = 1
2 + iγ′ denote the nearest zero to ρ on the critical line (ρ′ = ρ if ρ is a

multiple zero). Suppose

#
{
ρ ; 0 < γ < T, |γ − γ′| � π

log γ

(
1 − 1√

log γ

)}
� T (log T )4/5 (6.6)

for any T � 2005. Then

h(−D) �
√
D (logD)−90 (6.7)

where the implied constant is effectively computable.

Have in mind that each of ζ(s), L(s, χD) has asymptotically half the num-
ber of zeros of ζK(s), so that relative to ζ(s) in Theorem 6.1 we are counting
the gaps which are a little smaller than the half of the average gap. Our
condition (6.6) is quite realistic, because the Pair Correlation Conjecture of
Montgomery asserts that the zeros of ζ(s) are not equidistributed. In fact the
PCC implies that

|γ − γ′| < 2πϑ
log γ

(6.8)

with any ϑ > 0, for a positive proportion of zeros. The best unconditional
estimate (6.8) is known with ϑ = 0.68 by Montgomery–Odlyzko [MO], ϑ =
0.5171 by Conrey–Ghosh–Gonek [CGG] and ϑ = 0.5169 by Conrey–Iwaniec
(unpublished). For the effective bound (6.7) we need (6.8) with some ϑ < 1

2 .

Remark . At the meeting in Seattle of August 1996 D. R. Heath-Brown gave
a talk “Small Class Number and the Pair Correlation of Zeros” in which he
showed how the assumption of the class number being small distorts the Pair
Correlation Conjecture of Montgomery. His and our arguments have similar
roots.

The main principles of the proof of Theorem 6.1 can be seen quickly (but of
course, the details are formidable) from the “approximate functional equation”

L(s;ψ) =
∑

n�t
√

D

λψ(n)n−s + X(s)
∑

n�t
√

D

λψ(n)ns−1 + . . .

on the line s = 1
2 +it. Because λψ(n) are lacunary (assuming the class number

is relatively small) the two partial sums can be shortened substantially, so the
variation of L(s;ψ) in t is mostly controlled by the gamma factor

X(1
2 + it) =

( 2πe
t
√
D

)2it{
1 +O(1/t)

}

(a “root number” in the t-aspect). In other words the “infinite place” leads the
spin while the “finite places” are too weak and too few to disturb. Therefore
in this illusory scenario the zeros of L(s;ψ) should follow the equidistribution
law, but we postulated otherwise, hence the contradiction.
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From the above discussion one may also get an idea why the PCC predicts
a density function for differences between zeros to be other than constant; the
reason might be that the “finite places” generate the periodicities nit with
distinct frequencies as n varies around t.

Another interesting lesson one can draw from the above situation is that
the very popular perception that the zeros of very different L-functions operate
in their own independent ways, that they do not see each other so cannot
conspire, is not wise. This idealistic view may appeal to math philosophers,
but when the tools of analytic number theory break the sky we find a more
fascinating and complex structure.

7 Fifty percent is not enough!

. . . for winning in a democracy, neither for ruling out the exceptional char-
acter. In recent investigations we (see Iwaniec–Sarnak [IS]) took an oppo-
site direction for attacking the problem of the exceptional character. Rather
than using the central zeros of L-functions as repellents, we need families of
L-functions whose central values are positive, not very small.

For this presentation we take the set Hk(N) of cusp forms f of weight
k � 2, k-even which are primitive on the group Γ0(N) (i.e. which are eigen-
functions of all the Hecke operators Tn, n = 1, 2, 3, . . . ). The basic properties
of the associated L-functions are (4.1)–(4.14). The Hilbert space structure
of the linear space Sk(N) plays a role in our arguments (the Petersson for-
mula brings Kloosterman sums which are our tools), and the transition from
spectral to arithmetical normalizations is achieved by the factors

ωf = ζN (2)L(1, sym2f)−1, (7.1)

where ζN (s) denotes the zeta function with the local factors at primes p |N
omitted, and L(s, sym2f) is the L-function associated with the symmetric
square representation of f . These are mild factors since

(log kN)−2 � L(1, sym2f) � (log kN)2. (7.2)

The upper bound is an easy consequence of the Ramanujan conjecture (proved
by P. Deligne), while the lower bound is essentially saying that L(s, sym2f)
has no exceptional zero which is now known as fact due to Hoffstein–Lockhart
[HL]. Actually we do not make use of (7.2), because the factors ωf are kept
present in our averagings over the family Hk(N). We have

∑

f∈Hk(N)

ωfXf ∼ N (7.3)

for each of the vectors Xf = 1, Xf = L( 1
2 , f), Xf = L( 1

2 , fχ), and
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∑

f∈Hk(N)

ωf L( 1
2 , f)L( 1

2 , fχ) ∼ NL(1, χ) (7.4)

as N → ∞ over squarefree numbers, uniformly for D � N δ with δ > 0 a small
fixed constant (recall that D is the conductor of χ = χD).

The great attraction of the formula (7.4) is the fact that the central values
L(1

2 , f), L( 1
2 , fχ) are known unconditionally to be non-negative. Of course,

one can deduce this from the GRH, yet we can do it without (see Walds-
purger [Wa], Kohnen–Zagier [KZ], Katok–Sarnak [KS], Guo [Gu]). The non-
negativity of L(1

2 , f) has much to do with f being a GL2 form. Recall that
this property for self-dual GL1 forms (the Dirichlet real characters) would
have immediate consequences for the class number (see (4.23)), unfortunately
it is not provable without recourse to the GRH. It is not easy to show that
L(1

2 , f) � 0, L( 1
2 , fχ) � 0 for any cusp form f ∈ Hk(N), but these estimates

are not actually deep. One may get an idea why the central values are non-
negative by considering a simple example of f whose coefficients are

a(n) =
∑

ad=n

χ(a)χ(d)(a/d)ir.

In this case
L( 1

2 , f) =
∣
∣L( 1

2 + ir, χ)
∣
∣2 � 0.

One may express the central values of automorphic L-functions by sums of
squares in a more profound fashion. For the CM forms F.Rodŕıguez Villegas
[R-V] takes squares of a theta-series. A cute proof of L(1

2 , f) � 0 follows as a
by-product in the recent investigations of W. Luo–P. Sarnak [LS] in quantum
chaos.

Another important feature of the asymptotic formula (7.4) is its “purity”,
that is to say the absence of lower order terms involving the derivative L′(1, χ).
Therefore if L(1, χ) is very small then almost all the products L(1

2 , f)L( 1
2 , fχ)

are very small. Before speculating further let us restrict the summation (7.4)
to forms for which the root number of L(s, f)L(s, fχ) is one,

w = wf wfχ
= wf wf χ(−N) = χ(−N) = 1

(because the L-functions with root number −1 vanish at the central point
trivially by the functional equation).

One can establish that a lot of L( 1
2 , f) and L( 1

2 , fχ) are not very small,
say

L( 1
2 , f) � (logN)−2 (7.5)

L( 1
2 , fχ) � (logN)−2, (7.6)

using the classical idea of averaging of mollified values. If the two sets of f ’s for
which both (7.5) and (7.6) hold had a large intersection (positive percentage)
we could conclude from (7.3), (7.4) by the non-negativity that
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L(1, χ) � (logD)−4. (7.7)

We did succeed to show that (7.5) holds for at least 50% of forms f ∈ Hk(N)
with εf = 1, and that (7.6) holds for at least 50% of forms f ∈ Hk(N)
with εfχ

= 1. These results are just too short to ensure a significantly large
intersection.

It is hard to believe that a character χ (mod D) can be so vicious to divide
(by twisting) any respectful family of L-functions into two equal size classes
(almost), giving all the power to one class and nothing for the other class.
Yet, we cannot destroy such feature by present tools. Having (7.6) for 50%
forms it suffices to get (7.5) for slightly more than 50%. The latter task seems
to be quite promising, because the character issue is irrelevant! Not really!
Actually we undertook the task with stronger tools offered by averaging over
the level N . Consequently we were able to attach to L(1

2 , f) a mollifying factor
longer than N (which puts us beyond diagonal) leading to (7.5) for more than
50% of the forms f with wf = 1. But (7.6) is not useful for every N , here
we need the root number condition χ(−N) = 1. Ironically, if one installs this
condition to averaging over the level, then the off-diagonal terms are badly
affected, and the excess over 50% disappears! We are convinced there is a
magic conspiracy out there which prevents us from cracking the existence of
the exceptional character along our lines.

Perhaps one should build a comprehensive theory which explains all the
peculiar loops in which we are often trapped when venturing beyond the
diagonal path.

8 Exceptional primes

An easy way of handling problems is to avoid them. Better yet one may find
that the obstacle which is hard to eliminate can be exploited to reach the goal
in other ways. The case of the exceptional character is a spectacular example
in this regard. We shall present a few applications of the exceptional character
for producing primes in tide areas where even the GRH fails to work. Having
tasted the results one may only wish that the exceptional character is a real
thing, not an illusion which researchers of several generations tried to kill.

The good reason for liking the real exceptional characters χ(m) is that they
pretend to be the Möbius function µ(m) at almost all squarefree integers m.
In the same time the characters are periodic functions, so one can apply a
Fourier analysis in place of zeros of L-functions. One needs a quantitative
measure of how closely χ(m) approximates to µ(m). To this end consider

∆(z, x) =
∑

z<n�x

λ(n)n−1. (8.1)

Recall that λ = 1∗χ, and χ is the real character of conductorD, not necessarily
exceptional. We have
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∆(z, x) = L(1, χ) [log x+O(log z)] (8.2)

if x > z � D2. Hence λ(n) vanishes very often if L(1, χ) is very small, and
χ(p) = −1 very often. We can see this phenomenon better from estimates for

δ(z, x) =
∑

z�p<x

λ(p)p−1. (8.3)

By the inequality δ(z, x)∆(1, z) � ∆(z, xz) we get by (8.2)

δ(z, x)∆(1, z) � L(1, χ) [log x+O(log z)]. (8.4)

Applying the trivial bound ∆(1, z) � 1 we get

δ(z, x) � L(1, χ) [log x+O(log z)] (8.5)

if x > z � D2. One can also estimate δ(z, x) in terms of any real zero, say β,
of L(s, χ). Indeed we have

∆(1, z) > zβ−1
∑

1�n<z

λ(n)n−β
(
1 − n

z

)

=
1

2πi

∫

(1)

ζ(s+ β)L(s+ β, χ)zs+β−1 ds
s(s+ 1)

= L(1, χ)(1 − β)−1(2 − β)−1 + O
(
q1/4z−1/2

)

> L(1, χ)(1 − β)−1

by moving the integration to the line Re s = 1
2 − β, provided x > z � D2.

Inserting this bound to (8.4) we obtain

δ(z, x) < (1 − β) [log x+O(log z)]. (8.6)

The implied constants in (8.5), (8.6) are absolute. These inequalities show that
δ(z, x) is very small so χ(p) = −1 for almost all p in the range D2 � p � DA,
A constant, provided χ is exceptional.

Now how this observation can be used for applications to prime numbers?
We start from the zeta-function of K = Q (

√
D∗ )

ζK(s) =
∞∑

1

λ(n)n−s = ζ(s)L(s, χ). (8.7)

Define the multiplicative function ν(m) by

1
ζK(s)

=
∞∑

1

ν(m)m−s. (8.8)

Note that |ν(m)| � λ(m) and
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ν(m) = µ(m)λ(m) if m is squarefree. (8.9)

If λ(n) is lacunary (i.e. λ(n) vanishes very often), then so is µ(m). Next,
writing ζ ′(s)/ζ(s) = L(s, χ)ζ ′(s)/ζK(s) we find

Λ(n) =
∑

klm=n

χ(k)(log l)ν(m). (8.10)

We also introduce the function

λ′(d) =
∑

kl=d

χ(k) log l, (8.11)

so (8.10) becomes
Λ(n) =

∑

dm=n

λ′(d)ν(m). (8.12)

One can easily view λ′(d) as a divisor-like function, because log is smooth and
slowly increasing while χ is periodic with a relatively small period. Moreover,
if χ is exceptional then ν(m) is lacunary, so it contributes to (8.12) very little
only at small m. Therefore one can see (8.12) as an approximation to the
von Mangoldt function by a divisor-like function. By means of this formula in
many interesting applications one can accomplish results for primes as strong
as for the divisor function.

The situation described above is a little bit oversimplified. In practice a
serious difficulty occurs with handling the lacunary part of (8.12), say

Λ∗(n) =
∑

dm=n
m>D2

λ′(d)ν(m), (8.13)

especially when Λ∗(n) is applied against a sparse sequence A = (an). We
estimate (8.13) by

|Λ∗(n)| � τ(n)(log n)
∑

m|n
m>D2

λ(m).

We deal with τ(n) log n crudely by special devices which allow us to ignore
this factor, so we are left essentially with

Λ∞(n) =
∑

m|n
m>D2

λ(m). (8.14)

From the above partitions we arrive at (essentially)
∑

n�x

anΛ(n) =
∑

dm�x

m�D2

admλ
′(d)ν(m) + O

(
(log x)2005

∑

n�x

anΛ∞(n)
)
.
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In estimating the sum ∑

n�x

anΛ∞(n) (8.15)

we cannot forget that in our mind λ(m) is lacunary. If A = (an) is not sparse
then one can disconnect an from Λ∞(n) by Cauchy’s inequality and estimate
the resulting sums separately and quite easily. A great challenge appears for
very sparse sequences. We open the convolution λ = 1 ∗ χ in (8.14) and
consider Λ∞(n) to be like the divisor function τ3(n) rather than like τ(n) in
the main term. After having opened the λ(m) our analysis of the error term
must be asymptotically accurate, because at the end we must observe a crucial
cancellation which reflects the lacunarity of λ(m).

Having said this we conclude that the existence of the exceptional character
creates a useful substitute for Λ(n) in terms of divisor-like functions of degree
three. Therefore various methods of analytic number theory which are capable
of showing an asymptotic formula for

∑

n�x

anτ3(n) (8.16)

are likely to be modified to yield an asymptotic formula for
∑

n�x

anΛ(n). (8.17)

In a series of papers J. Friedlander and H. Iwaniec [FI2], [FI3], [FI4] realized
these ideas for a few very sparse sequences. For example we got the following
formula for primes in a short interval

ψ(x) − ψ(x− y) = y
{
1 +O

(
L(1, χ)(log x)rr)}

(8.18)

for x � y � x39/79, x � Dr where r = 18, 290 and the implied constant
is absolute. The result is unconditional, but it is useful only under special
conditions, such as

L(1, χ) � (logD)−1−rr

and Dr � x � D2r. Note that 39
79 < 1

2 , so the interval in (8.18) can be
very short. The Riemann Hypothesis does not work for intervals shorter than
[x−√

x, x].
Similar ideas (however more precise with respect to the powers of loga-

rithms) were used earlier by D. R. Heath-Brown [H-B1] with an impressive
conclusion that if there is an infinite sequence of exceptional zeros, then there
are infinitely many twin primes.

9 The least prime in an arithmetic progression

9.1 Introduction

In the previous sections we have been trying either to eliminate the excep-
tional character from the surface of the Earth, or to employ it for producing
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impressive, yet illusory results. However one can play both tunes in a comple-
mentary fashion to end up with completely unconditional results and effective
ones, unlike the Landau–Siegel type. The celebrated work of Yu. V. Linnik [L]
on the least prime in an arithmetic progression is a true masterpiece of this
kind.

Let pmin(q, a) denote the first prime p ≡ a (mod q). Linnik proved that

pmin(q, a) � qL (9.1)

for any q > 1, (a, q) = 1, where L and the implied constant are absolute
and effectively computable. The GRH gives (9.1) with any L > 2, while the
best known result with L = 5.5 is due to D.R. Heath-Brown [H-B3]. The best
possible (9.1) should be with any L > 1.

Using arguments similar to these in the proof of (8.18) we [FI2] showed
that

ψ(x; q, a) =
ψ(x)
ϕ(q)

{
1 +O

(
L(1, χ)(log x)rr)}

(9.2)

for (a, q) = 1, D �q and any x � max
{
q462/233, Dr

}
with r = 554, 401, where

the implied constant is absolute. If χ (mod D) is exceptional in the sense that

L(1, χ) � (logD)−1−rr

(9.3)

then (9.2) implies (9.1) with L = 2 − 1
59 for q in the range

Dr � q � exp
(
L(1, χ)−r/(rr+1)

)
. (9.4)

Earlier Heath-Brown [H-B2] also succeeded in bringing the Linnik constant L
close to 2, but not below 2, under the assumption of the existence of excep-
tional characters (our condition (9.3) is a bit stronger).

As we described in the previous section at some point our arguments de-
pend on the sum (8.16), specifically for the sequence A = (an) of the char-
acteristic function of the progression n ≡ a (mod q). By no means this is an
easy sum if x < q2; just mention we had to modify the result of [FI1], which
is proved by an appeal to the Riemann Hypothesis for varieties.

Back to Linnik’s bound (9.1) there are several interesting points to say
about its original proof in regard to the theory of Dirichlet L-functions. All
the proofs up to now use essentially the following three principles:

P1: The Zero-Free Region (2.9).

P2: The Log-Free Zero Density Estimate:
∑

χ (mod q)

Nχ(α, T ) � a(qT )b(1−α) (9.5)

where Nχ(α, T ) denotes the number of zeros ρ = β+ iγ of L(s, χ) with β � α,
|γ| < T for 1

2 � α � 1, T � 1, and a, b are positive absolute constants.
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P3: The Exceptional Zero Repulsion:
If β > 1 − c/ log q is a real zero of L(s, χ) for a real character χ (mod q),
then there is no other zero of any L-functions with characters modulo q in the
region

σ � 1 − d | log(1 − β) log q |
log q(|t| + 1)

(9.6)

where c, d are positive, small, absolute constants.

The first principle is classical, the other two are due to Linnik. The prin-
ciples P2, P3 set the theory of Dirichlet L-functions at the most profound
level. Yes, they will be obsolete soon after the GRH is proved, but for the
time being (perhaps a very long time) these principles are treasures on their
own right.

Having paid tribute to P2, P3, we are going to show the Linnik bound
(9.1) without using these principles. Our arguments (a joint work with
J. Friedlander) reveal a new potential of sieve methods. First we treat the
case when the exceptional character is available, because the arguments are
quick and require almost nothing from the theory of L-functions, not even
P1 nor the Prime Number Theorem. The second case, with no exceptional
character existing, is somewhat longer. In this case we do use P1, however
by a hard work one could dispense with it. The point is that using sieve we
are not aiming at an asymptotic formula for primes p ≡ a (mod q), so the
“parity barrier” of linear sieve is not a problem, the primes can be produced
along the elementary lines à la Chebyshev. Anyway, there is no reason to work
hard without P1, when the derivation of the zero-free region (2.9) is by today
standards very easy.

We replace P2 by a much simpler result:

Proposition 9.1 Let ρ = β+ iγ run over the zeros of L(s, χ) for a character
χ (mod q). Put

A(t) =
∑

ρ

(
1 + (1 − β) log q

)−1(1 + |t− γ| log q
)−2

. (9.7)

For any real t we have

A(t) � 3
2

+
log(|t| + c)

2 log q
(9.8)

where c is a positive absolute constant .

Remark . A bound for A(t) with |t| � q by any fixed number suffices for
our applications, because we are not going to give a numerical value of the
constant L in (9.1).

Proof of (9.8). For any s = σ + it with 1 < σ � 2 we have
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−Re
L′

L
(s, χ) =

1
2

log q|s| −
∑

ρ

Re
1

s− ρ
+O(1),

∣
∣
∣
∣
L′

L
(s, χ)

∣
∣
∣
∣ � −ζ

′

ζ
(σ) =

1
σ − 1

+O(1),

Re
1

s− ρ
=

σ − β

(σ − β)2 + (t− γ)2
� 1

σ − β

(

1 +
|t− γ|
σ − 1

)−2

.

Hence

∑

ρ

σ − 1
σ − β

(

1 +
|t− γ|
σ − 1

)−2

� 1 +
1
2
(σ − 1)

(
log q|s| +O(1)

)
.

For σ = 1 + 1/ log q the left side is equal to A(t) giving the bound (9.8).

9.2 The case with an exceptional character

Let χ (mod q) be a real, non-principal character. We do not really assume
that χ is exceptional, so we end up with unconditional results, which will be
useful in the final conclusion only when χ is the exceptional character.

We shall apply sieve to the sequence A =
(
λ(n)an

)
, where λ = 1 ∗ χ and

an is the characteristic function of the arithmetic progression n ≡ a (mod q)
with (a, q) = 1. Clearly we must assume that

χ(a) = 1, (9.9)

or else there is nothing but zero in A. We need to evaluate the sums of type

Ad(x) =
∑

n�x

n≡0 (d)

λ(n)an =
∑

n�x/d

n≡ad (q)

λ(dn)

for (d, q) = 1. Think of λ(n) as the Hecke eigenvalues of the Eisenstein se-
ries of weight one and the central character (Nebentypus) χ. Hence λ(n) is
multiplicative,

λ(dn) =
∑

δ|(d,n)

µ(δ)χ(δ)λ(d/δ)λ(n/δ).

This yields
Ad(x) =

∑

δ|d
µ(δ)χ(δ)λ(d/δ)A

(
x/δd; q, a δd

)

where
A(y; q, α) =

∑

m�y

m≡α (q)

λ(m).
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Here we write

λ(m) =
∑

kl=m

χ(k) =
(
1 + χ(m)

) ∑

kl=m
k<l

χ(k) + χ(
√
m )

for (m, q) = 1, where the last term χ(
√
m ) vanishes, unless

√
m is an integer

(a traditional convention), that is if m = k2. This gives

A(y; q, α) =
(
1 + χ(α)

)
A∗(y; q, α) + O(

√
y )

where

A∗(y; q, α) =
∑

kl�y, k<l

kl≡α (mod q)

χ(k) =
1
q

∑

k<
√

y

χ(k)
(y

k
− k
)

+ O(
√
y )

= L(1, χ) y q−1 + O(
√
y ).

Hence
A(y; q, α) =

(
1 + χ(α)

)
L(1, χ) y q−1 + O(

√
y )

where the implied constant is absolute. Here we have α = a δd, χ(α) =
χ(a)χ(d/δ) = χ(d/δ) = 1, or else λ(d/δ) = 0. Hence we obtain

Ad(x) = 2L(1, χ)
ν(d)x
dq

+ O
(
τ3(d)

√
x/d

)
(9.10)

where

ν(d) =
∑

δ|d
µ(δ)

χ(δ)
δ

λ
(d

δ

)
.

This is multiplicative with

ν(p) = 1 + χ(p)
(
1 − 1

p

)
. (9.11)

We write the approximation (9.10) in the familiar sieve format

Ad(x) = g(d)X + rd(x) (9.12)

where g(d) = ν(d)/d stands for the sifting density function,

X = 2L(1, χ)x q−1 (9.13)

and rd(x) is the error term, rd(x) � τ3(d)
√
x/d. Hence the remainder term

of level y satisfies

R(x, y) =
∑

d<y

|rd(x)| �
√
xy (log y)2,
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where the implied constant is absolute.
We seek primes so we wish to estimate S(A,√x ). Under normal condi-

tions the task would be beyond the capability of a linear sieve. However we
think that χ(p) = −1 very often for the exceptional character, so the density
function at such primes is very small, g(p) = p−2. In this scenario we have
a sieve problem of small dimension, and the Fundamental Lemma of sieve
theory does the job,

S(A, z) = X V (z)
{
1 +O(e−s)

}
+O

(√
xy (log y)2

)
(9.14)

where s = log y/ log z � 2 and

V (z) =
∏

p<z
p�q

(
1 − g(p)

)
=
∏

p<z
p�q

(
1 − 1

p

)(
1 − χ(p)

p

)
. (9.15)

We do not need the full strength of e−s in (9.14), a weaker term s−1 suffices.
Choosing

y =
x

q3(log x)8
, x � q8, (9.16)

we see that the error term in (9.14) is negligible giving

S(A, z) = X V (z)
{

1 +O
( log z

log x

)}
. (9.17)

From S(A, z) we go to S(A,√x ) by Buchstab’s formula

S(A,
√
x ) = S(A, z) −

∑

z�p<
√

x

S(Ap, p).

For every z � p <
√
x we estimate S(Ap, p) by an upper-bound sieve of level

y/p getting
S(Ap, p) � g(p)V (p)X +

√
xy/p (log y)2.

Adding these estimates we arrive at

S(A,
√
x ) = X V (z)

{
1 +O

( log z
log x

+ δ(z, x)
)}

(9.18)

where δ(z, x) is defined by (8.3) and was estimated twice in (8.5) and (8.6),
in the range x > z � q2. Hence we conclude (still unconditional result)

Lemma 9.2 Let χ (mod q) be a real, non-principal character and β be any
real zero of L(s, χ). Suppose χ(a) = 1. Then for x � q8 we have

π(x; q, a) = 2L(1, χ)V (q2)
x

q

{
1 +O

( log q
log x

+ (1 − β) log x
)}

(9.19)
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where the implied constant is absolute. The factor 1 − β can be replaced by
L(1, χ).

Corollary 9.3 Let the condition of Lemma 9.2 be satisfied. Then for x in
the segment

qA � x � e1/A(1−β), (9.20)

where A is any large constant, A � 8, we have

π(x; q, a) >
xL∗(1, χ)
ϕ(q) log q

(9.21)

where
L∗(1, χ) = L(1, χ)

∏

p<q2

(
1 − χ(p)

)
. (9.22)

Of course, the segment (9.20) is not void only if 1 − β � A−2(log q)−1,
which with a large constant A means that χ is an exceptional character.
Assuming that this is the case we get the Linnik bound (9.1) with L = A.

9.3 A parity-preserving sieve inequality

Next we are going to apply sieve to the sequence A = (an) which is the
characteristic function of the arithmetic progression n ≡ a (mod q). Our goal
is to estimate

S(A, z) =
∑

n�x
(n, P (z))=1

an

for z =
√
x. For (d, q) = 1 we have

Ad(x) =
x

dq
+O(1)

so we have a problem of linear sieve. For the level of distribution of A we take

y =
x

q
(log x)−4/3. (9.23)

Recall that the lower-bound linear sieve works only in the range z � √
y,

which is not a problem because

S(A,
√
x ) = S(A,√y ) +O

( x log q
ϕ(q)(log x)2

)
(9.24)

by the Brun-Titchmarsh estimate.
Next the linear sieve gives (see [I], Rutgers notes)

S(A,√y ) = S−(A,√y ) +
∑

n even

Sn(A,√y ).
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Usually one discards all terms Sn(A,√y ) getting the lower bound

S(A, z) � S−(A, z) = X V −(y, z) +O(y),

where X = xq−1 and O(y) is the bound for the remainder term. The main
term equals

V −(y, z) =
{
f(s) +O

(
(log y)−1/3

)}
V (z)

with s = log y/ log z. For z =
√
y we get f(2) = 0, so the sum S−(A,√y ) is

negligible, and we must keep the terms Sn(A,√y ). We get

S(A,√y ) �
∑

n even

Sn(A,√y ) + O(y). (9.25)

We only exploit the term for n = 4, which is

S4(A,
√
y ) =

∑′
. . .
∑′

p4<p3<p2<p1<
√

y

S(Ap1p2p3p4 , p4)

where the summation is restricted by the conditions p1p
3
2 < y, p1p2p3p

3
4 � y.

Dropping more terms we deduce that

S(A,√y ) � 1
24

∑′′
. . .
∑′′∑

p4p3p2p1p�x
p4p3p2p1p≡a (q)

1 + O(y) (9.26)

where the superscript ′′ indicates that the prime variables pr run indepen-
dently over the segment

y1/6 < pr < y1/5, r = 1, 2, 3, 4. (9.27)

Remarks. In (9.26) we have estimated a sum over primes (essentially) by a
sum over products of five primes. The other sums Sn(A,√y ) with n even
(which we discarded) run essentially over products of n + 1 primes (if y is
close to x), so the parity is odd throughout all terms of (9.25). Therefore
the formula (9.25) does not break the parity which is the barrier for getting
primes within the traditional axioms of sieve theory.

We have chosen to work with products of five primes p4p3p2p1p rather
than three for technical advantage (products of larger fixed odd number of
primes would also be fine).

Before applying characters to detect the congruence p4p3p2p1p ≡ a (mod q)
we exploit the positivity, and partition the sum

∑′′
. . .
∑′′∑ in (9.26) into

suitable blocks so the separation of variables will not be an issue later. It is
essential that we can do it at this point without much loss, because the forth-
coming arguments will be so delicate that anything like partial summation
will inflict unreparable damage (certainly losing a logarithmic factor will kill
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the arguments). To this end we fix a smooth function f(u) supported on
[
1
2 , 1
]

with 0 � f(u) � 1, and put

ψX (x; q, a) =
∑

. . .
∑

p p1p2p3p4≡a (q)
xr<pr<2xr

f(p p1p2x3x4/x) log p

where X = [x1, x2, x3, x4] runs over the vectors of dyadic partition points of
the segment [y1/6, y1/5]. Then (9.26) yields

S(A,√y ) � 1
24 log x

∑

X
ψX (x; q, a) + O(y). (9.28)

Notice that we did not partition p and we included the variables p1, p2 together
with p in the argument of the smoothing function f , while p3, p4 are excluded
from f . These seemingly technical devices will play nicely in relevant character
sums.

Let ψX (x) denote the corresponding sum over p p1p2p3p4 with the congru-
ence condition dropped, i.e. ψX (x) = ψX (x; 1, 1), so we have

ψX (x) � x/(log x1)(log x2)(log x3)(log x4), (9.29)

where the implied constant depends only on f . Our goal is to show that

ψX (x; q, a) � ψX (x)
ϕ(q)

(9.30)

for all relevant X subject to some conditions on x, q, a to be specified later.
Hence we derive by (9.24), (9.28) that

π(x; q, a) � π(x)
ϕ(q)

(9.31)

subject to the same conditions on x, q, a.

9.4 Estimation of ψX (x; q, a)

Applying the orthogonality of characters we write

ψX (x; q, a) =
1

ϕ(q)

∑

χ (mod q)

χ(a)ψX (x, χ)

where

ψX (x, χ) =
∑

. . .
∑

p p1p2p3p4
xr<pr<2xr

χ(p p1p2p3p4) f(p p1p2x3x4/x) log p. (9.32)

Denote W = [x1, x2], w = x/x3x4 and
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ψW(w,χ) =
∑∑∑

p p1p2
xr<pr<2xr

χ(p p1p2) f(p p1p2/w) log p, (9.33)

so (9.32) becomes

ψX (x, χ) = ψW(w,χ)
( ∑

x3<p3<2x3

χ(p3)
)( ∑

x4<p4<2x4

χ(p4)
)
. (9.34)

The principal character χ0 (mod q) gives the main term. We also put aside
the contribution of the real character, say χ1 (mod q), because it will require
a special treatment when χ1 is exceptional. We get

ψX (x; q, a) =
1

ϕ(q)
{
ψX (x) + χ1(a)ψX (x, χ1) +∆X (x; q, a)

}
(9.35)

where ∆X (x; q, a) denotes the contribution of all the characters χ �= χ0, χ1.
We estimate ∆X (x; q, a) in the following fashion which resembles the circle

method for ternary additive problems (we have here a multiplicative analog):

∣
∣∆X (x; q, a)

∣
∣ �

max
χ�=χ0,χ1

∣
∣ψW(w,χ)

∣
∣
(∑

χ

∣
∣
∣
∑

p3

χ(p3)
∣
∣
∣
2 )1/2(∑

χ

∣
∣
∣
∑

p4

χ(p4)
∣
∣
∣
2 )1/2

.

It is easy to see that for any X � q2

∑

χ (mod q)

∣
∣
∣
∑

X<p<2X

χ(p)
∣
∣
∣
2

�
(

X

logX

)2

where the implied constant is absolute. To this end square out and estimate
the resulting sum over primes p1 ≡ p2 (mod q) by the Brun-Titchmarsh
theorem.

Now we need a modest, but non-trivial estimate of ψW(w,χ) for every
χ �= χ0, χ1 (it is like asking for a non-trivial estimate of the corresponding
exponential sum in the circle method at every point of the minor arc). In
Section 9.6 we prove that for χ �= χ0, χ1

ψW(w,χ) �
(

log q
logw

+
1

log q

)
w

(log x1)(log x2)
(9.36)

provided x1, x2 � q and x1x2q
2 � w3/4. Hence we get

∆X (x; q, a) �
(

log q
log x

+
1

log q

)

ψX (x) (9.37)

where the implied constant is absolute (we assume that x � q8).
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For estimating ψX (x, χ1) with the real character χ1 we have two options.
First in Section 9.6 we prove that

ψW(w,χ1) �
(

1
(1 − β1) logw

+
log q
logw

+
1

log q

)
w

(log x1)(log x2)
, (9.38)

where β1 is the largest real zero of L(s, χ1). Hence by trivial estimations of
sums over p3, p4 in (9.34) we get

ψX (x, χ1) �
(

1
(1 − β1) log x

+
log q
log x

+
1

log q

)

ψX (x). (9.39)

The second option is to replace every χ(p), χ(pr), r = 1, 2, 3, 4 in (9.32)
by −1 getting

ψX (x, χ1) = −
{
1 +O

(
δ(z, x)

)}
ψX (x)

where δ(z, x) is defined by (8.3). Using (8.6) we get

ψX (x, χ1) = −
{
1 +O

(
(1 − β1) log x

)}
ψX (x). (9.40)

9.5 Conclusion

We are now ready to derive Linnik’s bound (9.1) from the assorted results in
Sections 9.2, 9.3, 9.4.

Suppose χ1 (mod q) is a non-principal real character such that L(s, χ1) has
a real zero β1 with

(1 − β1) log q � A−2, (9.41)

where A is a large constant, A � 8. If χ1(a) = 1 then (9.21) yields (9.1) with
L = A. If χ1(a) = −1 then (9.35), (9.40), (9.37) yield

ψX (x; q, a) =
2

ϕ(q)
ψX (x){1 +O(1/A)}

for qA � x � e1/A(1−β1). Hence we get (9.31) which yields (9.1) with L = A.
Now we can assume that the largest real zero β1 of L(s, χ1) does not satisfy

(9.41). Then we get by (9.35), (9.39), (9.37) that

ψX (x; q, a) =
1

ϕ(q)
ψX (x)

{
1 +O

(
A2 log q

log x
+

1
log q

)}

� ψX (x)
ϕ(q)

if x � qA2B, where B is a large constant. Hence we get (9.31) for every
(a, q) = 1, which yields (9.1) with L = A2B.
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9.6 Appendix. Character sums over triple-primes

In this section we give a non-trivial estimate for the character sum ψW(w,χ)
defined by (9.33).

Proposition 9.4 Let χ (mod q) be a non-trivial character. Put

δχ = min
ρ

{1 − β ; |γ| � log q} (9.42)

where ρ = β + iγ denote zeros of L(s, χ). For x1, x2 � q and x1x2q
2 � w3/4

we have
ψW(w,χ) �

{ 1
δχ logw

+
1

log q

} w

(log x1)(log x2)
(9.43)

where the implied constant is absolute.

Clearly Proposition 9.4 and the classical zero-free region (2.9) imply (9.36)
and (9.38).

Estimating trivially one gets ψW(w,χ) � w/(log x1)(log x2), so { . . . } is
the saving factor (if w, q are large).

The proof of Proposition 9.4 does not require the zero-free region, although
at some point we use the Prime Number Theorem in the form

ψ(y) = y +O
(
y(log y)−4

)
(9.44)

which helps to simplify the arguments. We start by the “explicit formula”
∑

n

χ(n)Λ(n)f(n/w) = −
∑

β�1/2

f̂(ρ)wρ + O
(√
w (log q)2

)
,

where f̂(s) is the Mellin transform of f(u), ρ = β + iγ run over the zeros of
L(s, χ) and the implied constant is absolute. This gives

ψW(w,χ) = −
∑

β�1/2

f̂(ρ)wρ
(∑

p1

χ(p1)p
−ρ
1

)(∑

p2

χ(p2)p
−ρ
2

)

+ O
(√
w (log q)2

)
.

Note that the error term absorbs the contribution of prime powers p2, p3, . . .
which are missing in ψW(w,χ). We have

f̂(ρ) � |ρ|−3. (9.45)

Hence ∑

|γ|>T

∣
∣f̂(ρ)

∣
∣ � T−2 log q. (9.46)

We choose T = log q and estimate the term ψW(w,χ) with |γ| > T trivially,
getting
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ψW(w,χ) = −
∑ρ

f̂(ρ)
( w

x1x2

)ρ(∑

p1

χ(p1)(x1/p1)ρ
)(∑

p2

χ(p2)(x2/p2)ρ
)

+ O
(
w/(log x1)(log x2) log q

)
.

Here
∑ρ denotes summation of the zeros ρ = β + iγ of L(s, χ) restricted by

β � 1
2 , |γ| � log q. We have

∣
∣
∣
( w

x1x2

)ρ∣∣
∣ � w

x1x2

(
x1x2q

2

w

)δχ

q2(β−1),

(
x1x2q

2

w

)δχ

� w−δχ/4 � 4/δχ logw.

Hence

ψW(w,χ) � Tχ(x1, x2)w/x1x2δχ logw + w/(log x1)(log x2) log q,

where

Tχ(x1, x2) =
∑ρ

q2(β−1)
∣
∣
∣

∑

x1<p1<2x1

χ(p1)(x1/p1)ρ
∣
∣
∣
∣
∣
∣

∑

x2<p2<2x2

χ(p2)(x2/p2)ρ
∣
∣
∣. (9.47)

Note that we ignored the factor (9.45) because it does not help, the problem
occurs with bounded zeros.

To complete the proof of (9.43) it remains to show that

Tχ(x1, x2) � x1x2/(log x1)(log x2) (9.48)

where the implied constant is absolute. If we knew that
∑ρ

q2(β−1) � 1, (9.49)

then (9.48) would quickly follow by trivial estimation of the sums over primes
p1, p2. The bound (9.49) is true, it is a kind of log-free density bound for
the zeros of L(s, χ) of height |γ| � log q. However we avoid (9.49) (whose
proof would be quite long) by gaining a bit from cancellation in the sums over
p1, p2. When the variation of ρ = β+iγ with respect to γ exceeds (log q)−1 we
do have a change in the argument of (xr/pr)ρ as pr varies in xr < pr < 2xr,
log xr � log q. This observation should explain why we did not want to sepa-
rate p from p1, p2 in the smoothing function f(p p1p2/w). Moreover it is worth
mentioning that for this purpose we use two prime variables p1, p2 rather than
one, because we can apply the duality principle.

Lemma 9.5 For x � q and any complex numbers cp we have
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∑ρ
q2(β−1)

∣
∣
∣
∑

x<p<2x

cp(x/p)ρ
∣
∣
∣
2

� x

log x

∑

p

|cp|2 (9.50)

where the implied constant is absolute.

Clearly (9.48) follows from (9.50) by Cauchy’s inequality.
For the proof of Lemma 9.5 it suffices to show that for any complex num-

bers aρ
∑

x<p<2x

log p
p

∣
∣
∣
∑ρ

aρ(x/p)ρqβ−1
∣
∣
∣
2

�
∑ρ

|aρ|2. (9.51)

First we smooth the outer summation by introducing a factor h(p/x), then
we square out and execute the summation over p getting

∑

p

log p
p

h(p/x)(x/p)ρ1+ρ2 �
(
1 + |γ1 − γ2| log x

)−2
.

This follows by partial summation using (9.44) and that the Fourier transform
of h(u) satisfies ĥ(v) � (1 + |v|)−2. Hence the left side of (9.51) is estimated
by

∑ρ1 ∑ρ2 ∣∣aρ1aρ2

∣
∣
(
1 + |γ1 − γ2| log q

)−2
qβ1+β2−2 �

∑ρ
A(γ)|aρ|2

where A(t) is defined and estimated in Proposition 9.1. This proves (9.51),
hence (9.50) by the duality, and finally (9.43).
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L-functions are among the most powerful tools in analytic number theory.
It was observed long time ago that most L-functions used in number theory
share some common analytic properties. The basic properties are meromor-
phic continuation, functional equation of Riemann type and Euler product.
In the study of known examples certain expectations have appeared. For in-
stance we expect that an analogue of the Riemann hypothesis holds for all
sufficiently regular L-functions. A proof of this celebrated hypothesis would
have important consequences for number theory. Though very incomplete, our
present knowledge of analytic properties of L-functions has already a strong
impact on arithmetic.

In order to motivate the study of the Selberg class, we collect in Chapter 1
some examples of concrete L-functions. The main object of these notes are the
Selberg classes S and S#, axiomatically defined in Chapter 2. They contain
most of the important L-functions used in practice, some of them modulo
well-known conjectures. In these lecture notes I have tried to show how far
one can go with the explicit description of the structure of the Selberg classes.
The ultimate goal of the research in this direction would be a general converse
theorem saying that all L-functions from the Selberg class can be obtained as
Mellin transforms of automorphic forms associated with arithmetic groups.

We focus on unconditional results. There is a large collection of related
open problems and conjectures. We avoid as far as possible a discussion of
them.

These lecture notes were prepared for a course delivered at a C.I.M.E. sum-
mer school on analytic number theory in Cetraro (Italy), July 2002. I thank
the organizers, prof. Alberto Perelli and prof. Carlo Viola, for the invitation.
I also thank all the participants in the summer school for their interest in the
subject. Special thanks are due to Alberto Perelli and Carlo Viola who read
the first version of these notes and made a number of valuable comments.
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1 Examples of L-functions

1.1 Riemann zeta-function and Dirichlet L-functions

For σ > 1 the Riemann zeta function is defined by the absolutely convergent
Dirichlet series

ζ(s) =
∞∑

n=1

1
ns

and by analytic continuation elsewhere. The only singularity is a simple pole
at s = 1 with residue 1. For σ > 1 we have the following Euler product formula

ζ(s) =
∏

p

(

1 − 1
ps

)−1

, (1.1)

where p runs over the primes. It is well known that it is equivalent to the
unique factorization in the ring of integers Z. The Riemann zeta function
satisfies the functional equation

π− s
2 Γ
(s

2

)
ζ(s) = π− 1−s

2 Γ

(
1 − s

2

)

ζ(1 − s),

where Γ (s) is the Euler gamma function.
Using the Mellin inversion formula one shows that the above functional

equation is equivalent to the following automorphic property

θ(1/x) = x1/2θ(x)

of the familiar elliptic theta series

θ(x) =
∑

n∈Z

e−πn2x (x > 0).

It is a clear evidence that L-functions and automorphic forms should be closely
related. This is really the case as we shall see in the next sections.

By (1.1), ζ(s) has no zeros in the half plane σ > 1. By the functional
equation there are trivial zeros at negative even integers. Moreover, there
are infinitely many non-trivial zeros inside the critical strip 0 < σ < 1. The
famous Riemann Hypothesis predicts that they all lie on the critical line
σ = 1/2.

The definition of ζ(s) can be generalized as follows. Let q � 1 be an
integer and let χ̃ be a character of the group (Z/qZ)× of reduced residue
classes (mod q). The induced Dirichlet character is a function on the integers
defined by the formula

χ(n) =

{
χ̃(n(mod q)) if (n, q) = 1

0 otherwise.
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If q′| q we have the natural group homomorphism

(Z/qZ)× −→ (Z/q′Z)×,

and the corresponding injection of the dual groups

̂(Z/q′Z)× −→ ̂(Z/qZ)×.

A character (mod q), or the induced Dirichlet character, is called primitive
when it is not in the image of the above map between dual groups for all
proper divisors of q. Every Dirichlet character χ (mod q) is induced by a unique
primitive Dirichlet character χ∗ (mod q∗) for a certain q∗| q. In this case q∗ is
called the conductor of χ. For every q � 1 there is a unique χ0 (mod q) with
conductor 1, namely

χ0(n) =

{
1 if (n, q) = 1

0 otherwise,

which is called the principal character (mod q).
The Dirichlet L-function associated with a Dirichlet character χ (mod q)

is defined for σ > 1 by the absolutely convergent Dirichlet series

L(s, χ) =
∞∑

n=1

χ(n)
ns

and by analytic continuation elsewhere. The Euler product expansion is

L(s, χ) =
∏

p

(

1 − χ(p)
ps

)−1

.

For the principal character (mod q) we have

L(s, χ0) =
∏

p|q

(

1 − 1
ps

)

ζ(s),

whence the analytic properties of L(s, χ0) easily follow from the corresponding
properties of the Riemann zeta function. For non-principal characters, L(s, χ)
is entire. In the case of a primitive character it satisfies the functional equation

Φ(s, χ) = ωχΦ(1 − s, χ), (1.2)

where

Φ(s, χ) =
( q

π

)s/2

Γ

(
s+ a(χ)

2

)

L(s, χ),

a(χ) =

{
0 if χ(−1) = 1

1 otherwise,
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ωχ =
τ(χ)
ia(χ)√q

and τ(χ) denotes the corresponding Gaussian sum. We have |ωχ| = 1.
As in the case of the Riemann zeta function, L(s, χ) does not vanish in

the half plane σ > 1. For q > 1 and primitive χ, the trivial zeros are at the
points

−2k − a(χ), k � 0.

The non-trivial zeros are in the critical strip, and the Generalized Riemann
Hypothesis predicts that they all lie on the critical line.

Some linear combinations of Dirichlet L-functions satisfy functional equa-
tions of a similar type. The best known example is the Davenport-Heilbronn
zeta function:

L(s) = λL(s, χ1) + λL(s, χ1),

where χ1 is the complex character (mod 5) such that χ1(2) = i, and

λ =
1
2

(

1 + i

√
10 − 2

√
5 − 2√

5 − 1

)

.

Its functional equation is

(π

5

) s
2
Γ

(
s+ 1

2

)

L(s) =
(π

5

) 1−s
2
Γ

(
2 − s

2

)

L(1 − s).

The Dirichlet coefficients of L(s) are not multiplicative and hence we have
no Euler product in this case. One can show that L(s) badly violates the
Riemann Hypothesis: there are infinitely many zeros in the half-plane σ > 1.

Further reading: [10], [15], [36], [43].

1.2 Hecke L-functions

Let K be a finite extension of the field of rational numbers Q of degree n =
r1 +2r2 and discriminant DK . Let JK denote the group of ideles of K with its
natural topology. We identify K∗ with the diagonal of JK . Let S be a finite
set of primes of K containing all infinite (Archimedean) primes. Moreover, let
ψ be an idele class group character, i.e. a continuous homomorphism

ψ : JK −→ C
∗

which is trivial on K∗ and satisfies ψ(x) = 1 if xv = 1 for v ∈ S and |xv| = 1
for v /∈ S.

Every idele class character induces a character of the group IS
K of the

fractional ideals of K generated by all primes v /∈ S. This is done as follows.
Let I ∈ IS

K ,
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I =
∏

v/∈S

pαv
v ,

where pv is the prime ideal associated with v and the αv are integers. We
associate the idele xI as follows:

xI
v =

{
1 if v ∈ S
παv

v if v /∈ S,

where for v /∈ S, πv denotes the local uniformizing element for v. Then we
put

χ(I) = ψ(xI).

Note that xI is not uniquely determined by I due to the freedom in choosing
the πv’s, but since ψ is an idele class group character, ψ(xI) is the same for
all possible choices. We extend the definition of χ to all ideals of K putting
χ(I) = 0 if I /∈ IS

K . We call every χ defined in this way a Hecke character.
Let S and S′ be two finite sets of primes containing all infinite primes.

Two Hecke characters χ and χ′ defined on IS
K and IS′

K are equivalent when
χ(I) = χ′(I) for every I ∈ IS

K ∩ IS′

K . For every χ there exists a unique χ∗

equivalent to χ which is defined for the smallest possible S. If χ = χ∗ then χ
is called primitive.

Hecke characters admit an explicit description.
Let f be a non-zero integral ideal of K and let H∗

f be the corresponding
ideal class group (mod f) in narrow sense. Every character χ of H∗

f induces a
Hecke character as follows:

χ(I) =

{
χ([I]f) if (I, f) = 1

0 otherwise,

where [I]f denotes the class of I in H∗
f . Every such character has finite order,

and conversely every Hecke character of finite order can be obtained in this
way.

If f′| f then we have the natural injection Ĥ∗
f′ → Ĥ∗

f
. Primitive Hecke

characters (mod f) are those which are not obtained in this way by proper
divisors of f. Every Hecke character of finite order χ (mod f) is induced by the
unique primitive character (mod f∗) for certain f∗| f. We call f∗ the conductor
of χ.

Hecke characters of infinite order are more complicated. Let f be an integral
ideal of K and U+

f
(K) and µf(K) denote the group of totally positive units

≡ 1 (mod f) and the group of roots of unity ≡ 1 (mod f) respectively. Let
ε1, . . . , εr denote a system of fundamental units of U+

f
(K) and let ζ be a

generator of µf(K). For each Archimedean v we choose an integer nv (nv ∈
{0, 1} if v is real) and a real number tv such that

∏

v

ζnv
v = 1
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and the sum ∑

v

tv log |(εj)v| +
∑

v complex

nv arg (εj)v

is an integral multiple of 2π for every j = 1, . . . , r. Then for every non-zero
x ∈ K which is totally positive and ≡ 1 (mod f) we put

f(x) =
∏

v

|xv|itv

∏

v complex

(xv/|xv|)nv . (1.3)

Every such f is called Grössencharacter. Let the ideal class group H∗
f de-

compose into cyclic factors of orders h1, . . . , hN and let J1, . . . , JN denote
ideals whose classes are the corresponding generators. Of course every J

hj

j ,
j = 1, . . . , N , is principal:

J
hj

j = (xj), xj ≡ 1 (mod f), xj totally positive.

For every ideal I of the form

I = xJb1
1 . . . JbN

N ,

with x ≡ 1 (mod f), totally positive, and 0 � bj < hj for j = 1, . . . , N , we put

χ(I) = f(x)wb1
1 . . . wbN

N ψ(I), (1.4)

where ψ is a character of H∗
f and wj , j = 1, . . . , N , are fixed hj-th roots of

f(xj). We extend the definition of χ to all ideals putting χ(I) = 0 if I is not
prime to f. Every such function is a Hecke character and every Hecke character
can be obtained in this way.

When ∑

v

tv = 0

we call χ normalized. Moreover, χ is primitive when the corresponding finite
order character ψ is primitive.

For a normalized Hecke character χ we define the corresponding Hecke
L-function for σ > 1 by the absolutely convergent Dirichlet series

LK(s, χ) =
∑

I �=0

χ(I)
N(I)s

,

where N(I) denotes the norm of I, and by analytic continuation elsewhere.
Summation is over all non-zero integral ideals of K. When K is fixed and no
confusion can occur, we simply write L(s, χ) instead of LK(s, χ).

Existence of analytic continuation was established by E. Hecke who also
proved that L(s, χ) with primitive χ satisfies the following functional equation

Φ(s, χ) = ω(χ)Φ(1 − s, χ), (1.5)
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where

Φ(s, χ) =
(
N(f) |DK |

4r2πn

)s/2

×

∏

v real

Γ

(
s+ nv + itv

2

) ∏

v complex

Γ

(

s+
|nv|
2

+ itv

)

L(s, χ), (1.6)

and ω(χ) is a complex number with |ω(χ)| = 1.
The root number ω(χ) can be determined explicitly. For every prime v let

χv = χ|K∗
v
. Then χ =

∏
v χv and

ω(χ) =
∏

v

ω(χv). (1.7)

Moreover, we have

ω(χv) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if Kv = C,

1 if χv = 1 and Kv = R,

−i if χv �= 1 and Kv = R,

N(f(χv))−1/2τ(χv) for non-Archimedean v.

Here f(χv) denotes the local conductor, N is the absolute norm and τ is the
generalized Gaussian sum:

τ(χv) =
∑

x∈O∗
v (mod∗ f(χv))

χv(d−1x)ψv(d−1x),

where d is a generator of f(χv)Dv (Dv is the absolute different ofKv), ψv is the
canonical character of K+

v and the summation is over a set of representatives
of the cosets 1 + f(χv) in O∗

v (Ov is the ring of integers of Kv).
There is one important special case in which χ is trivial. Then the corre-

sponding Hecke L-function is, for σ > 1,

ζK(s) =
∑

I �=0

N(I)−s

and is called the Dedekind zeta function of K. The only singularity is a simple
pole at s = 1 with residue

κK = h
2r1(2π)r2RK√

|DK |wK

,

where h, RK and wK denote the class number, the regulator and the number of
roots of unity of K respectively. Hecke L-functions with non-trivial characters
are entire.
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Since the characters are multiplicative functions over ideals, we have the
Euler product

L(s, χ) =
∏

p

(

1 − χ(p)
N(p)s

)−1

, (1.8)

where p runs over all non-zero prime ideals of K. Since every prime ideal lies
over a rational prime and each rational prime splits into a product of at most
n prime ideals, (1.8) can be written in the form

L(s, χ) =
∏

p

Lp(s, χ),

where p runs over rational primes and the inverse of every local factor Lp(s, χ)
is a polynomial of degree � n at p−s:

Lp(s, χ) =
n∏

j=1

(

1 − αj,p

ps

)−1

and |αj,p| � 1.
In the case where K = Q is the field of rationals, every Hecke character is

of the form
χ(n)nit,

where χ is a Dirichlet character and t is a real number. Such a Hecke character
is normalized when t = 0 and then the corresponding Hecke L-function is
exactly the Riemann zeta function or the Dirichlet L-function.

Further reading: [14], [33], [42].

1.3 Artin L-functions

Let K/k be a normal extension of algebraic number fields with Galois group G
and rings of integers OK and Ok respectively. Denote by ρ a finite dimensional
representation of G in a vector space V . Moreover, let χ denote its character.

Given a prime p of k we choose a prime P of K lying above p. Let DP :=
{σ ∈ G : Pσ = P} and IP := {σ ∈ G : σ(a) ≡ a (mod P) for every a ∈ OK}
denote the decomposition and inertia group respectively. The quotient group
DP/IP is canonically isomorphic to the Galois group of Ok/p ⊂ OK/P. Let

σP =
[
K/k

P

]

denote the corresponding Frobenius substitution. We write

V IP := {v ∈ V : ρ(σ)(v) = v for every σ ∈ IP}.

We define the local Artin L-function corresponding to a finite prime p of k by
the formula

Lp(s,K/k, ρ) =
(
det (I −N(p)−sρ(σP))

)−1
, (1.9)
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where I denotes the unit matrix of dimension dimV IP and s denotes a com-
plex number with a positive real part. One checks without difficulty that
the right-hand side of (1.9) does not depend on the particular choice of P

above p and that it is the same for all equivalent representations. Therefore
Lp(s,K/k, ρ) depends only on χ and we can write Lp(s,K/k, χ) instead of
Lp(s,K/k, ρ).

Let us fix a rational prime p and consider the product Lp(s,K/k, χ) of all
local Artin L-functions taken over all finite primes p of k lying above p:

Lp(s,K/k, χ) =
∏

p|p
Lp(s,K/k, χ).

Suppose for simplicity that p is unramified in K/Q. Then V Ip = V for every
p|p. Moreover, we can assume without loss of generality that ρ(σP) is repre-
sented by a diagonal matrix

⎛

⎜
⎝

ε1 0
. . .

0 εn

⎞

⎟
⎠

(n = dimV ). Since G is a finite group, the εj ’s are roots of unity. Therefore

Lp(s,K/k, χ) =
n∏

j=1

(
1 − εjN(p)−s

)−1
.

If p1, . . . , pt are all primes of k lying above p, then N(pj) = pfj for every
j = 1, . . . , t and

∑t
j=1 fj = [k : Q]. Hence

Lp(s,K/k, χ) =
n[k:Q]∏

j=1

(
1 − ζj,p p

−s
)−1 (1.10)

for certain roots of unity ζj,p. Thus Lp(s,K/k, χ) is the inverse of a polynomial
of degree [k : Q] dimV at p−s. The roots of the polynomial in question are
roots of unity. For the finite number of ramifying primes p we have a similar
statement, but in these cases the degrees of the involved polynomials are less
than [k : Q] dimV .

The global Artin L-function L(s,K/k, χ) is defined as the product of all
local factors:

L(s,K/k, χ) =
∏

p

Lp(s,K/k, χ). (1.11)

The product converges for �s > 1 and hence L(s,K/k, χ) is holomorphic in
this half-plane.

Expanding the local factors in (1.10), one can write L(s,K/k, χ) for �s > 1
as an absolutely convergent Dirichlet series
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∞∑

n=1

a(n)
ns

,

say. The absolute values of the coefficients are bounded by an appropriate
divisor function and therefore the following Ramanujan condition holds:

a(n) � nε

for every positive ε.

Theorem 1.3.1 (Artin) We have:

1. For two characters χ1 and χ2 of G we have L(s, K/k, χ1 + χ2) =
L(s,K/k, χ1)L(s,K/k, χ2).

2. If H is a subgroup of G and E denotes the corresponding field, then for
every character χ of H

L(s,K/E, χ) = L(s,K/k, IndG
H(χ)),

where IndG
H(χ) denotes the induced character of G.

3. If H is a normal subgroup of G then every character χ of the quotient
group G/H defines in a canonical way a character χ′ of G, and

L(s,E/k, χ) = L(s,K/k, χ′).

4. (Artin’s reciprocity law ) If K/k is abelian then for every character χ of
G there exists an ideal f of Ok and a character χ∗ of the ideal class group
H∗

f (k) such that
L(s,K/k, χ) = Lk(s, χ∗),

where Lk(s, χ∗) denotes the Hecke L-function of k associated with χ∗ (see
Section 1.2 ).

The first property reduces the study of Artin L-functions to the case of irre-
ducible representations. The last property provides the analytic continuation
of all abelian Artin L-functions. Using 3 we can define the Artin L-functions
for every (virtual) character of Gal(Q/Q).

Let us take H = {1} in 2. Then the induced representation is just the
regular representation of G, and the induced character is

∑

χ

(dimχ)χ,

where the sum is over all irreducible characters of G. Since L(s,K/K, 1) is
the Dedekind zeta function of K, as a consequence we obtain

ζK(s) =
∏

χ

L(s,K/k, χ)dim χ. (1.12)



Axiomatic theory of L-functions: the Selberg class 143

Artin’s Conjecture Every L(s,K/k, χ), where χ is the character of an irre-
ducible representation, admits meromorphic continuation to the whole complex
plane. It is entire if χ �= 1 and has a simple pole at s = 1 otherwise.

The most successful approach to this conjecture uses Theorem 1.3.1 and
a theorem of Brauer (see for instance [39], Theorem 23) stating that every
character of a finite group is a linear combination with integer coefficients of
characters induced by characters of degree 1. Hence by Theorem 1.3.1, 2, we
can write

L(s,K/k, χ) =
J∏

j=1

Lnj (s,K/Ej , χj) (1.13)

for certain intermediate fields k ⊂ Ej ⊂ K, for degree one characters χj of
groups Gj = Gal(K/Ej), and certain integers nj . Every character of degree
one factors through Gab

j , the quotient of Gj by its commutator subgroup.
Hence using Theorem 1.3.1, 3, we see that the corresponding factors on the
right-hand side of (1.13) coincide with the Artin L-functions of certain abelian
extensions Fj/Ej with Fj ⊂ K and hence, by the Artin reciprocity law, they
are Hecke L-functions.

We see therefore that every Artin L-function can be written as a quotient of
products of Hecke L-functions associated with finite order Hecke characters of
certain intermediate fields k ⊂ Ej ⊂ K. In particular it admits meromorphic
continuation to the whole complex plane and satisfies a functional equation
with multiple gamma factors.

Let us consider more carefully the problem of functional equation.
Let v be a real infinite prime of k and let w be an infinite prime of K lying

above v. Let σw denote the generator of the inertia group G(w) = {σ ∈ G :
σw = w}. Note that G(w) is cyclic of order at most 2 and hence σw exists.
The matrix ρ(σw) has at most two eigenvalues +1 or −1. Accordingly V splits
into the direct sum of two subspaces V = V +

v ⊕ V −
v .

For complex s we write

g(s) = π− s
2 Γ
(s

2

)
.

Then for every infinite prime v of k let

γv(s) =

{
g(s)dim V g(s+ 1)dim V if v is complex,

g(s)dim V +
v g(s+ 1)dim V −

v if v is real.

We define the gamma factor of χ as follows:

γχ =
∏

v

γv(s),

where the product is taken over all infinite primes of k.
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In order to define the gamma factor of L(s,K/k, χ) and write the func-
tional equation, we have to introduce the Artin conductor of χ. We proceed
locally. Let p be a prime of k and let P be a prime of K lying above p. We
denote by Gi (i � 0) the corresponding ramification groups. Write

n(χ, p) =
∞∑

i=0

|Gi|
|G0|

codimV Gi .

Artin proved that this is an integer. We have n(χ, p) = 0 for unramified p.
Hence the following product

f(χ,K/k) =
∏

p

pn(χ,p)

is well defined and represents an ideal of k, called the Artin conductor.

Theorem 1.3.2 (Artin) The complete Artin L-function

Λ(s,K/k, χ) = A(χ)s/2γχ(s)L(s,K/k, χ),

where
A(χ) = |Dk|dim VNk/Q(f(χ,K/k))

and Dk denotes the absolute discriminant of k, satisfies the following func-
tional equation

Λ(1 − s,K/k, χ) = W (χ)Λ(s,K/k, χ),

for some constant W (χ) of absolute value 1 (the Artin root number ).

As we have already seen, every Artin L-function can be expressed as a
product of Hecke L-functions. If

L(s,K/k, χ) =
J∏

j=1

L
nj

Ej
(s, χj),

where the Ej ’s are intermediate fields (k ⊂ Ej ⊂ K), the χj ’s are Hecke
characters of finite order and the nj ’s are integers, then

W (χ) =
J∏

j=1

ω(χj)nj

(see (1.7)). Hence the Artin root number is expressed in terms of root numbers
of Hecke L-functions and therefore in terms of generalized Gaussian sums. It
follows in particular that W (χ) is always an algebraic number.

One can wonder about exact relations between Artin and Hecke L-
functions. We know that these theories overlap. For instance every Hecke
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character of finite order generates an Artin L-function. But not all Artin L-
functions arise in this way. Also there are Hecke L-functions which are not
Artin L-functions. There exists however a unifying theory coming back to A.
Weil, who attached to every algebraic number field K a topological group
WK , nowadays called the (absolute)Weil group, and proved that every rep-
resentation of WK induces an L-series having meromorphic continuation and
functional equation. The construction is in fact a generalization of Artin’s
theory. Moreover, we have a homomorphism WK −→ Gal (K/K) and hence
every Galois representation induces a representation of the Weil group. Con-
sequently, every Artin L-function can be obtained in this way. On the other
hand, one obtains all Hecke L-functions as well (this follows from the class
field theory).

Further reading: [14], [28].

1.4 GL2 L-functions

1.4.1 Definitions and basic properties
Let H = {z ∈ C : �z > 0} denote the upper half-plane. The group

SL2(R) =
{(

a b
c d

)

: a, b, c, d ∈ R, ad− bc = 1
}

acts on H by the linear transformations

γz =
az + b

cz + d
, where γ =

(
a b
c d

)

.

It also acts on the space of holomorphic functions on H as follows:

f |kγ(z) := (cz + d)−kf(γz) (γ ∈ SL2(R)),

for every fixed integer k.
Let N be a positive integer and denote by Γ0(N) the Hecke congruence

subgroup of level N :

Γ0(N) =
{

γ =
(
a b
c d

)

∈ SL2(Z) : c ≡ 0 (modN)
}

.

Let χ be a Dirichlet character (modN). A modular form of type (k, χ) and
level N is a function on H such that

f |kγ = χ(d)f

for every γ =
(
a b
c d

)

∈ Γ0(N), and which is holomorphic on H and at the

cusps of Γ0(N). Holomorphy at cusps needs explanation. Since
(

1 1
0 1

)

∈
Γ0(N), f is 1-periodic. Hence we have the Fourier series expansion
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f(z) =
∞∑

n=−∞
a(n)e(nz)

(
e(x) := e2πix

)
. (1.14)

We say that f is holomorphic at i∞ (cusp at infinity) if the coefficients in
(1.14) vanish for n < 0. This definition is a natural one if we take into account
that e(z) is the local uniformizer at i∞ and (1.14) is the power series expansion
in e(z). If A is another cusp then we first transform f by the appropriate
scaling matrix γA which sends i∞ to A and then apply the former definition.
Hence f is holomorphic at A if

f |kγA(z) =
∞∑

n=0

a(n,A)e(nz).

If in addition a(0, A) = 0 for all cusps A, then f is called a cusp form. If
a modular form of type (k, χ) exists then the weight k and the Dirichlet
character χ satisfy the following consistency condition

χ(−1) = (−1)k. (1.15)

Let S(N, k, χ) denote the complex vector space of cusp forms of type (k, χ)
and level N . Let D be a fundamental domain for Γ0(N). We make S(N, k, χ)
to be a Hilbert space with the following Petersson inner product

〈f, g〉 =
∫∫

D

f(z) g(z) yk dxdy
y2

(z = x+ iy).

Let f(z) =
∑∞

n=1 a(n)e(nz) be a cusp form of weight k. It is easy to prove
that its Fourier coefficients satisfy the following inequality:

a(n) = O(nk/2). (1.16)

We define the L-function of f as an absolutely convergent Dirichlet series

L(s, f) =
∞∑

n=1

a(n)
ns

(σ = �s > (k + 2)/2).

It is holomorphic for σ > (k+ 2)/2, it extends to an entire function on C and
satisfies the following functional equation

Λ(s, f) = ikΛ(k − s, f |kωN ), (1.17)

where

Λ(s, f) =
(

2π√
N

)−s

Γ (s)L(s, f)

and

ωN =
(

0 −1
N 0

)

.
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We remark here that if f ∈ S(N, k, χ), then f |kωN ∈ S(N, k, χ).
If f(z) =

∑∞
n=0 a(n)e(nz) is a modular form of type (k, χ) and level N

and ψ is a primitive Dirichlet character (mod r) then the series

fψ(z) :=
∞∑

n=0

ψ(n)a(n)e(nz)

defines a modular form of type (k, χψ2) and level M , where M denotes the
least common multiple of N , N∗r and r2, N∗|N being the conductor of χ.
Moreover, if f is a cusp form, so is fψ. Consequently, if f ∈ S(N, k, χ) then
the twisted L-function defined for σ > (k + 2)/2 by

Lψ(s, f) = L(s, fψ) =
∞∑

n=1

ψ(n)a(n)
ns

extends to an entire function on C and satisfies a functional equation of the
usual type. More precisely if (for simplicity) (N, r) = 1 then

Λ(s, f, ψ) = ikw(ψ)Λ(k − s, f |kωN , ψ), (1.18)

where

Λ(s, f, ψ) =
(
r
√
N

2π

)s

Γ (s)Lψ(s, f)

and
w(ψ) = χ(r)ψ(N)τ2(ψ)r−1, (1.19)

τ(ψ) denoting the corresponding Gaussian sum.

1.4.2 Hecke operators and newforms
Let p be a prime number. We define the Hecke operator Tp acting on S(N, k, χ)
as follows:

Tp(f)(z) = pk−1f(pz) + χ(p)
1
p

∑

b (mod p)

f

(
z + b

p

)

.

Theorem 1.4.1 (Hecke) Let f(z) =
∑∞

n=1 a(n)e(nz) ∈ S(N, k, χ) be nor-
malized (a(1) = 1). Then the following two statements are equivalent:

1. f is a common eigenfunction of all Hecke operators.

2. The associated L-function L(s, f) has an Euler product of the form

L(s, f) =
∏

p�N

(
1 − a(p)p−s + χ(p)pk−1−2s

)−1∏

p|N

(

1 − a(p)
ps

)−1

.
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Suppose that N ′ and N are two different positive integers, N ′|N , and let
f ∈ S(N ′, k, χ) for a certain Dirichlet character χ (modN ′). Then for every
positive integer d satisfying dN ′|N the function

f∗(z) := f(dz)

belongs to S(N, k, χ). Every such f∗ is called an oldform. They span a sub-
space S−(N, k, χ) of S(N, k, χ). Let S+(N, k, χ) be its orthogonal complement
under the Petersson inner product. This space is spanned by non-zero cusp
forms which are eigenfunctions of all the Hecke operators, the so-called new-
forms. If f ∈ S+(N, k, χ) is a newform then a(1) �= 0 and

f |kωN (z) = ε f(−z), (1.20)

where ε is a constant of absolute value 1. Then f |kωN is a newform from
S(N, k, χ) (the bar denotes as usual complex conjugation).

For newforms we have the following celebrated theorem of P. Deligne im-
proving (1.16).

Theorem 1.4.2 (Deligne) Let f(z) =
∑∞

n=1 a(n)e(nz), a(1) = 1, be a new-
form of type (k, χ) and level N . Then for each prime p not dividing N we
have

1 − a(p)p−s + χ(p)pk−1−2s = (1 − α(p)p−s)(1 − β(p)p−s),

where |α(p)| = |β(p)| = p
k−1

2 . In particular

a(n) � n
k−1

2 +ε

for every ε > 0, and the Dirichlet series of L(s, f) converges absolutely for
σ > (k + 1)/2.

1.4.3 Converse theorems
Let us consider the case of level 1 and type (k, χ). Of course χ is identically 1,
and by the consistency condition (1.15) k has to be even.

Theorem 1.4.3 (Hecke) Let k be an even positive integer and let

f(z) =
∞∑

n=0

a(n)e(nz)

with a(n) � nc for a constant c. Then the following two statements are equiv-
alent.

1. f is a modular form of weight k for the full modular group Γ0(1).

2. The function

Λf (s) = (2π)−s Γ (s)
∞∑

n=1

a(n)
ns
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has meromorphic continuation to the whole complex plane,

Λf (s) +
a(0)
s

+
ika(0)
k − s

is entire and bounded on vertical strips, and Λf (s) satisfies the following
functional equation:

Λf (s) = ikΛf (k − s).

This is so since Γ0(1) is generated by
(

1 1
0 1

)

and
(

0 1
−1 0

)

. A similar

theorem is also true for some other small levels, but in general there are more
generators and one functional equation does not suffice.

Theorem 1.4.4 (Weil) Let k and N be two positive integers and let χ
be a Dirichlet character (mod N). Suppose we are given a Fourier series
f(z) =

∑∞
n=0 a(n)e(nz) with coefficients satisfying a(n) = O(nA) for some

positive A. Suppose moreover that the corresponding Dirichlet series

L(s, f) =
∞∑

n=1

a(n)
ns

has the following properties.

1. L(s, f) can be analitically continued to the whole complex plane and sat-
isfies the following functional equation:

(√
N

2π

)s

Γ (s)L(s, f) = w0

(√
N

2π

)k−s

Γ (k − s)L(k − s, f)

with w0 ∈ C, |w0| = 1. Moreover, the function
(√

N

2π

)s

Γ (s)L(s, f) +
a(0)
s

+ w0
a(0)
k − s

is entire and bounded on every vertical strip.

2. For almost all primitive Dirichlet characters ψ of prime conductor r � N ,
the twist

Lψ(s, f) =
∞∑

n=1

a(n)ψ(n)n−s

extends to an entire function and satisfies the functional equation (see
(1.18))
(
r
√
N

2π

)s

Γ (s)Lψ(s, f) = w0 w(ψ)
(
r
√
N

2π

)k−s

Γ (k − s)Lψ(k − s, f)

where w(ψ) is given by (1.19).
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Then f is a modular form of type (k, χ) and level N . Moreover, if L(s, f)
converges absolutely for σ > k− δ for some positive δ, then f is a cusp form.

1.4.4 Normalization
Later on we shall need the following normalization of the L-function attached
to a newform f . For f(z) =

∑∞
n=1 a(n)e(nz) ∈ S(N, k, χ) let us denote by

L̃(s, f) its normalized L-function defined as follows:

L̃(s, f) =
1
a(1)

L

(

s+
k − 1

2
, f

)

. (1.21)

For σ > 1 we have

L̃(s, f) =
∞∑

n=1

ã(n)
ns

and the series converges absolutely since by Deligne’s theorem the following
Ramanujan condition holds:

ã(n) � nε

for every ε > 0. Of course L̃(s, f) extends to an entire function and satisfies
the following functional equation:

Λ̃(s, f) = ω Λ̃(1 − s, f),

with ω = ikε, where ε is as in (1.20), and where

Λ̃(s, f) =
(

2π√
N

)−s

Γ

(

s+
k − 1

2

)

L̃(s, f).

The Euler product of L̃(s, f) has the following form:

L̃(s, f) =
∏

p�N

(

1 − α(p)
ps

)−1(

1 − β(p)
ps

)−1∏

p|N

(

1 − a(p)
ps

)−1

,

with |α(p)| = |β(p)| = 1. Using a terminology which we shall introduce later,
we can say that L̃(s, f) has a polynomial Euler product of (arithmetic) de-
gree 2. Later on when referring to a normalized L-function associated with a
newform we always mean L̃(s, f).

1.4.5 The Rankin-Selberg method
This is a very general and fruitful method of constructing new L-functions
from given L-functions. In many situations we need sufficiently many “nice”
L-functions in order to identify an automorphic object. A typical example is
provided by Weil’s converse theorem (Theorem 1.4.4) where many L-functions
satisfying formal properties of an automorphic L-function are needed to detect
a cusp form. The Rankin-Selberg method was introduced independently by
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Rankin in 1939 and Selberg in 1940. The main idea is to obtain a new L-
function as an integral transform of a product of given automorphic forms
with “Eisenstein series” as a kernel. There are many ways to do it. Also, there
are many different Eisenstein series.

Let us illustrate this idea in the case of the full modular group Γ0(1). An
Eisenstein series is defined as a function of two complex variables z ∈ H and
s, �s > 1, as follows:

E(z, s) = π−s Γ (s)
∑

(n,m) �=(0,0)

ys

|mz + n|2s
.

It converges absolutely for σ > 1 and one easily shows that

E(z, s) = π−s Γ (s) ζ(s)
∑

γ∈Γ∞\Γ0(1)

(�(γz))s,

where Γ∞ =
{(

1 n
0 1

)

: n ∈ Z

}

is the stabilizer of the cusp at infinity. An

Eisenstein series is Γ0(1)-automorphic of weight 0 in z:

E(γz, s) = E(z, s) (γ ∈ Γ0(1)).

Moreover, it has meromorphic continuation to the whole s-plane with two
simple poles at s = 0 and s = 1, and satisfies the following functional equation:

E(z, s) = E(z, 1 − s).

Let f(z) =
∑∞

n=1 a(n)e(nz) and g(z) =
∑∞

n=1 b(n)e(nz) be two cusp forms of
weight k (in fact it suffices that only one of them is cuspidal) which are Hecke
eigenfunctions, and consider

Λ(s) =
1
2
π1−k

∫∫

Γ0(1)\H

f(z) g(z)E(z, s)
dxdy
y2

.

In the case of the full modular group, the Hecke operators are self-adjoint and
hence their eigenvalues are real. In particular, b(n) ∈ R. Inverting the order
of summation and integration and using the automorphy property we obtain

Λ(s) = 41−s−k π1−k−2s Γ (s)Γ (s− k + 1) ζ(2s)
∞∑

n=1

a(n)b(n)
ns+k−1

.

Knowing the analytic properties of Eisenstein series, we can derive from this
the corresponding properties of the Rankin-Selberg convolution

L(s, f × g) := ζ(2s− 2k + 2)
∞∑

n=1

a(n)b(n)
ns

.
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Theorem 1.4.5 (Rankin-Selberg) Let f and g be Hecke eigenfunctions of
weight k for the full modular group. The complete Rankin-Selberg convolution

Λ(s, f × g) := (2π)−2s Γ (s)Γ (s− k + 1)L(s, f × g)

has meromorphic continuation to the whole complex plane. It is holomorphic
except for at most simple poles at s = k and s = k − 1, and satisfies the
functional equation

Λ(s, f × g) = Λ(2k − 1 − s, f × g).

The above theorem is just an illustration of the method which works in
far more general situations. For simplicity let us state a similar result for
newforms of the same weight and level, f ∈ S(N, k, χ), g ∈ S(N, k, ψ). The
corresponding normalized L-functions have Euler product expansions:

L(s, f) =
∞∑

n=1

a(n)
ns

=
∏

p

(

1 − α(p)
ps

)−1(

1 − β(p)
ps

)−1

,

L(s, g) =
∞∑

n=1

b(n)
ns

=
∏

p

(

1 − γ(p)
ps

)−1(

1 − δ(p)
ps

)−1

with |α(p)|, |β(p)|, |γ(p)|, |δ(p)| � 1. We define a product of these L-functions
by the formula

L(s, f ⊗ g) =
∞∑

n=1

a(n)b(n)
ns

and the Rankin-Selberg convolution by

L(s, f × g) = L(2s, χψ)L(s, f ⊗ g).

The series converges for σ > 1 and we have

L(s, f ⊗ g) =
∏

p

(

1 − α(p)β(p)γ(p)δ(p)
ps

)

×

∏

p

(

1− α(p)γ(p)
ps

)−1(

1− α(p)δ(p)
ps

)−1(

1− β(p)γ(p)
ps

)−1(

1− β(p)δ(p)
ps

)−1

.

Theorem 1.4.6 (Rankin-Selberg) Let f and g be as above. Suppose that χ, ψ
and χψ are primitive characters (mod N). Then L(s, f × g) has meromorphic
continuation to the whole complex plane and satisfies the following functional
equation:

Λ(s, f × g) = ε Λ(1 − s, f × g),

where
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Λ(s, f × g) =
(

(2π)2

N3/2

)−s

Γ (s)Γ (s+ k − 1)L(s, f × g)

and |ε| = 1.

We also have a similar result when f = g. In general the situation is as
follows. If f and g are two newforms, not necessarily of the same type and level,
then Λ(s, f × g) admits meromorphic continuation to C, it is holomorphic at
s = 1 if f �= g and has a simple pole at that point otherwise. Let a(n, f) and
a(n, g) denote the coefficients of the normalized L-functions attached to f and
g respectively. Then applying standard analytic techniques to the appropriate
Rankin-Selberg convolutions, one proves the following orthonormality property

∑

p�x

a(p, f) a(p, g)
p

=

{
log log x+O(1) if f �= g

O(1) otherwise,
(1.22)

the summation being over primes up to x, where x→ ∞.

1.4.6 Maass waves
The theory of holomorphic cusp forms can be completed by introducing Maass
waves. For simplicity we focus on Maass waves of type (0, χ0), i.e. of weight
zero and principal character.

Let

∆ = −y2

(
∂2

∂x2
+

∂2

∂y2

)

denote the hyperbolic Laplacian on the upper half-plane. Let L2(Γ0(N)\H)
denote the space of Γ0(N)-invariant functions on H satisfying

∫∫

D

|f(x)|2 dxdy
y2

<∞

(D is a fundamental domain of Γ0(N)). It is known that the Laplacian ∆
acting on L2(Γ0(N)\H) has a continuous spectrum [1/4, ∞) and a discrete
spectrum

0 = λ0 < λ1 � λ2 � . . .

Each eigenvalue has a finite multiplicity and λj → ∞ as j → ∞. Every
0 < λj < 1/4 is called exceptional.

Selberg’s Eigenvalue Conjecture There are no exceptional eigenvalues for
congruence subgroups.

This is true for the full modular group Γ0(1) and for some other groups of
small levels. In general the conjecture is open, but we have always λ1 � 3/16,
as was proved by A. Selberg himself.

By a non-holomorphic cusp form (Maass wave, Maassform) of weight 0
with respect to Γ0(N) we understand a smooth function f on H which
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(i) is an eigenfunction of ∆,

(ii) belongs to L2
(
Γ0(N)\H

)
, and

(iii) vanishes at all cusps of Γ0(N).

Let f be a cusp form associated with an eigenvalue λ (∆f = λf), and let
γA be a scaling matrix of the cusp A. The Fourier expansion of f at the cusp
A has the form

f(γAz) =
√
y
∑

n�=0

ρA(n)Kiκ(2π |n| y) e(nx)

where
κ2 = λ− 1

4
,

so that κ is real or pure imaginary (if the Selberg Eigenvalue Conjecture fails).
Here Kiκ denotes the familiar Bessel K-function. The coefficients ρA(n) are
called the Fourier coefficients of f at A. When A = i∞, we simply denote
them by ρ(n). If ρ(−n) = ρ(n), we call f even. If ρ(−n) = −ρ(n), we call f
odd. Every Maass form is a sum of an odd and an even Maass forms, hence it
is enough to study forms of a given parity.

The associated L-function is defined as the Dirichlet series

L(s, f) =
∞∑

n=1

ρ(n)
ns

.

The series converges for σ > 3/2 since we have ρ(n) � √
n.

Theorem 1.4.7 (Maass) Let f be a Maass cusp form with eigenvalue λ =
1/4 + κ2 and level N . Let

ε =

{
0 if f is even

1 if f is odd

and

Λ(s, f) =
(

π√
N

)−s

Γ

(
s+ ε+ iκ

2

)

Γ

(
s+ ε− iκ

2

)

L(s, f).

Then Λ(s, f) extends to an entire function which is bounded on the vertical
strips and satisfies the following functional equation:

Λ(s, f) = Λ(1 − s, f).

The Hecke operators act on Maass waves and one has a result analogous to
Theorem 1.4.1. Properties of L-functions in holomorphic and non-holomorphic
case are in many aspects similar. As we shall see in the next section, both
theories are special cases of a more general one. There are also differences. For
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instance, functional equations look differently. More importantly, the analogue
of Deligne’s theorem is not proved in the non-holomorphic case, and hence the
Ramanujan conjecture for Maass waves is still open.

Further reading: [6], [16], [27], [29].

1.5 Representation theory and general automorphic L-functions

We start by explaining how holomorphic cusp forms can be described in terms
of group representations.

The group G := SL2(R) acts transitively on H. Hence G � g �→ gi ∈ H is
surjective and we can identify the upper half-plane with the quotient G/K,
where

K =

{

Rθ =

(
cos θ − sin θ
sin θ cos θ

)

: 0 � θ < 2π

}

denotes the stabilizer of i. Hence every g ∈ G can be identified with (z, θ),
where z ∈ H and θ ∈ [0, 2π). On G we have the Laplacian defined as follows:

∆ = −y2

(
∂2

∂x2
+

∂2

∂y2

)

− y
∂2

∂x ∂θ
(z = x+ iy).

Let Γ = Γ0(1) be the full modular group and let f be a cusp form of
weight k. With these data we define φf : G→ C by the formula:

φf (g) = (c i+ d)−kf(gi)
(

g =
(
a b
c d

)

∈ G
)

.

φf has the following properties:

(1) φf (γg) = φf (g) for all γ ∈ Γ .

(2) φf (gRθ) = e−ikθφ(g).

(3) φf ∈ L2(Γ\G).

(4) For every g ∈ G we have

∫ 1

0

φf

((
1 x
0 1

)

g

)

dx = 0.

(5) ∆φf = −k(k − 2)φf/4.

One can prove that the converse statement is true: if a function φ : G→ C

satisfies (1)–(5), then there exists an f ∈ S(1, k, 1) with φf = φ. Hence the
functions satisfying (1)–(5) and the cusp forms are essentially the same ob-
jects. Similarly we can identify the Maass waves with the functions on G
satisfying (1)–(4) and such that

(5∗) φ is an eigenfunction of ∆.



156 Jerzy Kaczorowski

Let us observe that here we consider Maass waves of arbitrary weights,
in contrast to Section 1.4.6 where the case k = 0 was treated. Observe also
that φf can be defined for arbitrary f ∈ S(k,N, χ). In all these cases φf has
properties similar to (1)–(5). One has to introduce a factor χ(γ) on the right-
hand side of (1) and modify suitably (4) by taking into account all the cusps
of Γ0(N) and their “widths”.

For brevity, let L2
0 denote the subspace of φ ∈ L2(Γ\G) satisfying (4). All

what we have done is just a reformulation of our previous discussion and the
main issue here is that we have switched from the upper half-plane to functions
defined on SL2(R). This is important because we can now see connections
with representation theory. There is one especially important representation
of G, namely the right regular representation R in the Hilbert space of unitary
operators on L2

0 defined by the formula

R(g)φ(h) = φ(hg) (g, h ∈ G, φ ∈ L2
0).

The most important property of R is that it commutes with the Laplacian,
i.e.,

∆Rφ = R∆φ

for every smooth φ ∈ L2
0. Hence from the general theory of group representa-

tions we know that R decomposes into a direct sum of ∆-invariant subspaces,
which are induced by cusp forms as we have just seen. Hence cusp forms can
in fact be identified with irreducible subrepresentations of R in L2

0. This was
first observed by Gelfand and Fomin in the early 50’s.

From the arithmetic viewpoint SL2(R) is not the best group to work with.
It is a completion of Q at the infinite prime, but there are infinitely many
finite primes and they all have to be considered at the same time, if we wish
to discuss Euler products for example. Therefore we change R to the adele
ring AQ and SL2(R) to GA := GL2(AQ), which is the restricted direct product
of GL2(R) and all GL2(Qp) corresponding to p-adic fields Qp. (The change
from SL2 to GL2 is made for technical reasons.) Observe that GA contains
GQ := GL2(Q) as a discrete subgroup.

Let Z(GA) =
{(

a 0
0 a

)

: a ∈ A×
Q

}

denote the center of GA. Now, as

before, every cusp form f defines a function φf on GL2(AQ) which is
Z(GA)GQ-automorphic:

φf (zγg) = φf (g) (z ∈ Z(GA), γ ∈ GQ, g ∈ GA).

Moreover, φf satisfies a cuspidal condition like (4), so that it lies in
L2

0(ZAGQ\GA). As before we consider the right regular representation R
of GA on L2

0(ZAGQ\GA). Every irreducible subrepresentation π of R is
called automorphic. Every such π has the form π =

⊗
p πp, where for each p

(including the infinite prime), πp is an irreducible unitary representation of
GL2(Qp). If f is an eigenform for all the Hecke operators, Tp(f) = a(p)f , then
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φf generates an irreducible subspace of L2
0(ZAGQ\GA). The corresponding

representation π =
⊗

p πp is described locally in terms of a(p). In particular,
if f is a newform of level N and

(

1 − α(p)
ps

)−1(

1 − β(p)
ps

)−1

is the local factor of L(s, f) at p not dividing N , then πp is represented by
the matrix (

α(p) 0
0 β(p)

)

.

All the above theory can be generalized to the case of arbitrary reductive
algebraic groups, for instance to GLn(AK), where n denotes a positive integer
and K is an arbitrary number field. We shall be very sketchy and remark only
that in this general context one defines cuspidal automorphic representations
as certain subrepresentations of the right regular representation on a suitably
defined space L2

0. Again, every such representation is a product π =
⊗

v πv of
local representations πv. For almost all finite primes v, πv is represented by a
matrix of the form

Av =

⎛

⎜
⎜
⎜
⎜
⎝

α1(v)

α2(v)
. . .

αn(v)

⎞

⎟
⎟
⎟
⎟
⎠

which is used to define the local L-function as

L(s, πv) =
(
det (I −AvN(v)−s)

)−1

(N(v) denotes the norm of v). One also defines local L-functions for infinite
primes and for the finite number of ramifying finite primes. Then the global
Langlands L-function of π is defined as the product of all local L-functions:

L(s, π) =
∏

v

L(s, πv). (1.23)

Theorem 1.5.1 (Godement, Jacquet, Langlands) If π is an irreducible cusp-
idal automorphic representation of GLn(AK), then the product in (1.23) con-
verges in some right half-plane. It extends to a meromorphic function on C.
When n = 1 and π is trivial, its only singularity is a simple pole at s = 1.
Otherwise, L(s, π) is entire. In either case L(s, π) satisfies the following func-
tional equation:

L(s, π) = ωπL(1 − s, π̃),

where π̃ denotes the representation “contragradient” to π, and ωπ has absolute
value 1.
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This theory subsumes the theory of Hecke L-functions and the theory of L-
functions attached to modular forms. The latter case was discussed at the
beginning of this section. Hecke L-series with arbitrary Grössencharacters are
exactly GL1(AK) L-functions for an algebraic number field K.

Langlands’ Reciprocity Conjecture For every irreducible representation
ρ of the Galois group Gal(K/k) there exists an automorphic representation π
of GLn(Ak) such that L(s,K/k, ρ) = L(s, π).

Hence conjecturally automorphic L-functions contain all Artin L-functions.
One can go a step further and predict that every “arithmetic” L-function is
one of L(s, π) or can be obtained from them by taking an appropriate product.

We observe that in the abelian case the Langlands reciprocity conjecture
reduces to the Artin reciprocity law and therefore is known to be correct.
Moreover, from Theorem 1.5.1 we see that it implies Artin’s conjecture (see
Section 1.3).

We close this section with some remarks about the Langlands functorial-
ity conjecture, which goes further than his reciprocity conjecture and asserts
that operations on Artin L-functions correspond to operations on automor-
phic representations. We cannot give details here, and we confine ourselves
with vague heuristics. Suppose that ρ is a representation of a Galois group
Gal(K/k) and let L(s,K/k, ρ) be the corresponding Artin L-function. If T is
a functor from the category of vector spaces to itself, then every group rep-
resentation ρ induces in a natural way a representation ρT . The reciprocity
conjecture asserts that L(s,K/k, ρ) = L(s, π) and L(s,K/k, ρT ) = L(s, T (π))
for certain automorphic representations π and T (π). The functoriality conjec-
ture predicts that the correspondence π �→ T (π) can be canonically continued
to the space of all automorphic representations.

For example take the functor of the r-th symmetric power V �→
∨r

V .
Suppose ρ : Gal(K/k) → GL2(C) is a Galois representation, and α and β are
the eigenvalues of ρ(g) for a certain g ∈ Gal(K/k). Then the composition of
ρ and

∨r defines another Galois representation
∨r
ρ : Gal(K/k) → GLr+1(C)

with eigenvalues
αr, αr−1β, αr−2β2, . . . , βr.

Hence according to the Langlands functoriality conjecture, if π is an automor-
phic representation of GL2 such that

L(s, π) =
∏

v

(

1 − α(v)
N(v)s

)−1(

1 − β(v)
N(v)s

)−1

then there exists an automorphic representation
∨r
π such that

L
(
s,
∨r
π
)

=
∏

v

r∏

j=0

(

1 − α(v)jβ(v)r−j

N(v)s

)−1

.
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Similarly, considering the tensor product of two representations, the func-
toriality conjecture predicts that if

L(s, πk) =
∏

v

nk∏

j=1

(

1 − αk,j(v)
N(v)s

)−1

(k = 1, 2),

where π1 and π2 are two automorphic representations, then there exists an
automorphic representation π = π1 × π2 such that

L(s, π) =
∏

v

n1∏

j=1

n2∏

l=1

(

1 − α1,j(v)α2,l(v)
N(v)s

)−1

.

Another example concerns the so-called base change. Let k, E and K
be algebraic number fields, k ⊂ E ⊂ K, and suppose that K/k is normal,
G = Gal(K/k), H = Gal(K/E). Every representation ρ of G defines by re-
striction a representation ρ′ of H, and we have L(s,K/E, ρ′) = L(s,K/k, ρ),
cf. Theorem 1.3.1, 3. According to the Langlands functoriality conjecture,
there should exist the corresponding operation sending automorphic repre-
sentations of GLn over k to automorphic representations over E, π �→ B(π)
(the base change lift), such that

L(s, π) = L(s,B(π)).

Theorem 1.5.2 (Arthur, Clozel) Base change lift exists if E/k is cyclic.

Further reading: [1], [4], [6], [12], [13], [17], [27].

2 The Selberg class: basic facts

2.1 Definitions and initial remarks

There is a natural desire for an axiomatic definition of the class of L-functions
of number-theoretical interest. There is a certain freedom in choosing axioms,
and many approaches are possible (cf. for example [7], [8], [34], [37]). One was
proposed by A. Selberg [38] in 1989.

For a complex function f , let f be defined by f(s) = f(s).
The Selberg class of L-functions, denoted by S, consists of the Dirichlet

series

F (s) =
∞∑

n=1

a(n)
ns

which satisfy the following axioms.

(1) The Dirichlet series converges absolutely for σ > 1.
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(2) (Analytic continuation) There exists an integer m � 0 such that the
function (s− 1)mF (s) is entire of finite order.

(3) (Functional equation) F satisfies the following functional equation

Φ(s) = ω Φ(1 − s),

where

Φ(s) = Qs
r∏

j=1

Γ (λjs+ µj)F (s) = γ(s)F (s),

and r � 0, Q > 0, λj > 0, �µj � 0, |ω| = 1 are parameters depending
on F .

(4) (Ramanujan hypothesis) For every ε > 0 we have a(n) � nε.

(5) (Euler product) For σ > 1 we have

logF (s) =
∞∑

n=1

b(n)
ns

,

where b(n) = 0 unless n = pm with m � 1, and b(n) � nθ for some
θ < 1/2.

We stress that in the functional equation r can vanish. In this case we
adopt the usual convention that an empty product equals 1, hence γ(s) = Qs,
and the functional equation takes the form

QsF (s) = ωQ1−s F (1 − s). (2.1)

In the general case, γ(s) = Qs
∏r

j=1 Γ (λjs+µj) is called the gamma factor. As
we shall see, it is uniquely determined by F (s) up to a multiplicative constant,
cf. Theorem 3.1.1.

It is also convenient to introduce the extended Selberg class S#. It consists
of F (s), not identically zero, satisfying axioms (1), (2) and (3).

First of all we observe that the Selberg class contains most L-functions
appearing in number theory. Here are some examples.

1. The Riemann zeta function ζ(s), see Section 1.1.

2. The shifted Dirichlet L-functions L(s+ iθ, χ), where χ is a primitive Diri-
chlet character (mod q), q > 1, and θ is a real number, see Section 1.1.

3. ζK(s), the Dedekind zeta function of an algebraic number field K, see
Section 1.2.

4. LK(s, χ), the Hecke L-function to a primitive Hecke character χ (mod f),
where f is an ideal of the ring of integers of K, see Section 1.2.

5. The L-function associated with a holomorphic newform of a congruence
subgroup of SL2(Z) (after suitable normalization), see Section 1.4.
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6. The Rankin-Selberg convolution of any two normalized holomorphic new-
forms, see Section 1.4.5.

We remark that

F,G ∈ S implies FG ∈ S (the same for S#);

If F ∈ S is entire, then the shift Fθ(s) = F (s+ iθ) is in S for every real θ.

Some further functions belong to S modulo known conjectures. So we have
the following list of conditional examples.

1. The Artin L-functions for irreducible representations of Galois groups
(modulo Artin’s conjecture: holomorphy is missing), see Section 1.3.

2. The L-functions associated with a nonholomorphic newform (the Ramanu-
jan hypothesis is missing, exceptional eigenvalue problem), see Section
1.4.6.

3. The symmetric powers (for normalized holomorphic newforms, say): for

L(s) =
∏

p

(

1 − ap

ps

)−1(

1 − bp
ps

)−1

,

the r-th symmetric power:

Lr(s) =
∏

p

r∏

j=0

(
1 − aj

p b
r−j
p p−s

)−1

belongs to S (modulo the Langlands functoriality conjecture), see Section
1.5.

4. More generally, the GLn(K) automorphic L-functions (the Ramanujan
hypothesis is missing), see Section 1.5.

General examples of L-functions from the extended Selberg class are the
linear combinations of solutions of the same functional equation, as for in-
stance the Davenport-Heilbronn L-function, see Section 1.1.

We observe that owing to the Euler product condition, an L-function from
the Selberg class cannot vanish in the half plane σ > 1. Moreover, using the
functional equation it is easy to detect zeros on the half-plane σ < 0. They are
situated at poles of the involved gamma factors and are called trivial zeros.
The other zeros are the non-trivial zeros. They lie in the critical strip

0 � σ � 1.

Except for the trivial case F ≡ 1, there are infinitely many such zeros (this
follows from (2.2) and Theorem 2.2.1 below). Trivial and non-trivial zeros can
be defined in an obvious way for L-functions in the extended Selberg class. In
this case, however, the critical strip is
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1 − σF � σ � σF ,

where σF � 1 is the least real number such that F (s) does not vanish for
σ > σF .

For a positive T , let NF (T ) denote the number of non-trivial zeros ρ =
β + iγ with |γ| � T . We have the following:

NF (T ) =
dF

π
T log T + cFT +O(log T ), (2.2)

where cF is a constant depending on F and

dF = 2
r∑

j=1

λj (2.3)

is the degree of F (the empty sum equals 0). From (2.2) we see that dF depends
only on F . It is an important observation since the data λj , ω, Q and µj are
not uniquely determined by F . Indeed, for instance the functional equation
of the Riemann zeta function can be written as

π− s
2 Γ
(s

2

)
ζ(s) = π− 1−s

2 Γ

(
1 − s

2

)

ζ(1 − s)

and also
(π

2

)− s
2
Γ
(s

4

)
Γ

(
s

4
+

1
2

)

ζ(s) =
(π

2

)− 1−s
2
Γ

(
1 − s

4

)

Γ

(
1 − s

4
+

1
2

)

ζ(1−s),

by the duplication formula for the Euler gamma function. Of course this is the
same functional equation, but the λj ’s are different. In contrast, the right-hand
side of (2.3) remains the same independently of which form of the functional
equation is actually used. We shall discuss this problem in detail in Section 3.

We write

Sd = {F ∈ S : dF = d } and S#
d = {F ∈ S# : dF = d }.

Because of the importance of L-functions in number theory, we are inter-
ested in the structure of S and S#. It happens quite often that a property of
a single L-function can be proved by considering it as a member of a family
of L-functions, and hence the study of such families is important. Our main
goal in these lecture notes is to discuss known results on the structure of the
Selberg class. Our knowledge in this respect is very limited. We are able to
find explicit description up to the degree 5/3. For larger degrees the general
structural theory practically does not exist at present, except for isolated ex-
amples of L-functions. There are however quite clear expectations on what is
an L-function. The most general is that they arise from automorphic repre-
sentations. This is probably very hard to prove, but there are a lot of other
very interesting problems to work with. Let us give some examples.
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One can ask for instance about the shape of admissible functional equa-
tions. The one given in the definition of S is very general, but most of such
functional equations have no solutions even in the larger class S#. For in-
stance, it follows from Theorem 2.2.1 below that the functional equation

5s Γ
(s

4

)
F (s) = 51−s Γ

(
1 − s

4

)

F (1 − s)

has no solutions in S. Much harder is to prove for instance that

5s Γ
(s

2
+
√

2
)
F (s) = 51−s Γ

(
1 − s

2
+
√

2
)

F (1 − s)

has no solutions in S as well. This follows from Theorem 6.1.1 (see Section
6 below). Other forbidden classes of functional equations can be constructed
using results from Section 7.

In the definition of S there are no restrictions concerning the λj ’s except
that they should be real and positive. In all known instances they are rational.
Even more, every known L-function satisfies a suitable functional equation
with all λj = 1/2. Hence a good structural problem is to prove that this is
always the case.

Another problem concerns Euler products. In all known cases the local
factor of an L-function corresponding to a finite prime p has the form

∂∏

j=1

(

1 − αj,p

ps

)−1

, (2.4)

where
|αj,p| � 1 (2.5)

and ∂ is independent of p. Moreover, for all but a finite number of primes
(“ramified primes”) we have

|αj,p| = 1

for all j = 1, . . . , ∂. It is expected that every F ∈ S has an Euler product of
this type. A closely related problem is to show that ∂ (the “arithmetic degree”)
equals the usual (“analytic”) degree dF defined above. Another good question
is to show that for every F ∈ S there exists an integer qF , a “conductor”,
such that the ramified primes are exactly the prime divisors of qF . A good
candidate for qF will be proposed in Section 3.3.

There are hundreds of such questions, and equally many possibilities for
speculations.

2.2 The simplest converse theorems

In order to illustrate what we mean by the description of the structure of S
and S#, let us consider the following simple case of degrees less than 1.
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Theorem 2.2.1 ([9]) S0 = {1} and Sd = ∅ if 0 < d < 1.

Similarly one can deal with the extended Selberg class. The functional
equation of F ∈ S#

0 has no Γ -factors (cf. (2.1)):

QsF (s) = ωQ1−s F (1 − s).

We call q = qF = Q2 the conductor of F ∈ S#
0 . Let S#

0 (q, ω) be the set of
F ∈ S#

0 with given q and ω. Moreover, let

V #
0 (q, ω) = S#

0 (q, ω) ∪ {0}.

Theorem 2.2.2 ([20]) If F ∈ S#
0 then

1. q is a positive integer.

2. q and ω are uniquely determined by F , and hence S#
0 is the disjoint union

of the subclasses S#
0 (q, ω) with q ∈ N and |ω| = 1.

3. For such q and ω, every F ∈ S#
0 (q, ω) has the form

F (s) =
∑

n|q
a(n)n−s.

4. V #
0 (q, ω) is a real vector space of dimension d(q) (the divisor function).

Theorem 2.2.3 ([20]) We have S#
d = ∅ for 0 < d < 1.

Proofs are not complicated. From (2.1) we see that F ∈ S#
0 is entire since

otherwise it would have a pole at s = 0. For real x let us consider

h(x) =
∞∑

n=1

a(n)e−2πnx

=
1

2πi

∫ 2+i∞

2−i∞
F (s)Γ (s)(2πx)−s ds

=
∞∑

k=0

(−1)kF (−k)
k!

(2πx)k

= ωQ

∞∑

k=0

(−1)k Q2k F (1 + k)
k!

(2πx)k.

The last series converges everywhere and hence h has analytic continuation
to the whole complex plane and is entire. For complex z, let

H(z) = h(−iz) =
∞∑

k=1

a(n)e(nz).
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This is a power series in e(z) = e2πiz. Hence it converges everywhere and
consequently

a(n) � R−n

for every R > 0. In particular the Dirichlet series of F converges (absolutely)
everywhere. The functional equation (2.1) can be viewed as an identity be-
tween absolutely convergent Dirichlet series

∞∑

n=1

a(n)
(
Q2

n

)s

= ωQ

∞∑

n=1

a(n)
n

ns.

We use the uniqueness theorem for generalized Dirichlet series. It follows that
q = Q2 is an integer and a(n) = 0 unless n |Q2. In particular we have that
F (s) is a Dirichlet polynomial supported on the divisors of the conductor:

F (s) =
∑

n|q
a(n)n−s, (2.6)

and the functional equation takes the form

a(n) =
ωn
√
q
a(q/n) (n|q). (2.7)

Therefore q and ω are uniquely determined by F . Using (2.6) and (2.7) it is
easy to compute the dimension of V #

0 (q, ω). It equals d(q) and Theorem 2.2.2
follows.

Proof of Theorems 2.2.1 and 2.2.3 Let F ∈ S0. By the Euler product axiom
we have

logF (s) =
∑

p|q

∞∑

m=1

b(pm)
pms

,

and the series converges absolutely for σ > θ with θ < 1/2. By the func-
tional equation this means that F is entire and non-vanishing. Hence using
Hadamard’s theory we have

F (s) = A ·Bs

for certain constants A and B. By the functional equation (2.7) this easily
implies that q = 1 and therefore F ≡ 1. The first part of Theorem 2.2.1
follows and the case of degree zero is established.

Let now F ∈ S#
d with 0 < d < 1. As before, let us consider for x > 0

h(x) =
∞∑

n=1

a(n)e−2πnx.

This time we cannot a priori exclude that F has a pole at s = 1. Therefore
using the integral representation of h(x) and shifting the line of integration
we have
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h(x) =
P (log x)

x
+

∞∑

k=0

(−1)kF (−k)
k!

(2πx)k

for a certain polynomial P . By d < 1 and by Stirling’s formula for the gamma
function, using the functional equation we obtain

F (−k)
k!

� k−(1−d)kAk

for some A > 0. Hence the series converges everywhere. This gives the analytic
continuation of h to the whole complex plane with the slit along the negative
real axis. Since h is periodic with period i, we conclude that the polynomial
P is identically zero and h is entire. As before, this means that the Dirichlet
series for F converges absolutely everywhere. In particular

F (σ + it) � 1

for every fixed σ. This is impossible since by the functional equation we have

|F (−σ + it)| � |t|d(1/2+σ)

for sufficiently large but fixed σ and for |t| → ∞. Consequently, S#
d = Sd = ∅

for 0 < d < 1 and both theorems are proved.

2.3 Euler product

Let us now look at the Euler product axiom in the definition of the Selberg
class. We have

logF (s) =
∑

p

∞∑

m=1

b(pm) p−ms.

For sufficiently large σ we can perform formal manipulations on the absolutely
convergent series, thus obtaining

F (s) =
∏

p

Fp(s),

where

Fp(s) =
∞∑

m=0

a(pm) p−ms. (2.8)

Hence the coefficients a(n) are multiplicative. The product converges for
σ > 1. We call Fp the local factor of F . The series in (2.8) converges absolutely
for σ > 0. Since b(pm) � pmθ with θ < 1/2, the series

logFp(s) =
∞∑

m=0

b(pm) p−ms
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converges for σ > θ. In particular Fp(s) �= 0 for σ > θ.
In all known examples of L-functions, 1/Fp(s) is a polynomial in p−s, so

that the local factors are of the form (2.4), (2.5). If this happens for an F ∈ S
we say that F has a polynomial Euler product. We denote by Spoly the subclass
of such F ∈ S.

Suppose F,G ∈ S are different. It may happen that local factors of F and
G are the same for certain primes p :

Fp = Gp for p ∈ ΩF,G .

Problem How large can ΩF,G be?

The following simple example shows that it can be pretty large. Let χ1 and
χ2 be two different primitive Dirichlet characters (mod q) such that χ1(a) =
χ2(a) for certain a coprime to q. Then the corresponding set of primes Ω
contains all p ≡ a (mod q). In particular it can have positive density.

On the other hand there is a well-known result in representation theory
called the Strong Multiplicity One Theorem (Piatetski-Shapiro [35]).

Theorem 2.3.1 ([35]) Let

π =
⊗

p πp, π′ =
⊗

p π
′
p

be two automorphic representations. If πp = π′
p for almost all primes p, then

π = π′.

Here and in the sequel “almost all” means “all but finitely many”.
In the language of L-functions, Theorem 2.3.1 says that if the local factors

Lp(s, π) and Lp(s, π′) are the same for all but finitely many primes, then
the global L-functions are the same. In this formulation the multiplicity one
theorem holds in the Selberg class, as was proved by M. R. Murty and V. K.
Murty.

Theorem 2.3.2 ([31]) Let F,G ∈ S. If Fp(s) = Gp(s) for almost all primes p,
then F = G.

Proof Let Fp = Gp for p /∈ T , for a certain finite set T of primes. Let us
consider the quotient

γF (s)F (s)
γG(s)G(s)

=
γF (s)
γG(s)

∏

p∈T

Fp(s)
Gp(s)

.

The right-hand side is holomorphic and non-vanishing for σ � 1/2 and hence
by the functional equation we have that F (s)/G(s) is entire, non-vanishing
and of finite order. Therefore by Hadamard’s theory

F (s)
G(s)

= eas+b γG(s)
γF (s)
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for certain complex numbers a and b. By Stirling’s formula we obtain

F (2 + it)
G(2 + it)

= c eαttβeiγt log teiδt
(
1 +O(1/t)

)
(t→ ∞)

for certain real α, β, γ, δ and complex c. The left-hand side is almost periodic
in t and hence α = β = 0. Now we use the following well-known theorem of
Bohr ([3]).

Theorem 2.3.3 ([3]) If f(t) is almost periodic and satisfies |f(t)| � k > 0,
then arg f(t) = λt+ φ(t) with λ real and φ(t) almost periodic.

This implies that γ = 0 as well. Hence

e−iδt F (2 + it)
G(2 + it)

= c+ o(1)

as t → ∞. But the left-hand side is almost periodic and hence it has to be
constant. By analytic continuation we obtain

eδ(2−s)F (s) = cG(s)

for all complex s. By the uniqueness theorem for generalized Dirichlet series
we see that δ = 0. Moreover, since aF (1) = aG(1) = 1, we have c = 1 and the
result follows.

We observe that the above arguments show that the assumption Fp(s) =
Gp(s) can be replaced by the weaker requirement that

aF (p) = aG(p) and aF (p2) = aG(p2)

for almost all primes. It would be desirable to remove the condition involving
squares. This is not known in general, but can be proved for certain important
subclasses of S (cf. [25], [32], [41]).

Theorem 2.3.4 ([25]) Let F,G ∈ Spoly. If aF (p) = aG(p) for almost all p,
then F = G.

The proof is based on a lemma concerning general Euler products. Let

f(s) =
∑

n

a(n)n−s, log f(s) =
∑

n

b(n)n−s,

where

b(n) = 0 unless n = pm with m � 1, b(n) � nθ (θ < 1/2),

and let

µf = lim inf
σ→1+

(σ − 1)
∑

p

|a(p)|2 log p
pσ

.
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Lemma 2.3.1 Assume that f(s) has meromorphic continuation to σ � 1 and
that µf <∞. Then f(s) has finitely many zeros and poles on the line σ = 1.

For the proof see [25].

Proof of Theorem 2.3.4 Let F,G ∈ Spoly and aF (p) = aG(p) for p /∈ T , for a
certain finite set T . Let H(s) = F (s)/G(s). We have

H(s) =
∏

p/∈T

(

1 − c(p2)
p2s

)−1

P (s),

where
c(p2) = aF (p2) − aG(p2) � 1 (2.9)

and P (s) is holomorphic and non-vanishing for σ � 1/2. The function

f(s) =
∏

p/∈T

(

1 − c(p2)
ps

)−1

satisfies the assumptions of Lemma 2.3.1. In particular µf < ∞ because of
(2.9). Hence H has at most finitely many zeros and poles on the line σ = 1/2.
We denote them (counting multiplicities) by

1
2

+ i tj , j = 1, . . . ,K.

We write
hj(s) = s− 1

2
− i tj , j = 1, . . . ,K.

Then the hj ’s satisfy functional equations of the form

hj(s) = −hj(1 − s).

Hence there exists a rational function R(s), satisfying

R(s) = η R(1 − s)

with η = ±1, such that R(s)H(s) is holomorphic and non-vanishing for
σ � 1/2. Now, by the functional equations of F and G, we have that

K(s) = R(s)H(s)
γF (s)
γG(s)

is holomorphic, non-vanishing for σ � 1/2 and satisfies

K(s) = ωK(1 − s)

for a certain ω with |ω| = 1. Hence by Hadamard’s theory we have K(s) =
eas+b for certain complex constants a and b. Consequently
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F (s)
G(s)

=
eas+b

R(s)
γG(s)
γF (s)

.

By Stirling’s formula we obtain

F (2 + it)
G(2 + it)

= c eαttβeiγt log teiδt
(
1 +O(1/t)

)
(t→ ∞)

for certain real α, β, γ, δ and complex c. Hence the result follows arguing as
in the proof of Theorem 2.3.2.

2.4 Factorization

We say that F ∈ S is primitive if F = F1F2, F1, F2 ∈ S, implies F1 = 1 or
F2 = 1. Similarly, F ∈ S# is primitive if F = F1F2, F1, F2 ∈ S# implies
F1 = const. or F2 = const. Note that the constants are the only invertible
elements in S#.

Formally, both definitions are very similar. However, connections between
primitivity in S and S# are not clear. In particular it is an open problem
whether a primitive function in S is primitive in S# as well.

Theorem 2.4.1 ([9]) Every F ∈ S can be factored into primitive factors.

Proof This follows by induction on the degree using the following facts:

1. The degree is additive: dFG = dF + dG.

2. S0 = {1}.
3. Sd = ∅ for 0 < d < 1.

Theorem 2.4.2 ([26]) Every F ∈ S# can be factored into primitive factors.

The proof is more involved, and induction on the degree does not suffice.
In fact such an induction implies that every F ∈ S# can be written as a
product of almost primitive factors:

F (s) = F1(s) . . . Fk(s). (2.10)

Here and in the sequel we say that G ∈ S# is almost primitive if

G(s) = G1(s)G2(s), G1, G2 ∈ S#

implies dG1 = 0 or dG2 = 0.
We need the following

Theorem 2.4.3 ([26]) If F ∈ S# is almost primitive then F (s) = G(s)P (s)
with G,P ∈ S#, dG = 0, and P (s) primitive.

We shall for a moment postpone the proof of this theorem. Let us see how
it implies Theorem 2.4.2. Using (2.10) we write
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F (s) = G(s)P1(s) . . . Pk(s),

where dG = 0 and Pj , j = 1, . . . , k, are primitive. Since the functions in
S#

0 have integer conductors (cf. Theorem 2.2.2) and those with conductor 1
are constants, an induction on the conductor shows that G is a product of
primitive functions. Therefore Theorem 2.4.2 follows.

For the proof of Theorem 2.4.3 we need some lemmas.
Let δ0 � 1. We define a(n, δ0), n � 1, by induction:

a(1, δ0) = δ0,

a(n, δ0) = δ0 +
Ω(n)∑

l=2

1
l

∑

n1...nl=n
nj�2

a(n1, δ0) . . . a(nl, δ0),

where, as usual, Ω(n) denotes the number of prime factors of n counting
multiplicities.

Lemma 2.4.1 ([26]) For n � 1

δ0 � a(n, δ0) � δ
Ω(n)
0 2Ω(n)3 .

Proof By induction (see [26]).

For a given F ∈ S# let σF denote the abscissa of non-vanishing of F , and
recall that qF denotes the conductor of F ∈ S#.

Lemma 2.4.2 ([26]) Let F ∈ S#
0 have a(1) = 1 and qF � 2. Then

M := max
n|qF

|a(n)| = OσF

(
elog

3qF
)
.

Proof For sufficiently large σ we have

logF (s) =
∞∑

n=1

b(n)n−s. (2.11)

We may assume that σF > 1. We estimate logF (s) for σ > σF +δ, for (small)
positive δ. For σ > σF + δ/2 we have F (s) �δ M , whence

� logF (s) = log |F (s)| � c1(δ) logM.

For σ > c2(ε) logM we have F (s) = 1 + O(ε). Hence by the Borel-
Carathéodory theorem logF (s) = Oδ(log2M) for σ > σF + δ, and the
Lindelöf µ-function of logF (s) satisfies µ(σ) = 0 for σ > σF . Consequently
the series in (2.11) converges for σ > σF and therefore it converges absolutely
for σ > σF + 1. For such σ we have
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b(n)n−σ = lim
T→∞

1
2T

∫ T

−T

logF (σ + it)nitdt � log2M.

Therefore
|b(n)| � δ0 n

σ log2M

for some δ0 > 0 and every σ > σF + 1.
We now express the coefficients b(n) in terms of the coefficients a(n). For

sufficiently large σ we have F (s) = 1 +G(s), say, where |G(s)| < 1/2. Hence

logF (s) = log(1 +G(s)) =
∞∑

l=1

(−1)l+1

l
G(s)l

=
∞∑

l=1

(−1)l+1

l

∞∑

n=1

n−s
∑

n1,...,nl�2
n1...nl=n

a(n1) . . . a(nl).

Comparing the Dirichlet coefficients we obtain

b(n) = a(n) +
Ω(n)∑

l=2

(−1)l+1

l

∑

n1,...,nl�2
n1...nl=n

a(n1) . . . a(nl).

By induction we get from this

|a(n)| � nσa(n, δ0) log2Ω(n)M, (σ > σF + 1),

where a(n, δ0) is the sequence defined before Lemma 2.4.1. Consequently

M � qσ
F max

n|qF

(
a(n, δ0) log2Ω(n)M

)
. (2.12)

We consider two cases.

Case I : M � exp(log3qF ). In this case our lemma is obvious.

Case II : M > exp(log3qF ). Since Ω(n) � log x
log 2

, using (2.12) and Lemma

2.4.1 we have
M � qσ

F M
1/2 δ

2(log qF )/ log 2
0 e4 log3qF

whence putting σ = σF + 2 we obtain

M � q2σ
F δlog qF

0 e8 log3qF �σF
e10 log3qF

as required.

For F ∈ S# let

NF (T ) = #{ρ : F (ρ) = 0, |β| � σF , |γ| < T}
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be the usual zero-counting function.

Lemma 2.4.3 ([26]) We have

NF (T ) =
T

π
log qF +OσF

(log6qF )

uniformly for T � 2 and F ∈ S#
0 with a(1) = 1 and qF � 2.

Proof Let σ0 > σF be such that

|F (s) − 1| � 1
4

for σ � σ0.

σ0 exists since a(1) = 1. Let R be the rectangle with vertices σ0 ± iT and
1 − σ0 ± iT , where T is not the ordinate of a zero of F . Then by standard
arguments

NF (T ) =
1
2π

∆∂R arg(QsF (s)) =
T

π
log qF +O(σ0 log(qε

FM)).

Now choosing σ0 = c log3qF and using Lemma 2.4.2, we conclude the proof.

Proof of Theorem 2.4.3 Let F ∈ S# be almost primitive. If F is not primitive
we can write

F (s) = L1(s)F1(s)

for certain almost primitive F1 and L1 ∈ S#
0 with qL1 � 2. If F1 is not

primitive we apply inductively the same reasoning, and hence arguing by
contradiction we may assume that for every positive integer n

F (s) = L1(s) . . . Ln(s)Fn(s)

with Fn almost primitive and Lj ∈ S#
0 , qLj

� 2 for j = 1, . . . , n. Looking at
the Dirichlet series on both sides we have that only a finite number of Lj ’s
can have the first coefficient aLj

(1) = 0. Therefore, by a normalization, for
sufficiently large n we can write

F (s) = H(s)H1(s) . . . Hn(s)Fn(s)

with dH = 0, dHj
= 0, qHj

� 2, aHj
(1) = 1 (j = 1, . . . , n), and Fn almost

primitive. Writing Gn = H1 . . . Hn we finally obtain

F (s) = H(s)Gn(s)Fn(s)

with dH = 0, dGn
= 0, qGn

→ ∞ as n → ∞, aGn
(1) = 1 and Fn almost

primitive.
Note that

NF (T ) � NGn
(T ) and σGn

� σF
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for all n. Hence by Lemma 2.4.3 we have

dF

π
T log T � T

2π
log qGn

+O
(
log6qGn

)
.

Choosing T = qδ
Gn

with a sufficiently small positive δ we get a contradiction
and Theorem 2.4.3 follows.

2.5 Selberg conjectures

In these lecture notes we are mainly interested in unconditional results. Never-
theless it is interesting to discuss briefly some spectacular consequences of the
following Selberg Orthonormality Conjecture (SOC for short), motivated by
the properties of the Rankin-Selberg convolution (cf. (1.22)).

Conjecture (SOC) For every primitive F,G ∈ S we have

∑

p�x

aF (p) aG(p)
p

= δF,G log log x+O(1)

as x→ ∞, where

δF,G =

{
1 if F = G,

0 if F �= G.

Theorem 2.5.1 ([9], [30]) Assume SOC. Then the factorization into primitive
functions in S is unique up to the order of factors.

Proof Let P1, . . . , Pm, Q1, . . . , Qn be distinct primitive elements of the Selberg
class such that

P e1
1 (s) . . . P em

m (s) = Qf1
1 (s) . . . Qfn

n (s)

for certain positive integers e1, . . . , em and f1, . . . , fn. Comparing p-th coeffi-
cients on both sides we have

e1aP1(p) + . . .+ emaPm
(p) = f1aQ1(p) + . . .+ fnaQn

(p).

Multiplying by aP1(p)/p and summing over primes p � x we obtain

e1
∑

p�x

|aP1(p)|2
p

+
m∑

j=2

ej

∑

p�x

aPj
(p)aP1(p)
p

=
n∑

j=1

fj

∑

p�x

aQj
(p)aP1(p)
p

.

By SOC, the left hand side is e1 log log x+O(1) whereas the right hand side
is O(1), a contradiction.

If F = P e1
1 . . . P em

m is a factorization into powers of distinct primitive
functions, then SOC implies that
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∑

p�x

|aF (p)|2
p

= nF log log x+O(1),

where nF is an integer given by the formula

nF =
m∑

i=1

e2i .

Hence, under SOC, F is primitive if and only if nF = 1.

Theorem 2.5.2 ([9]) Assume SOC. Then the Riemann zeta function is the
only polar and primitive element of S.

Proof If F ∈ S has a pole of order m > 0 at s = 1 then

∑

p

a(p)
pσ

= logF (σ) +O(1) = m log(σ − 1) +O(1)

as σ → 1+. Suppose that F is primitive and different from ζ(s). Then by SOC
the sum

SF (x) =
∑

p�x

a(p)
p

is bounded as x→ ∞. Therefore
∑

p

a(p)
pσ

= (σ − 1)
∫ ∞

1

SF (x)x−σdx

is bounded as σ → 1+, a contradiction. Hence the result follows.

As an immediate consequence we obtain that SOC implies the Dedekind
conjecture: ζQ | ζK for any algebraic number field K. Indeed, ζK(s) decom-
poses uniquely into primitive factors and at least one of these factors has a
pole at s = 1. Hence it equals the Riemann zeta function. The same argument,
by Landau’s theorem, shows the following more general result.

Theorem 2.5.3 Assume SOC. Then every F ∈ S with non-negative Dirichlet
coefficients is divisible by the Riemann zeta function.

Theorem 2.5.4 ([30]) SOC implies Artin’s conjecture: every Artin L-function
L(s, ρ,K/k) associated with a non-trivial irreducible representation ρ of the
Galois group Gal(K/k) has an analytic continuation to the whole complex
plane. Moreover, L(s, ρ,K/k) is primitive in S.

Proof Using Theorem 1.3.1 it suffices to consider the case of absolute Galois
extensions. Hence without loss of generality we assume that k = Q. As ex-
plained in Section 1.3, L(s, ρ,K/Q) can be written as a quotient of products
of Hecke L-functions of some intermediate fields Q ⊂ Ej ⊂ K:
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L(s, ρ,K/k) =

m∏

j=1

LEj
(s, χj)

n∏

j=m+1

LEj
(s, χj)

.

After factoring each Hecke L-function into primitive factors in S we obtain

L(s, ρ,K/Q) =
N∏

j=1

F
ej

j (s)

where ej , j = 1, . . . , N , are integers and Fj are primitive and distinct.
Let χ denote the character of ρ and σp the Frobenius automorphism asso-

ciated with the prime p. By SOC we can write

∑

p�x

|χ(σp)|2
p

=
( N∑

j=1

e2j

)

log log x+O(1).

On the other hand, using Chebotarev’s density theorem one can check that

∑

p�x

|χ(σp)|2
p

= log log x+O(1).

Therefore
N∑

j=1

e2j = 1

so that N = 1 and e1 = ±1. Since L(s, ρ,K/k) has trivial zeros, the case
e1 = −1 is excluded and the result follows.

Theorem 2.5.5 ([30]) SOC implies the Langlands reciprocity conjecture for
solvable extensions K/Q.

Proof First we observe that Jacquet and Shalika [18], [19] and Shahidi [40]
established analytic properties of the Rankin-Selberg convolution of two GLn

automorphic L-functions, which suffice to verify that for every irreducible au-
tomorphic representation π the Dirichlet coefficients a(n, π) of the associated
L-function L(s, π) satisfy

∑

p�x

|a(p, π)|2
p

= log log x+O(1).

Hence, assuming SOC, L(s, π) is primitive in S provided it is a member of
the Selberg class, i.e. if the Ramanujan conjecture holds for this function.

Let K be a Galois extension of Q of degree n with solvable Galois group G.
Hence there exists a chain of consecutive Galois extensions of prime degrees
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Q ⊂ K1 ⊂ . . . ⊂ Kn = K.

Using repeatedly Theorem 1.5.2, we see that the Dedekind zeta function is an
automorphic L-function, and therefore

ζK(s) =
r∏

i=1

L(s, πi)ei , (2.13)

where πi are irreducible cuspidal automorphic representations over Q, and
ei are positive integers. Comparing local Euler factors on both sides, we see
that the Ramanujan conjecture holds for all L(s, πi). Hence, according to our
initial remark, (2.13) is a factorization into primitive elements in S. On the
other hand by (1.12) we have

ζK(s) =
∏

χ

L(s, χ,K/Q)dim χ, (2.14)

where the product is over the irreducible characters of G. According to The-
orem 2.5.4, this is a factorization into primitive elements in S. By unique
factorization (Theorem 2.5.1), (2.13) and (2.14) coincide up to the order of
factors, and hence each L(s,K/Q, χ) is one of L(s, πi). The reciprocity con-
jecture therefore follows.

3 Functional equation and invariants

3.1 Uniqueness of the functional equation

Theorem 3.1.1 ([9]) If γ1 and γ2 are gamma factors for F ∈ S#, then
γ1(s) = Cγ2(s) for some constant C �= 0.

Proof Let us consider the quotient of two functional equations of F with
gamma factors γ1(s) and γ2(s) respectively. We have

h(s) = ωh(1 − s),

where
h(s) = γ1(s)/γ2(s)

and ω is a complex number with |ω| = 1. We know that h is holomorphic and
non-vanishing for σ > 0. Hence h is entire and non-vanishing. Moreover, by
Stirling’s formula it is of order 1 or less. Hence

h(s) = eas+b

for certain complex a and b. By the functional equation of h we have
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eas+b = ωea(1−s)+b.

Hence a = iα for a certain real α. Putting s = it, t→ ∞, we have by Stirling’s
formula ∣

∣
∣
∣
h(it)
h(−it)

∣
∣
∣
∣→ 1.

Therefore α = 0 and the result follows.

3.2 Transformation formulae

The following problem arises. We know that the gamma factors of F ∈ S# are
uniquely determined up to a multiplicative constant. Nevertheless they can
have different shapes due to identities involving the Euler gamma function,
such as the Legendre-Gauss multiplication formula

Γ (s) = ms−1/2(2π)(1−m)/2
m−1∏

k=0

Γ
(s+ k

m

)

or the factorial formula
Γ (s+ 1) = sΓ (s).

What are the admissible forms of the gamma factors of a given F ∈ S#?

Theorem 3.2.1 ([21]) Let γ1(s) and γ2(s) be two gamma factors of F ∈ S#,
γ1 = Cγ2. Then γ1 can be transformed into Cγ2 by repeated applications of
the Legendre-Gauss multiplication formula and the factorial formula.

Instead of giving a formal proof of this theorem we confine ourselves to
the enlightening special case of

γ(s) = QsΓ (λs+ µ), Q > 0, λ > 0 and �µ � 0.

Let lj and mj be integers with 0 � lj < mj . A family (lj ,mj), j =
1, . . . ,M , is called an exact covering system if for every integer k there exists
a unique 1 � j � M such that k ≡ lj (modmj). It is clear that every exact
covering system satisfies

M∑

j=1

1
mj

= 1.

Moreover, writing L = l.c.m.(m1, . . . ,mM ) we have

{
kjmj + lj : j = 1, . . . ,M, kj = 0, . . . ,

L

mj
− 1
}

= {0, . . . , L− 1}.
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Proposition 3.2.1 ([21])

(1) If the identity

Γ (s) = eas+b
M∏

j=1

Γ (αjs+ βj) (3.1)

holds, then there exists an exact covering system (lj ,mj), j = 1, . . . ,M ,
such that

αj =
1
mj

, βj =
lj
mj

. (3.2)

(2) For every exact covering system (lj ,mj), j = 1, . . . ,M , there exist complex
numbers a, b such that (3.1) and (3.2) hold.

(3) Every identity of type (3.1) can be obtained starting with Γ (s) and apply-
ing the Legendre-Gauss multiplication formula at most (M + 1) times.

Proof Let us compare poles on both sides of (3.1). The poles on the left hand
side are simple and located at non-positive integers, whereas those on the
right hand side are at

s = −βj + l

αj
, l � 0, 1 � j � M.

Therefore
βj

αj
,

βj + 1
αj

are non-negative integers. Consequently

mj :=
1
αj

and lj := mjβj =
βj

αj

are integers, and (3.2) holds. To show that (lj ,mj), j = 1, . . . ,M , is an exact
covering system we write (3.1) in the form

Γ (s) = eas+b
M∏

j=1

Γ
(s+ lj
mj

)
.

Note that for every non-negative integers k and l there exists a unique

1 � j � M such that
−k + lj
mj

= −l. Hence k ≡ lj (modmj). Now we show

that lj � mj − 1 for j = 1, . . . ,M by contradiction. Suppose that lj0 � mj0

for some j0 and consider the residue l∗j0 ≡ lj0 (modmj0), 0 � l∗j0 < mj0 .

It is clear that s = −l∗j0 is not a pole of Γ
(s+ lj0
mj0

)
and hence there exists

(lj1 ,mj1) �= (lj0 ,mj0) such that l∗j0 ≡ lj1 (modmj1). But then the integer
k = l∗j0 +mj0mj1 satisfies
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k ≡ lj0 (modmj0) and k ≡ lj1 (modmj1),

a contradiction. Hence (lj ,mj), j = 1, . . . ,M, is an exact covering system
and the first part of the theorem follows.

To show (2) let us consider

f(s) =
Γ (s)

M∏

j=1

Γ
(s+ lj
mj

)
.

This function is entire and non-vanishing. Moreover it is of order 1 or less.
Hence f(s) = eas+b as required.

We show (3). According to (1), (3.1) has the form

Γ (s) = eas+b
M∏

j=1

Γ
( 1
mj

s+
lj
mj

)
(3.3)

where (lj ,mj), j = 1, . . . , M, is an exact covering system. Let L : =
l.c.m.(m1, . . . ,mM ). We apply the Legendre-Gauss multiplication formula:

Γ (s) = ea0s+b0

L∏

k=0

Γ
(s+ k

L

)
.

Then we split the factors according to the residue classes. The product equals

ea0s+b0

M∏

j=1

L
mj

−1
∏

kj=0

Γ
(s+ kjmj + lj

L

)
=

ea0s+b0

M∏

j=1

L
mj

−1
∏

kj=0

Γ

(
(s+ lj)/mj + kj

L/mj

)

.

We apply the multiplication formula with m = L/mj . The inner product
equals

eajs+bjΓ
(s+ lj
mj

)
.

Hence we obtain (3.3) with

eas+b =
M∏

j=1

eajs+bj ,

and the result follows.
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The general case is technically more involved but in principle very similar.
First we split the product

Qs
r∏

j=1

Γ (λjs+ µj)

into Q-equivalence classes, λj1 and λj2 being Q-equivalent when their quotient
is rational. Then we apply the above procedure (suitably generalized) to each
equivalence class. Since Γ -functions belonging to different equivalence classes
can have common poles, the use of the factorial formula is necessary. Here is
an example illustrating this situation:

Γ (s)Γ
(√

2s+ 1
)

=

√
2
π

2s Γ
(s

2
+ 1
)
Γ

(
s+ 1

2

)

Γ
(√

2s
)
.

As an application of Proposition 3.2.1 we obtain the following complete de-
scription of admissible forms of gamma factors in case of Dirichlet L-functions.
Of course other known L-functions can be treated similarly.

Theorem 3.2.2 ([21]) Let χ (mod q) be a primitive Dirichlet character. Then
all the γ-factors of L(s, χ) are of the form

Qs
M∏

j=1

Γ

(
s

2mj
+

2lj + a(χ)
2mj

)

,

where (lj ,mj), j = 1, . . . ,M , is any exact covering system,

Q =
(
q

π

M∏

j=1

m
1/mj

j

)1/2

and a(χ) = (1 + χ(−1))/2.

3.3 Invariants

Let F ∈ S# have the gamma factor of the usual form

γ(s) = Qs
r∏

j=1

Γ (λjs+ µj). (3.4)

Instead of giving a formal definition of a parameter and an invariant of F , we
restrict ourselves to the following definition. We call any function

p(Q,λ1, . . . , λr, µ1, . . . , µr, ω),

depending on the data Q, λj , µj and ω, a parameter of F . If a parameter
depends only on F and is independent of the particular form of the gamma
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factor, then it is called an invariant of F . As an immediate consequence of
Theorem 3.2.1 we have the following result.

Theorem 3.3.1 ([21]) A parameter is an invariant of F ∈ S# with dF > 0 if
and only if it is stable by the multiplication formula and the factorial formula.

The following examples of important invariants explain what we mean by
this statement.

(I) H-invariants
For a non-negative integer n let

HF (n) = 2
r∑

j=1

Bn(µj)
λn−1

j

, (3.5)

where Bn(x) denotes the n-th Bernoulli polynomial:

zezx

ez − 1
=

∞∑

n=0

Bn(x)
zn

n!
(|z| < 2π).

We have

B0(x) = 1, B1(x) = x− 1
2
, B2(x) = x2 − x+

1
6
, . . .

whence

HF (0) = 2
r∑

j=1

λj = dF (the degree),

HF (1) = 2
r∑

j=1

(
µj −

1
2

)
= ξF = ηF + iθF (the ξ-invariant).

We check the invariance of HF (n) using Theorem 3.3.1. We have the fol-
lowing identities for the Bernoulli polynomials:

Bn(x+ 1) = Bn(x) + nxn−1 (n � 0) (3.6)

and

Bn(mx) = mn−1
m−1∑

j=0

Bn

(
x+

j

m

)
(n � 0, m � 1). (3.7)

By applying the multiplication formula to a Γ -factor

Γ (λs+ µ),

it becomes
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eas+b
m∏

j=0

Γ
(λs+ µ+ j

m

)

with suitable a and b. Thus the parameters change according to the following
rules:

λ �→ λj :=
λ

m
(j = 0, . . . ,m− 1),

µ �→ µj :=
µ+ j

m
(j = 0, . . . ,m− 1).

Hence a summand
Bn(µ)
λn−1

in the definition of HF (n) is replaced by

m∑

j=0

Bn

( µ

m
+
j

m

)

(
λ/m

)n−1 ,

whence the sum on the right hand side of (3.5) remains unchanged by (3.7).
This means that HF (n) is stable by the multiplication formula.

We pass to the factorial formula. We always apply it to a pair of Γ -factors

Γ (λs+ µ)Γ (λ′s+ µ′) = (λs+ µ− 1)Γ (λs+ µ− 1)Γ (λ′s+ µ′)

=
λ

λ′

(

λ′s+
(µ− 1)λ′

λ

)

Γ (λs+ µ− 1)Γ (λ′s+ µ′).

In order to absorb the linear factor we need the following consistency condi-
tion:

µ− 1
λ

=
µ′

λ′
. (3.8)

Then our expression becomes

λ

λ′
Γ (λs+ µ− 1)Γ (λ′s+ µ′ + 1).

Thus in order to prove that HF (n) is stable by the factorial formula we have
to check that

Bn(µ)
λn−1

+
Bn(µ′)
λ′n−1 =

Bn(µ− 1)
λn−1

+
Bn(µ′ + 1)
λ′n−1 .

But this follows from (3.6) under the consistency condition (3.8).
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(II) The conductor
We have introduced the conductor for L-functions of degree 0 in Sec-

tion 2.2: qF = Q2. For positive degrees we put

qF = (2π)dFQ2
r∏

j=1

λ
2λj

j .

Again it is easy to check that the conductor is stable by the multiplication
and factorial formulae, and hence qF is an invariant.

(III) The root number
We define it by the following formula:

ω∗
F = ωe−i π

2 (ηF +1)

(
q

(2π)dF

)iθF /dF r∏

j=1

λ
−2i
µj

j .

It is easy to check the invariance of the root number.

H-invariants, conductor and root number form a set of “basic” invariants.
The exact meaning of this statement is explained by the following theorem.

Theorem 3.3.2 ([22]) F,G ∈ S# satisfy the same functional equation if and
only if qF = qG, ω∗

F = ω∗
G and HF (n) = HG(n) for every n � 0.

Proof For an F ∈ S# let

KF (z) := −z
∑

ρ

e−ρz (�z > 0),

where the summation is over all poles of γF (s). If γF (s) is as in (3.4), the
generic ρ equals

−µj + k

λj
, j = 1, . . . , r, k � 0.

Hence

KF (z) = −z
r∑

j=1

∞∑

k=0

e
µj+k

λj
z

=
r∑

j=1

zeµjz/λj

ez/λj − 1
.

Thus for |z| < 2πmin |λj | we have
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KF (z) =
r∑

j=1

λj

∞∑

n=0

Bn(µj)
zn

n!λn
j

=
1
2

∞∑

n=0

HF (n)
n!

zn.

Since KF (z) is clearly an invariant of F , we obtain another proof of the
invariance of the HF (n)’s. Now, if HF (n) = HG(n) for every n � 0 then
KF (z) = KG(z), and by the uniqueness property of the generalized Dirichlet
series we have that γF (s) and γG(s) have the same poles. Therefore

γF (s) = eas+bγG(s) (3.9)

for certain complex a and b. Using Stirling’s formula for t → ±∞ and σ = 0
we see that a is real. Hence the functional equation for F can be written as
follows:

easγG(s)F (s) =
(
ωeb−b

)
ea(1−s)γG(1 − s)F (1 − s). (3.10)

Computing the conductor of F using (3.10) we obtain

qF = e2aqG = e2aqF ,

whence a = 0. Consequently (3.9) takes the form

γF (s) = c γG(s)

for a certain complex c. Since we have ω∗
F = ω∗

G, c has to be real and the
result follows.

The general project would be to describe the structure of the Selberg
class by describing admissible values of the invariants. We have therefore the
following general problem.

Problem Given an invariant I : S → C or I : S# → C, describe I(S) or
I(S#).

For some invariants we have good conjectures about their sets of values.
The following two special cases are particularly important.

Degree Conjecture dF ∈ N ∪ {0} for every F ∈ S#.

Conductor Conjecture qF ∈ N for every F ∈ S.

Here are examples of degrees and conductors of some classical L-functions.
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Degrees and conductors of some L-functions

F dF qF

Riemann ζ(s) 1 1

Dirichlet L(s, χ), χ (mod q) primitive 1 q

Dedekind ζK(s) [K : Q ] |DK |

Hecke LK(s, χ), χ (mod f) primitive [K : Q ] N(f) |DK |

L(s, f), f ∈ S(N, k, χ) newform 2 N

Artin L(s,K/k, χ) [k : Q ] dimχ |Dk|Nk/Q(f(χ,K/k))

4 Hypergeometric functions

4.1 Gauss hypergeometric function

For a complex number a and a non-negative integer k we write as usual

(a)k =

{
1 if k = 0

a(a+ 1) . . . (a+ k − 1) if k � 1.

The Gauss hypergeometric function is defined by

F (a, b, c, z) =
∞∑

k=0

(a)k (b)k

(c)k k!
zk.

The hypergeometric series converges absolutely and uniformly on compact
subsets of |z| < 1, and hence F (a, b, c, z) is holomorphic for |z| < 1 (cf. [11]).
Moreover, F (a, b, c, z) has analytic continuation to C \ [1,∞) as a single-
valued holomorphic function.

Lemma 4.1.1 ([20]) Let c �= 0,−1, . . . , c−a−b �= 1, 2, . . . , �(c−a−b) > 0,
and ρ > 0. Then, uniformly for φ �= 0, we have

lim
ρ→0+

F (a, b, c, 1 + ρeiφ) =
Γ (c)Γ (c− a− b)
Γ (c− a)Γ (c− b)

.
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4.2 Complete and incomplete Fox hypergeometric functions

In the general case the Fox hypergeometric function is defined by the Barnes-
Mellin integral. The kernel function is defined as a quotient of products of
Γ -functions. We fix parameters

p, q, n,m integers, 0 � n � p, 0 � m � q,

αj (j = 1, . . . , p), βj (j = 1, . . . , q) positive numbers,

aj (j = 1, . . . , p), bj (j = 1, . . . , q) complex numbers,

αk(bh + ν) �= βh(ak − 1 − λ), ν, λ � 0, h = 1, . . . ,m, k = 1, . . . , n.

With these data we build a kernel function as follows:

h(w) =

n∏

j=1

Γ (1 − aj + αjw)
m∏

j=1

Γ (bj − βjw)

q∏

j=m+1

Γ (1 − bj + βjw)
p∏

j=n+1

Γ (aj − αjw)

.

The Fox hypergeometric function is defined by

H(z) =
1

2πi

∫

C

h(w)zwdw

where C denotes a path from −i∞ to +i∞ such that the points

s =
bj + ν

βj
(1 � j � m, ν � 0)

lie to the right of C, and the points

s =
aj − 1 − ν

αj
(1 � j � n, ν � 0)

to the left of C.
When C is a path running from −i∞ to +i∞ but in a different way, we

speak of incomplete Fox hypergeometric function. Of course the complete Fox
function and incomplete Fox function with the same kernel function differ by
the sum of the corresponding residues.

The main parameter of the Fox function is defined as follows:

µ =
q∑

j=1

βj −
p∑

j=1

αj . (4.1)
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4.3 The first special case: µ = 0

We need a special case of incomplete Fox function. We have data

λ1, . . . , λr > 0, d := 2
r∑

j=1

λj , µ1, . . . , µr complex.

For a positive integer K let

HK(z, s) = HK(z, s;λ,µ) =
1

2πi

∫

(−K−1/2)

h(w, s)zwdw

where
h(w, s) = h∗(w, s)Γ (s)

and

h∗(w, s) =
r∏

j=1

Γ
(
λj(1 − s) + µj −

λj

d
w
)

Γ
(
λjs+ µj + λj

d
w
) .

Hence in this case the parameters are:

n = 1, p = 1, m = r, q = 2r,

α1 = 1, a1 = 1,

βj =
λj

d
, bj = λj(1 − s) + µj (j = 1, . . . , r),

βj =
λj−r

d
, bj = 1 − λj−rs− µj−r (j = r + 1, . . . , 2r).

Here the main parameter (cf. (4.1)) is µ = 0.
We observe that our parameters are not constants but functions of s. Hence

in our case the Fox function depends on two complex variables. We need to
know what happens as |z| → ∞ or z → −i/β, with β defined in (4.2) below,
whereas s stays in a compact set.

We first observe that we can restrict ourselves to the case d = 1. This is
due to the following transformation formula

HK(z, s;λ1, . . . , λr, µ1, . . . , µr) = HK(z, s̃; λ̃1, . . . , λ̃r, µ̃1, . . . , µ̃r),

where
s̃ = ds− d− 1

2
, λ̃j =

λj

d
, µ̃j = µj +

λj

2

(
1 − 1

d

)

for j = 1, . . . , r. Indeed, we have

d̃ = 2
r∑

j=1

λ̃j = 1.
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Write

β =
r∏

j=1

λ
−2λj

j (4.2)

and consider the following subsets of the complex plane:

A = {z ∈ C : �z > 0},

Bβ =
{
z ∈ C : |z| < 1

β

}∖(
− 1
β
, 0
]
,

Cβ =
{
z ∈ C : |z| > 1

β

}
,

Dβ = A ∪Bβ ∪ Cβ .

Let R be a positive real number. For

K :=
[

max
1�j�r

1 + 2|µj |
2λj

+ 2
r∑

j=1

(
|µj | +

1
2

)
+R

]

+ 1

we have the following result.

Lemma 4.3.1 ([20], [24]) The integral

1
2πi

∫

(−K−1/2)

h(w, s)zwdw

is absolutely and uniformly convergent on compact subsets of A × {σ < R}
and HK(z, s) has holomorphic continuation to Dβ × {σ < R} as a single-
valued function. For real y, |y| → ∞, and complex s satisfying −L � σ � R,
L,R > 0, we have

HK(iy, s) � (|t| + 2)cL |y|−K−1/2.

The proof is based on a detailed inspection of the asymptotic behaviour of
the kernel function. Since it is quite technical and long, we refer the interested
reader to the original papers [20] and [24].

Crucial for us is the behaviour of the Fox function when y = −1/β. We
write

HK(−i/β, s) = lim
z→−i/β

HK(z, s).

Lemma 4.3.2 ([24]) The function HK(−i/β, s) is meromorphic for σ < R
with at most simple poles at the points

s(k) = 1 − k − iθ, k � 0,

and non-vanishing residue at s(0).
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We give a brief sketch of the proof, leaving the details to the reader (see
[20] and [24]). Let

A(s) =
r∑

j=1

(λj(1−2s)−2i�µj) log 2λj , a =
1
2
(1− s)+

1
2
ξ, b =

1
2
s+

1
2
ξ.

Using Stirling’s formula we obtain

h∗(w, s) = eA(s) Γ
(
a+ 1

2 − 1
2w
)

Γ
(
b+ 1

2 + 1
2w
) (β/2)w (1 + f(w, s)),

where
f(w, s) = O

(
1/|w|

)
.

Thus, after the change of variable 1
2βz �→ z, the function HK(z, s) is approx-

imated by

H∗
K(z, s) :=

eA(s)

2πi

∫

(−K−1/2)

Γ
(
a+ 1

2 − 1
2w
)

Γ
(
b+ 1

2 + 1
2w
) Γ (w)zwdw

= eA(s)

(

−
K∑

k=0

(−1)k

k!
Γ
(
a+ 1

2 + 1
2k
)

Γ
(
b+ 1

2 − 1
2k
) z−k

+
cos(πb)
π

Γ
(
a+

1
2

)
Γ
(1

2
− b
)
F
(
a+

1
2
,

1
2
− b,

1
2
, − 1

4z2

)

− sin(πb)
πz

Γ (a+ 1)Γ (1 − b)F
(
a+ 1, 1 − b,

3
2
, − 1

4z2

))

,

where F (A,B,C, z) denotes the classical Gauss hypergeometric function.
Since the β-parameter of the Fox function e−A(s)H∗

K(z, s) equals 2, using
Lemma 4.1.1 we have

e−A(s)H∗
K(−i/2, s) = −

K∑

k=0

1
k!
Γ
(
a+ 1

2 + 1
2k
)

Γ
(
b+ 1

2 − 1
2k
)
( i

2

)−k

+
cos(πb)√

π

Γ
(
a+ 1

2

)
Γ
(

1
2 − b

)
Γ
(
b− a− 1

2

)

Γ (−a)Γ (b)

− i
sin(πb)√

π

Γ (a+ 1)Γ (1 − b)Γ
(
b− a− 1

2

)

Γ
(

1
2 − a

)
Γ
(

1
2 + b

) .

This gives meromorphic continuation to σ > 0. Using more terms in Stirling’s
formula we obtain meromorphic continuation to the whole complex plane. The
expression for H∗

K(−i/2, s) is sufficiently explicit to study the polar structure.
This is somewhat involved, but one finally proves that there are at most simple
poles and that they are at points s(k), k � 0. The residue at s(0) does not
vanish and hence there is really a pole at that point.
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4.4 The second special case: µ > 0

In Section 7 we shall need the Fox hypergeometric function built from the
data of the γ-factor of F ∈ S#

d , with d > 1, in the following way:

n = 1, p = 1, m = r, q = 2r,

α1 = 1, a1 = 1,

βj = λj , bj = λj(1 − s) + µj (j = 1, . . . , r),

βj = λj−r, bj = 1 − λj−rs− µj−r (j = r + 1, . . . , 2r).

In this case we have the incomplete Fox function

Hc(z, s) =
1

2πi

∫

(−c)

h(w, s)zwdw,

where

h(w, s) =
r∏

j=1

Γ (λj(1 − s− w) + µj)
Γ (λj(s+ w) + µj)

Γ (w).

Here s lies in a strip 1 − L < σ < 2 with some large L, c = c(s) is real
and σ < c < 2, c �= 0, 1. Moreover z = x + 2πiα, x > 0, α real. We need
information on Hc(z, s) when z is purely imaginary, and hence we are going
to take x→ 0+.

The main parameter of Hc(z, s) (cf. (4.1)) is µ = d − 1 > 0, since d > 1.
Using the identity

Γ (z)Γ (1 − z) =
π

sinπz
we write h(w, s) as

h(w, s) = h0(w, s)h1(w, s)

with

h0(w, s) =
1

Γ (1 − w)

r∏

j=1

Γ (λj(1 − s− w) + µj)Γ (1 − λj(s+ w) − µj)

and

h1(w, s) =
π1−r

sinπw

r∏

j=1

sin
(
π(λj(s+ w) + µj)

)
.

Lemma 4.4.1 ([23]) Let 1 < d < 2, and let J be an integer. Moreover, let

θ = 2�
r∑

j=1

(
µj −

1
2

)
, a = β(d− 1)d−1 and b = β(d− 1)d,

where β is given by (4.2). Then there exist a constant c0 �= 0 and polynomials
pj(s), with 0 � j � J and p0(s) = c0 identically, such that
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h0(w, s) = awbs
J∑

j=0

pj(s)Γ
(
(1 − d)w − d

2
− ds− iθ − j

)

+ awbs Γ
(
(1 − d)w − d

2
− ds− iθ

)
f0(w, s),

where
f0(w, s) � |�w|−J−1, |�w| → ∞,

uniformly for s in any compact subset of 1 − L < σ < 2.

The proof is quite technical and we skip it (see [23]).

Lemma 4.4.2 ([23]) Let d, L, σ and w be as above. Moreover, let

ξ = 2
r∑

j=1

(
µj −

1
2

)
.

Then there exists a constant 0 < λ < d such that

h1(w, s) = − 2πi
(2π)r

e−iπ d
2 s−i π

2 ξ eiπ(1−d/2)w + f1(w, s),

where

f1(w, s) �
{
e−π(1−λ/2)
w if �w → +∞
eπ(1−d/2)|
w| if �w → −∞

uniformly for s in any compact subset of 1 − L < σ < 2.

The proof is easy, see [23].

According to the above lemmas we split Hc(z, s) as follows:

Hc(z, s) =
J∑

j=0

H(j)
c (z, s) + H̃(1)

c (z, s) + H̃(2)
c (z, s),

where

H(j)
c (z, s) = −b

spj(s)e−iπ d
2 s−i π

2 ξ

(2π)r
×

∫

(−c)

Γ
(
(1 − d)w +

d

2
− ds− iθ − j

)(
aeiπ(1−d/2)z

)wdw,

H̃(1)
c (z, s) =

bs

2πi

J∑

j=0

pj(s)×

∫

(−c)

Γ
(
(1 − d)w +

d

2
− ds− iθ − j

)
f1(w, s)(az)wdw,



Axiomatic theory of L-functions: the Selberg class 193

H̃(2)
c (z, s) =

bs

2πi
×

∫

(−c)

Γ
(
(1 − d)w +

d

2
− ds− iθ

)
f0(w, s)h1(w, s)(az)wdw.

By Lemmas 4.4.1 and 4.4.2, the integrals in H̃(j)
c , j = 1, 2, converge absolutely

and uniformly for | arg z | � π/2 and s in a compact subset of 1 − L < σ < 2.
Hence we can pass to the limit for x → 0+ in these cases. The integrals in
H

(j)
c , 0 � j � J, can be explicitly computed. We formulate the result in a

form suitable for future applications in Section 7.

Lemma 4.4.3 ([23]) Let

κ =
1

d− 1
, A = (d− 1)q−κ, B = b

( a

2πQ2

)−dκ

,

and

Lj = − 2πie−i π
2 ξ

(2π)r(d− 1)

(
aeiπ(1−d/2)

2πiQ2

)d/2−iθ−j
d−1

, Dk =
(−1)k

k!

(
aeiπ(1−d/2)

2πiQ2

)kκ

.

Then we have

H(j)
c

(
− i

n

2πQ2α
, s
)

=

Ljpj(s)Bs
(α

n

)ds−d/2+iθ+j
d−1

{

e
(
A
(n

α

)κ)
−

j∑

k=0

Dkψj−k(s)
(α

n

)−kκ
}

where

ψl(s) =

{
1 if d/2 + (c− σ)(d− 1) < σ < d/2 + (c− σ)(d− 1) + 1

0 if (d− 1)σa(F ) − J + 1 < σ < d/2 + (c− σ)(d− 1) − l

uniformly for s in a compact subset of the strip

d/2 − J < σ < d/2 + 1 + ε.

For the proof see [23].

5 Non-linear twists

5.1 Meromorphic continuation

Let F ∈ S#
d , d > 0. For a real α > 0 and σ > 1 we define the non-linear twist

by the formula
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F (s, α) =
∞∑

n=1

a(n)
ns

e
(
− n1/dα

)
.

We write
nα = qF d

−dαd

and

a(nα) =

{
a(n) if nα ∈ N

0 otherwise.

With this notation we have the following result.

Theorem 5.1.1 ([24]) F (s, α) has meromorphic continuation to C. More-
over, F (s, α) is entire if a(nα) = 0, while if a(nα) �= 0 then F (s, α) has at
most simple poles at the points

sk =
d+ 1
2d

− k

d
− i

θF

d
, k � 0,

with non-vanishing residue at s0. Here θF is defined as in Section 3.3.

Proof Let N > 2 and zN = 1/N + 2πiα. For σ � 1 + 1/d and sufficiently
large positive c we have

FN (s, α) :=
∞∑

n=1

a(n)
ns

exp
(
− n1/dzN

)

=
1

2πi

∫ c+i∞

c−i∞
F
(
s+

w

d

)
Γ (w)z−w

N dw.

We shift the line of integration to the left and apply the functional equation
to F . Next we move N to infinity. For 1 < σ < 1 + 1/d we obtain

F (s, α) = R(s, α)+

ωQ1−2s
∞∑

n=1

aF (n)
n1−s

HK

(

− i

β̃

( n

nα

)1/d

, s̃, λ̃1, . . . , λ̃r, µ̃1, . . . , µ̃r

)

, (5.1)

where

R(s, α) = Res
w=d(1−s)

F
(
s+

w

d

)(
2πeiπ/2α

)−w +
K∑

k=0

(−1)k

k!
F
(
s− k

d

)
(2πiα)k

is the corresponding sum of residues. Here β̃, s̃, . . . are defined as in Section 4.3.
We now consider the following two cases.

Case I : nα /∈ N. Since R(s, α) is entire, formula (5.1) together with Lemma
4.2.1 gives holomorphic continuation of F (s, α) to an entire function.
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Case II : nα ∈ N. Then (5.1) can be rewritten as follows:

F (s, α) = ωQ1−2s aF (nα)
n1−s

α

HK

(
− i
/
β̃, s̃
)

+ E(s, α)

with entire E(s, α). We now use Lemma 4.2.2 and the result follows.

Some extra arguments are needed to get uniformity. For this purpose we
call admissible a family F of L-functions from S# if:

(1) dF � 1, mF � 1,

(2) F has a γ-factor with Q� 1, λj � 1, µj � 1,

(3)
∑

n�x

|a(n)| � x1+ε,

with implied constants depending on the family F .

Examples Admissible families are:

(a) one element family F = {F} for a fixed F ∈ S#,

(b) Dirichlet L-functions associated with primitive characters,

(c) normalized L-functions associated with holomorphic modular forms of
bounded weight,

(d) Dedekind zeta functions of number fields with bounded degrees.

Note however that the set {L(s + ik, χ)}k∈Z where χ is a fixed primitive
Dirichlet character is not admissible. Also, the family of all Dedekind zeta
functions is not admissible.

Let ‖x‖ denote the distance of x from the nearest integer n such that
aF (n) �= 0. Moreover, let

δ(α) =

⎧
⎪⎨

⎪⎩

α if a(nα) �= 0

α

‖α‖ if a(nα) = 0.

With this notation we have the following result.

Theorem 5.1.2 ([24]) Let F be an admissible family, α > 0, ∆ � 2 and

|s− sk| � 1
4dF

. Then

F (s, α) �F,∆ qc−σ
F (|t| + 2)c∆δ(α)c∆

uniformly for F ∈ F , −∆ � σ � 2, where c = c(F). Moreover

Res
s=sk

F (s, α) = ω∗
F a(nα) q

1
2−sk

F nsk−1
α ck(F) (k � 0)

where ck(F) = OF,k(1) uniformly for F ∈ F and c0(F ) �= 0.
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5.2 Some consequences

Let φ(u) be a smooth function on (0,∞) with compact support. We denote
by φ̃(s) its Mellin transform

φ̃(s) =
∫ ∞

0

φ(u)us−1du.

Clearly φ̃(s) is an entire function.
For F ∈ S#, α > 0 and x > 0, we write

SF (x) =
∞∑

n=1

φ
(n

x

)
a(n) e(−n1/dα).

Then we have the following result.

Theorem 5.2.1 ([24]) Let F be an admissible family and let α > 0. Then
for every A > 0 we have

SF (x) = ω∗
F

a(nα)
nα

q
1/2
F ×

∑

k�dF A+(dF +1)/2

ck(F ) φ̃(sk)
(xnα

qF

)sk

+OF,φ,A

(
qc+A
F δ(α)cAx−A

)
(5.2)

uniformly for F ∈ F and nα �F 1, where c = c(F).

Proof The proof is standard. We write the inverse Mellin transform

SF (x) =
1

2πi

∫ 2+i∞

2−i∞
F (s, α)φ̃(s)xsds

and shift the line of integration to the left. Since φ is smooth, for every positive
A we have ∣

∣φ̃(σ + it)
∣
∣�A (|t| + 2)−A

uniformly in every vertical strip a � σ � b. By Theorem 5.1.2, F (s, α) grows
polynomially on vertical lines and hence the main term in (5.2) is the sum of
residues.

Another application is as follows.

Theorem 5.2.2 ([24]) Let F ∈ S#
d , d � 1. Then for every polynomial P we

have ∑

n�x

a(n) = xP (log x) +Ω
(
x(d−1)/(2d)

)
.

Proof For simplicity we consider in detail the case of an entire F . The case
of non-entire F is more complicated but similar in principle.
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We can assume P ≡ 0 since otherwise the result is trivial. Suppose that
∑

n�x

a(n) = o
(
x(d−1)/(2d)

)
.

Then by partial summation we have
∑

n>y

a(n)n−s = o
(
y(d−1)/(2d)−σ

)

for σ > (d+ 1)/(2d). For α > 0 with a(nα) �= 0 we have

F (s, α) − e(α)F (s) = −2πi α
d

∫ ∞

1

∑

n>y

a(n)
ns

y1/d−1e(−y1/d α) dy

= o

(
1

σ − (d+ 1)/(2d)

)

(5.3)

as σ tends to (d + 1)/(2d) from the right. By Theorem 5.1.1, F (s, α) has a
pole at s0 = (d+ 1)/(2d) − iθF /d and hence

F (σ − iθF /d, α) − e(α)F (σ − iθF /d) �
1

σ − (d+ 1)/(2d)

as σ →
(
(d+ 1)/(2d)

)+, a contradiction. The result therefore follows.
We remark that the standard way of proving results of this type is by

the use of Voronoi-type identities. The advantage of the approach presented
here is that it clearly shows a reason for the Ω-estimate, namely the pole of
F (s, α). Note that the initial L-function F (s) is regular for s �= 1, and the
special meaning of s0 is not evident if one deals only with F (s).

Let σc(F ) denote the abscissa of convergence of F ∈ S#.

Corollary 5.2.1 ([24]) Let F ∈ S#
d , d � 1. Then the abscissa of convergence

of F satisfies

σc(F ) � d− 1
2d

.

The result is trivial if F (s) has a pole at s = 1. Otherwise, by a well known
formula (cf. [44]) and by Theorem 5.2.2, we have

σc(F ) = lim sup
x→∞

log
∣
∣
∑

n�x a(n)
∣
∣

log x
� d− 1

2d
.

6 Structure of the Selberg class: d = 1

6.1 The case of the extended Selberg class

Let �ξ = η ∈ {−1, 0} and
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X (q, ξ) =

{
{χ (mod q) : χ(−1) = 1} if η = −1

{χ (mod q) : χ(−1) = −1} if η = 0.

Moreover, for a Dirichlet character χ let

ωχ∗ = τ(χ∗)/(ia(χ)fχ)

denote the root number of the corresponding Dirichlet L-function. Here fχ is
the conductor of χ.

For a triplet (q, ξ, ω∗), where q is positive and ξ, ω∗ are complex numbers
with |ω∗| = 1, we denote by S#

1 (q, ξ, ω∗) the set of F ∈ S#
1 such that

qF = q, ξF = ξ, ω∗
F = ω∗.

Then of course S#
1 is the disjoint union of these subclasses. Moreover, we write

V #
1 (q, ξ, ω∗) = S#

1 (q, ξ, ω∗) ∪ {0}.

The structure of S#
1 is completely described by the following theorem.

Theorem 6.1.1 ([20]) Let F ∈ S#
1 . Then

(1) qF ∈ N and ηF = �ξF ∈ {−1, 0};
(2) the sequence a(n)niθF is periodic with period qF ;

(3) every F ∈ S#
1 (q, ξ, ω∗), with q ∈ N, η = �ξ ∈ {−1, 0}, |ω∗| = 1 can be

uniquely written as

F (s) =
∑

χ∈X (q,ξ)

Pχ(s+ iθF )L(s+ iθF , χ
∗)

where Pχ ∈ S#
0 (q/fχ, ω

∗ ωχ∗). Moreover, Pχ0(1) = 0 if θ �= 0.

(4) V #
1 (q, ξ, ω∗) is a real vector space and

dimR V
#
1 (q, ξ, ω∗) =

{
[ 12q] if ξ = −1

[12 (q − 1 − η)] otherwise.

Proof For d = 1, the non-linear twist discussed in Section 5 becomes the
additive linear twist:

F (s, α) =
∞∑

n=1

a(n)
ns

e(−nα).

We have
F (s, α) = F (s, α+ 1). (6.1)
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By Theorem 5.1.1 we know that this function has a pole at

s = 1 − iθF (6.2)

if α = n/qF and a(n) �= 0. Hence αqF ∈ N implies (α+1)qF ∈ N and therefore
qF is a positive integer. Moreover, the residue of F (s, n/qF ) at (6.2) equals

ω∗Q2iθF −1 a(n)
niθF

Res
s=1−iθF

HK(−i/β, s).

Using (6.1) we see that the same residue equals

ω∗Q2iθF −1 a(n+ qF )
(n+ qF )iθF

Res
s=1−iθF

HK(−i/β, s).

Since Res
s=1−iθF

HK(−i/β, s) �= 0, we see that the sequence

c(n) := a(n)niθF (6.3)

is periodic with period qF .
For σ > 1 we have

F (s− iθF ) =
∞∑

n=1

c(n)
ns

=
∑

d|qF

∑

n�1

(n,qF )=d

c(n)
ns

=
∑

d|qF

1
ds

∑

n�1

(n, qF /d)=1

c(nd)
ns

.

We observe that for a fixed d | qF , the function defined by

cd(n) :=

{
c(nd) if (n, qF /d) = 1

0 otherwise

is periodic with period qF /d. We may therefore write

cd(n) =
∑

χ(mod qF /d)

cd,χ χ(n)

for certain complex numbers cd,χ. Hence
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F (s− iθF ) =
∑

d|qF

∑

χ(mod qF /d)

cd,χ

ds
L(s, χ)

=
∑

d|qF

∑

χ(mod qF /d)

cd,χ

ds

∏

p
∣
∣ qF
dfχ

(

1 − χ(p)
ps

)

L(s, χ∗)

=
∑

χ(mod qF )

Pχ(s)L(s, χ∗),

where Pχ is a suitable Dirichlet polynomial.
Now we write the functional equations for F (s−iθF ) and for each L(s, χ∗).

They have to agree, and hence after long but rather standard computations
we prove that the summation is over characters of the same parity, in fact over
X (qF , ξF ). Moreover, we prove at the same time that the Dirichlet polynomials
Pχ have to belong to S#

0 (qF /fχ, ω
∗ ωχ∗). Since we have an explicit description

of the functions from S#
1 (q, ξ, ω∗), it is a matter of routine calculation to

compute the dimension of V #
1 (q, ξ, ω∗). Hence the theorem follows.

6.2 The case of the Selberg class

If F ∈ S1 then the coefficients a(n) are multiplicative. This gives a strong
restriction on F .

Theorem 6.2.1 ([20]) Let F ∈ S1. If qF = 1, then F (s) = ζ(s). If qF � 2,
then there exists a primitive Dirichlet character χ (mod qF ) with χ(−1) =
−(2ηF + 1) such that F (s) = L(s+ iθF , χ).

Proof Let n andm be two positive integers coprime to the conductor qF . Using
the Chinese Remainder Theorem we find a ∈ N such that (m + aqF , n) = 1.
Then, keeping the notation introduced in (6.3), we have

c(nm) = c((m+ aqF )n) = c(m+ aqF )c(n) = c(n)c(m).

Hence c(n) is completely multiplicative on integers coprime to the conductor.
Therefore

c(n) = χ(n)

for a certain Dirichlet character χ (mod qF ) and for all integers n coprime to
qF . If qF = 1 then θF = 0 and we have F (s) = ζ(s). For qF > 1 we have
equality of local factors

Fp(s) = Lp(s+ iθF , χ)

for all primes p not dividing qF . Hence by the multiplicity one principle (The-
orem 2.3.2) we have F (s) = L(s+ iθF , χ

∗) and the result follows.
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7 Structure of the Selberg class: 1 < d < 2

7.1 Basic identity

Let F ∈ S#
d , 1 < d < 2. For positive α and sufficiently large σ we write

F (s, α) =
∞∑

n=1

a(n)
ns

e(−nα).

Moreover, let

κ =
1

d− 1
, A = (d− 1)q−κ

F ,

s∗ = κ
(
s+

d

2
− 1 + iθF

)
, σ∗ = �s∗,

D(s, α) =
∞∑

n=1

a(n)
ns

e

(

A
(n

α

)κ
)

.

With this notation we have the following result.

Theorem 7.1.1 ([23]) Let 1 < d < 2, F ∈ S#
d , α > 0, and let J � 1 be

an integer. Then there exists a constant c0 �= 0 and polynomials Pj(s) with
0 � j � J − 1 and P0(s) = c0 identically, such that for σ∗ > σa(F )

F (s, α) = qκs
F

J−1∑

j=0

ακ(ds−d/2+iθF +j)Pj(s)D(s∗ + jκ, α) +GJ(s, α), (7.1)

where GJ(s, α) is holomorphic for s in the half-plane σ∗ > σa(F ) − κJ and
continuous for α > 0.

Proof Let zN :=
1
N

+ 2πiα, where N and α are real and positive, and let

FN (s, α) =
∞∑

n=1

a(n)
ns

e−nzN .

Using the inverse Mellin transform and the functional equation for F we have

FN (s, α) = RN (s, α) + χ1(s)F (s) − χ2(s)zNF (s− 1)

+ ωQ1−2s
∞∑

n=1

a(n)
n1−s

Hc

( n

Q2zN
, s
)

where Hc(z, s) is the incomplete Fox hypergeometric function defined in Sec-
tion 4.4,
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χ1(s) =

{
1 if c > 0

0 if c < 0,
χ2(s) =

{
1 if c > 1

0 if c < 1,

and
RN (s, α) = Res

w=1−s

(
F (s+ w)Γ (w)z−w

N

)
.

Now we let N → ∞ and use Lemma 4.4.3. After some computations we prove
our theorem. For details see [23].

Theorem 7.1.1 has some interesting immediate consequences.

Corollary 7.1.1 ([23]) Every F ∈ S#
d with 1 < d < 2 is entire.

Indeed, for 1 < d < 2 we have

σ∗ = �s∗ =
σ + d/2 − 1

d− 1
and hence σ∗ > 1 for σ > d/2. Hence the right hand side of (7.1) is holomor-
phic for σ > d/2. In particular, F (s) = F (s, 1) is holomorphic at s = 1.

We can now give a further short proof of Theorem 2.2.3.

Corollary 7.1.2 ([23]) We have S#
d = ∅ for 0 < d < 1.

Proof Let F (s) be an L-function in S#
d , with 0 < d < 1. We can assume with-

out loss of generality that F (1) �= 0. Indeed, when F (1) = 0 we replace F (s)
by an appropriate shift F (s + iθ). Then F (s)ζ(s) belongs to S#

d , 1 < d < 2,
and has a pole at s = 1, a contradiction with Corollary 7.1.1.

7.2 Fourier transform method

Let X be a sufficiently large integer, ε > 0, ν, ρ positive constants with
ρ > ν + 1, ω(y) ∈ C∞

0 (R) with support contained in [−ν, ν] and such that
0 � ω(y) � 1. Let ω̂(x) be the Fourier transform of ω, and

σ∗
ε = σa(F ) − κ− ε, sε = (d− 1)σ∗

ε − d

2
+ 1 − iθF .

Moreover, let

2 � ω1 � ω2, X � x � 2X,

c1 = e
(1

8

)
2−1/2, g(s, y) =

(

1 +
( y

A

)d−1
)κ(ds−d/2+iθF )

,

η(y) = A

(

1 +
(A

y

)d−1
)−κ

, y0 = y0

(n

x

)
= A

((n

x

)1/d

− 1
)κ

,

f(x, n) = A
(
n1/d − x1/d

)κd
, λ

(n

x

)
= c1

(x

n

)σ∗
ε+κ/2 g(sε, y0)ω(y0 − ρ)

√
|η′′(y0)|

,
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Σ1(x) =
2X∑

n=X

a(n)
(x

n

)σ∗
ε

ω̂(xκ − nκ) e
(
ρ(nκ − xκ)

)
, (7.2)

Σ2(x) =
∑

ω1X�n�ω2X

a(n)λ
(n

x

)
e
(
f(x, n)

)
.

Lemma 7.2.1 ([23]) For every test function ω(y) there exists a shift ρ such
that 2 � ω1 < ω2 and, for every ε > 0,

Σ1(x) = x−κ/2Σ2(x) +Oε

(
Xσa(F )−κ+ε

)

as X → ∞, uniformly for X � x � 2X.

Proof For σ∗ > σa(F ) we have, using Theorem 7.1.1 with J = 1,

F (s, α) = c0q
κsακ(ds−d/2+iθF )D(s∗, α) + h(s),

where h(s) is holomorphic for σ > σa(F ) − κ. We use periodicity in α. We
replace α in the above formula by α+ 1 and subtract both formulae. After a
suitable change of variables we arrive at the following equality (y > 0):

∞∑

n=1

a(n)
ns∗ e(nκy) = g(s, y)

∞∑

n=1

a(n)
ns∗ e(nκη(y)) + h1(s∗, y), (7.3)

where h1(s∗, y) is holomorphic for σ∗ > σa(F ) − κ and continuous for y > 0.
Moreover,

g(s, y) =
(

1 +
( y

A

)d−1
)κ(ds−d/2+iθF )

and

η(y) = A

(

1 +
(A

y

)d−1
)−κ

.

We now compute

I :=
∫ ∞

−∞
ω(y − ρ)

( ∞∑

n=1

a(n)
ns∗ e(nκy)

)

e(−xκy) dy (ρ > ν + 1).

Integrating term by term we obtain

I =
∞∑

n=1

a(n)
ns∗ ω̂(xκ − nκ) e

(
ρ(nκ − xκ)

)
.

Using (7.3) we have

I =
∞∑

n=1

a(n)
ns∗

∫ ∞

−∞
g(s, y)ω(y − ρ) e(nκη(y) − xκy) dy + E,
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where E stands for a negligible error term. Now we apply the saddle point
method to evaluate integrals and the result follows after some computations
(see [23] for details).

Corollary 7.2.1 ([23]) S#
d = ∅ for 1 < d <

3
2

.

Proof We apply Lemma 7.2.1. We take x = n, an integer of size X (X is
positive and large). We have

Σ1(n) = a(n) ω̂(0) +OK

(
x−K

)

for every positive K, by the fast decay of the Fourier transform and by κ > 1.
Indeed, we have

(n+ 1)κ − nκ � nκ−1 � Xκ−1

and hence
ω̂(kκ − nκ) �K X−K (k �= n).

Using Lemma 7.2.1 we therefore obtain

a(n) � X−κ/2
∑

n∼X

|a(n)| +Xσa(F )−κ � Xσa(F )−κ/2+ε.

Consequently
∞∑

n=1

|a(n)|
nσ

<∞

for σ > 1 + σa(F ) − κ/2. If d < 3/2 then κ > 2, and we get a contradiction
with the definition of the abscissa of absolute convergence. Hence the corollary
follows.

7.3 Rankin-Selberg convolution

Definition F ⊗ F (s) =
∑

n�1

|a(n)|2n−s (�s > 2σa(F )).

Lemma 7.3.1 Let 1 < d < 2 and F ∈ S#
d . Then F ⊗ F (s) is holomorphic

for σ > σa(F ) − κ apart from a simple pole at s = 1.

Proof Our starting point is formula (7.3) which we rewrite for short as follows:

L(s∗, y) = R(s∗, y) + h1(s∗, y). (7.4)

Let θ(y) be a positive, C∞ function with compact support contained in (0,∞).
We compute the following convolution

F(s∗) =
∫ ∞

−∞
θ(y)L(s∗, y)L(s∗, y) dy.
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We change the order of integration and summation. Since κ > 1, only the
diagonal terms matter here. Thus after integrating term by term we obtain

F(s∗) = F ⊗ F (2s∗)
∫ ∞

−∞
θ(y) dy + h(s∗),

where h(s∗) is entire. Using (7.4) we obtain

F(s∗) = F ⊗ F (2s∗)
∫ ∞

−∞
θ(y)h(y)2s∗−1 dy + h2(s∗),

where h2(s∗) is holomorphic for σ∗ > σa(F ) − κ. Writing w = 2s∗ we have

h3(w)F ⊗ F (w) = h4(w),

where
h3(w) =

∫ ∞

−∞
θ(y)(1 − h(y))w−1 dy

and h4(w) is holomorphic for �w > σa(F ) − κ. Note that the entire function
h3(w) has a simple zero at w = 1, while by a suitable choice of θ(y) we can
ensure that h3(w) �= 0 for w ∈ [σa(F ) − κ, 2σa(F )] \ {1}. Therefore the only
possible pole of F ⊗ F (w) on the half-plane �w > σa(F ) − κ is at w = 1.
Moreover w = 1 is a simple pole of F ⊗ F (w), as follows from Landau’s
theorem on Dirichlet series. The lemma is proved.

Corollary 7.3.1 ([23]) For x→ ∞ we have
∑

n�x

|a(n)|2 ∼ c0X

with a positive constant c0.

7.4 Non existence of L-functions of degrees 1 < d < 5/3

Theorem 7.4.1 ([23]) We have S#
d = ∅ for 1 < d <

5
3

.

Proof We consider the integral

J(X) =
∫ 2X

X

|Σ1(x)|2 e(x) dx,

where X > 0 is sufficiently large and Σ1(x) is defined by (7.2). Moreover, let
∆ = X1−κ+δ for a sufficiently small positive δ. Owing to the decay of ω̂(x)
and since κ > 1 we have

J(X) = (1 +O(∆))
2X∑

n=X

|a(n)|2
∫ n+∆

n−∆

(x

n

)2σ∗
ε |ω̂(xκ − nκ)|2 dx+O

(
X−M

)
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for every M > 0. It is easy to see that the integrals on the right hand side are
� X1−κ. Hence, using Corollary 7.3.1, we have

J(X) � X2−κ. (7.5)

In order to obtain the upper bound for J(X) we apply Lemma 7.2.1, thus
getting

J(X) � X−κ

∣
∣
∣
∣

∑

ω1X�n,m�ω2X

a(n) a(m) In,m

∣
∣
∣
∣+X2σa(F )+1−2κ+ε, (7.6)

where

In,m =
∫ 2X

X

λ
(n

x

)
λ
(m

x

)
e
(
f(x, n) − f(x,m) + x

)
dx.

If |n−m| �� X2−κ then
∣
∣
∣
∣
∂

∂x

(
f(x, n) − f(x,m) + x

)
∣
∣
∣
∣� |n−m|Xκ−2.

Hence, by the first derivative test, we get

In,m � X2−κ

|n−m|

for 0 �= |n−m| �� X2−κ, and
In,n � 1.

For |n−m| � X2−κ we have
∣
∣
∣
∣
∂2

∂x2

(
f(x, n) − f(x,m) + x

)
∣
∣
∣
∣� 1/X,

whence by the second derivative test we obtain

In,m � X1/2.

Inserting these estimates into (7.6) we obtain after some calculations

J(X) � X7/2−κ. (7.7)

Comparing (7.5) and (7.7) we obtain κ � 3/2, i.e. d � 5/3, and the result
follows.

7.5 Dulcis in fundo

We end these lecture notes with the following converse theorems concern-
ing the Riemann zeta function and the Dirichlet L-functions. Formulations
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are simple but proofs, although short, heavily depend on the main results of
Chapters 5, 6 and 7, and therefore are rather deep.

Theorem 7.5.1 ([24]) Let F ∈ Sd with d � 1. If the series

∞∑

n=1

aF (n) − 1
ns

converges for σ > 1/5 − δ with some δ > 0, then F (s) = ζ(s).

Theorem 7.5.2 ([24]) Let F ∈ Sd with d � 1. If the series

∞∑

n=1

aF (n)
ns

converges for σ > 1/5 − δ with some δ > 0, then F (s) = L(s + iθ, χ) with
some θ ∈ R and a primitive Dirichlet character χ (mod q), q > 1.

Proof We prove Theorem 7.5.2. The proof of Theorem 7.5.1 is similar but
needs some modifications (cf. [24]).

From Corollary 5.2.1 we know that the abscissa of convergence of F (s) is
� (d−1)/(2d). Therefore, according to our convergence assumption, d < 5/3.
Using Theorem 7.4.1 we conclude that d = 1, and the result follows by an
application of Theorem 6.2.1.
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[37] H.-E. Richert, Über Dirichletreihen mit Funktionalgleichung, Publ. Inst. Math.

Acad. Serbe Sci. 1 (1957), 73-124.
[38] A. Selberg, Old and new conjectures and results about a class of Dirichlet se-

ries, Proc. Amalfi Conference on Analytic Number Theory (Maiori, 1989), E.
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Fröhlich (eds.), Academic Press, London, 1967.

[43] E. C. Titchmarsh, The theory of the Riemann zeta function, 2nd ed., Clarendon
Press, Oxford, 1988.

[44] E. C. Titchmarsh, The theory of functions, 2nd ed., Oxford University Press,
1939.



List of Participants

1. Adhikari Sukumar Das

Harish-Chandra R.I., India

adhikari@mri.ernet.in

2. Aliev Iskander

Polish Academy of Science

iskander@impan.gov.pl

3. Avanzi Roberto

Univ. Essen

mocenigo@exp-math.

uni-essen.de

4. Basile Carmen Laura

Imperial College, London

laura.basile@ic.ac.uk

5. Bourqui David

Univ. Grenoble 1

bourqui@ujf-grenoble.fr

6. Broberg Niklas

Chalmers Univ.

nibro@math.chalmers.se

7. Browning Timothy

Math. Inst., Oxford

browning@maths.ox.ac.uk
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