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Preface

This volume is dedicated to John W. Helton, also known as Bill, on the occasion of
his 65th birthday. It includes, biographical information, personal notes and articles
by many of Bill’s friends and collaborators.

The first part of the volume begins with a list of Bill’s publications and a
number of short notes by close friends. This is followed by a transcript of two
public addresses delivered at the conference dinner during a three day workshop
held at UCSD from October 2nd to the 4th, 2010, to celebrate Bill’s birthday.
The first is a survey of Bill’s contributions to mathematics and engineering, by
Miroslav Krstic. The second is an essay on Bill’s early work, by Jim Agler.

The editors and most of the authors of this volume have had the privilege
to know and work closely with Bill. His unbounded curiosity, original ideas, and
generosity have marked many of us. Entire chapters of modern operator theory
and control theory of linear systems of differential equations have been shaped
by his thoughts. The nineteen expository articles in the second part of this vol-
ume illustrate his remarkable impact. Subjects include interpolation, Szegö limit
theorems, Nehari problems, trace formulas, systems and control theory, convexity,
matrix completion problems, linear matrix inequalities and much more.

Bill’s mathematical talent was discovered and directed by the famous math-
ematical pedagogue Robert L. Moore at UT Austin. From those early days, Bill
preserved the experimental attitude and a Socratic approach to research, as dis-
played throughout his career. This might help explain his success at talking to and
doing mathematics with engineers, physicists and all humans with an inclination
to listen or respond to his endless questions. For Bill, every mathematical problem
is interesting, while solving it in a continuous dialogue is the most natural ap-
proach – the numerous experts in mathematical education (in such an expansive
state nowadays) have much to learn from Bill. Another explanation might be on
his unreserved kindness and his friendly manner. Under the guise of an absent-
minded gentleman, Bill hides a lucid, focused search for the mathematical truth.
His openness to dialogue and willingness to share ideas is an inspiration to all of us.

December 2011 Mauŕıcio de Oliveira
Harry Dym
Mihai Putinar
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ix–xxii. Birkhäuser, Basel, 2004.

[33] J.A. Ball, J.W. Helton, and C.H. Sung. Nonlinear solutions of Nevanlinna-Pick
interpolation problems. Michigan Math. J., 34(3):375–389, 1987.

[34] J.A. Ball, J.W. Helton, and M. Verma. A 𝐽-inner-outer factorization principle for
the 𝐻∞ control problem. In Recent advances in mathematical theory of systems,
control, networks and signal processing, I (Kobe, 1991), pages 31–36. Mita, Tokyo,
1992.

[35] J.A. Ball, J.W. Helton, and M.L. Walker. 𝐻∞ control for nonlinear systems with
output feedback. IEEE Trans. Automat. Control, 38(4):546–559, 1993.

[36] E. Basor and J.W. Helton. A new proof of the Szegő limit theorem and new results
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Birkhäuser, Basel, 1994.

[146] J.W. Helton and F. Weening. Some systems theorems arising from the Bieberbach
conjecture. Internat. J. Robust Nonlinear Control, 6(1):65–82, 1996.

[147] J.W. Helton and M.A. Whittlesey. Global uniqueness tests and performance bounds
for 𝐻∞ optima. SIAM J. Control Optim., 42(1):363–380 (electronic), 2003.



12 Helton’s Bibliography

[148] J.W. Helton and H.J. Woerdeman. Symmetric Hankel operators: minimal norm
extensions and eigenstructures. Linear Algebra Appl., 185:1–19, 1993.

[149] J.W. Helton and N.J. Young. Approximation of Hankel operators: truncation error
in an 𝐻∞ design method. In Signal Processing, Part II, volume 23 of IMA Vol.
Math. Appl., pages 115–137. Springer, New York, 1990.

[150] J.W. Helton and A.H. Zemanian. The cascade loading of passive Hilbert ports.
SIAM J. Appl. Math., 23:292–306, 1972.

[151] J.W. Helton and W. Zhan. An inequality governing nonlinear 𝐻∞ control. Systems
Control Lett., 22(3):157–165, 1994.

[152] J.W. Helton andW. Zhan. Piecewise Riccati equations and the bounded real lemma.
Internat. J. Robust Nonlinear Control, 7(8):741–757, 1997.

[153] J.W. Helton, Jr. Invariant subspaces of certain commuting families of operators
on linear spaces with an indefinite inner product. ProQuest LLC, Ann Arbor, MI,
1968. Thesis (Ph.D.) – Stanford University.

[154] W. Helton, J. Rosenthal, and X. Wang. Matrix extensions and eigenvalue comple-
tions, the generic case. Trans. Amer. Math. Soc., 349(8):3401–3408, 1997.

[155] E.A. Jonckheere and J.W. Helton. Power spectrum reduction by optimal Hankel
norm approximation of the phase of the outer spectral factor. IEEE Trans. Automat.
Control, 30(12):1192–1201, 1985.

[156] M.L. Walker and J.W. Helton. High frequency inverse scattering and the Luneberg-
Kline asymptotic expansion. IEEE Trans. Antennas and Propagation, 40(4):450–
453, 1992.

[157] S. Yuliar, M.R. James, and J.W. Helton. Dissipative control systems synthesis with
full state feedback. Math. Control Signals Systems, 11(4):335–356, 1998.



Personal Notes

Just as the control systems field owes a debt of gratitude to Bill Helton for intro-
ducing it to techniques that have enabled the development of 𝐻∞ control theory
and several other sub-disciplines of control and optimization, the UCSD control
community is tremendously indebted to Bill for being a beacon of excellence in
control theory and mathematics at UC San Diego and whose presence has facili-
tated the formation of the new control engineering program at UCSD in the late
1990s. Thank you Bill for always being a thoughtful, constructive, and unselfish
colleague and friend.

Miroslav Krstic, Department of Mechanical and Aerospace Engineering
University of California San Diego, La Jolla, CA 92093-0411, USA
e-mail: krstic@ucsd.edu

∗ ∗ ∗

Bill and I have been good friends for more than 45 years. We have shared many
experiences, some funny, some serious. In the summer of 1968 when I decided that
part of my PhD thesis was hopelessly wrong, I went to Bill to sort things out.
He put his feet up, stared at the pages for a while, and explained that everything
would be fine if I added a few lines.

You may have noticed that Bill likes to film things. Over the years he has
found ever smaller, more easily concealed cameras to do this. He has probably
filmed you. I would like to report one of his early cinematic efforts.

For a time when we were graduate students five of us rented a small green
stucco house in Menlo Park. Our landlord, Gracie – we called it Gracie Mansion –
conveniently lived a good distance away near Santa Cruz. She left the maintenance
of Gracie Mansion to us. . . with predicable results. Bill decided to make a film
of our efforts to clean the place up. The resulting 5 minute silent, “Cleaning the
House,” built to a fine dramatic climax as one of the house cleaners flushed himself
down the drain. If it had had wider distribution, it might now be a surrealist classic.
I fear that it has been lost, and write this as proof of its (one time) existence.

James Ralston, Department of Mathematics
University of California, Los Angeles, CA 90095-1555, USA
e-mail: ralston@math.ucla.edu
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I first met Bill in the winter of 1971, when I was on leave from Berkeley and
spending time on the east coast. We met during a visit of a few days I made to
Stony Brook and we must have discussed mathematics, but I don’t remember any
of that. What I do remember is that we spent some time batting a ball around a
handball court. (Bill was much better at it than I was.)

In the fall of 1971 I was the referee for the A.M.S. Transactions of one of Bill’s
early papers, “Infinite-dimensional Jordan operators and Sturm-Liouville conju-
gate point theory.” I was very impressed by the paper and strongly recommended
it for publication. Bill came to know I was the referee because of what happened
next.

In the spring of 1972 Bill was pessimistic about his prospects for tenure at
Stony Brook, due to the situation there at the time. He decided he had best get
on the job market, and he had the thought that the (anonymous) referee of his
paper might serve as one of his references. He contacted the Transactions editor,
who contacted me, and I agreed. I thus played a bit part in Stony Brook’s loss and
UCSD’s gain.

In spring 1972 Bill’s migration toward systems theory was well underway. In
a letter to me dated April 17, 1973, he first explained the murky tenure picture
at Stony Brook, and went on to write: “I’ve spent the year learning engineering
systems theory which at some levels is almost straight operator theory. Some of the
best functional analysis (Krein, Livsic) has come from engineering institutes and
I’m beginning to see why. Such collaboration does not exist in this country and I
would very much like to go to a place with strong engineers where an engineering
and operator theory group might be formed.” As the saying goes, the rest is history.

Despite Bill’s best efforts, I never became strongly immersed in the systems
theory viewpoint – my purist instincts kept leading me elsewhere. Our different
perspectives notwithstanding, I learned a great deal of mathematics from Bill
over the years, both through our frequent interactions at conferences and through
studying some of his papers.

No operator theorist can help but be strongly influenced by Bill, if not di-
rectly, then by the way his vision and his leadership have transformed our subject.

Donald Sarason, Department of Mathematics
University of California, Berkeley, CA 94720-3840, USA
e-mail: sarason@math.berkeley.edu

∗ ∗ ∗

I came to UCSD in November, 1996 with the assignment to build a systems and
control group at UCSD. I was impressed with the courage of UCSD to fund the
whole group at once, to try to create an immediate impact, rather than the tra-
ditional university approach of adding a junior faculty every few years. I expected
this to be a difficult challenge, and a very lonely one, building the program from
scratch. Then like the Lone Ranger, help arrived from across the campus. Bill Hel-
ton attended endless seminars and dinners and BBQs and convinced candidates
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that there was a control-friendly math department on campus. Quality people
came, and I am very pleased with the recruiting results. But Bill Helton con-
tributed just as much toward the development of a world-class systems and control
group at UCSD.

I express my sincere appreciation to Bill for his generous contributions of
time and wisdom and friendship during this build-up phase. I have been told by
the administration that the creation of the systems and control program was a
significant milestone in the growth of the still very young UCSD. Bill Helton was
partially responsible for this event. I appreciate Ruth as well, for the many BBQs,
the patience to tolerate Bill’s abundant engineering activities, and the parking lot
for sabbatical cars. While Bill’s math skills are impecible, he has a rare human
quality that dwarfs all other attributes. He is a kind and humble person who lets
his work do his talking. He presents to the world a strength of character as strong
as his strength of skill. He is one of my favorite people on this planet. I summarize
with a Limmerick.

I once knew a mathematician
Whose skills would scare a magician
But the engineers he helped
Are greatly in his debt
For the friendship he added in addition.

Robert Skelton, Department of Mechanical and Aerospace Engineering
University of California San Diego, La Jolla, CA 92093-0411, USA
e-mail: bobskelton@ucsd.edu
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After Dinner Biographical Notes

As presented by Miroslav Krstic at the gala
dinner during UCSD Bill’s Festricht

Basic Career Facts About Bill Helton

Bill Helton was born in November 1944 in Jacksonville, Texas. His father was an
oral surgeon initially in the US Army and later in private practice. His mother was a
drama major at Northwestern University and worked in her husband’s oral surgery
practice. Bill finished high school at Alamo Heights, TX, at the age of 16. He
received his undergraduate degree from the University of Texas at Austin at the age
of 19 and completed his PhD at Stanford in 1968 at the age of 23. After receiving
his PhD, Bill was on the faculty at SUNY Stony Brook until 1973. He moved to
UCSD in 1974. He has held the title of Distinguished Professor of Mathematics
since the mid-1990s. Throughout his career Bill has made a remarkable number of
breakthroughs which led to new fields. I will review them briefly.

𝑯∞ Engineering

What dominated control engineering until the late 1970s was control based on
mean square specifications, namely, 𝐻2 control. Bill Helton became a household
name in control engineering by introducing tools that led to the development of
powerful methods dealing with worst case frequency-domain specifications, namely,
𝐻∞ control. Mathematically, this amounts to approximation in the supremum
norm with functions analytic in the disk or right half-plane.

Originally the system techniques which now dominate 𝐻∞ engineering were
developed to solve the classical broadband impedance matching problem of electric
circuit theory. Bill’s breakthrough was in solving the MIMO problem in these
three papers [H78a], [H80], [H82], with the results first appearing in engineering
conferences from 1976 to 1978:

[H78a] J.W. Helton: “Orbit structure of the Möbius transformation semigroup action on
𝐻∞ (broadband matching),” Adv. in Math. Suppl. Stud., 3 Academic Press, New
York (1978), 129–197.

[H80] J.W. Helton: “The distance from a function to 𝐻∞ in the Poincaré metric; elec-
trical power transfer,” J. Functional Analysis, 38 (1980), No. 2, 273–314.

17
Operator Theory:
Advances and Applications, Vol. 222, –
c⃝ 2012 Springer Basel

21



18 After Dinner Biographical Notes

[H82] J.W. Helton: “Non-Euclidean functional analysis and electronics,” Bull. AMS, 7
(1982), No.1, 1–64.

Bill solved the impedance matching problem by converting it to problems
solved using the Adamjan-Arov-Krein Theorem (AAK), the Commutant Lifting
Theory of Foias-Nagy-Sarason, and Nehari Theory. A genuine scientific revolution
followed, largely through Bill’s interactions with George Zames, who propelled
𝐻∞ into the area of control, and with Patrick Dewilde and Tom Kailath, who
introduced these techniques to signal processing.

In addition to providing impetus to others, Bill and collaborators, most no-
tably Joe Ball, worked out substantial amounts of the early input-output theory
of 𝐻∞ control. This was published mostly in mathematics articles, however, the
control paper by Francis-Helton-Zames [FrHZ84] won an outstanding paper award
from the IEEE Control Systems Society.

[FrHZ84] B.A. Francis, J.W. Helton and G. Zames: “𝐻∞ optimal feedback controllers for
linear multivariable systems,” IEEE Trans. Auto. Control, AC-29 (1984), No.
10, 888–990.

Linear Matrix Inequalities vs Convexity

Some of Bill’s more recent work resolved open questions in convex optimization,
more specifically semidefinite programming through LMIs. A first set of contribu-
tions revolves around the question of what classes of convex sets can be represented
as LMIs?

1) With Victor Vinnikov, Bill developed a test which a convex set defined by
polynomial inequalities must satisfy in order to have an LMI representation,
and showed that not all such sets can pass the test. The test is also a sufficient
condition in two dimensions, and helped P.A. Parrilo, A.S. Lewis and M.V.
Ramana settle the 1958 Lax conjecture;

2) With Jiawang Nie, Bill then went to show that nonempty compact convex sets
defined by polynomial inequalities satisfying a technical regularity condition
can be lifted into an LMI, that is represented as an LMI with extra variables.

A second area of Bill’s effort is in convexity and positivity of noncommutative
functions.

1) Bill and Scott McCullough showed that every convex noncommutative poly-
nomial has degree two or less;

2) Bill, Scott McCullough and Victor Vinnikov showed that every convex non-
commutative rational function has an LMI representation, with further re-
finements with Harry Dym and Scott McCullough;

3) Bill, Scott McCullough and Mihai Putinar provided a noncommutative form
of Positivstellensatz by extending the result that every positive noncommu-
tative polynomial is a sum-of-squares.
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Other Areas that Bill Opened

Engineering vs Operator Model Theory vs Lax-Phillips Scattering

Bill’s papers [H74], [H76b] were devoted to showing that the core of operator model
theory, Lax-Phillips Scattering Theory, and linear engineering systems theory are
essentially equivalent.

[H74] Helton, Discrete time systems, operator models and scattering theory, J. Func-
tional Analysis, (1974), 15–38.

[H76b] Helton: “Systems with infinite-dimensional state space; the Hilbert space ap-
proach,” Proc. IEEE (1976), 145–160.

Independently Paul Fuhrmann and Patrick Dewilde observed something simi-
lar. The conference MTNS was originally set up to explore such interplays between
operator theory and system theory.

In related early work, one of Bill’s papers with Ron Douglas [DH73a] pro-
vided a result which, when specialized to rational functions, says that any energy
dissipating circuit can be realized using a lossless circuit attached to a unit resistor.

[DH73a] R.G. Douglas and J.W. Helton: “The precise theoretical limits of causal Dar-
lington synthesis,” Trans. IEEE Circuit Theory, CT 20 No. 3 (1973).

Noncommutative Geometry

Bill’s 1976 paper with Roger Howe [HH76] revealed a structure in an area which
became one of the two cornerstones of non-commutative geometry.

[HH76] J.W. Helton and R. Howe, Traces of commutators of integral operators, Acta
Math., (1976), 272–305.

This paper influenced Alain Connes in his invention of noncommutative dif-
ferential geometry, which was later used in string theory.

By the 1980s noncommutative geometry had become one of the main branches
of operator theory.

Spectral Representations of Operators

In this paper from the beginning of the 1970s [H72], aged barely over 25, Bill
described which operators are equivalent to Multiplication on a Sobolev Space.

[H72] J.W. Helton: “Infinite-dimensional Jordan operators and Sturm-Liouville conjugate
point theory,” Trans. Amer. Math. Soc., 170 (1972), 305–331.

He then wrote down a lift of these to simpler operators. The surprise here
was that the lifting theory for a class of seemingly abstract operators defined alge-
braically turns out to generalize classical ODE theorems. This was the forerunner
of the hereditary operator theory.
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Frequency Domain Optimization

By the mid-1980s, Bill had moved on to a worst case frequency domain theory for
more general problems, including those in several complex variables.

1. Bill and Roger Howe [HHo86] showed that when worst case performance of a
system is optimized the resulting performance does not depend on frequency.

2. Bill and Don Marshall [HMar90] showed that for one complex variable (SISO
systems) the optimal solution is unique.

[HHo86] J.W. Helton and R. Howe: “A bang-bang theorem for optimization over spaces
of analytic functions,” J. Approx. Theory, 47 (1986), No. 2, 101–121.

HMar90 11 J.W. Helton and D. Marshall: “Frequency domain design and analytic se-
lections,” Indiana Univ. Math. Journal, 39 (Spring 1990), No. 1, 157–184.

In addition, Bill with Orlando Merino provided 2nd-order convergent numer-
ical algorithms and diagnostics for use with practically any other algorithm.

Extending 𝑯∞ Control to Nonlinear Systems

In the early 1980’s Bill began wondering if 𝐻∞ theory would extend in some form
to nonlinear systems and with Joe Ball, Ciprian Foias, and Allen Tannenbaum
[BFHTa87] laid out the basic problem and gave suitable first solutions.

[BFHTa87] J.A. Ball, C. Foias, J.W. Helton, and A. Tannenbaum. Nonlinear interpo-
lation theory in 𝐻∞. In Modelling, robustness and sensitivity reduction in
control systems (Groningen, 1986), volume 34 of NATO Adv. Sci. Inst. Ser.
F Comput. Systems Sci., 31–46. Springer, Berlin, 1987.

Then he and Joe Ball provided state space results for stable systems. A cou-
ple of years later came the breakthrough of Doyle-Glover-Kargonekaar-Francis for
linear systems which identified 𝐻∞ control with differential games. This signaled
the direction that should be pursued in the nonlinear case and many people made
significant contributions, including Tamer Basar, Arjan van der Schaft, Alessan-
dro Astolfi, Alberto Isidori and Matthew James. Bill and Matthew James provided
results on asymptotics of the state estimation equations.

Noncommutative Computer Algebra

In the early 1990s Bill produced a package, NCAlgebra which is the main tool in
Mathematica for doing noncommutative computer algebra. It is currently main-
tained and expanded by Bill, Mauricio de Oliveira and Mark Stankus. It is aimed
at doing computations with matrices and operators without writing them in terms
of all of their entries.

Bill has also done computational work on noncommutative computer algebra
algorithms for systems (with Mauricio de Oliveira) and for solving inequalities in
matrix unknowns (with Juan Camino and Bob Skelton).
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Interdisciplinary Conferences

The Mathematical Theory of Networks and Systems (MTNS) is one of the main
conferences today in the mathematics of systems. Bill was one of the founders and
remains to this day one of the driving forces on the Steering Committee.

A related ongoing conference is the International Workshop on Operator
Theory and Applications, IWOTA. The first IWOTA was organized in 1981 by
Bill in the week before MTNS, with the idea of giving pure mathematicians a
place where they could speak and then encouraging them to learn engineering by
going to the MTNS. This association with the MTNS has worked continuously for
nearly 30 years, with the main strategic decisions being made by Israel Gohberg
(President) and the Vice Presidents, Bill Helton and Rien Kaashoek.



Bill’s Early Work

As presented by Jim Agler at the gala
dinner during UCSD Bill’s Festricht

Hi everybody. My name is Jim Agler. I have known Bill for 28 years now, and, well
frankly, can think of no one that has influenced my mathematical perspectives more
than Bill. Bill also was enormously helpful when I was still a young mathematician
in helping me to establish my career. For those gifts Bill, I am very grateful.

Now those of you who know me, know well my capacity for flakiness, and
also my tendency for reclusiveness. When I heard via the grapevine that Bill was
going to have a birthday bash, my first thought was:

“Oh my God, this could involve my actually having to do something.”
What I needed was plausible deniability. Now, I’ve never been an easy person

to contact, not doing the Email, and after a bit of reflection, I conceived what I
thought would be an iron-clad plan to be able to deny I ever knew there was a
birthday party for Bill. I would not answer the phone nor would I talk to any of
my collaborators (all of whom of course know Bill) until after the birthday bash
was over.

So secure in the knowledge that I had escaped having to go to Bill’s birthday
bash, I was sitting in my back yard a couple of weeks ago, studying Bill’s latest
beautiful paper analyzing the feasibility of eliminating commutative algebra from
the high school math curriculum, when suddenly, a pigeon landed on my bistro
table and started drinking my coffee. It had a note attached to its leg:

“Jim, Bill has a birthday party. . . can you say a few words about the early
work at the banquet? Ruth.”

Damn. . . I should have known my plan was not going to work on Ruth. . .
resigning myself to my fate, I composed the return message:

“Ruth, of course I would be willing to talk about my early work at Bill’s
banquet. . . would an hour be enough material or do you want more? Jim”

I attached the message to the pigeon, who by that time had finished the rest
of my coffee, and sent it packing. I then went inside to get more coffee, returned to
my bistro table, and recommenced my study of Bill’s latest paper. Apparently, if
you lay off all of the 7th grade algebra teachers in California, there are just enough
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funds freed up to preserve the off-scale pay structures for all the math departments
in the UC System.

An hour later the pigeon returned, I hastily ripped a few pages from Bill’s
paper and stuffed them into the top of my coffee cup and began to read a new
message.

“Jim, You Worthless Drongo. Sometimes I wonder whether you could find a
grand piano in a one roomed house. I don’t want you to talk about YOUR early
work. . . I want you to talk about BILL’s early work. Can you prove to me that
you are not as useless as an ashtray on a motorbike and get on that now. Ruth. . .
P.S. 10 minutes should be plenty of time. ”

Mike Crandall

Well I hadn’t wanted to mention to Ruth that I hadn’t a clue what Bill’s early work
had been, so, I thought “I know, I’ll ask Mike. Surely, a guys thesis advisor is the
one to ask about early work”. I got him on the phone and after a few pleasantries
I ask him “Mike, what can you tell me about Bill’s early work?” After a very long
pause, he replies:

“Hmm. . . lets see now. . . Bill’s work. . . uhh. . . well actually I can’t recall
any off hand. . . now I do have a vivid memory of that brilliant paper that you
wrote, Jim, what was it called now. . . oh yea. . . ”On the operators of the form
multiplication by x on Sobolev space”. Our analysis group at Stanford used to
hang around late into the night reading and rereading that paper. We desperately
wanted to hire you but, oddly, no matter how hard we tried were never able to
get in touch with you. Anyway, if you find out anything about how Bill’s career
panned out, let me know, he was a nice guy.”

Roger Howe

I next resolved to ask Roger. I remembered that as a graduate student at Indiana
University, some of the other students and me had formed a seminar and studied
a beautiful paper in #345 that Roger had written with Bill, Integral operators:
commutators, traces, index, and homology, cohomology, K, KK, and KKK theory,
Hilbert modules, Cantor sets, the rings of Saturn, Tokamaks, and why BDF is kids
stuff. Even absorbing the title of that paper raised our IQs 10 points, and after a
month of hard work, even though we had gotten only a third of the way through the
Introduction, we all had clearly become much smarter than our professors. Surely,
as an early collaborator of Bill’s, Roger could give me some good pointers on the
details of Bill’s early work. I got Roger on the phone and after a few pleasantries,
I asked him

“Roger, what can you tell me about Bill’s early work?”
“Absolutely first rate Jim. As I am sure you know, they haven’t always had

things like the Email. But you see, back then Jim, they didn’t even have things like
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the AMS TeX, everything had to be typed up by hand on primitive machines called
typewriters. Bill used to love spending hours and hours trying different spacings
and fonts, correcting typos, and fussing over the subtleties of the notations we
were using. Unbelievably, he could differentiate between 18 brands of white-out by
smell alone. Bill’s work on our paper Integral operators was so outstanding that I
think if you have a look at the old #345 you will agree with me that it is by far
the most beautiful paper in the volume. Of his early period, I can’t really tell you
much more. You might ask Ron tho, I have a vague memory that Bill might have
helped Larry, Ron and Peter write up BDF, he was much sought after by everyone
as a collaborator.”

Ron Douglas

Now, having asked Ron questions before, I realized that this was going to be like
trying to take a drink from a fire hose. I had no choice tho, since I knew Ruth
was not going to be satisfied with what I had learned so far about Bill’s early
work. Steeling myself, I gave him a call and when Bunny picked up, I could hear
somebody shouting in the background and what sounded very much like things
being deliberately smashed. “Jim, thank God you called. I am really worried about
Ron. He has been rampaging through the house for the last hour, ranting about all
kinds of horrible things. Something about how BDF was supposed to have really
been DBF, and how his career has been ruined by a typographical error. Plus,
he’s been saying the most awful things about Bill Helton. What exactly is BDF
anyway. . . its not some kind of kinky sex is it?” Just then, over the telephone,
I heard what sounded like a bomb going off in the distance, followed by a loud
crash and then what sounded like dishes being thrown against a wall. I hurriedly,
reassured Bunny as best I could and then hung up.

Joe

Well, I hadn’t wanted to bother Joe, he’s always so busy. And I knew that after
our conversation I was going to have to have a stiff one to clear my brain. But if
you need to know something about operator theory, Joe is the one to ask. I get
him on the phone and ask:

“Joe, can you give me some insights into Bill’s early work, I mean from before
you started working with him on those m-symmetric operators and indefinite met-
rics?”. . . An hour later, Joe was still deeply immersed in explaining how, based
on his analysis of over a thousand references in the literature, he had deduced
that John Doyle had actually stolen the idea of 𝜇-synthesis from Thomas Edison.
Interrupting him as gently as I could at this point, I asked, “ Joe, but what about
Bill’s early work?”

Joe answered, “Jim, sorry, I gotta go give a lecture now in the EE depart-
ment on what Euclid had to say on the robust stabilization of systems with fuzzy
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feedback. Why don’t you look in Bill’s Lecture Notes from the 85 CBMS” and
then abruptly hung up.

Thank God for Joe. I should have thought of Bill’s CBMS lecture notes right
away. Surely, I would find practically all of the early work referenced there. Over
the years, on many occasions, maybe at Christmas, or when Bill would get a big
promotion, or when Ruth would force him to come to my birthday parties, he
would wrap up a copy of those CBMS notes and present it to me as a gift.

Backyard again

I gathered a copy of the notes from my office, got my coffee, went out to the
backyard, and had just settled down at my bistro table to have a look-see, when
a pigeon flew in. I hastily balanced the lecture notes on the top of my coffee cup
and then detached a message from the pigeon’s leg.

“Jim, How is it going? You aren’t going to let me down are you?, Ruth.”

Well, while I was reading this message, the pigeon, not being able to get to
my coffee had become enraged and knocked over my coffee cup spilling coffee all
over Bill’s Lecture Notes. It had then gone into a frenzy, ripping and shredding the
pages with its beak and claws, all the while constantly pooping all over everything.
But this was not the worst of it. . . when I started to salvage at least the cover page
of the notes, I noticed that the coffee had dissolved the “J. William” and in its
place I could clearly make out a “Robert E.”. . . the upper case H had turned into
a lower case k and much to my amazement, in the space before the H was a clearly
visible smudge of white-out. Rubbing it, I discovered a capital S. To my horror, I
realized that Bill was not actually the author of these lecture notes. Rather, the
author was some guy I had never heard of, a Robert E. Skelton. I had my graduate
student do the Google to him and discovered that he was an engineer who had
had a promising career until all the references to his early work had mysteriously
disappeared in a short amount of time. Fortunately, his career has gotten back
on track recently due to his receiving a great deal of positive publicity in the
national press due to his being the victim of a number of high profile lawsuits
from the toy companies that make Legos, Tinkertoys, Lincoln Logs and Erector
Sets. Apparently, he wrote an influential article arguing that the current building
systems in place were having a harmful effect on our children and advocating that
all children’s construction sets should have a minimum content of 90% string-like
materials by weight.

In any case, I quickly realized that my plan to base my analysis of Bill’s early
work on these notes was seriously flawed.

I sent the pigeon back to Ruth with the following message:

“Ruth, I am so sorry, I haven’t been able to find anything out about Bill’s
early work. I have let you down. Jim cry/cry”

As you can imagine, it was with considerable trepidation that I awaited the
pigeon’s return. While waiting, I had the presence of mind to go inside and make
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several cups of coffee which I then laid out on my Bistro table. An hour later, the
pigeon returned. As before it had a message attached to its left leg but now there
was a cd dangling from its right leg. The message read:

“Jim, I swear you have roos loose in your top paddock. Attached is a cd with
everything you will need to complete the task I assigned to you. Ruth”

A label on the cd read “insert into the cd drive of your computer.” Upon
insertion the disc took control of my computer and installed something called
“Outlook” which I learned is Microsoft’s way of letting you do the Email. It had
already sent a message to a Miss MacGillicutty, apparently Bill’s 7th grade algebra
teacher. An hour later, I received my first piece of the Email. It read:

Dear Professor Agler,
It was very exciting for me to receive an email from such a famous

and important mathematician. My students and I are closely following
(as best we can) your current work on Carathéodory-Julia theory on
bidiscs and are pulling for you to crack the Loewner problem in n-
variables. Just yesterday, one of my students turned in an extra credit
report, a biography of your life. I found it a fascinating read. Keep up
the good work. . . you are an awesome role model for my 12 year olds.

You ask after one of my former students, Bill Helton, what his
work was like in my class. Even after 50 years I can remember that he
displayed absolutely no aptitude for algebra. Through some combination
of slowness, laziness, and willfulness he was unable to master even the
simplest rules of algebra. For example, even after a year of drill he had
not learned that the simplification of x plus y squared is x squared plus
2xy plus y squared. He would always tediously multiply everything out
and then leave the xy and yx terms ungrouped. By the end of the year
there were so many holes in his algebra background that I resolved to
hold him back. But at the last moment, I felt sorry for him and let him
go on to 8th grade math. He’s not causing you any trouble is he? If so
just let me know. As I feel sort of responsible, I would be willing to read
him the riot act.

Sincerely, Miss McGillicutty

So in one deft stroke, Ruth had not only gotten me up and running with
the Email, but had also helped me to ferret out some key information about Bill’s
early work. I plan to continue my research into Bill’s early career with an eye to
eventually starting Volume 1 of what will be a 3 volume biography of his career.
If you have any knowledge of his early work please e-mail me.

Thank You & Happy Birthday Bill

Conclusion: So what can we say we have learned from Bill’s Early Work. Clearly,
Bill is a great and famous mathematician. . . that is a given. Now normally, the
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early work of a great and famous mathematician is widely remembered and widely
regarded to have been seminal. . . that is how you know the mathematician is
great and is deservedly famous. In Bill’s case, since Bill is a great and famous
mathematician, yet, the early work seems to have been largely forgotten, one can
only conclude that whatever it was it must have been truly great indeed.
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The Carathéodory-Julia Theorem and the
Network Realization Formula in Two Variables

Jim Agler

Abstract. Harry Dym and Donald Sarason have given independent treat-
ments of the classical Carathéodory-Julia Theorem on the disc using operator-
theoretic methods. Here, I describe some joint work with John McCarthy and
Nicholas Young in which similar operator-theoretic methods are used to gen-
eralize the classical theorem to the bidisc.

Mathematics Subject Classification. 32A40, 32A70, 47B32, 47N70, 93B15.

Keywords. Network realization formula, Carathéodory–Julia theorem, bidisc,
models.

1. Introduction

In the early 70’s Bill wrote a seminal paper [8] pointing out that the network
realization formula from electrical engineering and the characteristic function of
the Sz. Nagy-Foias model theory for contractions on Hilbert space were intimately
related. This paper, along with many other novel perspectives of Bill, influenced a
generation of young operator theorists, including myself, to take a life long interest
in the mathematics of engineering. I learned the network realization formula for
the first time in a seminar Bill gave on 𝐻∞-control theory in 1985, shortly after I
received my appointment at UCSD. I have many fond memories of those exciting
times, and, over the years, the realization formula has played a recurring role in
my research.

In this note I would like to describe some recent joint work with John Mc-
Carthy and Nicholas Young [3] in which the network realization formula leads the
way to the discovery of some new results on the Carathéodory-Julia Theorem in
two variables.
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2. One variable realizations and models

Let ℂ denote the complex numbers, 𝔻 = {𝑧 ∈ ℂ ∣ ∣𝑧∣ < 1}, and 𝕋 = {𝑧 ∈ ℂ ∣ ∣𝑧∣
= 1}. We let 𝒮 denote the Schur class, i.e., the set of functions 𝜙 that are defined
and analytic on 𝔻 that satisfy the inequality ∣𝜙(𝜆)∣≤ 1 for all 𝜆 ∈ 𝔻.

Definition 1. Let 𝜙 be a function on 𝔻. We say a 4-tuple (𝐴,𝐵,𝐶,𝐷) is a realization
for 𝜙 if there exists a Hilbert space, ℳ, such that the 2× 2 block matrix,

𝑉 =

[
𝐴 𝐵
𝐶 𝐷

]
,

is a well-defined isometry acting on ℳ⊕ ℂ, and

𝜙(𝜆) = 𝐷 + 𝐶𝜆(1 − 𝐴𝜆)
−1

𝐵 (1)

for all 𝜆 ∈ 𝔻.

As a consequence of the following theorem, realizations, as defined in the
above definition, can be a powerful tool for penetrating the function theoretic
properties of functions in the Schur class.

Theorem 2. Let 𝜙 be function defined on 𝔻. 𝜙 ∈ 𝒮 if and only if 𝜙 has a realization.
In order to use realizations to study functions, it turns out that it is efficacious

to strip out some of the “noise” in the realization. This is done by constructing
what is called a model.

Definition 3. Let 𝜙 be a function on 𝔻. By a model for 𝜙 is meant an ordered pair,
(ℳ, 𝑢), where ℳ is a Hilbert space, 𝑢 : 𝔻 → ℳ and

1− 𝜙(𝜇)𝜙(𝜆) = (1− 𝜇𝜆)⟨𝑢𝜆, 𝑢𝜇⟩ (2)

for all 𝜆, 𝜇 ∈ 𝔻.

Armed with this notion of a model, it is possible to transform Theorem 2
into the following result.

Theorem 4. Let 𝜙 be function defined on 𝔻. 𝜙 ∈ 𝒮 if and only if 𝜙 has a model.

Proof. The theorem will follow from Theorem 2 if we can show that 𝜙 has a
realization if and only if 𝜙 has a model. First suppose that 𝜙 has a realization as
described in Definition 1. Set 𝑢𝜆 = (1 − 𝐴𝜆)−1𝐵(1) so that

𝐴(𝜆𝑢𝜆) + 𝐵(1) = 𝑢𝜆. (3)

Also, note that (1) implies that

𝐶(𝜆𝑢𝜆) + 𝐷(1) = 𝜙(𝜆). (4)

Combining (3) and (4) yields that

𝑉

(
𝜆𝑢𝜆
1

)
=

(
𝑢𝜆

𝜙(𝜆)

)
. (5)
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Hence, as 𝑉 is an isometry,〈(
𝑢𝜆

𝜙(𝜆)

)
,

(
𝑢𝜇

𝜙(𝜇)

)〉
=

〈
𝑉

(
𝜆𝑢𝜆
1

)
, 𝑉

(
𝜇𝑢𝜇
1

)〉
=

〈(
𝜆𝑢𝜆
1

)
,

(
𝜇𝑢𝜇
1

)〉
,

which unravels to

⟨𝑢𝜆, 𝑢𝜇⟩+ 𝜙(𝜆)𝜙(𝜇) = ⟨𝜆𝑢𝜆, 𝜇𝑢𝜇⟩+ 1. (6)

As (6) implies (2), it follows that 𝜙 has a model.
To prove the converse which shall employ a “lurking isometry” argument.

Assume that 𝜙 has a model as in Definition 3. (2) implies that (6) holds, which in
turn implies that 〈(

𝑢𝜆
𝜙(𝜆)

)
,

(
𝑢𝜇

𝜙(𝜇)

)〉
=

〈(
𝜆𝑢𝜆
1

)
,

(
𝜇𝑢𝜇
1

)〉
(7)

for all 𝜆, 𝜇 ∈ 𝔻. (7) suggests that we attempt to define an isometric linear operator
𝑉 : ℳ⊕ℂ → ℳ⊕ℂ with the property that formula (5) holds for all 𝜆 ∈ 𝔻. This
construction will always succeed by simply extending (5) by linearity provided one
is willing to enlarge ℳ sufficiently. Once 𝑉 is so defined, one represents 𝑉 as a
2× 2 block matrix,

𝑉 =

[
𝐴 𝐵
𝐶 𝐷

]
,

and obtains the equations (3) and (4) from (5). Solving (3) for 𝑢𝜆 and then sub-
stituting into (4) yields that (1) holds. This shows that 𝜙 has a realization. □

3. The Carathéodory-Julia Theory in One Variable

Let 𝜙 be a Schur function of norm one. The Carathéodory-Julia Theory is actually
a number of related results that describe the geometric behavior of 𝜙 when viewed
as a mapping from 𝔻 into 𝔻 near a point 𝜏 on the boundary of 𝔻 where 𝜙 attains its
norm. We apologize in advance to any experts in function theory for the somewhat
“kinky” description of Carathéodory’s and Julia’s results that we give here. We
are setting up so that the step to two variables will be easily digestible.

One way to understand the results, is to see that they correspond to saying
that an a priori very weak regularity condition on 𝜙 at 𝜏 is actually equivalent to
a very strong regularity condition at 𝜏 .

For 𝜙 ∈ 𝒮, we define 𝐽𝜙, the Julia quotient of 𝜙, to be the function defined
on 𝔻 by the formula,

𝐽𝜙(𝜆) =
1− ∣𝜙(𝜆)∣
1− ∣𝜆∣ . (8)
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Before continuing, we remark that the quotient originally introduced by Julia in
[9] was defined for Pick functions in the upper half-plane. When transformed to

the Schur class it takes the form, 𝐽True𝜙 (𝜆) = 1−∣𝜙(𝜆)∣2
1−∣𝜆∣2 . However, fortunately, for

𝜙 ∈ 𝒮, 𝐽𝜙(𝜆) and 𝐽True𝜙 (𝜆) bound each other on 𝔻. While 𝐽True𝜙 is the usual
quotient studied by function theorists, generalizing it to several variables requires
a lot of annoying subtleties involving invariant metrics.

Now consider the following increasingly stringent conditions on the behavior
of 𝜙 at a point 𝜏 ∈ 𝕋.

I lim inf
𝜆→𝜏
𝜆∈𝔻

𝐽𝜙(𝜆) < ∞.

II 𝐽𝜙(𝜆) is non-tangentially bounded at 𝜏 .

III 𝜙 is directionally differentiable at 𝜏 and ∣𝜙(𝜏)∣= 1.

IV 𝜙 is non-tangentially differentiable at 𝜏 and ∣𝜙(𝜏)∣= 1.

V 𝜙 is non-tangentially continuously differentiable at 𝜏 and ∣𝜙(𝜏)∣= 1.

Condition I above is self explanatory. Condition III asserts that there exists a
complex number with modulus one, denoted 𝜙(𝜏), such that whenever 𝛿 ∈ ℂ and
𝜏 + 𝑡𝛿 ∈ 𝔻 for sufficiently small positive 𝑡,

lim
𝑡→0+

𝜙(𝜏 + 𝑡𝛿)− 𝜙(𝜏)

𝑡
exists. (9)

The other conditions use the geometric notion of “non-tangential” approach to a
boundary point. For 𝑆 ⊆ 𝔻 and 𝜏 ∈ 𝕋 we say that 𝑆 approaches 𝜏 non-tangentially,

𝑆
nt→ 𝜏 , if 𝜏 ∈ 𝑆− and there exists a constant 𝑐 such that

∣𝜆 − 𝜏∣≤ 𝑐(1− ∣𝜆∣) (10)

for all 𝜆 ∈ 𝑆. We then say that a property holds “non-tangentially” at 𝜏 if it
holds on every set that approaches 𝜏 non-tangentially. For example, condition II
above is simply saying that 𝜙 is bounded on every set in 𝔻 that approaches 𝜏 non-
tangentially. Condition IV says that there exist complex numbers denoted 𝜙(𝜏)
and 𝜙′(𝜏) such that

lim
𝜆→𝜏
𝜆∈𝑆

𝜙(𝜆) − 𝜙(𝜏) − 𝜙′(𝜏)(𝜆 − 𝜏)

∣𝜆 − 𝜏∣ = 0 (11)

whenever 𝑆 ⊆ 𝔻 and 𝑆
nt→ 𝜏 . Finally, Condition V is saying that in addition,

lim
𝜆→𝜏
𝜆∈𝑆

𝜙′(𝜆) = 𝜙′(𝜏), (12)

whenever 𝑆 ⊆ 𝔻 and 𝑆
nt→ 𝜏 .

Theorem 5. Let 𝜏 ∈ 𝕋 and let 𝜙 ∈ 𝒮. Then conditions I–V are equivalent.



Carathéodory-Julia Theorem and Network Realization Formula 37

Carathéodory essentially gave the first proof of Theorem 5 in 1929 using geo-
metric methods [6]. Since then, treatments of various aspects of the theorem from
virtually every possible point of view have been developed. Of particular interest
to us here, are the Hilbert space proofs that I implies IV that were discovered in-
dependently by Harry Dym [7] and Donald Sarason [12]. Both approaches involved
developing structures based on the use of de Branges spaces that have great power
in the study of Schur functions generally.

Fortunately, if one is only interested in the Carathéodory-Julia theory, then
these discoveries of Harry and Don, when stripped of the technicalities that are
necessitated through the use of de Branges spaces, can be stated in a very simple
way by using the notion of a model as defined in Definition 3. The following
two propositions both give very precise relationships between the local function-
theoretic behavior of 𝜙 at the point 𝜏 and the Hilbert space behavior of 𝑢 near 𝜏 .

Proposition 6. Let 𝜙 ∈ 𝒮 and let (ℳ, 𝑢) be a model for 𝜙. If 𝜏 ∈ 𝕋, then 𝐽𝜙(𝜆) is
non-tangentially bounded at 𝜏 if and only if 𝑢𝜆 is non-tangentially bounded at 𝜏 .

Proposition 7. Let 𝜙 ∈ 𝒮 and let (ℳ, 𝑢) be a model for 𝜙. If 𝜏 ∈ 𝕋, then 𝜙 is
non-tangentially differentiable at 𝜏 if and only if 𝑢𝜆 is non-tangentially continuous
at 𝜏 , i.e., there exists a vector 𝑥 ∈ ℳ such that

lim
𝜆→𝜏
𝜆∈𝑆

𝑢𝜆 = 𝑥

whenever 𝑆 ⊆ 𝔻 and 𝑆
nt→ 𝜏 .

Once Propositions 6 and 7 are obtained, it is apparent that the equivalence
of II–IV is equivalent to the following fact.

Fact 8. Let 𝜙 ∈ 𝒮, let (ℳ, 𝑢) be a model for 𝜙, and let 𝜏 ∈ 𝕋. If 𝑢𝜆 is non-
tangentially bounded at 𝜏 , then 𝑢𝜆 is non-tangentially continuous at 𝜏 .

Proofs of the propositions and the fact all can be worked out using elementary,
follow your nose, Hilbert space arguments. This gives that II–IV are equivalent.
The full loop of equivalences I–V is then completed by proving that I implies II
(this uses (2) and the Cauchy-Schwarz Inequality), proving that IV implies V (this

uses (1) and a resolvent estimate on (1 − 𝐴𝜆)−1), and finally, closing the loop with
the triviality that V implies I.

4. Two variable realizations and models

How does it work in two variables? Let ℂ2 = ℂ×ℂ, 𝔻2 = 𝔻×𝔻, and 𝕋2 = 𝕋×𝕋.
We let 𝒮2 denote the Schur class of the bidisc, i.e., the set of functions 𝜙 that are
defined and analytic on 𝔻2 that satisfy the inequality ∣𝜙(𝜆)∣≤ 1 for all 𝜆 ∈ 𝔻2.
Just as in one variable it is possible to realize Schur functions.
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Definition 9. Let 𝜙 be a function on 𝔻2. We say a 4-tuple (𝐴,𝐵,𝐶,𝐷) is a realiza-
tion for 𝜙 if there exists a decomposed Hilbert space, ℳ = ℳ1 ⊕ℳ2, such that
the 2× 2 block matrix,

𝑉 =

[
𝐴 𝐵
𝐶 𝐷

]
,

is a well-defined isometry acting on ℳ⊕ ℂ, and

𝜙(𝜆) = 𝐷 + 𝐶𝜆(1 − 𝐴𝜆)
−1

𝐵 (13)

for all 𝜆 ∈ 𝔻2. Here, in formula (13), for 𝜆 = (𝜆1, 𝜆2) ∈ 𝔻2, we view 𝜆 as an
operator on ℳ via the formula,

𝜆 = 𝜆1𝑃ℳ1 + 𝜆2𝑃ℳ2

where 𝑃ℳ1 and 𝑃ℳ2 denote the orthogonal projections of ℳ onto ℳ1 and ℳ2.

As a consequence of the following theorem from [2], two variable realizations,
as defined in the above definition, can be used to study the function theoretic
properties of functions in the two variable Schur class. I think it would be fair to
say that were it not for the strong influence of Bill, it never would have occurred
to me to formulate such a theorem.

Theorem 10. Let 𝜙 be function defined on 𝔻2. 𝜙 ∈ 𝒮2 if and only if 𝜙 has a
realization.

Now, it turns out that realizations in two variables have a lot more “noise”
than one variable realizations. Accordingly, the notion of a model has correspond-
ingly more power than in one variable.

Definition 11. Let 𝜙 be a function on 𝔻2. By a model for 𝜙 is meant an ordered
pair, (ℳ, 𝑢), where ℳ = ℳ1 ⊕ℳ2 is a decomposed Hilbert space, 𝑢 : 𝔻2 → ℳ
and

1− 𝜙(𝜇)𝜙(𝜆) = ⟨(1 − 𝜇∗𝜆)𝑢𝜆, 𝑢𝜇⟩ (14)

for all 𝜆, 𝜇 ∈ 𝔻2. In (14), 𝜆 and 𝜇 are interpreted as operators on ℳ as in Defini-
tion 9.

Once one has this notion of a model for elements of 𝒮2, mimicking the proof
of Theorem 4 yields the following theorem.

Theorem 12. Let 𝜙 be function defined on 𝔻2. 𝜙 ∈ 𝒮2 if and only if 𝜙 has a model.

5. The Carathéodory-Julia theorem in two variables

In [3], John McCarthy, Nicholas Young and myself used two variable models and
realizations to probe the Carathéodory-Julia theory on the bidisc. Our first dis-
covery was that a straightforward generalization of Proposition 6 obtains. To state
this result we need to generalize both the Julia quotient and the notion of non-
tangential approach to the setting of the bidisc.
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First notice that the expression, 1− ∣𝜆∣, which appears in the denominator
on the right side of equation (8), can be identified geometrically with the distance
from 𝜆 to the boundary of 𝔻. Letting ∂(𝔻2) denote the boundary of 𝔻2 (i.e., the
set (𝔻 × 𝕋) ∪ (𝕋 × 𝔻) ∪ 𝕋2), we thereby see that a natural way to interpret the
expression in two variables is to consider the quantity dist(𝜆, ∂(𝔻2)). As

dist(𝜆, ∂(𝔻2)) = min{1− ∣𝜆1∣, 1− ∣𝜆2∣},
we are led to defining the Julia quotient on the bidisc by the formula,

𝐽𝜙(𝜆) =
1− ∣𝜙(𝜆)∣

min{1− ∣𝜆1∣, 1− ∣𝜆2∣} . (15)

Now notice that the expression 1− ∣𝜆∣ also appears on the right-hand side of
inequality (10). Accordingly, if 𝑆 ⊆ 𝔻2 and 𝜏 ∈ 𝕋2 we say that 𝑆 approaches 𝜏

non-tangentially, 𝑆
nt→ 𝜏 , if 𝜏 ∈ 𝑆− and there exists a constant 𝑐 such that

∣𝜆 − 𝜏∣≤ 𝑐(min{1− ∣𝜆1∣, 1− ∣𝜆2∣}) (16)

for all 𝜆 ∈ 𝑆. Following Section 3, we then say that a property of a Schur function
on the bidisc holds non-tangentially at a point 𝜏 ∈ 𝕋2 if the property holds for
every set 𝑆 ⊆ 𝔻2 such that 𝑆 approaches 𝜏 non-tangentially. Finally, we can state
our generalization of Proposition 6 to two variables.

Proposition 13. Let 𝜙 ∈ 𝒮2 and let (ℳ, 𝑢) be a model for 𝜙. If 𝜏 ∈ 𝕋2, then 𝐽𝜙(𝜆)
is non-tangentially bounded at 𝜏 if and only if 𝑢𝜆 is non-tangentially bounded at 𝜏 .

How does Proposition 7 generalize? Evidently, by analogy with (11) we want
to say that 𝜙 is non-tangentially differentiable at 𝜏 if there exist a complex number
denoted 𝜙(𝜏) and a vector in ℂ2 denoted ∇𝜙(𝜏) such that

lim
𝜆→𝜏
𝜆∈𝑆

𝜙(𝜆)− 𝜙(𝜏) −∇𝜙(𝜏) ⋅ (𝜆 − 𝜏)

∣𝜆 − 𝜏∣ = 0 (17)

whenever 𝑆 ⊆ 𝔻2 and 𝑆
nt→ 𝜏 . The following analog of Proposition 7 then obtains.

Proposition 14. Let 𝜙 ∈ 𝒮2 and let (ℳ, 𝑢) be a model for 𝜙. If 𝜏 ∈ 𝕋2, then 𝜙 is
non-tangentially differentiable at 𝜏 if and only if 𝑢𝜆 is non-tangentially continuous
at 𝜏 .

We now come to an interesting discovery. It turns out that Fact 8 does not
generalize to two variables. A counter-example is provided by the simple function

𝜙(𝜆) =
2𝜆1𝜆2 − 𝜆1 − 𝜆2

2− 𝜆1 − 𝜆2
. (18)

As a consequence we are led to the discovery that there actually two types of
“carapoints” in two variables, 𝐵-points and 𝐶-points.
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Definition 15. Let 𝜙 ∈ 𝒮2, 𝜏 ∈ 𝕋2, and let (ℳ, 𝑢) be a model for 𝜙. We say 𝜏 is a
carapoint for 𝜙 if the two variable analog of condition I from Section 3 obtains, i.e.,

lim inf
𝜆→𝜏
𝜆∈𝔻

2

𝐽𝜙(𝜆) < ∞.

We say that 𝜏 is a B-point for 𝜙 if 𝑢𝜆 is non-tangentially bounded at 𝜏 and we say
that 𝜏 is a C-point for 𝜙 if 𝑢𝜆 is non-tangentially continuous at 𝜏 .

We now are ready to generalize Theorem 5 to the bidisc. Note that we have
given each of the regularity conditions I–V from Section 3 an unambiguous meaning
in two variables.

Theorem 16. Let 𝜏 ∈ 𝕋2 and let 𝜙 ∈ 𝒮2. Then conditions I, II, and III are
equivalent and conditions IV and V are equivalent. Furthermore I–III hold if and
only if 𝜏 is a B-point for 𝜙 and IV–V hold if and only if 𝜏 is a C-point for 𝜙.

6. Conclusion

Over the years, one of the recurrent and productive themes in Bill’s approach
toward mathematics has been the identification and exploitation of fruitful syner-
gies between ideas in mathematics and engineering. In this note, I have described
a concrete example of how, through an insight originally put forth by Bill, the
network realization formula has pointed the way to the discovery and proof of new
results in several complex variables. Many other applications of the realization
formula to function theory have been discovered in the last 25 years. For example,
it has played a role in the generalization of the classical Nevanlinna-Pick Theorem
to several variables [1] and when Cayley transformed to the upper half-plane, in
the generalization of Loewner’s beautiful characterization of the matrix monotone
functions [10] to severable variables [5]. Most recently in [4], a new proof with
sharp bounds was obtained for the Oka Extension Theorem [11] using a version of
the realization formula on polyhedrons in ℂ𝑛.
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Keywords. Krĕın space, maximal negative and maximal positive subspaces,
graph spaces, projective space, Beurling-Lax representations.

1. Introduction

We take this opportunity to update the Grassmannian approach to matrix- and
operator-valued Nevanlinna-Pick interpolation theory introduced in [24]. It was a
privilege for the first-named current author to be a participant with Bill Helton
in the development of all these operator-theory ideas and their connections with
Krĕın-space projective geometry and engineering applications (in particular, cir-
cuit theory and control). Particularly memorable was the eureka moment when
Bill observed that our 𝐽-Beurling-Lax representer was the same as the Adamjan-
Arov-Krĕın “resolvent matrix” Θ parameterizing all solutions of a Nehari-Takagi
problem. This gave us an alternative way of constructing and understanding the
origin of such resolvent matrices, and provided a converse direction for Bill’s earlier
results on orbits of matrix-function linear-fractional maps [50].

The present paper is organized as follows. Following this Introduction, in
Section 2 we review the Grassmannian approach to the basic bitangential Sarason
interpolation problem, including an indication of how the simplest bitangential
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matrix Nevanlinna-Pick interpolation problem is included as a special case. We
also highlight along the way where some additional insight has been gained over
the years. In Section 3 we show how a reformulation of the problem as a bitangen-
tial operator-argument interpolation problem leads to a set of coordinates which
leads to state-space realization formulas for the Beurling-Lax representer, i.e., the
resolvent matrix providing the linear-fractional parametrization for solutions of the
interpolation problem. The rational case of this construction essentially appears in
the book [17] while the general operator-valued case is more recent (see [30]). The
final Section 4 surveys extensions of the Grassmannian method to more general
settings, with the main focus on the results from [45] where it is shown that the
Grassmannian approach applies to left-tangential operator-argument interpolation
problems for contractive multipliers on the Drury-Arveson space (commuting vari-
ables) and on the Fock space (noncommuting variables).

2. The Sarason bitangential interpolation problem
via the Grassmannian approach

We formulate the bitangential Sarason (BTS) interpolation problem as follows.
Given an input Hilbert space 𝒰𝐼 and an output Hilbert space 𝒰𝑂, we let 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)

denote the space of bounded holomorphic functions on the unit disk 𝔻 with values
in the space ℒ(𝒰𝐼 ,𝒰𝑂) of bounded linear operators between 𝒰𝐼 and 𝒰𝑂. We let
𝒮(𝒰𝐼 ,𝒰𝑂) denote the Schur class consisting of the elements of 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
with

infinity norm over the unit disk at most 1. For a general coefficient Hilbert space
𝒰 , an element 𝐵 of 𝐻∞

ℒ(𝒰) is said to be two-sided inner if the nontangential strong-

limit boundary-values 𝐵(𝜁) of 𝐵 on the unit circle 𝕋 are unitary operators on 𝒰
for almost all 𝜁 ∈ 𝕋. The data set for a bitangential Sarason interpolation problem
𝔇BTS consists of a triple (𝑆0, 𝐵𝐼 , 𝐵𝑂) where 𝑆0 is a function in 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
, and 𝐵𝐼

and 𝐵𝑂 are two-sided inner functions with values in ℒ(𝒰𝐼) and ℒ(𝒰𝑂) respectively.
Then we formulate the bitangential Sarason interpolation problem as follows:

Problem BTS (Bitangential Sarason Interpolation Problem): Given a data set
𝔇BTS = (𝑆0, 𝐵𝐼 , 𝐵𝑂) as above, find 𝑆 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂) so that the function 𝑄 :=
𝐵−1
𝑂 (𝑆 − 𝑆0)𝐵

−1
𝐼 is in 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
.

By way of motivation, let us consider the special case where 𝒰𝐼 = ℂ𝑛𝐼 and
𝒰𝑂 = ℂ𝑛𝑂 are finite dimensional and where for simplicity we assume that det𝐵𝐼

and det𝐵𝑂 are finite Blaschke products of respective degrees 𝑛𝐼 and 𝑛𝑂. Let
us also assume that all zeros of det𝐵𝐼 and of det𝐵𝑂 are simple (but possibly
overlapping). Then it is not hard to see that the BTS interpolation problem is
equivalent to a bitangential Nevanlinna-Pick (BTNP) interpolation problem which
we now describe. We suppose that we are given nonzero row vectors 𝑥1, . . . , 𝑥𝑛𝐼

of size 1×𝑛𝑂, row vectors 𝑦1, . . . , 𝑦𝑛𝑂 of size 1×𝑛𝐼 , distinct points 𝑧1, . . . , 𝑧𝑛𝑂 in
𝔻 (the zeros of det𝐵𝑂), together with nonzero column vectors 𝑢1, . . . , 𝑢𝑛𝐼 of size
𝑛𝐼×1, column vectors 𝑣1, . . . , 𝑣𝑛𝐼 of size 𝑛𝑂×1, and distinct points 𝑤1, . . . , 𝑤𝑛𝐼 in
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𝔻 (the zeros of det𝐵𝐼 , possibly overlapping with the 𝑧𝑖’s), together with complex
numbers 𝜌𝑖𝑗 for any pair of indices 𝑖, 𝑗 such that 𝑧𝑖 = 𝑤𝑗 =: 𝜉𝑖𝑗 . The bitangential
Nevanlinna-Pick problem then is:

Problem BTNP (Bitangential Nevanlinna-Pick interpolation problem): Given a
data set 𝔇 = 𝔇BTNP given by

𝔇 = {(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) for 𝑖 = 1, . . . , 𝑛𝑂, (𝑢𝑗 , 𝑣𝑗 , 𝑤𝑗) for 𝑗 = 1, . . . , 𝑛𝐼 , 𝜉𝑖𝑗 for 𝑧𝑖 = 𝑤𝑗}
as described above, find a matrix Schur-class function 𝑆 ∈ 𝒮(ℂ𝑛𝐼 ,ℂ𝑛𝑂) so that 𝑆
satisfies the collection of interpolation conditions:

𝑥𝑖𝑆(𝑧𝑖) = 𝑦𝑖 for 𝑖 = 1, . . . , 𝑛𝑂,

𝑆(𝑤𝑗)𝑢𝑗 = 𝑣𝑗 for 𝑗 = 1, . . . , 𝑛𝐼 , and

𝑥𝑖𝑆
′(𝜉𝑖𝑗)𝑢𝑗 = 𝜌𝑖𝑗 for 𝑖, 𝑗 such that 𝑧𝑖 = 𝑤𝑗 =: 𝜉𝑖𝑗 . (1)

We remark that it is Donald Sarason [72] who first made this connection between
the operator-theoretic BTS interpolation problem and the classical point-by-point
BTNP interpolation problem for the scalar case.

We now present the solution of the BTS problem as originally presented in
[24, 26]. In addition to the function spaces 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
already introduced above, let

us now introduce the spaces of vector-valued functions 𝐿2𝒰 (measurable 𝒰-valued
functions on 𝕋 which are norm-square integrable) and its subspace 𝐻2

𝒰 consisting
of those 𝐿2𝒰 -functions with vanishing Fourier coefficients of negative index; as is
standard, we can equivalently view 𝐻2

𝒰 as holomorphic 𝒰-valued functions 𝑓 on
the unit disk 𝔻 for which the 2-norm over circles of radius 𝑟 centered at the origin
are uniformly bounded as 𝑟 increases to 1. The space 𝐿2𝒰 comes equipped with the
bilateral shift operator 𝑀𝑧 of multiplication by the coordinate functions 𝑧 (on the
unit circle):

𝑀𝑧 : 𝑓(𝑧) �→ 𝑧𝑓(𝑧).

When restricted to 𝐻2
𝒰 , we get the unilateral shift (of multiplicity equal to dim𝒰 :

information not encoded in the notation 𝑀𝑧). For 𝐹 a function in 𝐻∞
ℒ(𝒰𝐼 ,𝒰𝑂)

, there

is an associated multiplication operator

𝑀𝐹 : 𝑓(𝑧) �→ 𝐹 (𝑧)𝑓(𝑧)

mapping 𝐻2
𝒰𝐼

into 𝐻2
𝒰𝑂

and intertwining the respective shift operators: 𝑀𝐹𝑀𝑧 =

𝑀𝑧𝑀𝐹 . More generally, we may consider 𝑀𝐹 as an operator from 𝐿2𝒰𝐼
into 𝐿2𝒰𝑂

which intertwines the respective bilateral shift operators; in this setting we need
not restrict 𝐹 to 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
but may allow 𝐹 ∈ 𝐿∞

ℒ(𝒰𝐼 ,𝒰𝑂)
. A key feature of this

correspondence between functions and operators is the correspondence of norms:
given 𝐹 ∈ 𝐻∞

ℒ(𝒰𝐼 ,𝒰𝑂)
, the operator norm of 𝑀𝐹 is the same as the supremum norm

(over the unit disk or over the unit circle) of the function 𝐹 :

∥𝑀𝐹 ∥op = ∥𝐹∥∞ := sup{∥𝐹 (𝑧)∥ : 𝑧 ∈ 𝔻} = ess-sup{∥𝐹 (𝜁)∥ : 𝜁 ∈ 𝕋}.
Let us suppose that we are given a data set 𝔇BTS = (𝑆0, 𝐵𝐼 , 𝐵𝑂) for a BTS

problem as above. We introduce the space 𝒦 = 𝐿2𝒰𝑂
⊕𝐵−1

𝐼 𝐻2
𝒰𝐼

(elements of which
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will be written as column vectors
[
𝑓
𝑔

]
with 𝑓 ∈ 𝐿2𝒰𝑂

and 𝑔 ∈ 𝐵−1
𝐼 𝐻2

𝒰𝐼
). We use the

signature matrix 𝐽𝒦 :=
[
𝐼𝒰𝑂 0

0 −𝐼𝒰𝐼

]
to define a Krĕın-space inner product on 𝒦:[[

𝑓

𝐵−1
𝐼 𝑔

]
,
[

𝑓

𝐵−1
𝐼 𝑔

]]
𝒦
:=
〈
𝐽𝒦
[

𝑓

𝐵−1
𝐼 𝑔

]
,
[

𝑓

𝐵−1
𝐼 𝑔

]〉
𝐿2

= ∥𝑓∥2𝐿2 − ∥𝑔∥2𝐻2 for
[

𝑓

𝐵−1
𝐼 𝑔

]
∈ 𝒦.

We note that a Krĕın space is simply a linear space 𝒦 equipped with an indefinite
inner product [⋅, ⋅] with respect to which 𝒦 has an orthogonal decomposition 𝒦 =
𝒦+⊕𝒦− with 𝒦+ a Hilbert space in the [⋅, ⋅]-inner product and 𝒦− a Hilbert space
in the −[⋅, ⋅]-inner product; good references for more complete information are the
books [8, 34]. We then consider the subspace ℳ of 𝒦 completely determined by
the data set 𝔇BTS = (𝑆0, 𝐵𝐼 , 𝐵𝑂):

ℳ := ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 =

[
𝐵𝑂 𝑆0𝐵

−1
𝐼

0 𝐵−1
𝐼

] [
𝐻2

𝒰𝑂

𝐻2
𝒰𝐼

]
(2)

Then one checks that the function 𝑆 ∈ 𝐿∞
ℒ(𝒰𝐼 ,𝒰𝑂)

is a solution of the BTS problem

if and only if its graph 𝒢 :=
[
𝑀𝑆

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼
satisfies:

1. 𝒢 is a subspace of ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 (and hence also is a subspace of 𝒦),
2. 𝒢 is a negative subspace of 𝒦, i.e., [𝑔, 𝑔]𝒦 ≤ 0 for all 𝑔 ∈ 𝒢, and, moreover,

𝒢 is maximal with respect to this property: if 𝒩 is a negative subspace of 𝒦
with 𝒢 ⊂ 𝒩 , then 𝒢 = 𝒩 , and

3. 𝒢 is shift-invariant, i.e., whenever 𝑔 ∈ 𝒢 then the vector function 𝑔 given by
𝑔(𝑧) = 𝑧𝑔(𝑧) is also in 𝒢.

Let us verify each of these conditions in turn:

(1): If 𝑆 = 𝑆0 + 𝐵𝑂𝑄𝐵𝐼 where 𝑄 ∈ 𝐻∞
ℒ(𝒰𝐼 ,𝒰𝑂)

, then[
𝑀𝑆

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼
=

[
𝑀𝑆0 + 𝑀𝐵𝑂𝑀𝑄𝑀𝐵𝐼

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼

⊂
[
𝐵𝑂

0

]
𝐻2

𝒰𝐼
+

[
𝑆0𝐵

−1
𝐼

𝐵−1
𝐼

]
𝐻2

𝒰𝐼
(since 𝑀𝑄 : 𝐻2

𝒰𝐼
→ 𝐻2

𝒰𝑂
)

= ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 .

(2): If 𝑆 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂), then by the remarks above it follows that ∥𝑀𝑆∥op ≤ 1. This
is enough to imply that 𝒢 is 𝒦-maximal negative.

(3): Due to the intertwining properties of 𝑀𝑧 mentioned above, we have

𝑀𝑧

[
𝑀𝑆

𝐼

]
𝑀−1

𝐵𝐼
𝐻2

𝒰𝐼
=

[
𝑀𝑆

𝐼

]
𝑀−1

𝐵𝐼
𝑀𝑧𝐻

2
𝒰𝐼

⊂
[
𝑀𝑆

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼

from which we see that 𝒢 is invariant under 𝑀𝑧.

Conversely, one can show that if 𝒢 is any subspace of 𝒦 satisfying conditions
(1), (2), (3) above, then 𝒢 has the form 𝒢 =

[
𝑀𝑆

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼
with 𝑆 a solution

of the BTS problem. Indeed, condition (2) forces 𝒢 to be the graph space 𝒢 =
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[𝑋𝐼 ]𝐵
−1
𝐼 𝐻2

𝒰𝐼
for a contraction operator 𝑋 : 𝐵−1

𝐼 𝐻2
𝒰𝐼

→ 𝐿2𝒰𝑂
. Condition (3) then

forces 𝑋 to be a multiplier 𝑋 = 𝑀𝑆 for some 𝑆 ∈ 𝐿∞
𝒰𝐼 ,𝒰𝑂

and ∥𝑋∥ ≤ 1 implies that

∥𝑆∥∞ ≤ 1. Finally, condition (1) then forces 𝑆 to be of the form 𝑆 = 𝑆0+𝐵𝑂𝐾𝐵𝐼

with 𝐾 ∈ 𝐻∞
ℒ(𝒰𝐼 ,𝒰𝑂)

from which we see that 𝑆 is solution of the BTS problem.

Elementary Krĕın-space geometry implies that, if there exists a 𝒢 satisfying
conditions (1) and (2), then necessarily the orthogonal complement of ℳ inside
𝒦 with respect to the indefinite Krĕın-space inner product must be a positive
subspace:

𝒫 := 𝒫𝑆,𝐵𝐼 ,𝐵𝑂 = 𝒦 ⊖𝐽 ℳ𝑆,𝐵𝐼 ,𝐵𝑂 is a positive subspace, (3)

i.e., [𝑝, 𝑝]𝒦 ≥ 0 for all 𝑝 ∈ 𝒫 .
We conclude that the subspace 𝒫 := 𝒫𝑆0,𝐵𝐼 ,𝐵𝑂 being a positive subspace

is a necessary condition for the existence of solutions to the BTS Problem. More
explicitly one can work out that positivity of 𝒫 in (3) is equivalent to contractivity
of the Sarason model operator:

∥𝑇𝑆0,𝐵𝐼 ,𝐵𝑂∥ ≤ 1 where 𝑇𝑆0,𝐵𝐼 ,𝐵𝑂 = 𝑃𝐿2
𝒰𝑂⊖𝐵𝑂𝐻2

𝒰𝑂
𝑀𝑆0 ∣𝐵−1

𝐼 𝐻2
𝒰𝐼

. (4)

In terms of the BTNP formulation, condition (3) translates to positive semidefi-
niteness of the associated Pick matrix Λ𝔇BTNP:

Λ𝔇BTNP :=

[
Λ𝐼 (Λ𝑂𝐼)

∗

Λ𝑂𝐼 Λ𝑂

]
≥ 0 (5)

where

Λ𝐼 =

[
𝑢∗
𝑖 𝑢𝑗 − 𝑣∗

𝑖 𝑣𝑗
1− 𝑤𝑖𝑤𝑗

]
, [Λ𝑂𝐼 ]𝑖𝑗 =

{
𝑥𝑖𝑣𝑗−𝑦𝑖𝑢𝑗

𝑤𝑗−𝑧𝑖 for 𝑧𝑖 ∕= 𝑤𝑗 ,

𝜌𝑖𝑗 for 𝑧𝑖 = 𝑤𝑗

, Λ𝑂 =

[
𝑥𝑖𝑥

∗
𝑗 − 𝑦𝑖𝑦

∗
𝑗

1− 𝑧𝑖𝑧𝑗

]
.

To prove sufficiency of any of the three equivalent conditions (3), (4), (5), we
must be able to show that solutions of the BTS problem exist when 𝒫 is a positive
subspace. Let us therefore suppose that the subspace 𝒫 := 𝒫𝑆,𝐵𝐼 ,𝐵𝑂 is a positive
subspace of 𝒦. Then any subspace 𝒢 contained in ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 which is maximal
as a negative subspace of ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 is also maximal as a negative subspace of
𝒦 (i.e., ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 -maximal negative implies 𝒦-maximal negative) and hence 𝒢
satisfies conditions (1) and (2). The rub is to find such a 𝒢 which also satisfies the
shift-invariance condition (3).

It is at this point that we make a leap of faith and assume what is called in
[9] the Beurling-Lax Axiom: there exists a (bounded) 𝐽-unitary function Θ(𝑧) so
that

ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 = Θ ⋅ 𝐻2
𝒰 (6)

for some appropriate Krĕın space 𝒰 . Thus we assume that 𝒰 has a Krĕın-space
inner product induced by a fundamental decomposition 𝒰 = 𝒰+ ⊕ 𝒰− with 𝒰+ a
Hilbert space and 𝒰− an anti-Hilbert space. More concretely, we simply take 𝒰+
and 𝒰− to be Hilbert spaces and the Krĕın-space inner product on 𝒰 = 𝒰+ ⊕ 𝒰−
is given by [[ 𝑢+

𝑢−
]
,
[ 𝑢+
𝑢−
]]

𝒰 = ∥𝑢+∥2𝒰+
− ∥𝑢−∥2𝒰− .
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The 𝐽-unitary property of Θ means that the values Θ(𝜁) of Θ are 𝐽-unitary for
almost all 𝜁 in the unit circle 𝕋 (as a map between Krĕın coefficient spaces 𝒰 and

𝒰𝑂⊕𝒰𝐼 with the inner product induced by 𝐽𝐾 =
[
𝐼𝒰𝑂 0

0 −𝐼𝒰𝐼

]
). It then follows that

without loss of generality we may take 𝒰+ = 𝒰𝑂 and 𝒰− = 𝒰𝐼 . The crucial point
is that then the operator 𝑀Θ of multiplication by Θ is a Krĕın-space isomorphism
between 𝐻2

𝒰 (𝒰 = 𝒰𝑂 ⊕ 𝒰𝐼) and ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 , i.e., 𝑀Θ maps 𝐻2
𝒰 one-to-one and

onto ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 , preserves the respective Krĕın-space inner products:

[Θ𝑢,Θ𝑢]𝒦 = [𝑢, 𝑢]𝒰 ,

and simultaneously intertwines the respective shift operators:

𝑀Θ𝑀𝑧 = 𝑀𝑧𝑀Θ.

It turns out that if condition (3) holds, then any such 𝐽-unitary representer Θ for
ℳ is actually 𝐽-inner, i.e., Θ has meromorphic pseudocontinuation to the unit
disk 𝔻 such that the values Θ(𝑧) are 𝐽-contractive at all points of analyticity 𝑧
inside the unit disk:

𝐽 −Θ(𝑧)∗𝐽Θ(𝑧) ≥ 0 for 𝑧 ∈ 𝔻, Θ analytic at 𝑧.

Under the assumption that we have such a representation (6) for ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 ,
we can complete the solution of the BTS problem (under the assumption that the
subspace 𝒫𝑆0,𝐵𝐼 ,𝐵𝑂 is a positive subspace) as follows. Since 𝑀Θ : 𝐻2

𝒰 → ℳ𝑆0,𝐵𝐼 ,𝐵𝑂

is a Krĕın-space isomorphism, all the Krĕın-space geometry is preserved. Thus a
subspace 𝒩 of 𝐻2

𝒰 is maximal negative as a subspace of 𝐻2
𝒰 if and only if its image

𝑀Θ𝒩 = Θ ⋅ 𝒩 is maximal negative as a subspace of ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 . Moreover, since
𝑀𝑧𝑀Θ = 𝑀Θ𝑀𝑧, we see that 𝒩 is shift-invariant in 𝐻2

𝒰 if and only if its image
Θ ⋅ 𝒩 is a shift-invariant subspace of ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 . From the observations made
above, under the assumption that the subspace 𝒫𝑆0,𝐵𝐼 ,𝐵𝑂 is positive, getting a
subspace 𝒢 to satisfy conditions (1) and (2) in the Grassmannian reduction of the
BTS problem is the same as getting 𝒢 ⊂ ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 to be maximal negative as
a subspace of ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 . We conclude that 𝒢 meets all three conditions (1), (2),
(3) in the Grassmannian reduction of the BTS problem if and only if 𝒢 = Θ ⋅ 𝒩
where 𝒩 is maximal negative as a subspace of 𝐻2

𝒰 and is shift invariant. But these
subspaces are easy: they are just subspaces of the form 𝒩 =

[
𝑀𝐺

𝐼

]
𝐻2

𝒰𝐼
where 𝐺

is in the Schur class 𝒮(𝒰𝐼 ,𝒰𝑂). We conclude that 𝑆 solves the BTS problem if and
only the graph 𝒢𝑆 =

[
𝑀𝑆

𝐼

]
𝐵−1
𝐼 𝐻2

𝒰𝐼
satisfies[

𝑀𝑆

𝐼

]
𝐵−1
𝐼 ⋅ 𝐻2

𝒰𝐼
= Θ ⋅
[
𝑀𝐺

𝐼

]
𝐻2

𝒰𝐼

=

[
Θ11𝐺 +Θ12
Θ21𝐺 +Θ22

]
⋅ 𝐻2

𝒰𝐼
. (7)

Next note that the operator 𝑀Θ

[
𝑀𝐺

𝐼

]
, as the composition of injective maps,

is injective as an operator acting on 𝐻2
𝒰𝑂

. We claim that the bottom component
𝑀Θ21𝐺+Θ22 is already injective. Indeed, if (Θ21𝐺 + Θ22)ℎ = 0 for some nonzero
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ℎ ∈ 𝐻2
𝒰𝐼
, then

[
(Θ11𝐺+Θ12)ℎ

0

]
would be a strictly positive element of the nega-

tive subspace Θ [𝐺𝐼 ] ⋅ 𝐻2
𝒰𝐼
, a contradiction. Thus 𝑀Θ21𝐺+Θ22 must be injective as

claimed. From the identity of bottom components in (7), we see that multipli-
cation by Θ21𝐺 + Θ22 maps 𝐻2

𝒰𝐼
onto 𝐵−1

𝐼 𝐻2
𝒰𝐼
. We conclude that the function

𝐾 := 𝐵𝐼(Θ21𝐺 +Θ22) and its inverse are in 𝐻∞
ℒ(𝒰𝐼)

. Then we may rewrite (7) as[
𝑆
𝐼

]
𝐵−1
𝐼 ⋅ 𝐻2

𝒰𝐼
=

[
(Θ11𝐺 +Θ12)(Θ21𝐺 +Θ22)

−1

𝐼

]
𝐵−1
𝐼 𝐾 ⋅ 𝐻2

𝒰𝐼

=

[
(Θ11𝐺 +Θ12)(Θ21𝐺 +Θ22)

−1

𝐼

]
𝐵−1
𝐼 ⋅ 𝐻2

𝒰𝐼
.

Thus for each ℎ ∈ 𝐵−1
𝐼 𝐻2

𝒰𝐼
there is an element ℎ′ of 𝐵−1

𝐼 𝐻2
𝒰𝐼

such that[
𝑆
𝐼

]
ℎ =

[
(Θ11𝐺 +Θ12)(Θ21𝐺 +Θ22)

−1

𝐼

]
ℎ′.

Equality of the bottom components forces ℎ = ℎ′ and then equality of the top
components for all ℎ leads to the linear-fractional parametrization for the set of
solutions of the BTS problem: 𝑆 solves the BTS Problem if and only if 𝑆 has the
form

𝑆 = (Θ11𝐺 +Θ12)(Θ21𝐺 +Θ22)
−1 (8)

for a uniquely determined 𝐺 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂). In this way we arrive at the linear-
fractional parametrization of the set of all solutions appearing in the work of
Nevanlinna [68] for the classical Nevanlinna-Pick interpolation problem and in the
work of Adamjan-Arov-Krĕın [1] in the context of the Nehari-Takagi problem.

Remark 1. We note that the derivation of the linear-fractional parametrization
(8) used essentially only coordinate-free Krĕın-space geometry. It is also possible
to arrive at this parametrization without any appeal to Krĕın-space geometry via
working directly with properties of 𝐽-inner functions: see, e.g., [17] where a winding
number argument plays a key role, and [39] for an alternative reproducing-kernel
method.

All the success of the preceding paragraphs is predicated on the validity of
the so-called Beurling-Lax Axiom (6). Validity of the Beurling-Lax Axiom requires
at a minimum that the subspace ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 be a Krĕın space in the indefinite in-
ner product inherited from 𝒦. Unlike the Hilbert space case, this is not automatic
(see, e.g., [8, Section 1.7]). We say that the subspace ℳ of the Krĕın space 𝒦 is
regular if it is the case that ℳ is itself a Krĕın space with inner product inherited
from 𝒦; an equivalent condition is that 𝒦 decomposes as an orthogonal (in the
Krĕın-space inner product) direct sum 𝒦 = ℳ⊕ℳ[⊥] (where ℳ[⊥] is the orthog-
onal complement of ℳ inside 𝒦 with respect to the Krĕın-space inner product).
For the Nevanlinna-Pick problem involving only finitely many interpolation con-
ditions, regularity of ℳ is automatic under the condition that the solution of the
interpolation problem is not unique (completely indeterminate in the language of
some authors). Nevertheless, even when the subspace ℳ = ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 is regular
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in 𝒦 =

[
𝐿2
𝒰𝑂

𝐵−1
𝐼 𝐻2

𝒰𝐼

]
, it can happen that only a weakened version of the Beurling-

Lax Axiom holds. The following is one of the main results from [24] (see [58] for
extensions to shift-invariant subspaces contractively included in 𝐻2

𝒰 ).

Theorem 2. Suppose that ℳ is a regular subspace of 𝐿2𝒰 (where 𝐿2𝒰 is considered
to be a Krĕın space in the indefinite inner product induced by the Krĕın-space inner
product on the space of constants 𝒰 = 𝒰𝑂 ⊕ 𝒰𝐼). Then there exists a multiplier Θ
with values in ℒ(𝒰) such that
1. 𝑀Θ±1 : 𝒰 → 𝐿2𝒰 ,

2. Θ(𝜁)∗𝐽Θ(𝜁) = 𝐽 for almost all 𝜁 ∈ 𝕋 (where 𝐽 =
[
𝐼𝒰𝑂 0

0 −𝐼𝒰𝐼

]
),

3. the densely defined operator 𝑀Θ𝑃𝐻2
𝒰
𝑀Θ−1 = 𝑀Θ𝑃𝐻2

𝒰
𝐽𝑀Θ∗𝐽 extends to de-

fine a bounded 𝐽-orthogonal projection operator on 𝐿2𝒰 , and
4. the space ℳ is equal to the closure of Θ ⋅ 𝒫+𝒰 , where 𝒫+𝒰 is the space of
analytic trigonometric polynomials 𝑝(𝜁) =

∑𝑛
𝑘=0 𝑢𝑘𝜁

𝑘 with coefficients 𝑢𝑘 in
𝒰 (𝑛 = 0, 1, 2, . . . ).

Conversely, whenever Θ is a multiplier satisfying conditions (1), (2), and (3)
and the subspace ℳ is defined via (4), then ℳ is a regular subspace of 𝐿2𝒰 (with

𝐽-orthogonal projection onto ℳ along ℳ[⊥] given by the bounded extension of
𝑀Θ−1𝑃𝐻2

𝒰
𝑀Θ onto all of 𝐿2𝒰).

This illustrates a general phenomenon in the Krĕın-space setting in contrast
with the Hilbert-space setting: there is no reason why unitary operators need be
bounded. The moral of the story is: the Beurling-Lax Axiom does hold in case
ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 is a regular subspace of 𝒦, but only with in general densely defined
and unbounded Beurling-Lax representer Θ. This technical detail in turn compli-
cates the Krĕın-space geometry argument given above leading to the existence and
parametrization of the set of all solutions of the BTS problem under the necessary
condition (3) that the subspace 𝒫𝒮0,𝐵𝐼 ,𝐵𝑂 be a positive subspace. This point was
handled in [24] (and revisited in [29]) via an approximation argument using the
fact that bounded functions are dense in any shift-invariant subspace of 𝐻2.

Here we use an idea from [45] based on an ingredient from the approach of
Dym [39] to obtain a smoother derivation of the linear-fractional parametrization
even for the case where the Beurling-Lax representer may be unbounded. The
following lemma proves to be helpful.

Lemma 3 (see [45, Lemma 2.3.1]). Let 𝒦 be a Krĕın space and let ℳ be a regular
subspace of 𝒦 such that ℳ[⊥] is a positive subspace. If 𝒢 is a maximal negative
subspace of 𝒦, then the following are equivalent:
1. 𝒢 ⊂ ℳ.
2. 𝑃ℳ𝒢[⊥] is a positive subspace, where 𝑃ℳ is the 𝐽-orthogonal projection of 𝒦
onto ℳ.

Now we suppose that 𝒫𝑆0,𝐵𝐼 ,𝐵𝑂 is a positive subspace (as is necessary for
solutions to the BTS problem to exist) and that 𝑆 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂) is a solution. Thus
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𝒢 = [ 𝑆𝐼 ]𝐵
−1
𝐼 ⋅ 𝐻2

𝒰𝐼
is maximal negative and contained in ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 . According

to the lemma, this means that 𝑃ℳ𝒢[⊥] is a positive subspace. By the result of
Theorem 2 we know that 𝑃ℳ = 𝑀Θ𝐽𝑃𝐻2

𝒰
𝑀Θ∗𝐽 (formally unbounded but having

bounded extension to the whole space). Also, an elementary computation gives

𝒢[⊥] =
[

𝐼
𝑃𝐵−1

𝐼 𝐻2
𝒰𝐼

𝑀𝑆∗

]
𝐿2𝒰𝑂

.

Thus the condition (2) in Lemma 3 becomes〈
𝐽𝑀Θ𝐽𝑃𝐻2𝑀Θ∗𝐽

[
𝐼

𝑃𝐵−1
𝐼 𝐻2

𝒰𝐼
𝑀𝑆∗

]
𝑓,

[
𝐼

𝑃𝐵−1
𝐼 𝐻2

𝒰𝐼
𝑀𝑆∗

]
𝑓

〉
𝐿2⊕𝐵−1

𝐼 𝐻2

≥ 0 (9)

for all 𝑓 ∈ 𝐿2𝒰𝑂
. Since the range of 𝑀Θ is contained inℳ which in turn is contained

in

[
𝐿2
𝒰𝑂

𝐵−1
𝐼 𝐻2

𝒰𝐼

]
, we see that the projection 𝑃𝐵−1

𝐼 𝐻2
𝒰𝐼

in (9) is removable. We can then

rewrite (9) as 〈[
𝐼 −𝑀𝑆

]
𝑀Θ𝐽𝑃𝐻2𝑀Θ∗

[
𝐼

−𝑀𝑆∗

]
𝑓, 𝑓

〉
≥ 0.

Restricting to an appropriate dense domain and writing 𝐹 in place of 𝑀𝐹 for
multiplication operators for simplicity, we arrive at the operator inequality

0 ≤ [Θ11 − 𝑆Θ21 Θ12 − 𝑆Θ22
]
𝐽𝑃𝐻2

[
Θ∗
11 −Θ∗

21𝑆
∗

Θ∗
12 −Θ∗

22𝑆
∗

]
= (Θ11 − 𝑆Θ21)𝑃𝐻2 (Θ11 − 𝑆Θ21)

∗ − (Θ12 − 𝑆Θ22)𝑃𝐻2 (Θ12 − 𝑆Θ22)
∗. (10)

It is a consequence of the Commutant Lifting Theorem (in this form actually a
version of the Leech Theorem – see [70]) that (10) implies that there is a Schur-class
function written as −𝐺 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂) so that

Θ12 − 𝑆Θ22 = (Θ11 − 𝑆Θ21)(−𝐺).

It is now a straightforward matter to solve for 𝑆 in terms of 𝐺 to arrive at

𝑆 = (Θ11𝐺 +Θ12)(Θ21𝐺 +Θ22)
−1. (11)

Conversely the steps are reversible: for any Schur-class function 𝐺 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂),
the formula (11) leads to a solution 𝑆 of the BTS problem. In this way we arrive
at the linear-fractional parametrization (8) for the set of all solutions of the BTS
problem even in the case where ℳ is regular but its Beurling-Lax representer Θ
is not bounded.

Remark 4. The case where ℳ is regular is only a particular instance of the so-
called “completely indeterminate case” where solutions of the BTS problem ex-
ist having norm strictly less than 1. In this case there is still a linear-fractional
parametrization of the set of all solutions of the form (8) even though the associ-
ated interpolation subspace ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 is not a regular subspace of 𝒦; see [5].
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3. State-space realization of the 𝑱 -Beurling-Lax representer

Various authors ([40, 17]), perhaps beginning with Nudelman [69], have noticed
that the detailed interpolation conditions (1) can be written more compactly in
aggregate form as

1

2𝜋𝑖

∫
𝕋

(𝑧𝐼 − 𝑍)−1𝑋𝑆(𝑧) d𝑧 = 𝑌,

1

2𝜋𝑖

∫
𝕋

𝑆(𝑧)𝑈(𝑧𝐼 − 𝐴)−1 d𝑧 = 𝑉, (12)

1

2𝜋𝑖

∫
𝕋

(𝑧𝐼 − 𝑍)−1𝑋𝑆(𝑧)𝑈(𝑧𝐼 − 𝐴)−1 d𝑧 = Γ, (13)

where the collection of seven matrices 𝔇BTOA = (𝑈, 𝑉,𝐴, 𝑍,𝑋, 𝑌,Γ) (the label
BTOA refers to the bitangential operator-argument interpolation problem which is
described below) is given by

𝑋 =

⎡⎢⎣ 𝑥1
...

𝑥𝑛𝑂

⎤⎥⎦ , 𝑌 =

⎡⎢⎣ 𝑦1
...

𝑦𝑛𝑂

⎤⎥⎦ , 𝑍 =

⎡⎢⎣𝑧1 . . .

𝑧𝑛𝑂

⎤⎥⎦ ,

𝑈 =
[
𝑢1 ⋅ ⋅ ⋅ 𝑢𝑛𝐼

]
, 𝑉 =

[
𝑣1 ⋅ ⋅ ⋅ 𝑣𝑛𝐼

]
, 𝐴 =

⎡⎢⎣𝑤1 . . .

𝑤𝑛𝑂

⎤⎥⎦ ,

[Γ]𝑖𝑗 =

{
𝑥𝑖𝑣𝑗−𝑦𝑖𝑢𝑗

𝑤𝑗−𝑧𝑖 if 𝑤𝑗 ∕= 𝑧𝑖,

𝜌𝑖𝑗 if 𝑤𝑗 = 𝑧𝑖
for 1 ≤ 𝑖 ≤ 𝑛𝑂, 1 ≤ 𝑗 ≤ 𝑛𝐼 . (14)

The interpolation conditions expressed in this form (13) make sense even if the
matrices 𝐴 and 𝑍, while maintaining spectrum inside the unit disk, have more
general Jordan canonical forms (i.e., are not diagonalizable); in this way we get a
compact way of expressing higher-order bitangential interpolation conditions. By
expanding the resolvent operators inside the contour integrals in Laurent series,
it is not hard to see that we can rewrite the interpolation/moment conditions in
(13) in the form

𝑃𝐻2⊥
𝒰𝑂

𝑀𝑆𝒪̂𝑏
𝑈,𝐴 = 𝒪𝑏

𝑉,𝐴, 𝒞𝑏𝑍,𝑋𝑀𝑆 ∣𝐻2
𝒰𝐼

= 𝒞𝑏𝑍,𝑌 , 𝒞𝑏𝑍,𝑋𝑃𝐻2
𝒰𝑂

𝑀𝑆𝒪̂𝑏
𝑈,𝐴 = Γ (15)

where 𝒪̂𝑏
𝑈,𝐴 : ℂ𝑛𝐼 → 𝐻2⊥

𝒰𝐼
and 𝒪𝑏

𝑉,𝐴 : ℂ𝑛𝐼 → 𝐻2⊥
𝒰𝑂

are the backward-time observa-
tion operators given by

𝒪𝑏
𝑈,𝐴 : 𝑥 �→ 𝑈(𝑧𝐼 − 𝐴)−1𝑥 =

∞∑
𝑛=1

(𝑈𝐴𝑛−1𝑥)𝑧−𝑛,

𝒪𝑏
𝑉,𝐴 : 𝑥 �→ 𝑉 (𝑧𝐼 − 𝐴)−1𝑥 =

∞∑
𝑛=1

(𝑉 𝐴𝑛−1𝑥)𝑧−𝑛,



Interpolation and Krĕın-space Geometry 53

and where 𝒞𝑏𝑍,𝑋 : 𝐻2
𝒰𝐼

→ ℂ𝑛𝑂 , 𝒞𝑏𝑍,𝑌 : 𝐻2
𝒰𝐼

→ ℂ𝑛𝑂 are the backward-time control
operators given by

𝒞𝑏𝑍,𝑋 : 𝑓(𝑧) =

∞∑
𝑛=0

𝑓𝑛𝑧
𝑛 �→

∞∑
𝑛=0

𝑍𝑛𝑋𝑓𝑛, 𝒞𝑏𝑍,𝑌 : 𝑔(𝑧) =

∞∑
𝑛=0

𝑔𝑛𝑧
𝑛 �→

∞∑
𝑛=0

𝑍𝑛𝑌 𝑔𝑛.

The terminology is suggested from the following connections with linear sys-
tems. Given a discrete-time state-output linear system running in backwards time
with specified initial condition at time 𝑛 = 0

𝑥(𝑛) = 𝐴𝑥(𝑛 + 1)
𝑦(𝑛) = 𝐶𝑥(𝑛 + 1)

, 𝑥(0) = 𝑥0, (16)

the resulting output string {𝑦(𝑛)}𝑛=−1,−2,... is given by

𝑦(−𝑛) = 𝐶𝐴𝑛−1𝑥0 for n=1,2, . . . .

It is natural to let 𝒪𝑏
𝐶,𝐴 denote the time-domain backward-time observation oper-

ator given by

𝒪𝑏
𝐶,𝐴 : 𝑥 �→ {𝑦(𝑛)}𝑛=−1,−2,... = {𝐶𝐴−𝑛−1𝑥}𝑛=−1,−2,....

Upon taking 𝑍-transform {𝑦(𝑛)} �→ 𝑦(𝑧) =
∑

𝑛∈ℤ
𝑦(𝑛)𝑧𝑛, we arrive at the frequen-

cy-domain backward-time observation operator 𝒪𝑏
𝐶,𝐴 given by

𝒪̂𝑏
𝐶,𝐴 : 𝑥 �→ 𝑦(𝑧) =

∞∑
𝑛=1

(𝐶𝐴𝑛−1𝑥)𝑧−𝑛 = 𝐶(𝑧𝐼 − 𝐴)−1𝑥.

In these computations we assumed that the matrix 𝐴 has spectrum inside the disk;
we conclude that 𝐶(𝑧𝐼 − 𝐴)−1𝑥 ∈ 𝐻2⊥

𝒰𝑂
when viewed as a function on the circle;

note that 𝐶(𝑧𝐼 − 𝐴)−1𝑥 is rational with all poles inside the disk and vanishes at
infinity.

Similarly, given a discrete-time input-state linear system running in back-
wards time

𝑥(𝑛) = 𝑍𝑥(𝑛 + 1) + 𝑋𝑢(𝑛+ 1) (17)

where we assume that 𝑥(𝑛) = 0 for 𝑛 ≥ 𝑁 and 𝑢(𝑛) = 0 for all 𝑛 > 𝑁 for some
large 𝑁 , solving the recursion successively for 𝑥(𝑁 − 1), 𝑥(𝑁 − 2), . . . , 𝑥(0) leads
to the formula

𝑥(0) =

∞∑
𝑘=0

𝑍𝑘𝑋𝑢(𝑘) =
[
𝑋 𝑍𝑋 𝑍2𝑋 ⋅ ⋅ ⋅]

⎡⎢⎢⎢⎣
𝑢(0)
𝑢(1)
𝑢(2)
...

⎤⎥⎥⎥⎦ .

As 𝑍 by assumption has spectrum inside the unit disk, the matrix[
𝑋 𝑍𝑋 𝑍2𝑋 ⋅ ⋅ ⋅] ,
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initially defined only on input strings having finite support, extends to the space
of all 𝒰𝐼 -valued ℓ2 input-strings ℓ2𝒰𝐼

. It is natural to define the frequency-domain

backward-time control operator 𝒞𝑏𝑍,𝑋 by

𝒞𝑏𝑍,𝑋 : {𝑢(𝑛)}𝑛≥0 �→
[
𝑋 𝑍𝑋 𝑍2𝑋 ⋅ ⋅ ⋅]

⎡⎢⎢⎢⎣
𝑢(0)
𝑢(1)
𝑢(2)
...

⎤⎥⎥⎥⎦ .

Application of the inverse 𝑍-transform to {𝑢(𝑛)}𝑛=0,1,2,... then leads us to the

frequency-domain backward-time control operator 𝒞𝑏𝑍,𝑋 : 𝐻2
𝒰𝐼

→ ℂ𝑛𝑂 given by

𝒞𝑏𝑍,𝑋 : 𝑢(𝑧) =

∞∑
𝑛=0

𝑢(𝑛)𝑧𝑛 �→
∞∑
𝑛=0

𝑍𝑛𝑋𝑢(𝑛).

The next step is to observe that conditions (15) make sense even if the data
set 𝔇BTOA does not consist of matrices. Instead, we now view 𝑋,𝑌, 𝑍, 𝑈, 𝑉,𝐴,Γ
as operators

𝑋 : 𝒰𝑂 → 𝒳𝐿, 𝑌 : 𝒰𝐼 → 𝒳𝐿, 𝑍 : 𝒳𝐿 → 𝒳𝐿,

𝑈 : 𝒳𝑅 → 𝒰𝐼 , 𝑉 : 𝒳𝑅 → 𝒰𝑂, 𝐴 : 𝒳𝑅 → 𝒳𝑅, Γ: 𝒳𝑅 → 𝒳𝐿. (18)

Note that when the septet (𝑋,𝑌, 𝑍, 𝑈, 𝑉,𝐴,Γ) is of the form as in (14), then the
Sylvester equation

Γ𝐴 − 𝑍Γ = 𝑋𝑉 − 𝑌 𝑈. (19)

is satisfied. To avoid degeneracies, it is natural to impose some additional control-
lability and observability assumptions. The full set of admissibility requirements
is as follows.

Definition 5. Given a septet of operators 𝔇BTOA := (𝑋,𝑌, 𝑍, 𝑈, 𝑉,𝐴,Γ) as in (18),
we say that 𝔇BTOA is admissible if the following conditions are satisfied:

1. (𝑋,𝑍) is a stable exactly controllable input pair, i.e., 𝒞𝑏𝑍,𝑋 defines a bounded

operator from 𝐻2
𝒰𝐼

into 𝒳𝐿 with range equal to the whole space 𝒳𝐿.

2. (𝑈,𝐴) is a stable exactly observable output pair, i.e., 𝒪̂𝑏
𝑈,𝐴 maps the state

space 𝒳𝑅 into 𝐻2⊥
𝒰𝐼

and is bounded below:

∥𝒪̂𝑏
𝑈,𝐴𝑥∥2𝐻2⊥

𝒰𝐼
≥ 𝛿∥𝑥∥2𝒳𝑅

for some 𝛿 > 0.

3. The operator Γ is a solution of the Sylvester equation (19).

We can now formulate the promised bitangential operator-argument interpo-
lation problem.

Problem BTOA (Bitangential Operator Argument Interpolation Problem): Given
an admissible operator-argument interpolation data set 𝔇BTOA as described in
Definition 5, find a function 𝑆 in the Schur class 𝒮(𝒰𝐼 ,𝒰𝑂) which satisfies the
interpolation conditions (15).
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It can be shown that there is a bijection between BTS data sets 𝔇BTS =
{𝑆0, 𝐵𝐼 , 𝐵𝑂} and admissible BTOA data sets 𝔇BTOA (18) so that the correspond-
ing interpolation problems BTS and BTOA have exactly the same set of solutions.
For the rational matrix-valued case, details can be found in [17] (see Theorem
16.9.3 there); the result for the general case can be worked out using these ideas
and the results from [30].

Let us now suppose that 𝔇BTS = {𝑆0, 𝐵𝐼 , 𝐵𝑂} and 𝔇BTOA (18) are equiv-
alent in this sense. Then the subspace ℳ𝑆0,𝐵𝐼 ,𝐵𝑂 (2) is the subspace of 𝐿2𝒰𝑂

⊕
𝐵−1
𝐼 𝐻2

𝒰𝐼
spanned by the graph spaces [ 𝑆𝐼 ]𝐵

−1
𝐼 ⋅ 𝐻2

𝒰𝐼
of solutions 𝑆 of the BTS

interpolation problem. Hence this same subspace can be expressed as the span
ℳBTOA of the graph spaces of all solutions 𝑆 of the BTOA interpolation problem.
One can work out that ℳBTOA can be expressed directly in terms of the data set
𝔇BTOA as:

ℳBTOA =

{
𝒪𝑏

[ 𝑉𝑈 ],𝐴
𝑥 +

[
𝑓+
𝑓−

]
: 𝑥 ∈ 𝒳𝑅,

[
𝑓+
𝑓−

]
∈ 𝐻2

𝒰𝑂⊕𝒰𝐼

such that 𝒞𝑏𝑍, [𝑋 −𝑌 ]

[
𝑓+
𝑓−

]
= Γ𝑥

}
. (20)

Remark 6. For the representation of general shift-invariant subspaces in terms of
null-pole data developed in [30], the coupling operator Γ in general is only a closed
(possibly unbounded) operator with dense domain in 𝒳𝑅. In the context of the
BTOA interpolation problem as we have here, from the last of the interpolation
conditions (15) we see that Γ is bounded whenever the BTOA interpolation prob-
lem has solutions. Therefore for the discussion here we may avoid the complications
of unbounded Γ and always assume that Γ is bounded.

By the analysis of the previous section, we see that parametrization of the set
of all solutions of the BTOA interpolation problem follows from a 𝐽-Beurling-Lax
representation for the subspace ℳBTOA (20) as in Theorem 2. Toward this end we
have the following result; we do not go into details here but the main ingredients
can be found [30] (see Corollary 6.4, Theorem 6.5 and Theorem 7.1 there).

Theorem 7. Let 𝔇BTOA be an admissible bitangential operator-argument interpo-
lation data set as in Definition 5 and let ℳBTOA be the associated shift-invariant
subspace as in (20). Then:

1. ℳBTOA is regular as a subspace of the Krĕın space 𝐿2𝒰𝑂
⊕𝐵−1

𝐼 ⋅𝐻2
𝒰𝐼
, or equiv-

alently, as a subspace of the Krĕın space 𝐿2𝒰𝑂
⊕ 𝐿2𝒰𝐼

(both with the indefinite

inner product induced by 𝐽 =
[
𝐼𝒰𝑂 0

0 −𝐼𝒰𝐼

]
) if and only if the operator

ΛBTOA :=

⎡⎣−(𝒪𝑏

[ 𝑉𝑈 ],𝐴
)∗𝐽𝒪̂𝑏

[𝑉𝑈 ],𝐴
Γ∗

Γ 𝒞𝑏𝑍,[𝑋 −𝑌 ]𝐽(𝒞𝑏𝑍,[𝑋 −𝑌 ])
∗

⎤⎦ : [𝒳𝑅

𝒳𝐿

]
→
[𝒳𝑅

𝒳𝐿

]
(21)

is invertible.
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2. The subspace

𝒫BTOA := 𝒦 ⊖𝐽 ℳBTOA where 𝒦 =

[
𝒪𝑏
𝑉,𝐴

𝒪̂𝑏
𝑈,𝐴

]
𝒳𝑅 ⊕
[
𝐻2

𝒰𝑂

𝐻2
𝒰𝐼

]
is a positive subspace if and only the BTOA Pick matrix ΛBTOA as in (21)
is positive semidefinite.

3. Assume that ΛBTOA is invertible. Then a Beurling-Lax representer Θ for
ℳBTOA has bidichotomous realization

Θ(𝑧) =

[
𝑉
𝑈

]
(𝑧𝐼 − 𝐴)−1B− +D+ 𝑧

[
𝑋∗

𝑌 ∗

]
(𝐼 − 𝑧𝑍∗)−1B+. (22)

where the operators appearing in (22) not specified in the data set 𝔇BTOA,
namely B−, B+, and D, are constructed so that the operator⎡⎣B−

B+
D

⎤⎦ : [𝒰𝑂𝒰𝐼
]
→
⎡⎣ 𝒳𝑅

𝒳𝐿[ 𝒰𝑂

𝒰𝐼

]
⎤⎦

is a 𝐽-unitary isomorphism from
[ 𝒰𝑂

𝒰𝐼

]
onto 𝐾𝑒𝑟Ψ ⊂ 𝒳𝑅⊕𝒳𝐿⊕

[ 𝒰𝑂

𝒰𝐼

]
, where

Ψ =

⎡⎣ Γ −𝑍𝒞𝑏𝑍,[𝑋 −𝑌 ]𝐽(𝒞𝑏𝑍,[𝑋 −𝑌 ])
∗ [−𝑋 𝑌 ]

−𝐴∗(𝒪𝑏

[ 𝑉𝑈 ],𝐴
)∗𝐽𝒪̂𝑏

[ 𝑉𝑈 ]
−Γ∗ [−𝑉 ∗ 𝑈∗ ]

⎤⎦ ,

and where 𝒳𝑅 ⊕ 𝒳𝐿 ⊕ [ 𝒰𝑂

𝒰𝐼

]
carries the indefinite inner product induced by

the selfadjoint operator

𝒥 :=

⎡⎢⎣(𝒪
𝑏

[ 𝑉𝑈 ],𝐴
)∗𝐽𝒪𝑏

[ 𝑉𝑈 ],𝐴
0 0

0 𝒞𝑏𝑍,[𝑋 −𝑌 ]𝐽(𝒞𝑏𝑍,[𝑋 −𝑌 ])
∗ 0

0 0 𝐽

⎤⎥⎦ .

In case ΛBTOA in (15) is also positive definite, then Θ parametrizes all so-
lutions of the BTOA interpolation problem via the formula (8) with free pa-
rameter 𝐺 ∈ 𝒮(𝒰𝐼 ,𝒰𝑂).

Remark 8. The idea for the derivation of the formula (22) for the Beurling-Lax
representer Θ for the subspace ℳBTOA in Theorem 7 goes back to [24]: Θ, when
viewed as an operator from the Krĕın space of constant functions 𝒰𝑂 ⊕ 𝒰𝐼 into
the Krĕın space of functions 𝐿2𝒰𝑂

⊕ 𝐿2𝒰𝐼
is a Krĕın-space isomorphism from 𝒰𝑂 ⊕

𝒰𝐼 to the wandering subspace ℒ := 𝑀𝑧(ℳBTOA)
[⊥] ∩ ℳBTOA. Similar state-

space realizations hold for affine Beurling-Lax representations (or the Beurling-
Lax Theorem for the Lie group 𝐺𝐿(𝑛,ℂ) in the terminology of [25]). Here one is
given a pair of subspaces (ℳ,ℳ×) such that ℳ is forward shift invariant, ℳ×

is backward shift invariant, ℳ and ℳ× form a direct-sum decomposition for ℒ2𝒰 ,
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and one seeks an invertible operator function Θ on the circle 𝕋 so that roughly 1

ℳ = Θ⋅𝐻2
𝒰 andℳ× = Θ⋅𝐻2⊥

𝒰 . State-space implementations for the Beurling-Lax
representer Θ where ℳ and ℳ× are assumed to have representations of the form
(20) are worked out in [30] (see also [17, Theorem 5.5.2] and [16] for the rational
matrix-valued case).

Remark 9. When we consider the result of Theorem 7 for the case of matricial
data, arguably the solution is not as explicit as one would like; one must find a
𝐽-orthonormal basis for a certain finite-dimensional regular subspace of 𝐿2𝒰𝑂⊕𝒰𝐼

.
One can explain this as follows. In this general setting, no assumptions are made
on the locations of the poles (i.e., the spectrum of 𝐴 inside the unit disk and the
reflection of the spectrum of 𝑍 to outside the disk) and zeros (i.e., the spectrum
of 𝑍 and the reflection of the spectrum of 𝐴 to outside the disk) in the extended
complex plane; hence there is no global chart with respect to which one can set
up coordinates. This issue can be resolved in several ways. For example, one could
specify a point 𝜁0 on the unit circle at which no interpolation conditions are spec-
ified, and demand that Θ(𝜁0) be some given 𝐽-unitary matrix (e.g., 𝐼𝒰𝑂⊕𝒰𝐼 : see
Theorem 7.5.2 in [17]); however in the case of infinite-dimensional data it is possi-
ble for 𝑍 and 𝐴 to have spectrum including the whole unit circle thereby making
this approach infeasible. Alternatively, one might assume that both 𝐴 and 𝑍 are
invertible (no interpolation conditions at the point 0) in which case Theorem 7.1.7
in [17] gives a more explicit formula for Θ. A difficulty for numerical implementa-
tion of the formulas is the challenge of inverting the Pick matrix in these formulas;
this difficulty was later addressed by adapting the use of fast recursive algorithms
for the inversion of structured matrices by Olshevsky and his collaborators (see,
e.g., [61, 62]).

3.1. A special case: left tangential operator-argument interpolation

We now discuss the special case of Theorem 7 where there are only left tangential
interpolation conditions present (so the right-side state space 𝒳𝑅 = {0} is triv-
ial). In this case the bitangential operator-argument interpolation data set 𝔇BTOA
consisting of seven operators collapses to a left tangential operator-argument data
set 𝔇LTOA consisting of only three operators

𝔇LTOA = {𝑋,𝑌, 𝑍} where 𝑋 : 𝒰𝑂 → 𝒳𝐿, 𝑌 : 𝒰𝐼 → 𝒳𝐿, 𝑍 : 𝒳𝐿 → 𝒳𝐿,

the interpolation problem collapses to just the second of the conditions (15) which
can be written also in more succinct left-tangential operator-argument form

(𝑋𝑆)∧𝐿(𝑍) :=

∞∑
𝑛=0

𝑍𝑛𝑋𝑆𝑛 = 𝑌 (23)

1In general the same technicality occurs here as occurs for the case where ℳ× = ℳ[⊥] as
described in Theorem 2 above: one can only require that Θ±1𝒰 ⊂ 𝐿2

𝒰 , ℳ is equal to the closure

of Θ ⋅ 𝒫+
𝒰 and that ℳ× is the closure of Θ ⋅ 𝑧−1𝒫+

𝒰 , where 𝒫+
𝒰 are the complex conjugates of

𝒰-valued analytic trigonometric polynomials, i.e., the antianalytic trigonometric polynomials.
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(here 𝑆𝑛 (𝑛 = 0, 1, 2, . . . ) are the Taylor coefficients of 𝑆: 𝑆(𝑧) =
∑∞

𝑛=0 𝑆𝑛𝑧
𝑛

for 𝑧 ∈ 𝔻). The shift-invariant subspace ℳBTOA collapses to the left-tangential
version

ℳLTOA =

{[
𝑓+
𝑓−

]
: 𝒞𝑏𝑍,[𝑋 −𝑌 ]

[
𝑓+
𝑓−

]
= 0

}
= Ker 𝒞𝑏𝑍,[𝑋 −𝑌 ] ⊂ 𝐻2

𝒰𝑂⊕𝒰𝐼
, (24)

while the solution criterion ΛBTOA ≥ 0 collapses to

ΛLTOA := 𝒞𝑏𝑍,[𝑋 −𝑌 ]𝐽(𝒞𝑏𝑍,[𝑋 −𝑌 ])
∗ ≥ 0.

In the regular case (which we now assume), we have in addition that ΛLTOA is
invertible. It follows that 𝐻2

𝒰𝑂⊕𝒰𝐼
⊖𝐽 ℳLTOA is given by

𝐻2
𝒰𝑂⊕𝒰𝐼

⊖𝐽 ℳLTOA

= Ran𝐽
(
𝒞𝑏𝑍,[𝑋 −𝑌 ]

)∗
= Ran𝒪𝑓[

𝑋∗
𝑌 ∗

]
,𝑍∗

:=

{[
𝑋∗

𝑌 ∗

]
(𝐼 − 𝑧𝑍∗)−1𝑥 : 𝑥 ∈ 𝒳𝐿

}
.

To simplify the notation let us introduce the quantities

𝐶 =

[
𝑋∗

𝑌 ∗

]
, 𝐴 = 𝑍∗ (25)

so that we may write 𝒪𝑓
𝐶,𝐴 rather than the more cumbersome 𝒪̂𝑓[

𝑋∗
𝑌 ∗

]
,𝑍∗

and write

simply ℳ for ℳLTOA and ℳ[⊥] for 𝐻2
𝒰𝑂⊕𝒰𝐼

⊖𝐽 ℳLTOA. Then the regularity of
ℳ and the positivity of ΛLTOA can be expressed as

ΛLTOA = (𝒪𝑓
𝐶,𝐴)

∗𝐽𝒪̂𝑓
𝐶,𝐴 > 0.

If we impose the positive-definite inner product induced by ΛLTOA on 𝒳𝐿, then
the map

𝜄 : 𝑥 �→ 𝒪𝑓
𝐶,𝐴𝑥 (26)

is a Krĕın-space isomorphism between 𝒳𝐿 and ℳ[⊥]. If we set

𝐾(𝑧, 𝑤) = 𝐶(𝐼 − 𝑧𝐴)−1Λ−1(𝐼 − 𝑤𝐴∗)−1𝐶∗ (27)

(with Λ = ΛLTOA), then one can use the 𝐽-unitary property of the map 𝜄 (26) to

compute, for 𝑓(𝑧) = (𝒪𝑓
𝐶,𝐴𝑥)(𝑧) = 𝐶(𝐼 − 𝑧𝐴)−1𝑥, 𝑤 ∈ 𝔻 and 𝑢 ∈ 𝒰𝑂 ⊕ 𝒰𝐼 ,

⟨𝐽𝑓, 𝐾(⋅, 𝑤)𝑢⟩𝐻2
𝒰𝑂⊕𝒰𝐼

= ⟨Λ𝑥,Λ−1(𝐼 − 𝑤𝐴∗)−1𝐶∗𝑢⟩𝒳𝐿

= ⟨𝐶(𝐼 − 𝑤𝐴)−1𝑥, 𝑢⟩𝒰𝑂⊕𝒰𝐼 = ⟨𝑓(𝑤), 𝑢⟩𝒰𝑂⊕𝒰𝐼

from which we see that 𝐾(𝑧, 𝑤) is the reproducing kernel for the space ℳ[⊥]. On
the other hand, if we construct [BD ] so that[

𝐴 B
𝐶 D

] [
Λ−1 0
0 𝐽

] [
𝐴∗ 𝐶∗

B∗ D∗

]
=

[
Λ−1 0
0 𝐽

]
, (28)

and set
Θ(𝑧) = D+ 𝑧𝐶(𝐼 − 𝑧𝐴)−1B,
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then Θ is 𝐽-inner with associated kernel 𝐾Θ(𝑧, 𝑤) satisfying

𝐾Θ(𝑧, 𝑤) :=
𝐽 −Θ(𝑧)𝐽Θ(𝑤)∗

1− 𝑧𝑤
= 𝐶(𝐼 − 𝑧𝐴)−1Λ−1(𝐼 − 𝑤𝐴∗)−1𝐶∗ = 𝐾(𝑧, 𝑤)

where 𝐾(𝑧, 𝑤) is as in (27). From this it is possible to show that the closure of
Θ ⋅ (𝐻2

𝒰 )0 is exactly (ℳ[⊥])[⊥] = ℳ, i.e., the 𝐽-Beurling-Lax representer for ℳ
can be constructed in this way. To make the construction of [ BD ], note that solving
(28) for B and D amounts to solving the 𝐽-Cholesky factorization problem[

B
D

]
𝐽
[
B∗ D∗] = [Λ−1 0

0 𝐽

]
−
[
𝐴
𝐶

]
Λ−1 [𝐴∗ 𝐶∗] . (29)

An amusing exercise is to check that this recipe is equivalent to that in Theorem
7 when specialized to the case where 𝒳𝑅 = {0}.

4. Extensions and generalizations of the Grassmannian method

The CBMS monograph [51] and the survey article [9] mention various adapta-
tions of the Grassmannian method to other sorts of interpolation and extension
problems. We note that the Treil-Volberg commutant lifting theorem [73] used
the Grassmannian setup as described here but then used the Iokhvidov-Ky Fan
fixed-point theorem rather than a Beurling-Lax representation theorem. We also
mention the Grassmannian version of the abstract band method (including the
Takagi version where one seeks a solution in a generalized Schur class (the kernel
𝐾𝑆(𝑧, 𝑤) = [𝐼 − 𝑆(𝑧)𝑆(𝑤)∗]/(1 − 𝑧𝑤) is required to have a most some number
𝜅 of negative squares rather than to be a positive kernel)) worked out in [55].
Also the Grassmannian approach certainly influenced the theory of time-varying
interpolation developed in [18, 19, 20]; see also [41, 42] for an approach to time-
varying interpolation using the isometric-completion and unitary-coupling method
of Katsnelson-Kheifets-Yuditskii [56]. Moreover, one can argue that the Grassman-
nian approach to interpolation, in particular the point of view espoused in [27],
foreshadowed the behavioral formulation and solution of the 𝐻∞-control problem
(see [60, 74]). Here we discuss some more recent extensions of the Grassmannian
method to several variable contexts.

4.1. Interpolation problems for multipliers on the Drury-Arveson space

A multivariable generalization of the Szegő kernel much studied of late is the
positive kernel

𝑘𝑑(𝝀, 𝜻) =
1

1− ⟨𝝀, 𝜻⟩
on 𝔹𝑑 × 𝔹𝑑, where 𝔹𝑑 =

{
𝝀 = (𝜆1, . . . , 𝜆𝑑) ∈ ℂ𝑑 : ⟨𝝀,𝝀⟩ < 1

}
is the unit ball of

the 𝑑-dimensional Euclidean space ℂ𝑑 and ⟨𝝀, 𝜻⟩ is the standard inner product
in ℂ𝑑. The reproducing kernel Hilbert space ℋ(𝑘𝑑) associated with 𝑘𝑑 is called
the Drury-Arveson space (also denoted as 𝐻2

𝑑) and acts as a natural multivariable
analogue of the Hardy space 𝐻2 of the unit disk. The many references on this
topic include [38, 6, 7, 2, 31, 44, 48, 59].
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For 𝒴 an auxiliary Hilbert space, we consider the tensor product Hilbert
space ℋ𝒴(𝑘𝑑) := ℋ(𝑘𝑑) ⊗ 𝒴 whose elements can be viewed as 𝒴-valued functions
in ℋ(𝑘𝑑). Then ℋ𝒴(𝑘𝑑) has the following characterization:

ℋ𝒴(𝑘𝑑) =

⎧⎨⎩𝑓(𝝀) =
∑
n∈ℤ𝑑

+

𝑓n𝝀
n : ∥𝑓∥2 =

∑
n∈ℤ𝑑

+

n!

∣n∣! ⋅ ∥𝑓n∥
2
𝒴 < ∞

⎫⎬⎭ . (30)

Here and in what follows, we use standard multivariable notations: for multi-
integers n = (𝑛1, . . . , 𝑛𝑑) ∈ ℤ𝑑+ and points 𝝀 = (𝜆1, . . . , 𝜆𝑑) ∈ ℂ𝑑 we set

∣n∣ = 𝑛1 + 𝑛2 + ⋅ ⋅ ⋅+ 𝑛𝑑, n! = 𝑛1!𝑛2! . . . 𝑛𝑑!, 𝝀n = 𝜆𝑛1
1 𝜆𝑛2

2 . . . 𝜆𝑛𝑑

𝑑 . (31)

For coefficient Hilbert spaces 𝒰 and 𝒴, the operator-valued Drury-Arveson Schur-
multiplier class 𝒮𝑑(𝒰 ,𝒴) is defined to be the space of functions 𝑆 holomorphic
on the unit ball 𝔹𝑑 with values in the space of operators ℒ(𝒰 ,𝒴) such that the
multiplication operator

𝑀𝑆 : 𝑓(𝝀) → 𝑆(𝝀) ⋅ 𝑓(𝝀)
maps ℋ𝒰 (𝑘𝑑) contractively into ℋ𝒴(𝑘𝑑), or equivalently, the associated multivari-
able de Branges-Rovnyak kernel

𝐾𝑆(𝝀, 𝜻) :=
𝐼 − 𝑆(𝝀)𝑆(𝜻)∗

1− ⟨𝝀, 𝜻⟩ (32)

should be a positive kernel.
Let A = (𝐴1, . . . , 𝐴𝑑) be a commutative 𝑑-tuple of bounded, linear operators

on the Hilbert space 𝒳 . If 𝐶 ∈ ℒ(𝒳 ,𝒴), then the pair (𝐶,A) is said to be output-
stable if the associated observation operator

𝒪̂𝐶,A : 𝑥 �→ 𝐶(𝐼 − 𝜆1𝐴1 − ⋅ ⋅ ⋅ − 𝜆𝑑𝐴𝑑)
−1𝑥

maps 𝒳 into 𝐻𝒴(𝑘𝑑), or equivalently (by the closed graph theorem), the observa-
tion operator is bounded. Just as in the single-variable case (see (16)), there is a
system-theoretic interpretation for this operator, but now in the context of mul-
tidimensional systems (see [12] for details). We can then pose the Drury-Arveson
space version of the left-tangential operator-argument interpolation (LTOA) prob-
lem formulated in Subsection 3.1 by replacing the unit disk 𝔻 by the unit ball 𝔹𝑑

and the Schur class 𝒮(𝒰 ,𝒴) by the Drury-Arveson Schur-multiplier class 𝒮𝑑(𝒰 ,𝒴).
Problem LTOA (Left Tangential Operator-Argument Interpolation Problem): Let
𝒰𝐼 , 𝒰𝑂 and 𝒳 be Hilbert spaces and suppose that we are given the data set (Z, 𝑋, 𝑌 )
with Z = (𝑍1, . . . , 𝑍𝑑) with each 𝑍𝑖 ∈ ℒ(𝒳 ), 𝑋 ∈ ℒ(𝒰𝑂,𝒳 ), 𝑌 ∈ ℒ(𝒰𝐼 ,𝒳 ) such
that (Z, 𝑋) is an input stable pair, i.e., (𝑋∗,Z∗) is an output stable pair. Find
𝑆 ∈ 𝒮𝑑(𝒰𝐼 ,𝒰𝑂) such that (

𝒪𝑋∗,Z∗
)∗

𝑀𝑆 =
(
𝒪̂𝑌 ∗,Z∗

)∗
, (33)

or equivalently,

(𝑋𝑆)∧𝐿(Z) = 𝑌, (34)
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where the multivariable left tangential operator-argument point-evaluation is
given by

(𝑋𝑆)∧𝐿(Z) =
∑
𝑛∈ℤ𝑑

+

Z𝑛𝑋𝑆𝑛.

Here 𝑆(𝑧) =
∑

𝑛∈ℤ𝑑
+

𝑆𝑛𝑧
𝑛 is the multivariable Taylor series for 𝑆 and we use the

commutative multivariable notation

Z𝑛 = 𝑍𝑛1

1 ⋅ ⋅ ⋅𝑍𝑛𝑑

𝑑 for 𝑛 = (𝑛1, . . . , 𝑛𝑑) ∈ ℤ𝑑+.

We note that this and related interpolation problems were studied in [11] by
using techniques from reproducing kernel Hilbert spaces, Schur-complements and
isometric extensions borrowed from the work of [39, 57, 56]; here we show how the
problem can be handled via the Grassmannian approach.

As a motivation for this formalism, we consider a simple example: take 𝒰𝐼 =

𝒰𝑂 = ℂ, 𝑋 =

[ 1
1
...
1

]
, 𝑌 =

⎡⎣ 𝑤1
𝑤1

...
𝑤𝑁

⎤⎦, Z = (𝑍1, . . . , 𝑍𝑑) with 𝑍𝑗 =

⎡⎢⎢⎣
𝜆
(1)
𝑗

𝜆
(2)
𝑗

. . .
𝜆
(𝑁)
𝑗

⎤⎥⎥⎦,
where 𝑗 = 1, . . . , 𝑑 and where 𝜆(𝑖) = (𝜆

(𝑖)
1 , . . . , 𝜆

(𝑖)
𝑑 ) ∈ 𝔹𝑑 for 𝑖 = 1, . . . , 𝑁 . Then

the LTOA problem collapses to Nevanlinna-Pick-type interpolation problem for
Drury-Arveson space multipliers, as studied in [66, 4, 37, 31]: for given points
𝜆(1), . . . , 𝜆(𝑁) in the ball 𝔹𝑑 and given complex numbers 𝑤1, . . . , 𝑤𝑁 , find 𝑆 ∈ 𝒮𝑑
so that

𝑆(𝜆(𝑖)) = 𝑤𝑖 for 𝑖 = 1, ⋅ ⋅ ⋅ , 𝑁.

We transform the problem to projective coordinates (following the Grassmannian
approach) as follows. We identify the Drury-Arveson-space multiplier 𝑆 ∈ 𝒮𝑑 with
its graph to convert the nonhomogeneous interpolation conditions to homogeneous
interpolation conditions for the associated subspaces (i.e., we projectivize the prob-
lem). Then one checks that the function 𝑆 ∈ 𝒮𝑑 is a solution of the LTOA problem

if and only if its graph 𝒢 :=
[
𝑀𝑆

𝐼

]ℋ(𝑘𝑑) ⊂
[
ℋ(𝑘𝑑)
ℋ(𝑘𝑑)
]
satisfies:

1. 𝒢 is a subspace ofℳ = {𝑓 ∈
[
ℋ(𝑘𝑑)
ℋ(𝑘𝑑)
]
: [ 1 −𝑤𝑖 ] 𝑓(𝜆𝑖) = 0 for 𝑖 = 1, . . . , 𝑁}

(and hence also is a subspace of the Krĕın space 𝒦 =
[
ℋ(𝑘𝑑)
ℋ(𝑘𝑑)
]
with 𝐽 =[

𝐼ℋ(𝑘𝑑)

−𝐼ℋ(𝑘𝑑)

]
),

2. 𝒢 is maximal negative in 𝒦 and
3. 𝒢 is 𝑀𝜆𝑘

invariant for 𝑘 = 1, . . . , 𝑑.

Conversely, if 𝒢 as a subspace of
[
ℋ(𝑘𝑑)
ℋ(𝑘𝑑)
]
satisfies (1), (2), (3), then 𝒢 is in the

form of

[
𝑀𝑆

𝐼

]
ℋ(𝑘𝑑) for a solution 𝑆 of the interpolation problem. Thus the LTOA
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interpolation problem translates to the problem of finding subspaces 𝒢 of
[ℋ(𝑘𝑑)
ℋ(𝑘𝑑)
]

which satisfy the conditions (1), (2), (3) above.

For the general LTOA problem, the analysis is similar. One can see that
𝑆 ∈ 𝒮𝑑(𝒰𝐼 ,𝒰𝑂) solves the LTOA problem if and only if its graph 𝒢 := [ 𝑆𝐼 ] ⋅ℋ𝒰𝐼 (𝑘𝑑)
satisfies the following conditions:

1. 𝒢 ⊂ ℳ where

ℳ =
{
𝑓 ∈ ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑) : (

[
𝑋 −𝑌

]
𝑓)∧𝐿(Z) = 0

}
, (35)

where ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑) =
[ℋ𝒰𝑂 (𝑘𝑑)

ℋ𝒰𝐼 (𝑘𝑑)
]
.

2. 𝒢 is 𝐽-maximal negative subspace of ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑), where 𝐽 = 𝐼ℋ𝒰𝑂 (𝑘𝑑) ⊕−𝐼ℋ𝒰𝐼 (𝑘𝑑).
3. 𝒢 is invariant under 𝑀𝜆𝑘

, 𝑘 = 1, 2, . . . , 𝑑.

Just as in the single-variable case, we see that a necessary condition for
solutions to exist is that the analogue of (3) holds:

𝒫 := ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑)⊖𝐽 ℳ is a positive subspace of ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑). (36)

Given that (36) holds, we see that solutions 𝒢 of (1), (2), (3) above amount to
subspaces 𝒢 of ℳ which are maximal negative as subspaces of ℳ (ℳ-maximal
negative) and which are shift invariant. These in turn can be parametrized if ℳ
has a suitable 𝐽-Beurling-Lax representer. For the Hilbert space setting (𝐽 = 𝐼),
there is a Beurling-Lax representation theorem (see [6, 59, 48, 12, 15]): given a
closed shift-invariant subspace ℳ of ℋ𝒰 (𝑘𝑑), there is a suitable Hilbert space 𝒰 ′

and a Schur-class multiplier 𝒮𝑑(𝒰 ′,𝒰) so that the orthogonal projection 𝑃ℳ of
ℋ𝒰 (𝑘𝑑) onto ℳ is given by 𝑃ℳ = 𝑀Θ (𝑀Θ)

∗. Unlike the single-variable case
(𝑑 = 1), in general one cannot take 𝑀Θ to be an isometry, but rather, 𝑀Θ is only
a partial isometry.

An analogous result holds in the 𝐽-setting as follows, as can be seen by
following the construction sketched in Subsection 3.1 for the single-variable case.
In general we say that an operator 𝑇 between two Krĕın spaces 𝒦′ and 𝒦 is a
(possibly unbounded) Krĕın-space partial isometry if 𝑇 [∗]𝑇 and 𝑇𝑇 [∗] (where 𝑇 [∗]

is the adjoint of 𝑇 with respect to the Krĕın-spaces indefinite inner products) are
bounded 𝐽-self-adjoint projection operators on 𝒦′ and 𝒦 respectively.

Theorem 10 (see [45, Theorem 3.3.2]). Suppose that ℳ is a regular subspace of
ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑). Then there is a coefficient Krĕın space ℰ and a (possibly unbounded)
Drury-Arveson multiplier Θ so that 𝑀Θ is a (possibly unbounded) Krĕın-space par-
tial isometry with final projection operator (the bounded extension of 𝑀Θ𝐽ℰ𝑀∗

Θ𝐽)
equal to the 𝐽-orthogonal projection of ℋ𝒰𝑂⊕𝒰𝐼 (𝑘𝑑) onto ℳ. In case condition
(36) holds, then one can take ℰ to have the form (𝒰𝑂,aug ⊕ 𝒰𝑂) ⊕ 𝒰𝐼 with 𝐽ℰ =
𝐼𝒰0,aug⊕𝒰𝑂 ⊕−𝐼𝒰𝐼 for a suitable augmentation Hilbert space 𝒰0,aug.
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If ℳ comes from a LTOA interpolation problem as in (35), then condition
(36) holds if and only if

Λ :=

(
𝒪̂[

𝑋∗
𝑌 ∗

]
,Z∗

)∗
𝐽𝒪̂[

𝑋∗
𝑌 ∗

]
,Z∗

≥ 0. (37)

Then ℳ is regular if and only if Λ is strictly positive and then the set of all
solutions 𝑆 of the LTOA interpolation problem is given by formula (8) where now
the free parameter 𝐺 sweeps the Drury-Arveson Schur class 𝒮𝑑(𝒰𝐼 ,𝒰𝑂,aug ⊕ 𝒰𝑂).
Moreover, a realization formula for the representer Θ is given by

Θ(𝝀) = D+ 𝐶(𝐼 − 𝜆1𝐴1 − ⋅ ⋅ ⋅ − 𝜆𝑑𝐴𝑑)
−1(𝜆1B1 + ⋅ ⋅ ⋅+ 𝜆𝑑B𝑑)

where the nonbold components of the matrix

U =

[
𝐴 B
𝐶 D

]
=

⎡⎢⎢⎢⎣
𝐴1 B1
...

...
𝐴𝑑 B𝑑

𝐶 D

⎤⎥⎥⎥⎦
are given by

𝐴 =

⎡⎢⎣𝑍
∗
1
...

𝑍∗
𝑑

⎤⎥⎦ , 𝐶 =

[
𝑋∗

𝑌 ∗

]
while the bold components are given via solving the 𝐽-Cholesky factorization prob-
lem: [

B
D

]
𝐽
[
B∗ D∗] = [⊕𝑑

𝑘=1Λ
−1 0

0 𝐽

]
−
[
𝐴
𝐶

]
Λ−1 [𝐴∗ 𝐶∗] .

Remark 11. The major new feature in the multivariable setting compared to the
single-variable case is that Θ is only a (possibly unbounded) partial 𝐽-isometry
rather a 𝐽-unitary map. Nevertheless, there is still a correspondence (8) between
maximal negative subspaces in the model (or parameter) Krĕın space (𝒰𝑂,aug ⊕
𝒰𝑂) ⊕ 𝒰𝐼 and ℳ-maximal negative subspaces of ℳ ⊂ 𝐻𝒰𝑂⊕𝒰𝐼 (𝑘𝑑), but with
the price that the solution 𝑆 no longer uniquely determines the associated free
parameter 𝐺. Roughly, what makes this work is that the construction guarantees
that Ker𝑀Θ is necessarily a positive subspace ofℋ(𝒰𝑂,aug⊕𝒰𝑂)⊕𝒰𝐼

(𝑘𝑑). Verification
of this correspondence for the unbounded case can be done analogously to the
single-variable case by use of the Drury-Arveson-space Leech theorem which in
turn follows from the Commutant Lifting Theorem for the Drury-Arveson-spaces
multipliers (see [64, 31, 36]).

4.2. Interpolation problems for multianalytic functions on the Fock space

Recently there has been much interest in noncommutative function theory and
associated multivariable operator theory and multidimensional system theory,
spurred on by a diverse collection of applications too numerous to mention in any
depth here. Let us just point out that there are at least three points of view: (1) for-
mal power series in freely noncommuting indeterminates [21, 65, 64, 32, 33, 13], (2)



64 J.A. Ball and Q. Fang

functions in 𝑑 noncommuting operators acting on some fixed infinite-dimensional
separable Hilbert space [22, 23, 10], and (3) functions of 𝑑 𝑁×𝑁 -matrix arguments
where the size 𝑁 = 1, 2, 3, . . . is arbitrary [3, 54, 43, 52, 53].

We restrict our discussion here to the noncommutative version of the Drury-
Arveson Schur class, elements of which first appeared in the work of Popescu [63] as
the characteristic functions of row contractions. This Schur class consists of formal
power series in a set of noncommuting indeterminates which define contractive
multipliers between (unsymmetrized) vector-valued Fock spaces. To introduce this
setting, let {1, . . . , 𝑑} be an alphabet consisting of 𝑑 letters and let ℱ𝑑 be the
associated free semigroup generated by the letters 1, . . . , 𝑑 consisting of all words
𝛾 of the form 𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1, where each 𝑖𝑘 ∈ {1, . . . , 𝑑} and where 𝑁 = 1, 2, . . . . For
𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1 ∈ ℱ𝑑 we set ∣𝛾∣ := 𝑁 to be the length of the word 𝛾. Multiplication
of two words 𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1 and 𝛾′ = 𝑗𝑁 ′ ⋅ ⋅ ⋅ 𝑗1 is defined via concatenation:

𝛾𝛾′ = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1𝑗𝑁 ′ ⋅ ⋅ ⋅ 𝑗1.
The empty word ∅ is included in ℱ𝑑 and acts as the unit element for this mul-
tiplication; by definition ∣∅∣ = 0. We let 𝑧 = (𝑧1, . . . , 𝑧𝑑) be a 𝑑-tuple of freely
noncommuting indeterminates with associated noncommutative formal monomi-
als 𝑧𝛾 = 𝑧𝑖𝑁 ⋅ ⋅ ⋅ 𝑧𝑖1 if 𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1 ∈ ℱ𝑑.

For a Hilbert space 𝒰 , we define the associated Fock space 𝐻2
𝒰 (ℱ𝑑) to consist

of formal power series in the set of noncommutative indeterminates 𝑧 = (𝑧1, . . . , 𝑧𝑑)

𝑢(𝑧) =
∑
𝛾∈ℱ𝑑

𝑢(𝛾)𝑧𝛾

satisfying the square-summability condition on the coefficients:∑
𝛾∈ℱ𝑑

∥𝑢(𝛾)∥2𝒰 < ∞.

Given two coefficient Hilbert spaces 𝒰 and 𝒴, we define the noncommutative Schur
class 𝒮𝑛𝑐,𝑑(𝒰 ,𝒴) to consist of formal power series with operator coefficients

𝑆(𝑧) =
∑
𝛾∈ℱ𝑑

𝑆𝛾𝑧
𝛾

such that the noncommutative multiplication operator

𝑀𝑆 : 𝑢(𝑧) =
∑
𝛾∈ℱ𝑑

𝑢(𝛾)𝑧𝛾 �→ 𝑆(𝑧) ⋅ 𝑢(𝑧) :=
∑
𝛾∈ℱ𝑑

⎛⎝ ∑
𝛼,𝛽∈ℱ𝑑 : 𝛼𝛽=𝛾

𝑆𝛼𝑢(𝛽)

⎞⎠ 𝑧𝛾

defines a contraction operator from 𝐻2
𝒰 (ℱ𝑑) into 𝐻2

𝒴(ℱ𝑑).

One can view elements 𝑆 of the noncommutative Schur class 𝒮𝑛𝑐,𝑑(𝒰 ,𝒴) as
defining functions of 𝑑 noncommuting arguments and then set up noncommuta-
tive analogues of Nevanlinna-Pick interpolation problems as follows. Given a (not
necessarily commutative) 𝑑-tuple of bounded operators A = (𝐴1, . . . , 𝐴𝑑) on a



Interpolation and Krĕın-space Geometry 65

Hilbert space 𝒳 together with an output operator 𝐶 : 𝒳 → 𝒴, let us say that the
output-pair (𝐶,A) is output stable if the noncommutative observation operator

𝒪̂𝑛𝑐
𝐶,A : 𝑥 �→ 𝐶(𝐼 − 𝑧1𝐴1 − ⋅ ⋅ ⋅ − 𝑧𝑑𝐴𝑑)

−1𝑥 =
∑
𝛾∈ℱ𝑑

(𝐶A𝛾𝑥)𝑧𝛾

maps 𝒳 into the Fock space 𝐻2
𝒴(ℱ𝑑); here we use the noncommutative multivari-

able notation:

A𝛾 = 𝐴𝑖𝑁 ⋅ ⋅ ⋅𝐴𝑖1 if 𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1 ∈ ℱ𝑑 with 𝐴∅ = 𝐼𝒳 .

If (Z = (𝑍1, . . . , 𝑍𝑑), 𝑋) is a multivariable input-pair (so 𝑍𝑗 acts on a state space
𝒳 and 𝑋 is an input operator mapping an input space 𝒰𝐼 into 𝒳 ) such that

the output-pair (𝑋∗,Z∗ = (𝑍∗
1 , . . . , 𝑍

∗
𝑑)) is output-stable, then 𝒪̂nc𝑋∗,Z∗ maps 𝒳

boundedly into 𝐻2
𝒰𝐼
(ℱ𝑑) and hence its adjoint

(
𝒪nc𝑋∗,Z∗

)∗
maps 𝐻2

𝒰𝐼
(ℱ𝑑) bound-

edly into 𝒳 : in this case we say that the input pair (Z, 𝑋) is input-stable. We
can use such operators to define interpolation conditions on a noncommutative
Schur-class function.

Problem ncLTOA (noncommutative Left Tangential Operator Argument Interpo-
lation Problem): Let 𝒰𝐼 , 𝒰𝑂, 𝒳 be Hilbert spaces. Suppose that we are given the
data set (Z, 𝑋, 𝑌 ) with Z = (𝑍1, . . . , 𝑍𝑑) with each 𝑍𝑗 ∈ ℒ(𝒳 ), 𝑋 ∈ ℒ(𝒰𝑂,𝒳 ),
𝑌 ∈ ℒ(𝒰𝐼 ,𝒳 ) such that (Z, 𝑋) is a stable input pair. Find 𝑆 ∈ 𝒮nc,𝑑(𝒰𝐼 ,𝒰𝑂) such
that (

𝒪nc𝑋∗,Z∗
)∗

𝑀𝑆 =
(
𝒪̂nc𝑌 ∗,Z∗

)∗
, (38)

or equivalently,

(𝑋𝑆)∧𝐿,nc(Z) = 𝑌 (39)

where the noncommutative left tangential operator-argument point-evaluation is
given by

(𝑋𝑆)∧𝐿,nc(Z) =
∑
𝛾∈ℱ𝑑

Z𝛾
⊤
𝑋𝑆𝛾 if 𝑆(𝑧) =

∑
𝛾∈ℱ𝑑

𝑆𝛾𝑧
𝛾 .

Here we use the notation 𝛾⊤ for the transpose of the word 𝛾: 𝛾⊤ = 𝑖1 ⋅ ⋅ ⋅ 𝑖𝑁 if
𝛾 = 𝑖𝑁 ⋅ ⋅ ⋅ 𝑖1.

Problems of this sort have been studied in the literature, e.g., in [66, 35,
10]. The solution of the ncLTOA interpolation problem via the Grassmannian
approach proceeds in a completely analogous fashion as in the commutative case.
In this setting, the shift-invariant subspaces are subspaces of 𝐻2

𝒰𝑂⊕𝒰𝐼
(ℱ𝑑) which

are invariant under the right creation operators

𝑅𝑧𝑘 : 𝑓(𝑧) =
∑

𝛾∈ℱ𝑑𝑓𝛾𝑧𝛾

�→ 𝑓(𝑧)𝑧𝑘 =
∑
𝛾∈ℱ𝑑

𝑓𝛾𝑧
𝛾⋅𝑘

for 𝑘 = 1, . . . , 𝑑. We view 𝐻2
𝒰𝑂⊕𝒰𝐼

(ℱ𝑑) is a Krĕın space in the indefinite inner

product induced by 𝐽 =
[
𝐼𝒰𝑂 0

0 −𝐼𝒰𝐼

]
. Graph spaces 𝒢 =

[
𝑀𝑆

𝐼

]
𝐻2

𝒰𝐼
(ℱ𝑑) of solutions
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𝑆 of the ncLTOA interpolation problem are characterized by the condition: 𝒢 is
an 𝐻2

𝒰𝑂⊕𝒰𝐼
(ℱ𝑑)-maximal negative subspace of

ℳ :=
{
𝑓 ∈ 𝐻2

𝒰𝑂⊕𝒰𝐼
(ℱ𝑑) :
([

𝑋 −𝑌
]
𝑓
)∧𝐿,nc

(Z) = 0
}

(40)

which is also shift-invariant. The Pick matrix condition

𝐻2
𝒰𝑂⊕𝒰𝐼

⊖𝐽 ℳ is a positive subspace (41)

is necessary for solutions to exist; conversely, if (41) holds, then it suffices to
look for any shift-invariant subspace 𝒢 contained in ℳ (ℳ as in (40)) which is
maximal negative as a subspace of ℳ. Such subspaces 𝒢 =

[
𝑀𝑆

𝐼

] ⋅𝐻2
𝒰𝐼
(ℱ𝑑) can be

parametrized via the linear-fractional formula (8) (where now the free parameter 𝐺
is in the noncommutative Schur class 𝒮nc,𝑑(𝒰𝐼 ,𝒰𝑂,aug ⊕𝒰𝑂)) if there is a suitable
𝐽-Beurling-Lax representation for ℳ. For the case 𝐽 = 𝐼, such Beurling-Lax
representations (with 𝑀Θ isometric rather than merely partially isometric) have
been known for some time (see [63, 67]); we note that the paper [13] derives the
𝐽 = 𝐼 Beurling-Lax theorem for the Fock-space setting from the point of view
which we have here, where the shift-invariant subspace ℳ is presented as the

kernel of an operator of the form
(
𝒪nc𝐶,𝐴
)∗

. Adaptation of this construction to the

𝐽-case (with the complication that 𝑀Θ, while 𝐽-isometric, may be unbounded) is
carried out in [45]. The following theorem summarizes the results for solving the
ncLTOA interpolation problem via the Grassmannian approach.

Theorem 12. Suppose thatℳ is a regular subspace of 𝐻2
𝒰𝑂⊕𝒰𝐼

(ℱ𝑑). Then there is a
coefficient Krĕın space ℰ and a (possibly unbounded) noncommutative Schur-class
multiplier 𝑆 so that 𝑀𝑆 is a (possibly unbounded) Krĕın-space isometry with the
bounded extension of 𝑀Θ𝐽ℰ𝑀∗

Θ𝐽 equal to the (bounded) 𝐽-orthogonal projection
of 𝐻2

𝒰𝑂⊕𝒰𝐼
(ℱ𝑑) ontoℳ. In case condition (41) holds, then one can take ℰ to have

the form (𝒰𝑂,aug ⊕ 𝒰𝑂)⊕ 𝒰𝐼 with 𝐽ℰ = 𝐼𝒰𝑂,aug⊕𝒰𝑂 ⊕−𝐼𝒰𝐼 .

If ℳ comes from a ncLTOA interpolation problem as in (40), then condition
(41) holds if and only if

Λ :=

(
𝒪̂nc[𝑋∗

𝑌 ∗
]
,Z∗

)∗
𝐽𝒪̂nc[𝑋∗

𝑌 ∗
]
,Z∗

≥ 0. (42)

Then ℳ is regular if and only if Λ is strictly positive and then the set of all
solutions 𝑆 of the ncLTOA interpolation problem is given by formula (8) where now
the free parameter 𝐺 is in the noncommutative Schur class 𝒮nc,𝑑(𝒰𝐼 ,𝒰𝑂,aug⊕𝒰𝑂).
Moreover, a realization formula for the representer Θ is given by

Θ(𝑧) = D+ 𝐶(𝐼 − 𝑧1𝐴1 − ⋅ ⋅ ⋅ − 𝑧𝑑𝐴𝑑)
−1(𝑧1B1 + ⋅ ⋅ ⋅+ 𝑧𝑑B𝑑)
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where the associated colligation matrix

U =

[
𝐴 B
𝐶 D

]
=

⎡⎢⎢⎢⎣
𝐴1 B1
...

...
𝐴𝑑 B𝑑

𝐶 D

⎤⎥⎥⎥⎦
is constructed via the same recipe as given in Theorem 10, the one distinction now
being that the 𝑑-tuple Z = (𝑍1, . . . , 𝑍𝑑) is no longer assumed to be commutative.

We note that not all multivariable interpolation problems succumb to the
Grassmannian/Beurling-Lax approach. Indeed, the lack of a Beurling theorem in
the polydisk setting (see, e.g., [71]) is the tipoff to the more complicated structures
that one can encounter. To get state-space formulas for solutions as we are get-
ting here, one must work with the Schur-Agler class rather than the Schur class;
moreover, without imposing additional apparently contrived moment conditions,
it is often impossible to get a single linear-fractional formula which parametrizes
the set of all solutions; for a recent survey we refer to [28].
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Basel, 2006.

[23] J.A. Ball, G. Groenewald and T. Malakorn, Bounded real lemma for structured non-
commutative multidimensional linear systems and robust control, Multidimensional
Systems and Signal Processing 17 (2006), 119–150.

[24] J.A. Ball and J.W. Helton, A Beurling-Lax theorem for the Lie group 𝑈(𝑚,𝑛) which
contains most classical interpolation, J. Operator Theory 9 (1983), 107–142.

[25] J.A. Ball and J.W. Helton, Beurling-Lax representations using classical Lie groups
with many applications II: 𝐺𝐿(𝑛,ℂ) and Wiener-Hopf factorization, Integral Equa-
tions and Operator Theory 7 (1984), 291–309.

[26] J.A. Ball and J.W. Helton, Interpolation problems of Pick-Nevanlinna and Loewner
types for meromorphic matrix functions: parametrization of the set of all solutions,
Integral Equations and Operator Theory 9 (1986), 155–203.



Interpolation and Krĕın-space Geometry 69
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Abstract. The strong Szegö limit theorem describes the asymptotic behav-
ior of determinants of finite Toeplitz matrices. This article is a survey that
describes a simple proof of the strong Szegö limit theorem using some ob-
servations and results of Bill Helton. A proof of an exact identity for the
determinants is also given along with some applications of the theorem and
generalizations to other classes of operators.
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1. Introduction

Toeplitz matrices, that is, matrices whose entries are of the form (𝑎𝑗−𝑘)𝑛𝑗,𝑘=0, and
their properties have been studied for over a century. Most always the coefficients,
𝑎𝑘, are the Fourier coefficients of a function 𝑎 in 𝐿1 of the unit circle,

𝑎𝑘 =
1

2𝜋

∫ 2𝜋
0

𝑎(𝑒𝑖𝜃)𝑒−𝑖𝑘𝜃𝑑𝜃,

and the matrices are denoted by 𝑇𝑛(𝑎). One of the fundamental questions concerns
the distribution of the eigenvalues of such matrices as 𝑛 → ∞ and this question is
in turn related to the asymptotics of the determinants.

The first result for determinants was done by Szegö and goes back to 1915 [14]
where he proved for positive 𝑎 that the quotient det𝑇𝑛(𝑎)/ det𝑇𝑛−1(𝑎) converges
to a limit given by

𝐺(𝑎) = exp

(
1

2𝜋

∫ 2𝜋
0

log 𝑎(𝑒𝑖𝜃)𝑑𝜃

)
.

Later this theorem was improved by Szegö who showed that, under certain condi-
tions,

lim
𝑛→∞ det𝑇𝑛(𝑎)/𝐺(𝑎)𝑛 = 𝐸(𝑎)
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where 𝐸(𝑎) = exp
∑∞

𝑘=1 𝑘(log 𝑎)𝑘(log 𝑎)−𝑘 and (log 𝑎)𝑘 denotes the 𝑘𝑡ℎ Fourier
coefficient of any continuous logarithm of 𝑎. This second-order result, called the
strong Szegö limit theorem, was in response to a question posed to Szegö by Lars
Onsager and motivated by a formula for the spontaneous magnetization of the
two-dimensional related to the Ising Model. The original positively assumption
of Szegö was relaxed by many mathematicians, the result was extended to the
block case, and the constant 𝐸(𝑎) was reformulated as a determinant of a certain
operator.

One of the purposes of this paper is to illustrate two beautiful ideas of Bill
Helton that fundamentally made the computing the asymptotics of determinants
of finite Toeplitz matrices quite simple. These ideas are also the basis for a simple
proof of an explicit identity for Toeplitz determinants. This will also be presented
below and also some generalizations of the formulas to other settings.

We begin with a precise form of the classical Strong Szegö Limit Theorem.

2. The precise version and sketch of the proof

For the following we consider the operator 𝑇 (𝑎) defined on the Hardy space ℓ2

wtih matrix representation (𝑎𝑗−𝑘)∞𝑗,𝑘=0 and the operator 𝐻(𝑎) with representation

by (𝑎𝑗+𝑘+1)
∞
𝑗,𝑘=0. The finite Toeplitz matrix is a truncation of the Toeplitz oper-

ator 𝑇 (𝑎) and the operator 𝐻(𝑎) is called a Hankel operator. The function 𝑎 is
sometimes referred to as the symbol of the operator.

Theorem 1. Suppose that the bounded function 𝑎 defined on the unit circle satisfies
the condition ∞∑

𝑘=−∞
∣𝑎𝑘∣+

∞∑
𝑘=−∞

∣𝑘∣𝑎𝑘∣2 < ∞, (1)

and suppose also that 𝑎 has no zeros on the unit circle and has zero winding
number. Then

lim
𝑛→∞ det𝑇𝑛(𝑎)/𝐺(𝑎)𝑛 = 𝐸(𝑎).

The conditions of the theorem assure that the symbol 𝑎 is continuous and
that the operator 𝑇 (𝑎) is invertible. The constant 𝐸(𝑎) can also be written as
det
(
𝑇 (𝑎)𝑇 (𝑎−1)

)
and this expression makes sense because the conditions of the

theorem guarantee that the operator

𝑇 (𝑎)𝑇 (𝑎−1)− 𝐼

is trace class and thus the infinite determinant of 𝑇 (𝑎)𝑇 (𝑎−1) exists.
We also note here that the above conditions can be relaxed to require that the

operator 𝑇 (𝑎) is bounded and invertible and that
∑∞

𝑘=−∞ ∣𝑘∣𝑎𝑘∣2 < ∞. A proof
can be found in [15]. However, for our purposes, the slightly less general version of
the theorem is more appropriate for this survey. (For more information on these
determinants and all other matters concerning Toeplitz operators see [10].)
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Here is a sketch of the proof.
The finite Toeplitz matrix 𝑇𝑛(𝑎) can be thought of as the upper left-hand

corner of the matrix representation of the operator 𝑇 (𝑎). We can think of it then
as

𝑃𝑛𝑇 (𝑎)𝑃𝑛

where

𝑃𝑛 : {𝑥𝑘}∞𝑛=0 ∈ ℓ2 �→ {𝑦𝑘}∞𝑘=0 ∈ ℓ2, 𝑦𝑘 =

{
𝑥𝑘 if 𝑘 < 𝑛
0 if 𝑘 ≥ 𝑛

.

The first crucial observation of Helton was that if 𝑈 is an operator whose
matrix representation has an upper triangular form. Then

𝑃𝑛𝑈𝑃𝑛 = 𝑈𝑃𝑛.

If 𝐿 is an operator whose matrix representation has a lower triangular form.
Then

𝑃𝑛𝐿𝑃𝑛 = 𝑃𝑛𝐿.

So if we had an operator of the form 𝐿𝑈, then

𝑃𝑛𝐿𝑈𝑃𝑛 = 𝑃𝑛𝐿𝑃𝑛𝑈𝑃𝑛

and the corresponding determinants would be easy to compute.
What happens for Toeplitz operators is the opposite. In fact, condition (1)

guarantees that the function 𝑎 has a Wiener-Hopf factorization, that is, 𝑎 = 𝑎−𝑎+
where 𝑎+ is in 𝐻∞ (𝑎+ has only non-zero Fourier coefficients with non-negative
indices) and 𝑎− is in 𝐻∞ (𝑎− has only non-zero Fourier coefficients with non-
positive indices) and also guarantees that the factors also satisfy condition (1).
However, despite the fact that such a factorization is extremely useful, it implies
that 𝑇 (𝑎) = 𝑇 (𝑎−)𝑇 (𝑎+) and the reader with a moments thought can verify that
this is an upper triangular form times a lower triangular form.

Thus we have 𝑇 (𝑎) = 𝑈𝐿 where 𝑈 = 𝑇 (𝑎−) and 𝐿 = 𝑇 (𝑎+), and we need to
compensate for the factors in the wrong order. The next Helton idea is to use a
commutator to fix the problem. We write

𝑃𝑛𝑇 (𝑎)𝑃𝑛 = 𝑃𝑛𝑈𝐿𝑃𝑛 = 𝑃𝑛𝐿𝐿−1𝑈𝐿𝑈−1𝑈𝑃𝑛 = 𝑃𝑛𝐿𝑃𝑛𝐿
−1𝑈𝐿𝑈−1𝑃𝑛𝑈𝑃𝑛.

If we take determinant of this expression, always with respect to the image
of the operators, we have

det𝑇𝑛(𝑎) = det𝑃𝑛𝐿𝑃𝑛 × det𝑃𝑛𝑈𝑃𝑛 × det𝑃𝑛𝐿−1𝑈𝐿𝑈−1𝑃𝑛.

A straightforward computation shows that

det𝑃𝑛𝐿𝑃𝑛 × det𝑃𝑛𝑈𝑃𝑛 = 𝐺(𝑎)𝑛

and we are left with the task of computing det𝑃𝑛𝐿
−1𝑈𝐿𝑈−1𝑃𝑛.

Now we notice that the operator 𝐿−1𝑈𝐿𝑈−1 is actually

𝑇 (𝑎−1
+ )𝑇 (𝑎)𝑇 (𝑎−1)𝑇 (𝑎+)
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and this is 𝐼 plus a trace class operator and thus has a well-defined infinite deter-
minant. The trace class condition follows from the fact that trace class operators
form an ideal and from (1) by using the identity

𝑇 (𝑎)𝑇 (𝑎−1) = 𝐼 + 𝐻(𝑎)𝐻(𝑎̃−1)

where 𝑎̃(𝑒𝑖𝜃) = 𝑎(𝑒−𝑖𝜃) and noting that condition (1) implies that the operators
𝐻(𝑎) and 𝐻(𝑎̃−1) are both Hilbert-Schmidt operators. (The hypotheses of the
theorem ensure that 𝑎−1 also satisfies (1).)

The final step of the proof uses the fact that if an operator 𝐴 is 𝐼 plus trace
class, then

lim
𝑛→∞ det𝑃𝑛𝐴𝑃𝑛 = det𝐴.

So putting this all together we have that

det𝑃𝑛𝑇𝑛(𝑎)𝑃𝑛 = 𝐺(𝑎)𝑛 × det𝑃𝑛𝐿
−1𝑈𝐿𝑈−1𝑃𝑛 (2)

and thus

lim
𝑛→∞ det𝑃𝑛𝑇𝑛(𝑎)𝑃𝑛/𝐺(𝑎)𝑛 = lim

𝑛→∞ det𝑃𝑛𝐿−1𝑈𝐿𝑈−1𝑃𝑛

and since 𝑇 (𝑎−1
+ ) = 𝑇 (𝑎+)

−1, this is the same as

lim
𝑛→∞ det𝑃𝑛𝑇 (𝑎−1

+ )𝑇 (𝑎)𝑇 (𝑎−1)𝑇 (𝑎+)𝑃𝑛

= det𝑇 (𝑎−1
+ )𝑇 (𝑎)𝑇 (𝑎−1)𝑇 (𝑎+) = det 𝑇 (𝑎)𝑇 (𝑎−1).

What remains is to show why the last quantity is the same as in Szegö’s
original constant and in this regard once again the influence of the early work of
Helton is critical. The first appearance of this constant is due to Widom [15] who
extended the limit theorem to the block case. For the block case the constant,
except for some special cases, can only be written as an operator determinant.
The extension of the theorem to the block case was a major advance by Widom
and nowadays the limit theorem is also known as the Szegö-Widom limit theorem.
It should be noted here that the proof that uses the projection properties outlined
above appears in [6] and can be extended to the block case. The proof appeared
following the pioneering block case results of Widom [15], who first used operator
theoretic methods of proof the limit theorem.

To show that the constants agree in the scalar case Widom used the remark-
able identity

det(𝑒𝐴𝑒𝐵𝑒−𝐴𝑒−𝐵) = 𝑒trace(𝐴𝐵−𝐵𝐴)

established by Helton and Howe [13] and independently by Pincus. A simple proof
was given by Ehrhardt much later in [12]. In the above, if we let 𝐴 = 𝑇 (log 𝑎−)
and 𝐵 = 𝑇 (log 𝑎+) and compute the trace term, the result is the original Szegö
constant.
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3. A Toeplitz determinant identity

With very little work one can amend the previous section to formulate an exact
identity for the determinants. In fact we could have started with the identity and
then proved the limit theorem as a corollary.

If we return to (2) we have the identity

det𝑃𝑛𝑇𝑛(𝑎)𝑃𝑛 = 𝐺(𝑎)𝑛 × det𝑃𝑛𝐿−1𝑈𝐿𝑈−1𝑃𝑛.

Let us analyze the last term det𝑃𝑛𝐿−1𝑈𝐿𝑈−1𝑃𝑛. We use a very basic iden-
tity (due to Jacobi) that if 𝐴 is an invertible operator on Hilbert space of the form
identity + trace class then for projections 𝑃 and 𝑄 = 𝐼 − 𝑃 we have

det 𝑃𝐴𝑃 = (det 𝐴)× (det 𝑄𝐴−1𝑄).

We apply this to the above with 𝑃 = 𝑃𝑛, 𝑄𝑛 = 𝐼 − 𝑃𝑛 to obtain

det𝑃𝑛𝐿
−1𝑈𝐿𝑈−1𝑃𝑛 = det𝐿−1𝑈𝐿𝑈−1 × det𝑄𝑛𝑈𝐿−1𝑈−1𝐿𝑄𝑛.

Using some operator algebra computations one can show that

det𝑄𝑛𝑈𝐿−1𝑈−1𝐿𝑄𝑛 = det(𝐼 − 𝑄𝑛𝐻(𝑎−𝑎−1
+ )𝐻(𝑎−−1𝑎+)𝑄𝑛),

and thus we have proved the identity

det𝑃𝑛𝑇𝑛(𝑎)𝑃𝑛 = 𝐺(𝑎)𝑛 × 𝐸(𝑎)× det(𝐼 − 𝑄𝑛𝐻(𝑎−𝑎−1
+ )𝐻(𝑎̃−1

− 𝑎̃+)𝑄𝑛).

Since 𝑄𝑛 tends strongly to zero, and 𝐻(𝑎−𝑎−1
+ )𝐻(𝑎̃−1

− 𝑎̃+) is trace class, this last
determinant tends to one. This approach gives an alternative proof of the strong
Szegö limit theorem and can also be used to give a more refined expansion of the
limit theorem.

The identity has an interesting history. In 2001 it was established by Borodin
and Okounkov [9] in response to some questions posed by Deift and Its that arose
in random matrix theory, but the proof was complicated. Simple operator theory
proofs were given by the author and Widom in [7] and by Böttcher in [8]. Later
it was discovered that a version of the identity had been proved much earlier by
Case and Geronimo in 1979 [11].

There are extensions of Szegö’s theorem to functions to symbols that are not
so nicely behaved and that do not satisfy condition (1) but we will not present those
results in this survey. The most important case of these are the functions that are
of the so-called Fisher-Hartwig type which include the case of jump discontinuities
and/or zeros. Results for those functions and references can be found also in [10].

There are many other operators that are in some sense analogous to Toeplitz
operators. For example, Wiener-Hopf operators, Bessel operators, or perturbations
of Toeplitz operators. For many of these there are strong Szegö limit type results
that are similar to the results presented here and many of the proofs use the same
ideas. One class of these is described in the next section.
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4. An application of Szegö’s theorem

Toeplitz matrices arise in many applications including statistical mechanics, en-
gineering and other areas of mathematical physics. One particular interesting ap-
plication comes from a fundamental connection between determinants of Toeplitz
matrices and random matrix ensembles. This example not only illustrates the use-
fulness of the limit theorem, but also motivates some additional questions.

For example, one can consider the Circular Unitary Ensemble (CUE). This is
an ensemble of random 𝑛 × 𝑛 unitary matrices whose eigenvalues {𝑒𝑖𝜃1 , . . . , 𝑒𝑖𝜃𝑛}
have joint probability density a constant times∏

𝑗<𝑘

∣𝑒𝑖𝜃𝑗 − 𝑒𝑖𝜃𝑘 ∣2.

A linear statistic for this ensemble is a random variable of the form

𝑆𝑛 =

𝑛∑
𝑗=1

𝑓(𝑒𝑖𝜃𝑗),

and it is this quantity which is connected to a Toeplitz determinant.
More precisely, if we define 𝑔(𝜆) to be

1

(2𝜋)𝑛𝑛!

∫ 𝜋

−𝜋
. . .

∫ 𝜋

−𝜋

𝑛∏
𝑗=1

𝑒𝑖𝜆𝑓(𝑒
𝑖𝜃𝑗 )
∏
𝑗<𝑘

∣𝑒𝑖𝜃𝑗 − 𝑒𝑖𝜃𝑘 ∣2𝑑𝜃1 . . . 𝑑𝜃𝑛

then 𝑔(𝜆) is identically equal to

det

(
1

2𝜋

∫ 𝜋

−𝜋
𝑒𝑖𝜆𝑓(𝜃)𝑒−𝑖(𝑗−𝑘)𝜃𝑑𝜃

)
𝑗,𝑘=0,...,𝑛−1

.

The last determinant is a Toeplitz determinant with symbol

𝜙(𝜃) = 𝑒𝑖𝜆𝑓(𝑒
𝑖𝜃).

The identity holds because a very old result due to Andréief (1883) says that

1

𝑛!

∫
⋅ ⋅ ⋅
∫

det(𝑓𝑗(𝑥𝑘)) det(𝑔𝑗(𝑥𝑘))𝑑𝑥1 ⋅ ⋅ ⋅ 𝑑𝑥𝑛

= det

(∫
𝑓𝑗(𝑥)𝑔𝑘(𝑥)𝑑𝑥

)
𝑗,𝑘=1,⋅⋅⋅ ,𝑁

.

One is interested in 𝑔 because it is the inverse Fourier transform of the density
of the linear statistic. In the opposite sense, the Toeplitz determinant can be
thought of as an average or expectation with respect to CUE.

Asymptotics of the determinant gives us information about the linear statis-
tic. This is especially useful when the function 𝑓 is smooth enough, because we may
appeal to the strong Szegö limit theorem to tell us asymptotically the behavior of
the density function.

Applying the theorem we have

𝑔(𝜆) ∼ 𝐺(𝜙)𝑛𝐸(𝜙), 𝜙(𝑒𝑖𝜃) = 𝑒𝑖𝜆𝑓(𝑒
𝑖𝜃)
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where

𝐺(𝜙)𝑛 = exp

(
𝑖𝜆

𝑛

2𝜋

∫ 𝜋

−𝜋
𝑓(𝑒𝑖𝜃)𝑑𝜃

)
and

𝐸(𝜙) = exp

(
−𝜆2

∞∑
𝑘=1

𝑘𝑓𝑘𝑓−𝑘

)
.

We see that we can interpret the last formula as saying that asymptotically
as 𝑛 → ∞: For a smooth function 𝑓 the distribution of

𝑆𝑛 − 𝑛𝜇

where

𝑆𝑛 =

𝑛∑
𝑗=1

𝑓(𝑒𝑖𝜃𝑗 ), 𝜇 =
1

2𝜋

∫ 𝜋

−𝜋
𝑓(𝑒𝑖𝜃)𝑑𝜃

converges to a Gaussian distribution with mean zero and variance given by

𝜎2 =

∞∑
1

𝑘𝑓𝑘𝑓−𝑘 =

∞∑
1

𝑘∣𝑓𝑘∣2.

(The last equality holds if 𝑓 is real valued.)
It has also known that if one considers averages for 𝑂+(2𝑛), orthogonal ma-

trices of size 2𝑛 with determinant 1, then the corresponding determinant is of a
finite Toeplitz plus Hankel matrix and is of the form

det (𝑎𝑗−𝑘 + 𝑎𝑗+𝑘)𝑗,𝑘=0,...,𝑛−1
where subscripts denote Fourier coefficients and the function 𝑎 is assumed to be
even.

Hence we are interested in the determinants of a sum of a finite Toeplitz plus
a “certain type” of Hankel matrix, or in perturbations of Toeplitz matrices.

To be a little more general we are going to consider a set of operators and
associated spaces we will call compatible pairs. These will include certain Toeplitz
plus Hankel operators as a special case.

Let 𝒮 stand for a unital Banach algebra of functions on the unit circle contin-
uously embedded into 𝐿∞ of the unit circle with the property that 𝑎 ∈ 𝒮 implies
that 𝑎̃ ∈ 𝒮 and 𝑃𝑎 ∈ 𝒮 and let 𝒞1(ℓ2) denote the set of trace class operators.

Here 𝑎̃(𝑒𝑖𝜃) = 𝑎(𝑒−𝑖𝜃), and 𝑃 is the Riesz projection defined by

𝑃 :
∞∑

𝑘=−∞
𝑎𝑘𝑒

𝑖𝑘𝜃 →
∞∑
𝑘=0

𝑎𝑘𝑒
𝑖𝑘𝜃 .

In addition, define

𝒮− =
{
𝑎 ∈ 𝒮 : 𝑎𝑛 = 0 for all 𝑛 > 0

}
,

𝒮0 =
{
𝑎 ∈ 𝒮 : 𝑎 = 𝑎̃

}
.
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Assume that 𝑀 : 𝑎 ∈ 𝐿∞ �→ 𝑀(𝑎) ∈ ℒ(ℓ2) is a continuous linear map such
that:

(a) If 𝑎 ∈ 𝒮, then 𝑀(𝑎)− 𝑇 (𝑎) ∈ 𝒞1(ℓ2) and ∥𝑀(𝑎)− 𝑇 (𝑎)∥𝒞1(ℓ2) ≤ 𝐶 ∥𝑎∥𝒮 .
(b) If 𝑎 ∈ 𝒮−, 𝑏 ∈ 𝒮, 𝑐 ∈ 𝒮0, then 𝑀(𝑎𝑏𝑐) = 𝑇 (𝑎)𝑀(𝑏)𝑀(𝑐).
(c) 𝑀(1) = 𝐼.

Then we say 𝑀 and 𝒮 are compatible pairs.
All of the following can be realized as compatible pairs with an appropriate

Banach algebra. Recall we define the Hankel operator 𝐻(𝑎) with symbol 𝑎 by its
with matrix representation

𝐻(𝑎) = (𝑎𝑗+𝑘+1), 0 ≤ 𝑗, 𝑘 < ∞.

(I) 𝑀(𝑎) = 𝑇 (𝑎) + 𝐻(𝑎),
(II) 𝑀(𝑎) = 𝑇 (𝑎)− 𝐻(𝑎),
(III) 𝑀(𝑎) = 𝑇 (𝑎)− 𝐻(𝑡−1𝑎) with 𝑡 = 𝑒𝑖𝜃,
(IV) 𝑀(𝑎) = (𝑇 (𝑎) + 𝐻(𝑡𝑎))𝑅 with 𝑅 = diag(1/2, 1, 1, . . . ).

The matrix representations of the operators are of the form

𝑎𝑗−𝑘 ± 𝑎𝑗+𝑘−𝜅+1

with 𝜅 = 0, 1,−1.
For each of the previous four examples we can take the Banach algebra to be

the Besov class. This is the class of all functions 𝑎 defined on the unit circle for
which ∫ 𝜋

−𝜋

1

𝑦2

∫ 𝜋

−𝜋
∣𝑎(𝑒𝑖𝑥+𝑖𝑦) + 𝑎(𝑒𝑖𝑥−𝑖𝑦)− 2𝑎(𝑒𝑖𝑥) ∣𝑑𝑥𝑑𝑦 < ∞.

A function 𝑎 is in this class if and only if the Hankel operators 𝐻(𝑎) and
𝐻(𝑎̃) are both trace class.

Moreover the Riesz projection is bounded on this class and an equivalent
norm is given by

∣𝑎0∣+ ∥𝐻(𝑎)∥𝒞1 + ∥𝐻(𝑎̃)∥𝒞1 .

We are interested in the determinants (where the matrices or operators are
always thought of as acting on the image of the projection of the appropriate
space) of

𝑃𝑛𝑀(𝑎)𝑃𝑛.

Using the same trick as in the first section to pull out the 𝐺(𝑎) term, but
with a different approach to computing the infinite determinants one can show the
following. For details see [1] and for similar computations see [2, 3, 4, 5]

Theorem 2. Let 𝑀 and 𝒮 be a compatible pair, and let 𝑏 ∈ 𝒮 and 𝑎 = exp(𝑏).
Then

det𝑃𝑛𝑀(𝑎)𝑃𝑛 ∼ 𝐺[𝑎]𝑛𝐸̂[𝑎] as 𝑛 → ∞,

where

𝐸̂[𝑎] = exp
(
trace(𝑀(𝑏)− 𝑇 (𝑏))− 1

2
trace 𝐻(𝑏)2 + trace 𝐻(𝑏)𝐻(𝑏̃)

)
.
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One can also produce an analogue of our exact identity for such matrices.
The following is for even functions, but can be made more general.

Let 𝑀 and 𝒮 be a compatible pair, and let 𝑏+ ∈ 𝒮+. Put 𝑎 = 𝑎+𝑎̃+ = exp(𝑏)

with 𝑎+ = exp(𝑏+), 𝑏 = 𝑏+ + 𝑏̃+. Then

det𝑃𝑁𝑀(𝑎)𝑃𝑁 = 𝐺[𝑎]𝑁 𝐸̂[𝑎] det(𝐼 + 𝑄𝑁𝐾𝑄𝑁),

where

𝐸̂[𝑎] = exp
(
trace(𝑀(𝑏)− 𝑇 (𝑏)) +

1

2
trace 𝐻(𝑏)2

)
,

and 𝐾 = 𝑀(𝑎−1
+ )𝑇 (𝑎+)− 𝐼.

An application of the above asymptotics yields an expansion for determinants
of finite sections of operators of the form

𝑇 (𝑎)± 𝐻(𝑎𝑡𝜅),

where 𝜅 is an integer. This means that we have asymptotics for finite Toeplitz
matrices plus or minus “shifted” finite Hankel matrices.

We again make use of the basic Jacobi identity

det 𝑃𝐴𝑃 = (det 𝐴) ⋅ (det 𝑄𝐴−1𝑄),

where 𝑄 = 𝐼 − 𝑃. This allows us to reduce the “shifted” Hankel cases to the
previous cases and compute them asymptotically. We are not including the proof
here, but the above identity combined with the fact that for an even function
non-vanishing function,

(𝑇 (𝑎) + 𝐻(𝑎))−1 = 𝑇 (𝑎−1) + 𝐻(𝑎−1)

are the main ingredients.

Theorem 3. Suppose that 𝑎 = 𝑎−𝑎0, where 𝑎0 is even and 𝑎− ∈ 𝐻∞. Then

(a) Suppose 𝜅 = −2𝑙, 𝑙 ≥ 1. Then

det𝑃𝑛(𝑇 (𝑎)± 𝐻(𝑎𝑡𝜅))𝑃𝑛 ∼ 𝐺[𝑎]𝑛+ℓ𝐸1,±[𝑎] det𝑃ℓ(𝑇 (𝑎−1
0 )± 𝐻(𝑎−1

0 ))𝑃ℓ

as 𝑛 → ∞, where 𝐸1,±[𝑎] is given by

exp
(
±

∞∑
𝑘=1

log 𝑎2𝑘+1 − 1

2

∞∑
𝑘=1

𝑘[log 𝑎]2𝑘 +

∞∑
𝑘=1

𝑘[log 𝑎]−𝑘[log 𝑎]𝑘

)
.

(b) Suppose 𝜅 = −1− 2𝑙, 𝑙 ≥ 1. Then

det𝑃𝑘(𝑇 (𝑎)− 𝐻(𝑎𝑡𝜅))𝑃𝑘 ∼ 𝐺[𝑎]𝑁+ℓ𝐸2[𝑎] det𝑃ℓ(𝑇 (𝑎−1
0 )− 𝐻(𝑎−1

0 𝑡−1)𝑃ℓ

as 𝑘 → ∞, where 𝐸2[𝑎] is given by

exp
(
−

∞∑
𝑘=1

log 𝑎2𝑘 − 1

2

∞∑
𝑘=1

𝑘[log 𝑎]2𝑘 +

∞∑
𝑘=1

𝑘[log 𝑎]−𝑘[log 𝑎]𝑘

)
.

(c) Suppose 𝜅 = 1− 2𝑙, 𝑙 ≥ 1. Then

det𝑃𝑛(𝑇 (𝑎) + 𝐻(𝑎𝑡𝜅))𝑃𝑛 ∼ 𝐺[𝑎]𝑛+ℓ𝐸3[𝑎] det𝑃ℓ(𝑇 (𝑎−1
0 ) + 𝐻(𝑎−1

0 𝑡))𝑃ℓ
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as 𝑁 → ∞, where 𝐸3[𝑎] is given by

exp
(
− log 2 +

∞∑
𝑛=1

log 𝑎2𝑛 − 1

2

∞∑
𝑘=1

𝑘[log 𝑎]2𝑘 +
∞∑
𝑘=1

𝑘[log 𝑎]−𝑘[log 𝑎]𝑘

)
.

(d) We have

det𝑃𝑛(𝑇 (𝑎) + 𝐻(𝑎𝑡𝜅))𝑃𝑘 = 0 if 𝑛 ≥ 𝜅 ≥ 2,

det𝑃𝑛(𝑇 (𝑎)− 𝐻(𝑎𝑡𝜅))𝑃𝑛 = 0 if 𝑛 ≥ 𝜅 ≥ 1.

One might ask how general 𝑀(𝑎) can be? Are the four cases mentioned above
the only possible cases? Here are some remarks about this. Let us write

𝐾(𝑎) = 𝑀(𝑎)− 𝑇 (𝑎).

The main properties for compatible pairs implies the following:

Since 𝑀(𝑎𝑏) = 𝑀(𝑎)𝑀(𝑏) for 𝑏 even, then

𝐾(𝑎𝑏) = 𝐾(𝑎)𝐾(𝑏) + 𝑇 (𝑎)𝐾(𝑏) + 𝐾(𝑎)𝑇 (𝑏)− 𝐻(𝑎)𝐻(𝑏)

whenever 𝑏 is even.

Also, 𝑇 (𝑎)𝑀(𝑏) = 𝑀(𝑎𝑏) for 𝑎 ∈ 𝒮−, implies that for 𝑎 ∈ 𝒮− we have
𝐾(𝑎) = 0 and 𝑇 (𝑎)𝐾(𝑏) = 𝐾(𝑎𝑏) for any 𝑏.

Using these algebraic facts one can show that the structure of 𝑀 is deter-
mined by 𝐾(𝑡).

In fact

𝐾(𝑡) = 𝑒0𝑥
𝑇

where 𝑒0𝑥
𝑇 with 𝑥 ∈ ℓ2 stand for the rank one operator

𝑦 ∈ ℓ2 �→ 𝑒0⟨𝑦, 𝑥⟩ ∈ ℓ2

and 𝑒0 = (1, 0, 0, . . . ). The question of which 𝑥 then generate an operator with the
proper conditions is still not completely solved. A sufficient condition is given in
[1] where all the results and proofs that are contained in this last section can be
found.

5. Concluding remarks

The author dedicates this paper to Bill Helton. She wrote her first joint paper
with Bill [6] where some of the ideas presented here are described in detail. The
author is grateful for the wonderful insight of Bill that contributed to the subject
and influenced her work for many years, but is even more grateful for the example
he gave her of a fearless mathematician who knows when to push ideas forward
and has a wonderful, contagious enthusiasm for everything he does.
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Riccati or Square Root Equation?
The Semi-separable Case

Patrick Dewilde

Dedicated to Bill Helton on his 65th birthday

Abstract. The quadratic matrix Riccati equation has been celebrated as the
main ingredient in many problems of system inversion, estimation and control.
However, it is an indirect equation, many of these problems can be viewed
as special cases of some type of inner-outer factorization, which then can be
solved through a linear equation called a ‘square root equation’ – as it involves
a matrix square root of the unknown in the Riccati equation. The paper re-
views the major cases systematically in the setting of semi separable, discrete
time systems. When possible, the Riccati equation should be avoided in favor
of the direct square root equation. The main reason (aside from simplicity
and unicity) is numerical: the numerical condition of the squared equation
is also the square of the original. The paper parallels, from the “square root
equation” point of view, the great insights, which J. William (Bill) Helton has
developed over the years, and which are extensively documented in the two
books [11, 10].

Mathematics Subject Classification. 15A06, 15A23, 15A29, 65F05, 65F20,
65F99, 93B10, 93B50.

Keywords. Square-root algorithms, Riccati equations, semi-separable systems,
time-varying systems, inner-outer factorization, generalized interpolation,
𝐻∞-control.

1. Introduction

In [11] Bill (J. William) Helton with co-author Matthew Merino gives a system-
atic account of how system control for optimal global performance, so-called 𝐻∞-
control, can be developed from basic concepts relating system theory to operator
theory. Already very early on in his career, Bill knew how to connect the clas-
sical Beurling-Lax theory of Inner-Outer Factorization, the famous Nagy-Foias
Lifting Theorem and the Characteristic Function Theory of Krein with applied
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problems such as Broadband Matching and 𝐻∞-control [12, 13]. A very readable
account for this viewpoint, extending it to nonlinear systems, is given in the book
of Helton and James [10]. To be sure, many researchers have contributed to 𝐻∞
control theory. Dante Youla [20] is credited for the first problem statement and
solution, known as “Youla Parametrization”. Maybe the first truly “𝐻∞” formula-
tion of the problem is due to George Zames [22], who sadly deceased at a relatively
young age. Youla and Zames’ viewpoint is purely input-output. The state space
approach, which leads to the Riccati equations mentioned before, was pioneered
in the seminal paper [14]. This approach was further greatly expanded and put
into an Operator Theory context by Helton and coauthors, thereby providing a
theory that brings many topics together: Broadband Matching, System Inversion,
Interpolation, 𝐻∞-control and Model Reduction Theory.

Given the wealth of theory, it would be a great challenge to write an ultimate
treatise on the subject, and, actually Bill already did it in the books cited. My
point of view will therefore be very modest. I concentrate here on discrete time,
time varying systems, and just on the issue of sound numerical algorithms. The
approach has the advantage that I can be very precise numerically, while touching
on fundamental principles in a direct matrix framework. My presentation parallels
the development in the book of Helton and James, but purely from the point
of view of deriving the square root equations that solve the problem at hand.
The choice for treating time-varying systems is motivated by the fact that they
play a crucial role in non-linear system theory. The differential of the non-linear
system equations produces a time varying systems along trajectories, and hence
is well suited for a time-varying treatment – in fact, this may be almost the only
realistic approach to non-linear control. In matrix algebra, a time-varying system
is called a “Semi-separable” system (sometimes a “Quasi-separable” system, but
I think that is a confusing term that should be avoided). The notion of semi-
separable system goes probably back to Fredholm. A seminal treatment appeared
in the paper of Gohberg, Kailath and Koltracht [9] where some of its remarkable
numerical properties were recognized. Kailath observed the connection between
semi-separable systems and Kalman filtering theory, and contributed a square-root
algorithm to solve the Kalman filter (I believe he coined the term “square root
algorithm”, for a survey, see [15]). From that start, the connection between semi-
separable systems and time-varying systems described via time-varying state space
models was clear. It took a while to develop the background system theory, which
found a systematic treatment, e.g., in [4], and produced the connection between
inner-outer factorization, interpolation theory, embedding theory and realization
theory in a setting that largely extends the usual classical Linear Time Invariant
setting, and produces a wealth of new results even in matrix algebra!

A square-root algorithm is symptomatic for an underlying Inner-Outer fac-
torization. In the semi-separable (or time-varying) theory, this connection is imme-
diate. This is the gist of the present paper. Its most primitive form is the celebrated
QR-factorization in Numerical Linear Algebra. The approach of systematically us-
ing QR factorizations has been called “array computing”. It is an age old method
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going back to Jacobi and Gauss, has been reinvented many times and has been
somewhat confusing to mathematicians who like closed formulas for the quantities
they compute. Indeed, when one factorizes a matrix 𝑇 = 𝑄𝑅 into a unitary matrix
𝑄 and a matrix 𝑅 in upper echelon form, then one produces a whole set of data
(the entries of 𝑄 and 𝑅) from 𝑇 , without a precise formula, but with a precise al-
gorithm. That is also what the MATLAB notation conveys: [𝑄,𝑅] = QR(𝑇 ) – the
QR algorithm is a function that maps 𝑇 on its decomposing factors 𝑄 and 𝑅. In
Electrical Engineering, the Inner-Outer decomposition is known as a factorization
into a lossless factor and a minimal phase factor, also an essential operation there.
It is interesting to see that semi-separable theory is capable of bringing all these
cases (and all their applications) together in a single framework.

We restrict ourselves here to a uniformly spaced, discrete time setting. It is
possible to translate the major elements to the continuous time case. There are
some surmountable technical difficulties to do this, but they are way beyond the
scope of the present paper. One of the reasons why Riccati equations have been
so popular, is that in the Linear Time Invariant case, the square root equation
that normally turns out to be a QR recursion, becomes a QR fixed point equation
(see [5] for more information), which technically seems more difficult to solve than
the eigenvalue problem one builds on the so-called Hamiltonian derived from the
Riccati data. Again, and for numerical reasons, the square root problem is much
better conditioned and contains only half the eigenvalues (and the correct ones
in addition), at the cost of some superficial algebraic complexity. The question
becomes very interesting when discrete and continuous are mixed up, as happens
when a distributed system is considered, whereby the subsystems are connected
with each other in a linear chain, as is considered in [18]. One then gets a Riccati
equation build on semi-separable matrices, a truly more complex case that we shall
not discuss here. Another case that we shall not consider in this paper, is how one
can compute eigenvalues of semi-separable matrices. Many people have worked on
this problem, a good survey is given in [17]. Here also, QR steps are used, and
efficient algorithms are derived making use of the special semi-separable structure.

2. Preliminaries

Semi-separable systems are (possibly) time-varying systems that are described via
state space equations. In this paper we concentrate on the discrete time version,
or, in other terms, the matrix version of such a type of system (there is also a
continuous time version, which we do not consider here). The matrix represents
the input/output behavior of the system, which we shall typically denote by the
symbol 𝑇 , a (block) matrix whose elements are themselves matrices 𝑇 = [𝑇𝑖,𝑗 ].
Clearly all 𝑇𝑖,𝑗 on the same row 𝑖 should have the same number of rows, called
𝑚𝑖 and similarly, all block matrices on the same column 𝑗 shall have the same
column dimension 𝑛𝑗 . We shall allow these dimensions to become zero, in which
case they become mere “place holders” – a zero dimension matrix is not a zero
matrix, but an empty matrix, with the convention that the product of an 𝑚 × 0
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matrix (that is a matrix with no columns) with a 0× 𝑛 matrix (a matrix with no
rows) is an 𝑚 × 𝑛 zero matrix. All other conventions of matrix calculus remain
valid with this very useful extension. We allow 𝑖 and 𝑗 to range from −∞ to +∞
and embed finite sequences of indices into infinite sequences, just by padding the
non-zero indices with place holders (dimensions zero). This convention allows us to
work in a uniform framework without worrying about starting and ending values.
We collect the sequences of indices into a row sequence ℳ = [𝑚𝑖] and a column
sequence 𝒩 = [𝑛𝑗 ]. All matrices that we shall handle shall normally be bounded
operators between ℓ2 sequences. We denote by ℓ𝒩2 all (column) vectors of type [𝑢𝑗 ]
where the dimension of each 𝑢𝑗 is 𝑛𝑗 , ∥𝑢𝑗∥2 is the usual Euclidean norm of 𝑢𝑗 and

∥𝑢∥2 =
√√√⎷ ∞∑

𝑗=−∞
∥𝑢𝑗∥22 (1)

(we shall normally drop the index 2 when the norm is clear from the context).
Similarly for 𝑦 ∈ ℓℳ2 , and when 𝑦 = 𝑇𝑢 is a bounded map ℓ𝒩2 → ℓℳ2 , its norm ∥𝑇 ∥
would be the normal operator norm, corresponding to the 𝐿∞ norm of a Linear
Time Invariant (LTI) system, whose system matrix would be a doubly infinite
(block) Toeplitz matrix with Fourier transform belonging to the 𝐿∞ space of the
unit circle in the complex plane (we shall not treat LTI systems in this paper, but
it is good to remark that they form a special case of semi-separable systems).

A special role is played by the main diagonal of 𝑇 , the 𝑇𝑖,𝑖 blocks. They have
the meaning of ‘instantaneous operators’ mapping a input 𝑢𝑖 at index point 𝑖 to a
(partial) output 𝑦𝑖 of the same index. They also divide the matrix in a lower part
and an upper part. The lower part (including the main diagonal) is seen to be a
‘causal’ operator, it maps any input series 𝑢 with support on [𝑖, . . . ,∞) to a series
𝑦 = 𝑇𝑢 with support on the same bearer. We now first introduce a state space
realization for a lower matrix (strictly upper part zero). It is an indexed collection
of four matrices {𝐴𝑖, 𝐵𝑖, 𝐶𝑖, 𝐷𝑖} such that 𝑇𝑖,𝑖 = 𝐷𝑖 and for 𝑖 > 𝑗 each 𝑇𝑖,𝑗 =
𝐶𝑖𝐴𝑖−1 ⋅ ⋅ ⋅𝐴𝑗+1𝐵𝑗 (where the 𝐴-entry disappears of course when 𝑖 = 𝑗 + 1). Cor-
responding to a state space realization of a strictly lower operator 𝑇 there is a com-
putational realization for it, via an intermediate “hidden” variable 𝑥𝑖 representing
the memory or “state” of the computer at time point 𝑖, and the transition map[

𝑥𝑖+1
𝑦𝑖

]
=

[
𝐴𝑖 𝐵𝑖

𝐶𝑖 𝐷𝑖

] [
𝑥𝑖
𝑢𝑖

]
(2)

which maps present state and input to next state and output at time point 𝑖. In
many practical cases, the semi-separable representation, alias the state space real-
ization, is of low dimension, and derived from the physical properties of the system
that is being represented. For example, when 𝑇 is banded of bandwidth 𝑀 , then the
minimal dimension of the state space is also 𝑀 . The interest of semi-separable rep-
resentations then becomes immediately obvious, since the inverse operator of the
banded matrix will be a full matrix, but it will have a derived state space represen-
tation of the same dimension as the original. This property generalizes: the inverse
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(even Moore-Penrose inverse) of a low dimension semi separable system is again a
semi separable system of the same low dimension at each time point 𝑖! State space
realizations are not unique. At each time point 𝑖 we may introduce a ‘state space
transformation’, which is an invertible matrix 𝑅𝑖 defining a new local state 𝑥′

𝑖 =
𝑅−1
𝑖 𝑥𝑖. In terms of the prime matrix representation the new realization becomes[

𝑥′
𝑖+1

𝑦𝑖

]
=

[
𝐴′
𝑖 𝐵′

𝑖

𝐶′
𝑖 𝐷𝑖

] [
𝑥′
𝑖

𝑢𝑖

]
=

[
𝑅−1
𝑖+1𝐴𝑖𝑅𝑖 𝑅−1

𝑖+1𝐵𝑖

𝐶𝑖𝑅𝑖 𝐷𝑖

] [
𝑥′
𝑖

𝑢𝑖

]
. (3)

On sequences of the type 𝑢 ∈ ℓ𝒩2 we define a unitary causal shift operator 𝑍
by [𝑍𝑢]𝑖 = 𝑢𝑖−1 – i.e., the series is shifted forward in time. The inverse of 𝑍 is also
its Hermitian transpose 𝑍𝐻 and is the anticausal shift that shifts sequences one
unit backward in time. The matrix sequences 𝐴𝑖, 𝐵𝑖 etc. may be viewed as defining
instantaneous or local operators themselves (they all act exclusively at time point
𝑖), and may be collected into diagonal operators 𝐴 = diag(𝐴𝑖), 𝐵 = diag(𝐵𝑖) etc.,
and collecting the state vectors also into a single global vector 𝑥, we obtain the
global state space equations{

𝑍𝐻𝑥 = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥 + 𝐷𝑢.

(4)

Let us now assume that the state space representation has the property of
being “uniformly exponentially stable (u.e.s)”, meaning that the spectral radius
of the operator 𝑍𝐴, denoted as 𝜎(𝑍𝐴) is strictly less than 1. Then (𝐼 − 𝑍𝐴) is
invertible (due to the Von Neumann series theorem), and the representation

𝑇 = 𝐷 + 𝐶(𝐼 − 𝑍𝐴)−1𝑍𝐵 (5)

for the input/output matrix follows, equivalent to the defining representation
𝑇𝑖,𝑗 = 𝐶𝑖𝐴𝑖−1 ⋅ ⋅ ⋅𝐴𝑗+1𝐵𝑗 . Methods to derive state space realizations from the
entries of 𝑇 are known as “realization theory” and are well documented in the
literature, see [4] for a full account, including conditions on the existence of u.e.s.
realizations. In the sequel, we shall just assume realizations to have the u.e.s. prop-
erty. In the case of finite matrices, this invertibility condition is trivially satisfied.

A realization is called minimal when the state dimension at each point is the
lowest possible. Realization theory shows that the minimum can be achieved at
each point in the sequence, and that the minimal dimension is given by the rank of
the reachability operator at that point, or, equally, by the rank of the observability
operator at that point. Given an index point 𝑖, the reachability operatorℛ𝑖 at that
point maps past inputs to the state, i.e.,

ℛ𝑖 =
[ ⋅ ⋅ ⋅ 𝐴𝑖−1𝐴𝑖−2𝐵𝑖−3 𝐴𝑖−1𝐵𝑖−2 𝐵𝑖−1

]
.

Dually, the observability operator maps the state to future outputs when present

and future inputs are all zero, 𝒪𝑖 =
[

𝐶𝐻
𝑖 𝐴𝐻

𝑖 𝐶𝐻
𝑖+1 𝐴𝐻

𝑖 𝐴𝐻
𝑖+1𝐶

𝐻
𝑖+2 ⋅ ⋅ ⋅ ]𝐻 . To-

gether, these operators factor the Hankel operator at point 𝑖, 𝐻𝑖 = 𝒪𝑖ℛ𝑖, and
minimal realizations are obtained by choosing bases for the range of the reach-
ability operator or, alternatively, the co-range of the observability operator. The
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Hankel operator 𝐻𝑖 coincides with the lower left corner matrix just left of the
diagonal element 𝑇𝑖,𝑖:

𝐻𝑖 =

⎡⎢⎣ ⋅ ⋅ ⋅ 𝑇𝑖,𝑖−2 𝑇𝑖,𝑖−1
⋅ ⋅ ⋅ 𝑇𝑖+1,𝑖−2 𝑇𝑖+1,𝑖−1
. . .

...
...

⎤⎥⎦ . (6)

When an orthonormal basis is chosen for the rows of the reachability operator, then
a realization is obtained for which

[
𝐴 𝐵

]
is co-isometric (i.e., 𝐴𝐴𝐻+𝐵𝐵𝐻 = 𝐼,

or, equivalently, for each 𝑖, 𝐴𝑖𝐴
𝐻
𝑖 +𝐵𝑖𝐵

𝐻
𝑖 = 𝐼), dually, when an orthonormal basis

is chosen for the columns of the observability operators, then the resulting

[
𝐴
𝐶

]
will be isometric. In the first case the realization is said to be in input normal form,
while in the second case it will be in output normal form. A system is said to be
reachable (respect. observable) if the reachability (respect. observability) operator
has dense co-range (respect. range).

Let us introduce a bit more notation at this point. Besides the shifts 𝑍
and 𝑍𝐻 = 𝑍−1, we shall need a diagonal shift, which we indicate by a triangle-
bracketed exponent: 𝐴⟨1⟩ := 𝑍𝐴𝑍−1 shifts the 𝐴 operator one notch down the
diagonal in the South-East direction, while 𝐴⟨−1⟩ = 𝑍−1𝐴𝑍 does the opposite
(taking the indexing scheme along! So 𝐴 and 𝐴⟨1⟩are not necessarily compatible,
if 𝐴 is a causal state transition matrix then 𝐴𝐴⟨1⟩ is meaningful). By definition
𝐴−⟨−1⟩ = (𝐴⟨−1⟩)−1 = (𝐴−1)⟨−1⟩ – maybe a bit strange. Also convenient is a
notation to indicate a realization, we write

𝑇 ≈
[

𝐴 𝐵
𝐶 𝐷

]
(7)

for 𝑇 = 𝐷 + 𝐶(𝐼 − 𝑍𝐴)−1𝑍𝐵, the matrix being known as the transition matrix
mapping {state,input} to {next state, output}, with 𝐴 the state transition matrix
which maps a state to a next state (assuming the input to be zero).

A further mathematical construction puts the semi-separable theory in the
framework of a nested algebra (the content of this paragraph can be skipped if the
reader is only interested in numerical results). Let us denote the dimension of the
𝑖th state space with 𝑏𝑖, let ℬ = [. . . , 𝑏𝑖, . . . ] tally the dimensions of the evolving
state space, and stack the individual state spaces into a global state space ℓℬ2 . Next
we stack the global input, output and state space vectors row-wise into a global
matrix 𝒳𝒩 = ⊕∞

−∞ℓ𝒩2 and likewise 𝒳ℬ and 𝒳ℳ, for each time point 𝑖 gets one
column in the stacked matrix (there is a physical motivation for this construct:
when one has to identify a time-varying system from its input-output behavior,
one has to foresee test time-series at each time point). A comfortable norm on
these stacked spaces is obtained when they are endowed with a global Hilbert
space structure (they become Hilbert-Schmidt spaces), we denote them as 𝒳𝒩

2 ,
𝒳ℬ
2 and 𝒳ℳ

2 . 𝒳𝒩
2 can be further decomposed in a lower space ℒ𝒩

2 consisting at
level 𝑖 of series with support starting at index point 𝑖, an upper space 𝒰𝒩

2 of series
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with support from −∞ to 𝑖, and a diagonal space 𝒟𝒩
2 = ℒ𝒩

2 ∩ 𝒰𝒩
2 . The operator

𝑇 induces a bounded linear map 𝒳𝒩
2 �→ 𝒳ℳ

2 , just by stacking individual maps
as in

𝑇
[

. . . , 𝑢𝑘, 𝑢𝑘+1, . . .
] �→ [ . . . , 𝑇 𝑢𝑘, 𝑇 𝑢𝑘+1, . . .

]
– here each 𝑢𝑘 is a full time series. It shall be causal iff it maps ℒ𝒩

2 to ℒℳ
2 .

The (overall) Hankel map is then a map from the “strict past” 𝑍𝐻𝒰𝒩
2 to the

future ℒℳ
2 , 𝐻𝑈 = (𝑇𝑈)∣ℒ2 for 𝑈 ∈ 𝑍𝐻𝒰𝒩

2 . The observability space is the (closed)
range of the Hankel operator, namely O := ℒ𝒩

2 ⊖𝐻𝑍𝐻𝒰2. This space is restricted
shift invariant for the anti-causal shift 𝑍𝐻 : O(𝑍𝐻 ⋅) ∈ O(⋅), because similarly
𝑍𝐻𝒰𝒩

2 ⊂ 𝒰𝒩
2 . A basis for this space is provided by a minimal realization: the

columns of 𝐶(𝐼 − 𝐴𝑍)−1, actually O = 𝐶(𝐼 − 𝐴𝑍)−1𝒟ℬ
2 (an expression that

requires the realization to be u.e.s.) In a dual vein, the reachability space is the
co-range of 𝐻 (i.e., the range of 𝐻𝐻), it is a shift invariant space for the restricted
shift 𝑍, and a basis for it are the columns of 𝐵𝐻𝑍𝐻(𝐼 − 𝐴𝐻𝑍𝐻)−1.

A causal unitary system is called inner. It has a unitary realization as well,

i.e., the transition matrix

[
𝐴 𝐵
𝐶 𝐷

]
can be chosen unitary (the converse need

not be true in general, but is true in case of a u.e.s. system [4]). Such a unitary
realization is at the same time in input and in output normal form. Similarly, a
causal isometric system 𝑉 is such that 𝑉 𝐻𝑉 = 𝐼 and it has an isometric realization,

i.e., a transition matrix T =

[
𝐴 𝐵
𝐶 𝐷

]
, which is such that T𝐻T = 𝐼. A causal

semi-separable system 𝑇 is called right-outer when 𝑇ℒ𝒩
2 is dense in ℒℳ

2 (Arveson
[3] uses a slightly more general definition: dense in the space 𝑇𝒳𝒩

2 ∩ℒℳ
2 with the

further assumption that the projection operator on the range of 𝑇 is diagonal). This
means that a right-outer 𝑇 can be approximately causally right inverted (meaning:
has a causal right inverse). If the range of the outer 𝑇 is actually closed, then 𝑇 is
boundedly right-invertible, and it can be shown that the inverse will be u.e.s. as
well [4]. A causal operator is said to be outer, if it is at the same time right- and
left-outer. The situation where the range of an u.e.s. outer 𝑇 is not closed is very
common, a prime example is 𝑇 = 𝐼−𝑍, an approximate causal and bounded inverse
for which 𝑇−1 ≈∑∞

𝑖=0 𝛼𝑖𝑍𝑖 with 𝛼 < 1 and 𝛼 ≈ 1. The central theorem of inner-
outer theory states that any causal 𝑇 ∈ ℒ(𝒩 ,ℳ) has a factorization 𝑇 = 𝑉 𝑇𝑜 in
which 𝑇𝑜 ∈ ℒ(𝒩 ,ℳ𝑉 ) for some index sequenceℳ𝑉 withℳ𝑉 ≤ ℳ is right-outer
and 𝑉 is a causal isometry in ℒ(ℳ𝑉 ,ℳ). 𝑉 shall be inner iff ker(𝑇𝐻) = {0} [4].
“Lower” is not essential in these definitions, the same notions of inner and outer
exist in a dual way for upper systems as well (one must, of course, agree about
which of the two notions one uses, in the literature the two cases occur almost
equally often.) In the next sections we describe how 𝑉 and 𝑇𝑜 are computed by a
square root algorithm. Semi-separable systems do not exhibit a module structure
(except a trivial one), the proper environment that fits them are (a special kind of)
Nested Algebras, of which we gave concrete examples in the previous paragraph.
Luckily, the inner-outer factorization is valid in such environments (as has been



92 P. Dewilde

shown in general by Arveson in o.c.) and provides the mathematical structure
needed to solve most basic problems of time-varying system theory.

More general matrices (with an upper and a lower part) will have separate
semi separable realizations for the upper and for the lower part. The theory for
the upper (anti-causal) part parallels the theory for the lower part, now with the
shift 𝑍𝐻 replacing the causal shift 𝑍. A full semi-separable matrix then has a
representation

𝑇 = 𝐶ℓ(𝐼 − 𝑍𝐴ℓ)
−1𝑍𝐵ℓ + 𝐷 + 𝐶𝑢(𝐼 − 𝑍𝐻𝐴𝑢)

−1𝑍𝐻𝐵𝑢 (8)

in which {𝐴ℓ, 𝐵ℓ, 𝐶ℓ} gives a realization for the (strictly) lower system, 𝐷 is the
main diagonal and {𝐴𝑢, 𝐵𝑢, 𝐶𝑢} realizes the strictly upper system.

3. System inversion: the Moore-Penrose case

The traditional Moore-Penrose theory factors a general operator 𝑇 = 𝑈𝑇𝑜𝑉 in
which 𝑈 is upper isometric, 𝑉 lower co-isometric and 𝑇𝑜 is upper and (fully)
outer. The Moore-Penrose inverse is then given by 𝑇 † = 𝑉 𝐻𝑇−1

𝑜 𝑈𝐻 in which
𝑅−1 is the possibly unbounded but densely defined causal inverse of the outer
𝑇𝑜 (in practice to be replaced by an approximate inverse if 𝑇𝑜 happens not to
be boundedly invertible, a situation that can easily occur, maybe unfortunately –
many systems, especially dissipative ones, just do not have very precise (pseudo-
)inverses, even though lack of causality is taken into account by the procedure).
In the case of a semi-separable system this factorization can be obtained in three
steps. Looking at the desired factorization, we see that 𝑉 𝐻 has to push 𝑇 to anti-
causality, this will be the first step (but it might not determine 𝑉 fully). Let 𝑉1 be
a minimal upper inner operator such that 𝑇𝑢 := 𝑇𝑉 𝐻

1 is upper. In the two next
steps, the matrix 𝑇𝑉 𝐻

1 must be subjected to inner-outer, upper factorizations,
one from the left and one from the right, to determine residual kernels. The right
factorization produces 𝑇𝑢 = 𝑈𝑅, as in the regular URV matrix factorization, and
can be executed in ascending index order as we shall see. However, there may be
a residual kernel in 𝑅 that may still have to be removed (this is peculiar to the
infinitely indexed case), and which will finally produce 𝑇𝑜 = 𝑅𝑉 𝐻

2 in a final outer-
inner factorization that will reveal a remaining kernel. Neither 𝑈 nor 𝑉2 have to
be unitary, 𝑈 will be isometric, and 𝑉2 co-isometric, allowing the Moore-Penrose
inverse to be properly computed.

Step 1: external factorization

The URV recursion starts with orthogonal operations on (block) columns,
transforming the mixed matrix 𝑇 to the upper form – actually one alternates
(block) column with (block) row operations to achieve a one pass solution (in
the case of a finite matrix starting at the left upper corner). However, the block
column operations are independent from the row operations, hence we can treat
them first and then complete with row operations. The (first) column phase of the
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URV factorization consists in getting rid of the lower or causal part of 𝑇 by post-
multiplication with a unitary matrix, working on the semi-separable representation
instead of on the original data. If one takes the lower part in input normal form,
i.e., 𝐶ℓ𝑍(𝐼 −𝐴ℓ𝑍)−1𝐵̂ℓ = 𝐶ℓ𝑍(𝐼 −𝐴ℓ𝑍)−1𝐵ℓ such that 𝐴ℓ𝐴

𝐻
ℓ + 𝐵̂ℓ𝐵̂

𝐻
ℓ = 𝐼, then

the realization for (upper) 𝑉 is given by

𝑉 ≈
[

𝐴ℓ 𝐵̂ℓ

𝐶𝑉 𝐷𝑉

]
(9)

where 𝐶𝑉 and 𝐷𝑉 are formed by unitary completion of the isometric
[

𝐴ℓ 𝐵̂ℓ

]
(for an approach familiar to numerical analysts see [19]). 𝑉 𝐻 is a minimal up-
per unitary operator, which pushes 𝑇 to upper from the right, and in addition,
takes care of a possible (partial) kernel (the full kernel will follow from step 3):[

𝑇𝑢 0
]
:= 𝑇𝑉 𝐻 can be checked to be upper and a realization for 𝑇𝑢 follows

directly as

𝑇𝑢 ≈
⎡⎣ 𝐴𝐻

ℓ 0 𝐶𝐻
𝑉

𝐵𝑢𝐵̂
𝐻
ℓ 𝐴𝑢 𝐵𝑢𝐷

𝐻
𝑉

𝐶ℓ𝐴
𝐻
ℓ + 𝐷𝐵̂𝐻

ℓ 𝐶𝑢 𝐶ℓ𝐶
𝐻
𝑉 + 𝐷𝐷𝐻

𝑉

⎤⎦ . (10)

As expected, the new transition matrix combines lower and upper parts and has
become larger, but 𝑇𝑢 is now upper. Numerically, this step is executed as an LQ
factorization as follows (for an introduction to QR and LQ factorizations, see the
appendix). Let 𝑥𝑘 = 𝑅𝑘𝑥̂𝑘 and let us assume we know 𝑅𝑘 at step 𝑘, then[

𝐴ℓ,𝑘𝑅𝑘 𝐵ℓ,𝑘

𝐶ℓ,𝑘𝑅𝑘 𝐷𝑘

]
=

[
𝑅𝑘+1 0 0

𝐶ℓ,𝑘𝐴
𝐻
ℓ,𝑘 + 𝐷𝑘𝐵̂

𝐻
ℓ,𝑘 𝐶ℓ,𝑘𝐶

𝐻
𝑉,𝑘 + 𝐷𝑘𝐷

𝐻
𝑉,𝑘 0

] [
𝐴ℓ,𝑘 𝐵̂ℓ,𝑘

𝐶𝑉,𝑘 𝐷𝑉,𝑘

]
.

(11)
The LQ factorization of the left-hand matrix computes all the data of the right-
hand site, namely the realization for 𝑉 , the data for the upper factor 𝑇𝑢 and the
new state transformation matrix 𝑅𝑘+1, allowing the recursion to move on to the
next index point. Because we have not assumed 𝑇 to be invertible, we have to
allow for an LQ factorization that produces an echelon form rather than a strictly
square lower triangular form, hence allowing for a kernel as well, represented by
a block column of zeros. The state transformation 𝑅𝑘 is the (generalized) square
root of a Gramian matrix 𝑀𝑘 = 𝑅𝑘𝑅

𝐻
𝑘 , which satisfies (is the positive definite

solution of) a (forward recursive) Lyapunov-Stein equation:

𝑀𝑘+1 = 𝐴ℓ,𝑘𝑀𝑘𝐴
𝐻
ℓ,𝑘 + 𝐵ℓ,𝑘𝐵

𝐻
ℓ,𝑘. (12)

This (linear) equation could be solved recursively, of course, but the square root,
LQ factorization has a much better numerical conditioning (square root of the
condition number), and is also more economical in numerical computations.

Step 2: left inner-outer factorization
The next step is an inner/outer factorization of the upper operator 𝑇𝑢 to

produce an upper and upper invertible operator 𝑇𝑜 and an upper unitary operator[
𝑈 𝑊

]
such that 𝑇𝑢 =

[
𝑈 𝑊

] [ 𝑇𝑜
0

]
(allowing for a potential kernel as
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well.) 𝑈 is an as large as possible upper and isometric operator 𝑈 such that 𝑈𝐻𝑇𝑢
is still upper – 𝑈𝐻 tries to push 𝑇𝑢 back to lower, but it should not destroy its
‘upperness’. When it does so, an upper and upper right-invertible factor 𝑅 should
result. Writing out the factorization in terms of the realization, and redefining for
brevity 𝑇𝑢 := 𝐷 + 𝐶𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1𝐵 we obtain

𝑈𝐻𝑇𝑢 =
[
𝐷𝐻
𝑈 + 𝐵𝐻

𝑈 (𝐼 − 𝑍𝐴𝐻
𝑈 )−1𝑍𝐶𝐻

𝑈

] [
𝐷 + 𝐶𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1𝐵

]
= 𝐷𝐻

𝑈 𝐷 + 𝐵𝐻
𝑈 (𝐼 − 𝑍𝐴𝐻

𝑈 )−1𝑍𝐶𝐻
𝑈 𝐷 + 𝐷𝐻

𝑈 𝐶𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1𝐵

+ 𝐵𝐻
𝑈 {(𝐼 − 𝑍𝐴𝐻

𝑈 )−1𝑍𝐶𝐻
𝑈 𝐶𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1}𝐵.

(13)

This expression has the form: ‘direct term’ + ‘strictly lower term’ + ‘strictly upper
term’ + ‘mixed product’. The last term has what is called ‘dichotomy’, what stands
between {⋅} can again be split in three terms:

(𝐼 − 𝑍𝐴𝐻
𝑈 )−1𝑍𝐶𝐻

𝑈 𝐶𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1

= (𝐼 − 𝑍𝐴𝐻
𝑈 )−1𝑍𝐴𝐻

𝑈 𝑌 + 𝑌 + 𝑌 𝐴𝑍𝐻(𝐼 − 𝐴𝑍𝐻)−1
(14)

with 𝑌 satisfying the ‘Lyapunov-Stein equation’

𝑍𝐻𝑌 𝑍 = 𝐶𝐻
𝑈 𝐶 + 𝐴𝐻

𝑈 𝑌 𝐴 (15)

or, with indices: 𝑌𝑘+1 = 𝐶𝐻
𝑈,𝑘𝐶𝑘 + 𝐴𝐻

𝑈,𝑘𝑌𝑘𝐴𝑘 (in this equation, not only 𝑌 is un-
known, but also 𝐴𝑈 and 𝐶𝑈 , so this equation cannot be solved directly, in contrast
with the previous case). The resulting strictly lower term has to be annihilated,
hence we should require 𝐶𝐻

𝑈 𝐷 +𝐴𝐻
𝑈 𝑌 𝐵 = 0, in fact 𝑈 should be chosen maximal

with respect to this property (beware: 𝑌 depends on 𝑈 !) Once these two equa-
tions are satisfied, the realization for 𝑅 results as 𝑅 = (𝐷𝐻

𝑈 𝐷+𝐵𝐻
𝑈 𝑌 𝐵)+(𝐷𝐻

𝑈 𝐶+
𝐵𝐻
𝑈 𝑌 𝐴)𝑍𝐻(𝐼 −𝐴𝑍𝐻)−1𝐵 – we see that 𝑅 inherits 𝐴 and 𝐵 from 𝑇 and gets new

values for the other constituents 𝐶𝑅 and 𝐷𝑅. Putting these operations together in
one matrix equation (in a somewhat special order) and allowing for a kernel, we
obtain [

𝑌 𝐵 𝑌 𝐴
𝐷 𝐶

]
=

[
𝐵𝑈 𝐴𝑈 𝐵𝑊

𝐷𝑈 𝐶𝑈 𝐷𝑊

]⎡⎣ 𝐷𝑅 𝐶𝑅

0 𝑍𝐻𝑌 𝑍
0 0

⎤⎦ . (16)

Let us interpret this result without going into the motivating theory (as in done
in [4, 19]). We have a QR factorization of the left-hand side. At stage 𝑘 one must

assume knowledge of 𝑌𝑘, and then perform a QR factorization of

[
𝐶𝑘𝑌𝑘 𝐷𝑘

𝐴𝑘𝑌𝑘 𝐵𝑘

]
.

𝐷𝑅,𝑘 will be a right-invertible, upper triangular matrix, so its dimensions are fixed
by the row dimension of 𝑌𝑘. The remainder of the factorization produces 𝐶𝑅,𝑘 and
𝑌𝑘+1, and, of course, the Q factor that gives a complete realization of

[
𝑈 𝑊

]
at stage 𝑘:[

𝑌𝑘𝐵𝑘 𝑌𝑘𝐴𝑘

𝐷𝑘 𝐶𝑘

]
=

[
𝐵𝑈,𝑘 𝐴𝑈,𝑘 𝐵𝑊,𝑘

𝐷𝑈,𝑘 𝐶𝑈,𝑘 𝐷𝑊,𝑘

]⎡⎣ 𝐷𝑅,𝑘 𝐶𝑅,𝑘

0 𝑌𝑘+1
0 0

⎤⎦ , (17)
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in which the extra columns represented by 𝐵𝑊 and 𝐷𝑊 define the isometric oper-
ator 𝑊 = 𝐷𝑊 + 𝐶𝑊𝑍𝐻(𝐼 − 𝐴𝑊𝑍𝐻)−1𝐵𝑊 , which represents the co-kernel of 𝑇 .

𝑌 satisfies a (rather general) recursive Riccati equation, obtained by elimi-
nating

[
𝑈 𝑊

]
:

𝑀𝑘+1 = 𝐴𝐻
𝑘 𝑀𝑘𝐴𝑘 + 𝐶𝐻

𝑘 𝐶𝑘 (18)

− (𝐶𝐻
𝑘 𝐷𝑘 + 𝐴𝐻

𝑘 𝑀𝑘𝐵𝑘)(𝐵
𝐻
𝑘 𝑀𝑘𝐵𝑘 + 𝐷𝐻

𝑘 𝐷𝑘)
−1(𝐷𝑘𝑀𝑘𝐴𝑘 + 𝐷𝐻

𝑘 𝐶𝑘),

in which the inverse is guaranteed to exist and the equation also has a guaranteed
(recursive) positive definite solution under the current assumptions on the entries
(the guarantee follows from the existence of the square root equation). Again, it
is not advisable to solve this equation, although sometimes advocated, not only
because the square root equation is linear rather than quadratic and has only one
solution (while the Riccati equation has many) but, at least as importantly, the
numerical conditioning of the Riccati equation is (much) worse.

Step 3: right outer-inner factorization

Although the classical URV factorization on finite matrices ends at this point
with an invertible 𝑅, this is not the case for systems that run from −∞ to +∞
– the case that is common in System Theory and is also important in Numerical
Analysis as it relates to issues of numerical stability of the inverses. What is needed
next is a right outer-inner factorization of 𝑅 to produce 𝑅 = 𝑇𝑜𝑉2. This step is dual
to the previous one and therefore I shall not give further details, let me suffice by
remarking that here also, 𝑉2 may not be unitary as a global operator, it may just
be co-isometric, i.e., 𝑉2𝑉

𝐻
2 = 𝐼. When the square root equations for this step are

written out, then it becomes obvious that they require a recursion in descending
index order. This is unavoidable as 𝑈 determines singularities at +∞, while 𝑉2
does the same, but then at −∞, and singularities can indeed appear at both ends.

Putting everything together we obtain 𝑇 = 𝑈𝑇𝑜𝑉2𝑉1 and the Moore-Penrose
inverse 𝑇−1 = 𝑉 𝐻

1 𝑉 𝐻
2 𝑇−1

𝑜 𝑈𝐻 as expected, with now 𝑇𝑜 outer as it should be.

That the third step is necessary, is already exemplified by the simple, half-
infinite band matrix

𝑅 =

⎡⎢⎣ 1 −2
1 −2

. . .
. . .

⎤⎥⎦ (19)

for which we easily find

𝑅 = 𝑇𝑜𝑉2 =

⎡⎢⎢⎢⎢⎣
2 −1

2 −1

2
. . .

. . .

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣

1/2 −3/4 −3/8 ⋅ ⋅ ⋅
1/2 −3/4

. . .

1/2
. . .

. . .

⎤⎥⎥⎥⎥⎥⎦ (20)

in which 𝑉2 is co-isometric but not unitary (the kernel has dimension 1!).
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Remarkably, the operations in steps one and two work on the rows and
columns of 𝑇 in ascending order. That means that the URV algorithm can be
executed completely in ascending index order (but then 𝑅 is potentially not yet
outer). The reader may wonder at this point (1) how to start the recursions and (2)
whether the proposed recursive algorithms are numerically stable. Assuming the
matrix to be half-infinite and to start at index point 0, there is no problem starting
out the downward recursion at the upper left corner of the matrix, both 𝐴1 and
𝑌0 are just empty, the first QR is done on

[
𝐷1 𝐶1

]
. In case the original system

does not start at index 1, but has a system part that runs from −∞ onwards, one
must introduce knowledge of the initial condition on 𝑌 . This is provided, e.g., by
an analysis of the LTI system running from −∞ to 0 if that is indeed the case, see
[5] for more details. For the upward recursion the same holds mutatis mutandis.
On the matter of numerical stability of the square root equation, we offer two
remarks. First, propagating 𝑌𝑘 in step 2 is numerically stable, one can show that
a perturbation on any 𝑌𝑘 will die out exponentially if the propagating system is
assumed exponentially stable. Second, one can show that the transition matrix Δ
of the inverse of the outer part will be exponentially stable as well, when certain
conditions on the original system are satisfied [4].

4. Constrained interpolation problems

A more complex case is when constrained interpolation problems are considered,
the semi-separable or matrix equivalents of Nevanlinna-Pick, Schur, Hermite-Fejer
or Schur-Takagi interpolation. All these interpolation types have in common that
(1) interpolation data of some type is prescribed and (2) the solution has to be con-
strained to norm less or equal to one. The classical Nevanlinna-Pick interpolation
problem in the open unit disk of the complex plane specifies a single interpolation
condition at, say, 𝑛 different points 𝜈𝑖, 𝑖 = 1, . . . , 𝑛. It searches for a contractive
function 𝑆, which is analytic in the open unit disk and takes the values 𝑠𝑖 at the
points 𝜈𝑖, 𝑆(𝜈𝑖) = 𝑠𝑖. It is known that a solution exists iff the so-called Pick matrix
based on the given data is positive definite. When the Pick matrix is strictly pos-
itive definite, then all solutions can be expressed as a bilinear expression in terms
of the entries of a so-called J-inner matrix and a contractive analytic but otherwise
arbitrary “load” 𝑆𝐿. In the case of semi-separable systems, the first question that
arises is how to specify the interpolation data. In addition, one looses the notion
of analyticity, which one has to replace with causality (lower matrices, e.g.), mo-
tivated by the fact that analyticity in the unit disk corresponds to causality of
the back Fourier transform. These problems can be solved, we quickly describe
the procedures directly in terms of semi-separable systems. As we shall see in a
further section, constrained interpolation theory of this kind plays a key role in
optimal control and in model reduction theory.

The ‘point evaluation’ for lower (causal) semi-separable systems that properly
generalizes interpolation conditions, was originally introduced in [1] and [6], where
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also a Nevanlinna-Pick type interpolation theory for semi-separable systems was
formulated. In [7] the generalization to Schur-Takagi theory was established. I
quickly summarize the evaluation concept here. Let 𝑇 = 𝑇0 + 𝑇1𝑍 + 𝑇2𝑍

2 + ⋅ ⋅ ⋅
be a causal (lower) and bounded operator with the given expansion in terms of
shifted main diagonals notated as 𝑇𝑖, and let 𝑊 be a (dimensionally compatible
with 𝑍) block diagonal operator such that 𝜎(𝑍𝑊 ) < 1. We define the value of 𝑇 at
𝑊 to be a diagonal operator, denoted 𝑇 (𝑊 ) (in the notation of the original paper
it was denoted in a somewhat cumbersome way by 𝑇∧(𝑊 )) which is such that
𝑇 = 𝑇 (𝑊 ) + 𝑇𝑟(𝑍 −𝑊 ) for some bounded, causal (lower) remainder 𝑇𝑟. 𝑇 (𝑊 ) is
the W-transform of 𝑇 , so called because of the resulting reproducing kernel, see
[2], where it is also shown that 𝑇 (𝑊 ) is given by the strongly convergent series

𝑇 (𝑊 ) = 𝑇𝑜 + 𝑇1𝑊 + 𝑇2𝑊
⟨1⟩𝑊 + 𝑇3𝑊

⟨2⟩𝑊 ⟨1⟩𝑊 + ⋅ ⋅ ⋅ . (21)

The notion clearly generalizes the evaluation of a complex-valued matrix function
𝑇 (𝑧) at a point 𝑎 ∈ C as 𝑇 (𝑎). Because of the non-commutativity of the shift
operator 𝑍, it does not have all the properties of the evaluation in the complex
plane. We do have the following properties.

1. 𝑇 (𝑊 ) is the first anticausal diagonal in the expansion of 𝑇 (𝑍 − 𝑊 )−1:

𝑇 (𝑍 − 𝑊 )−1 = (⋅ ⋅ ⋅ )𝑍−2 + 𝑇 (𝑊 )𝑍−1 + 𝑇𝑟 (22)

in which the ⋅ ⋅ ⋅ is anticausal.
2. (Chain rule) For 𝑃 and 𝑄 anticausal we have [𝑃𝑄](𝑊 ) = [𝑃𝑄(𝑊 )](𝑊 ).

If 𝑄(𝑊 ) is invertible, we have in addition [𝑃𝑄](𝑊 ) = 𝑃 (𝑊1)𝑄(𝑊 ) where
𝑊1 = 𝑄(𝑊 )⟨1⟩𝑊𝑄(𝑊 )−1.

Proof. Writing shorthand 𝑄𝑊 := 𝑄(𝑊 ), we have 𝑄𝑊 (𝑍−𝑊 )−1 = (𝑍𝑄−1
𝑊 −

𝑊𝑄−1
𝑊 )−1 = (𝑄

−⟨1⟩
𝑊 𝑍 − 𝑊𝑄−1

𝑊 )−1 = (𝑍 − 𝑊1)
−1𝑄⟨1⟩

𝑊 , and hence 𝑃𝑄(𝑍 −
𝑊 )−1 = 𝑃𝑄𝑊 (𝑍 − 𝑊 )−1 + 𝑃𝑄𝑟 = 𝑃𝑊1(𝑍 − 𝑊1)

−1𝑄⟨1⟩
𝑊 + 𝑃𝑟𝑄

⟨1⟩
𝑊 + 𝑃𝑄𝑟,

the last being equal again to 𝑃𝑊1𝑄𝑊 (𝑍 − 𝑊 )−1 + causal.
3. (Constants) Let 𝐷 be a compatible diagonal operator, then [𝐷𝑇 ](𝑊 ) =

𝐷𝑇 (𝑊 ). If 𝐷 is invertible and compatible, then [𝑇𝐷](𝑊 ) = 𝑇 (𝑊1)𝐷
⟨1⟩,

in which 𝑊1 = 𝐷⟨1⟩𝑊𝐷−1. For addition we simply have [𝑇 + 𝐷](𝑊 ) =
𝑇 (𝑊 ) + 𝐷.

4. (State space formulas) Let 𝑇 = 𝐷 +𝐶𝑍(𝐼 −𝐴𝑍)−1𝐵 be a realization for 𝑇 ,
assumed to be causal and such that 𝜎(𝐴𝑍) < 1. Then 𝑇 (𝑊 ) = 𝐷 + 𝐶𝑀𝑊
where 𝑀 solves the Lyapunov-Stein equation

𝑀 ⟨1⟩ = 𝐵 + 𝐴𝑀𝑊. (23)

In fact,

𝑀 = [(𝐼 − 𝑍𝐴)−1𝐵](𝑊 )⟨1⟩ = [𝐵 + 𝐴𝐵⟨1⟩𝑊 + 𝐴𝐴⟨1⟩𝐵⟨2⟩𝑊 ⟨1⟩𝑊 + ⋅ ⋅ ⋅ ]⟨1⟩ (24)

and hence also

𝑇 (𝑊 ) = 𝐷 + 𝐶[𝑍(𝐼 − 𝐴𝑍)−1𝐵](𝑊 ) (25)

in accordance with the previous rules.
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The semi-separable version of the Nevanlinna-Pick problem then specifies the
evaluation of the sought after operator 𝑆 at, say, 𝑛 diagonals 𝜈𝑖:

𝑆(𝜈𝑖) = 𝑠𝑖 (26)

and asks for solutions with 𝑆 causal and (strictly) contractive. As in the classical
case, the solution will be given in terms of a so-called J-inner operator, in which

𝐽 is a signature matrix of the type 𝐽 =

[
𝐼

−𝐼

]
(for simplicity of writing

we suppress the dimensions, they have to be compatible). An operator Θ is said
to be J-unitary iff Θ𝐻𝐽Θ = 𝐽,Θ𝐽Θ𝐻 = 𝐽 (all the J’s again with appropriate
dimensions). Corresponding to a J-unitary Θ there is always a so-called “scattering
matrix” defined as

Σ =

[
Θ11 −Θ12Θ

−1
22 Θ21 Θ12Θ

−1
22

−Θ−1
22 Θ21 Θ−1

22

]
. (27)

Σ exists as a bounded operator because the J-unitarity condition forces the ex-
istence of Θ−1

22 as a bounded operator. Σ is unitary, but it need not be causal.
A J-unitary Θ is said to be J-inner iff the corresponding Σ is lower (causal). In
general, a J-unitary or even J-inner operator need not be causal and not even
bounded, we shall soon see various important cases. The theory of J-inner opera-
tors is quite involved, they play a central role in scattering theory, for a detailed
account in the semi-separable context with motivations, see [4].

Let us now assemble the interpolation data in three (dimensionally compat-
ible) block diagonal matrices

𝑉 :=

⎡⎢⎣ 𝜈1
. . .

𝜈3

⎤⎥⎦ , 𝜉 :=
[

𝐼 ⋅ ⋅ ⋅ 𝐼
]
, 𝜂 =

[
𝑠1 ⋅ ⋅ ⋅ 𝑠𝑛

]
(28)

then the Nevanlinna-Pick constrained interpolation problem will have a solution
iff there exists a J-inner operator with controllability pair[

𝐴 𝐵1 𝐵2
]
=
[

𝑉 𝐻 𝜉𝐻 −𝜂𝐻
]
. (29)

This will be the case iff the (recursive) Lyapunov-Stein equation

𝑀<−1> = 𝑉 𝐻𝑀𝑉 + 𝜉𝐻𝜉 − 𝜂𝐻𝜂 (30)

has a strictly positive definite solution 𝑀 . 𝑀 is the “Pick operator“ for the present
case. This then means that there is a realization for Θ

Θ ≈
⎡⎣ 𝑅−⟨−1⟩𝐴𝑅 𝑅−⟨−1⟩𝐵1 𝑅−⟨−1⟩)𝐵2

𝐶1 𝐷11 0
𝐶2 𝐷21 𝐷22

⎤⎦ (31)

which is J-unitary for the extended (compatible)

𝐽1 =

⎡⎣ 𝐼𝑛
𝐼

−𝐼

⎤⎦ ,
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with the square root 𝑀 = 𝑅𝐻𝑅 and appropriate 𝐵 and 𝐷 entries (𝐷12 can handily
always be chosen zero). Then

Θ =

[
Θ11 Θ12
Θ21 Θ22

]
(32)

is J-inner and all solutions of the interpolation problem are given by the bilinear
expression

𝑆 = (𝑆𝐿Θ12 −Θ22)
−1(Θ21 − 𝑆𝐿Θ11) (33)

in which 𝑆𝐿 is any contractive causal operator of compatible dimensions. In par-
ticular, one can choose 𝑆𝐿 = 0, and then 𝑆 = −Θ−1

22 Θ21 is a minimal solution (all
solutions with 𝑆𝐿 constant will be minimal – the converse is not true, there may
be cancellations).

The interpolation problem hence reduces to the solution of either a Lyapunov-
Stein equation or a square root equation. The latter has to be preferred, of course.
The interpolation problem will have a solution iff the forward recursion[

𝐴𝑘𝑅𝑘 𝐵1𝑘 𝐵2𝑘
]
=
[

𝑅𝑘+1 0 0
]
Θ𝐻
𝑘 (34)

has a 𝐽1-strictly-positive-definite solution, which will be the case iff all subsequent⎡⎣ 𝑅𝐻
𝑘 𝑉𝑘
𝜉𝑘
−𝜂𝑘

⎤⎦ = Θ𝑘

⎡⎣ 𝑅𝐻
𝑘+1

0
0

⎤⎦ (35)

are 𝐽1-strictly-positive-definite, the solutions being given by 𝐽1-embedding, to be
briefly described next. This latter expression is a numerical 𝐽1-unitary-upper fac-
torization, akin to a QR-factorization but the first block columns of Θ𝑘 form a
𝐽1-unitary sub-basis for the 𝐽1-positive part of the global range space of Θ𝑘.

Θ𝑘 and 𝑅𝐻
𝑘+1 can be obtained through a modified QR-algorithm, given the

interpolation data and the recursive data contained in 𝑅𝑘. This works as follows.
First one uses orthogonal (or unitary) transformations to align the first column

of

[
𝑅𝐻
𝑘 𝑉𝑘
𝜉𝑘

]
respect. −𝜂𝑘 with the first natural base vector (i.e., only first entry

non-zero). Then one performs a single hyperbolic rotation on the two top values,
which will be possible due to the positivity condition on the Pick matrix. This
aligns the full first column on the first natural base vector. Next one uses again
unitary rotations to align the next column on the already transformed second
columns of the two sub-matrices, aligning the first one on the second natural basis
vector and the second one on the first natural base vector again (which is possible
as this will not create fill-ins on the previous transformation). The procedure is
illustrated in the next typical sequence (done on a 7× 3 case, with ‘𝑢’ indicating
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unitary transformations and ‘ℎ’ an elementary hyperbolic rotation):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
∗ ∗ ∗
0 ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 ∗ ∗
0 0 ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 0 ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 0
0 0 0
0 0 ∗
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 0
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(36)

This method of eliminating entries, using a combination of unitary and hyperbolic
transformations is as numerically stable as can possibly be, the unitary rotations
“concentrate positive or negative energy” as much as possible, and the hyperbolic
rotation then eliminates the presumably smaller negative energy against the pos-
itive entry. Under the given conditions, all the hyperbolic rotations will be of the
positive type, leaving the original signature intact (in the Schur-Takagi case to be
briefly discussed further, mixed types occur). This sequence of events also auto-
matically produces a zero at the 𝐷12 location – which has some significance for
the cascading properties of the result obtained.

It should immediately be clear that the Nevanlinna-Pick problem can be
generalized to arbitrary collections of non-scalar, multiple and directional inter-
polation data simply represented by compatible but otherwise arbitrary matrices
{𝑉, 𝜉, 𝜂}. In this fashion one obtains Schur type interpolation (when 𝑉 is nilpo-
tent) or Hermite-Fejér type (when Schur and Nevanlinna-Pick types are mixed).
It is also possible to solve mixed left-write interpolation problems (of the so-called
Nudel’man type) by an extension of the machinery. This then leads to a Sylvester
equation, known to be notoriously numerically unstable. Under some pretty gen-
eral stabilizing conditions, the mixed interpolation problem can be transformed
into a regular right interpolation problem as treated above. Extensive details can
be found in [4].

An interesting generalization is provided by the Schur-Takagi interpolation
case, which is also equivalent to exact model order reduction for semi separable
systems. We briefly summarize the results (for extensive treatment see [4]). The
Schur-Takagi interpolation problem is still a constrained problem, requesting the
resulting interpolating function to be contractive (we require strictly contractive),
but it now allows it to have an upper (non-causal) part, which it tries to keep
minimal in the state equation sense (semi-separable with minimal state dimension).
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This problem gets solved with the same square root machinery as developed earlier,
but now the 𝐽1-signature is allowed to be mixed, keeping its negative part as
small as possible. The solution to this problem was, to the best of our knowledge,
presented for the first time in [8]. In that paper the connection to model order
reduction for semi-separable systems is also explained.

The interpolation data is again of the type {𝑉, 𝜉,−𝜂} as before, and one
attempts to build a causal (upper) J-unitary operator (not any more J-inner)
based on the reachability data

{𝐴,𝐵1, 𝐵2} = {𝑉 𝐻 , 𝜉𝐻 ,−𝜂𝐻}.

This shall be possible iff the Pick operator 𝑀 defined by the forward recursion

𝑀 ⟨−1⟩ = 𝐴𝑀𝐴𝐻 + 𝐵1𝐵
𝐻
1 − 𝐵2𝐵

𝐻
2 (37)

is strictly non-singular (while before it had to be strictly positive). 𝑀 then has,

at each index point 𝑖, a signature matrix

[
𝐼𝑝𝑖

−𝐼𝑞𝑖

]
and a non-singular state

transformation matrix such that

𝑀𝑖 = 𝑅𝑖

[
𝐼𝑝𝑖

−𝐼𝑞𝑖

]
𝑅𝐻
𝑖 . (38)

As a consequence, the state transformation 𝑅−1
𝑖+1 ⋅ ⋅ ⋅𝑅𝑖 produces a 𝐽1-isometric set

of reachability pairs {𝐴𝑖, 𝐵̂1,𝑖, 𝐵̂2,𝑖} = {𝑅−1
𝑖+1𝐴𝑖𝑅𝑖, 𝑅

−1
𝑖+1𝐵1,𝑖, 𝑅

−1
𝑖+1𝐵2,𝑖} for Θ𝑖:

𝐽1,𝑖+1 =
[

𝐴𝑖 𝐵̂1,𝑖 𝐵̂2,𝑖
]
𝐽1,𝑖

⎡⎣ 𝐴𝐻
𝑖

𝐵̂1,𝑖
𝐵̂2,𝑖

⎤⎦ (39)

in which 𝐽1 has the form

𝐽1 =

⎡⎣ 𝐼𝑝
−𝐼𝑞

𝐽

⎤⎦ (40)

(which of course changes in dimensions from index point to index point).

The square-root algorithm in this case is then a little more complicated than
explained higher, as we not only have to use hyperbolic rotations of mixed type, but
also have to determine a new signature matrix recursively. This works as follows.
Instead of working on the {𝐴,𝐵} data, let us work as before on the interpolation
data directly. Rather than describing the algorithm theoretically (as in [4]), let us
work on an example. Let us assume that the signature of 𝐽1,𝑖 is [+,+,−∣+,+∣−,−],
then a possible sequence of operations, mixing separate unitary transformations
on the +, respect. – data, concentrating energy in single entries, and then followed
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by single hyperbolic rotations, could be as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 ∗ ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 0 ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 0 ∗
0 0 ∗

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

→𝑢

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 ∗
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→ℎ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 0
0 0 ∗
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
→𝑡

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∗ ∗ ∗
0 ∗ ∗
0 0 ∗
0 0 0
0 0 0
0 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(41)

where the last step consists of a reordering of the rows to [1, 2, 4∣5∣3, 6, 7] and
signature sequence [+,+,+∣+ ∣−,−,−] (same number of pluses and minuses but
different division of the signatures). At each hyperbolic rotation the evolution
can proceed in two ways, depending whether the plus entry has larger magnitude
than the minus entry or vice versa (equal magnitude may not occur since that
would result in a singular case, which we ruled out). The square root algorithm is
indeed capable of producing all the information directly on the data, without the
need to compute the Gramian 𝑀 , which would greatly deteriorate the numerical
condition. The conditioning of the square root algorithm is as best as is can be,
because the constrained interpolation problem of Schur-Takagi type is equivalent
to an inverse scattering problem, whose conditioning is determined by the inverse
scattering function, linking input data to reflection coefficients. This relationship
is “of hyperbolic type” as can be seen already from elementary examples.

Scattering theory in this context also provides the link to determine the in-
terpolation function from the Θ operator. This function will have a causal (lower)
and anti-causal (upper) part, it has so-called “dichotomy”, the anticausal part
having minimal state dimensions. The pluses and minuses in the state propaga-
tion convert into downward (causal) and upward (anticausal) propagation in the
general, unitary scattering operator Σ𝑘 derived from Θ𝑘 at each stage 𝑘. In other
words: the dichotomy is visible in the state signature at each stage, thanks to the
contractivity of the partial maps (in engineering terminology called “passivity”).
This works as follows (for a full discussion and proofs, see [4], p. 276 ff.). Globally,
the operator Θ is J-unitary (with specified and generally different J’s at the input
and output ports), and hence the resulting Σ is unitary, but it will be a mixed
causal/anticausal operator, its state space structure down/up. Locally, Θ𝑘 (which
is 𝐽1-unitary – where again the 𝐽1’s at the input and output side may be differ-
ent but shall have the same total number of plusses and minuses) may be further
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divided, according to the division of the signature of the states:

Θ𝑘

⎡⎢⎢⎣
𝑥+,𝑘
𝑥−,𝑘
𝑎1,𝑘
𝑏1,𝑘

⎤⎥⎥⎦ =
⎡⎢⎢⎣

𝑥+,𝑘+1
𝑥−,𝑘+1
𝑎2,𝑘
𝑏2,𝑘

⎤⎥⎥⎦ (42)

in which 𝑎1,𝑘 and 𝑏2,𝑘 have positive signature in the inner product and 𝑏1,𝑘, 𝑎2,𝑘
negative (in the scattering context the positive signatures correspond to “incom-
ing” waves and the negative signatures to outgoing). A local Σ𝑘 map can now be
defined, mapping signals with positive signature into signals with negative signa-
ture:

Σ𝑘

⎡⎢⎢⎣
𝑥+,𝑘

𝑥−,𝑘+1
𝑎1,𝑘
𝑏2,𝑘

⎤⎥⎥⎦ =
⎡⎢⎢⎣

𝑥+,𝑘+1
𝑥−,𝑘
𝑎2,𝑘
𝑏1,𝑘

⎤⎥⎥⎦ (43)

(one should realize that, e.g., 𝑥+,𝑘+1 has positive signature for stage 𝑘 + 1, but
negative in stage 𝑘 as it is “outgoing” there – the connection between stages is
“energy conserving”). Because the algebraic relations in Σ𝑘 are the same as for Θ𝑘,
it is a proper state space realization for the global Σ, and we see that the realization
has become mixed with a causal state propagating downwards and an anticausal
state propagating upwards (the two get mixed up in each stage, of course). We
know already, from the J-unitarity of Θ, that Θ22 must be boundedly invertible to
produce Σ22, it is now a semi-separable operator of mixed lower/upper type, and
it can be seen that its anti-causal state space structure corresponds to the 𝑥−,𝑘
(which were kept as small as possible in the construction of the Θ𝑘). As a final
result (going far beyond the present paper devoted to the square root algorithm),
one shows that, indeed, all interpolating functions with minimal anti-causal part
are given by eq. (33), and that the dimension of their state space at stage 𝑘 is the
dimension of 𝑥−,𝑘.

Schur-Takagi interpolation provides a direct and impressively complete so-
lution to the model reduction problem for semi-separable systems. The conversion
from model reduction to interpolation goes as follows. We suppose that we are
given a “high-order” lower (strictly causal and bounded) semi-separable operator
𝑇 , which has to be model order reduced, i.e., approximated by a semi-separable
operator with low state space dimensions, which we shall call 𝑇𝑎. To be sure, we
have to decide on a level of precision and a norm (these are critical decisions for
the theory to work!). For the desired precision of the approximation, we allow for
a block-diagonal invertible and hermitian operator Γ, which tallies the precision
at each stage (we could suffice with just a constant Γ = 𝜖, but that would limit
flexibility, as we might wish different precisions in different portions of the opera-
tor, which the theory perfectly allows). More delicate is the norm to be used. The
straight operator norm appears to be too strong, and just a quadratic norm is
too weak, this we know from experience with the LTI case. The norm that works
is the Hankel norm. For comfort, we assume our original operator to be strictly
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causal (i.e., main diagonal zero), one can always shift the operator one notch left
(or even more than one to increase precision – or else one may chose to keep the
main diagonal intact). The Hankel norm is just the norm of the Hankel operator
associated with the operator, denoted as ∥𝑇 ∥𝐻, it is only defined on strictly causal
systems. Hence, one looks for a 𝑇𝑎 such that ∥(𝑇−𝑇𝑎)Γ

−1∥𝐻 ≪ 1 (we require strict
inequality, so that the resulting interpolation problem will be strict as well). For
the high-order model 𝑇 one often takes a sufficiently high-order series expansion:
with 𝑇 = 𝑇1𝑍 + 𝑇2𝑍

2 + ⋅ ⋅ ⋅+ 𝑇𝑛𝑍
𝑛 we could take

𝐴 =

⎡⎢⎢⎢⎢⎣
0 𝐼

. . .
. . .

. . . 𝐼
0

⎤⎥⎥⎥⎥⎦ , 𝐵 =

⎡⎢⎢⎢⎢⎣
𝑇

⟨−1⟩
1

𝑇
⟨−2⟩
2
...

𝑇
⟨−𝑛⟩
𝑛

⎤⎥⎥⎥⎥⎦ ,

𝐶 =
[

𝐼 0 ⋅ ⋅ ⋅ 0
]
, 𝐷 = 0

(44)

which puts the realization for 𝑇 directly in output normal form (as we shall assume
now, allowing for any such realization – warning: the global block decomposition
given in the previous equation consists of diagonal matrices, at each stage 𝑘 there
is an entry in each block).

Hence, we assume 𝑇 = 𝐶(𝐼 −𝑍𝐴)−1𝑍𝐵 in output normal form, i.e., 𝐴𝐻𝐴+
𝐶𝐻𝐶 = 𝐼. The model reduction algorithm consists in executing the following
steps:

1. Determine a minimal external factorization for 𝑇 = 𝑈Δ𝐻 in which 𝑈 is inner
and Δ anti-causal. A semi separable realization for 𝑈 borrows {𝐴,𝐶} from
𝑇 and determines two new entries 𝐵𝑈 and 𝐷𝑈 that make 𝑈 causal unitary:
𝑈 = 𝐷𝑈 +𝐶(𝐼 −𝑍𝐴)−1𝑍𝐵𝑈 (in the case of the series expansion exemplified
above, 𝑈 is trivially equal to 𝑍𝑛).

2. Find a causal Θ matrix with
[

𝐴 𝐵𝑈 −𝐵Γ−1 ] as reachability data.

3. A minimal model reduced system is obtained from 𝑇 ′𝐻 = 𝑇𝐻−ΓΣ12𝑈
𝐻 and

is given by
𝑇𝑎 = P𝑠𝑐𝑇

′ (45)

in which P𝑠𝑐 projects on the strictly lower (causal) part.

It turns out that the causal part of 𝑇 ′ has the same state dimensions as Σ22 –
and hence will be minimal for the given degree of accuracy. This may seem like
hocus-pocus, but it is easy to see why it works. From the formula for 𝑇 ′ it is
immediately clear that ∥(𝑇 − 𝑇𝑎)Γ

−1∥𝐻 ≤ ∥P𝑠𝑐𝑈Σ𝐻
12∥𝐻 ≪ 1, because 𝑈Σ𝐻

12 is
strictly contractive, and its Hankel norm certainly less than 1 as it is the operator
norm of a subsystem of an already contractive system. The important point is that
𝑇𝑎 meets the state complexity requirement. Consider the following expression:

Θ

[
𝑈𝐻

−Γ−1𝑇𝐻

]
:=

[
𝑋
−𝑌

]
(46)

As Θ borrows the reachability data of the right factor in the left member of this
equation, it actually pushes it to causality, both the resulting 𝑋 and 𝑌 are causal
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operators (one could also say:
[

𝑈 −𝑇Γ−1 ] = [ 𝑋𝐻 −𝑌 𝐻
]
Θ is a right exter-

nal factorization with a causal J-unitary factor, similar to the normal right external
factorization with an inner factor). Now, 𝑇 ′ = 𝑌 𝐻Σ𝐻

22Γ, and as 𝑇𝑎 = P𝑠𝑐𝑇
′ and

𝑌 𝐻 is anti-causal, its state space dimensions are at most equal to the state space
dimensions of P𝑠𝑐Σ

𝐻
22, i.e., of the anti-causal part of Σ22, in turn exactly equal to

the number of negative signs 𝑞𝑘 at stage 𝑘 in the realization of Θ𝑘.
The Hankel norm model reduction theory shows that the problem reduces

to (is equivalent to) the solution of a Schur-Takagi interpolation problem on the
data given by

[
𝐴 𝐵𝑢 −𝐵Γ−1 ]. Unfortunately, the actual computation of the

reduced model turns out to be a bit messy, although straightforward – some matrix
multiplications. Be that as it may, the essential ingredients are obtained through
a square root algorithm just like in the Schur-Takagi interpolation case.

5. 𝑯∞-control for the semi-separable case

Also in this section, we shall show that we can give a solution to the 𝐻∞ control
problem for semi-separable systems, just by using a sequence of two square root
algorithms, very much as is the case for general Moore-Penrose inversion, but now
using J-inner factors rather than the inner factors used there. I follow Kimura’s
[16] approach to 𝐻∞ control (Kimura uses Riccati equations and treats the LTI
case). I am indebted to my student Xiaode Yu for working out the main ideas in
her thesis ( [21], this work has not been published so far).

The 𝐻∞-control is intended to keep a plant’s error of operation measured
as a “sensitivity operator” within a specified worst case limit (the norm of the
operator). It assumes a known (linear) plant model, described by four operators:[

𝑃11 𝑃12
𝑃21 𝑃22

] [
𝑢
𝑤

]
=

[
𝑧
𝑦

]
(47)

in which 𝑢 is the control input, 𝑦 the input data available to the controller, 𝑤
summarizes external disturbances and 𝑧 describes measurement data available
to gauge the performance of the system. The plant model 𝑃 describes all the
particular relations between these quantities. We are asked to design a controller
𝐾 such that when 𝑢 = 𝐾𝑦 the influence of the disturbances on the measurements
𝑧 is a strictly contractive map Φ (we can incorporate a precision measure Γ in
scaling 𝑧 as desired). This influence shall be well defined if the operator (𝐼−𝑃21𝐾)
is boundedly invertible and is given by

Φ = 𝑃12 + 𝑃11𝐾(𝐼 − 𝑃21𝐾)−1𝑃22 (48)

and the control condition becomes ∥Φ∥ ≪ 1. To be able to solve the problem
meaningfully, we have to assume that the available gauging measurements are rich
enough, we just require 𝑃22 to be invertible. In that case, a chain operator 𝐺 exists,
that connects {𝑢, 𝑦} to test and measurement data {𝑧, 𝑤}:

𝐺 =

[
𝑃11 − 𝑃12𝑃

−1
22 𝑃21 𝑃12𝑃

−1
22

−𝑃−1
22 𝑃21 𝑃−1

22

]
(49)
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The Kimura method now prescribes to find a J-inner-outer factorization of
𝐺 = Θ𝐺𝑜, in which Θ is J-inner and 𝐺𝑜 is causal outer. Following Kimura, we
define the Homographic transformation on a chain operator 𝐺 as

HM(𝐺,𝐾) = (𝐺11𝐾 + 𝐺12)(𝐺21𝐾 + 𝐺22)
−1 (50)

(in scattering terms that is 𝐺 loaded by 𝐾). Then any control that will guarantee
Φ to be contractive is given by 𝐾 = HM(𝐺𝑜, 𝑆𝐿) where 𝑆𝐿 is an arbitrary causal
contractive operator (e.g., one can choose 𝑆𝐿 = 0) and then it turns out that
Φ = HM(𝐺,𝐾). That this works is indeed directly seen from the resulting relation
Φ = HM(Θ, 𝑆𝐿), which will automatically be causal contractive, as this property
is conserved by a homographic transformation by a J-inner operator. There ex-
ists also a dual case, where the assumption is that 𝑃11 is boundedly invertible,
I describe this case briefly at the end of this section. So far, the semi-separable
theory is formally precisely equal to the classical (Kimura) theory. We saw already
in the previous section that J-inner functions are characteristic for constrained
interpolation problems. In the present case, the J-inner function needed is more
general than previously considered and involves two types of J-inner operators,
namely causal ones and anti-causal ones, much like in the Moore-Penrose inver-
sion problem, but now with J-inner instead of inner (remark that in the case of
the Schur-Takagi problem a causal J-unitary function was involved, not a J-inner
one, that makes the Model Reduction essentially different from the 𝐻∞ Control
problem!).

Hence we assume 𝐺 semi-separable of mixed causal/anti-causal type and
given by

𝐺 = 𝐶𝑐(𝐼 − 𝑍𝐴𝑐)
−1𝑍𝐵𝑐 + 𝐷 + 𝐶𝑎(𝐼 − 𝑍𝐻𝐴𝑎)

−1𝑍𝐻𝐵𝑎, (51)

in which we assume the causal (lower) and anti-causal (upper) parts given by their
semi-separable realizations. Finding Θ and 𝐺𝑜 parallels the strategy we followed
for the Moore-Penrose case (Section 2), but now using J-inner functions. However,
there is a major difference. In the Moore-Penrose case, we were able to devise
a solution procedure that recurses in one direction (which we chose forwards),
with an inner function acting on the right to convert the mixed system to anti-
causal (upper), followed by an inner-outer factorization on the left of the anti-
causal system, progressing downwards in the matrix. This resulted in an 𝑈𝑅𝑉 -
type factorization, with inner factors at both sides. However, in the present case,
the J-inner factorization must produce a right J-inner factor, meaning that both J-
inner factors must act at the same side (in this case left). This should produce first
a 𝐺 = Θ−𝐺1 in which Θ− is both J-inner and anti-causal (a type of object we have
not encountered so far) and next, a J-inner-outer decomposition on 𝐺1 = Θ+𝐺𝑜

should yield another, this time causal J-inner factor Θ+ as in the constrained
interpolation case treated before. The final result is then 𝐺 = Θ𝐺𝑜 with global
Θ = Θ−Θ+. If both Θ−and Θ+ are J-inner, then the total product Θ = Θ−Θ+ will
be J-inner as well – a property that follows directly from the scattering properties
of a J-inner function.



Riccati or Square Root Equation? The Semi-separable Case 107

The first factorization 𝐺 = Θ−𝐺1 requires an anti-causal, J-inner Θ− that
provides for the anti-causal part in 𝐺. To achieve this, it must borrow the observ-
ability pair {𝐴𝑎, 𝐶𝑎} of 𝐺. We need:

Lemma 1 ([21]). There exists an anti-causal, u.e.s. J-inner operator Θ− with ob-
servability data {𝐴𝑎, 𝐶𝑎} iff the Lyapunov-Stein equation

𝑄⟨−1⟩ = 𝐴𝐻
𝑎 𝑄𝐴𝑎 + 𝐶𝐻

𝑎 𝐽𝐶𝑎 (52)

has a strictly negative definite solution 𝑄 = −𝑅𝐻𝑅. In that case, a realization

for Θ− is obtained by J-unitary completion of the basis
[

𝑅𝐴𝑎𝑅
−⟨−1⟩

𝐶𝑎𝑅
−⟨−1⟩

]
, which is

𝐽1-unitary for 𝐽1 =

[ −𝐼
𝐽

]
.

This is a forward recursion, based on the observability space of the anti-
causal part of 𝐺 (as before with the Moore-Penrose inversion), which has to be
𝐽1-positive, to be executed by a QR factorization producing the square root 𝑅,
just as before, but now with a J-unitary factor as explained in the previous section.
The Θ-upper factorization (like QR but now with a J-unitary factor as in the case
of the constrained interpolation problem) proceeds as follows. Let us define (as also

before in the Moore-Penrose case) the transformed quantities 𝐴𝑎 := 𝑅𝐴𝑎𝑅
−⟨−1⟩

and 𝐶𝑎 = 𝐶𝑎𝑅
−⟨−1⟩ (also the observability data for Θ−), then the factorization

gives[
𝑅𝑘𝐴𝑎,𝑘 𝑅𝑘𝐵𝑎,𝑘

𝐶𝑎,𝑘 𝐷

]
=

[
𝐴Θ,𝑘 𝐵Θ,𝑘
𝐶Θ,𝑘 𝐷Θ,𝑘

] [
𝑅𝑘+1 𝐴𝐻

𝑎,𝑘 − 𝐶𝑎,𝑘𝐽𝐷

0 −𝐽𝐵𝐻
Θ,𝑘𝐵̂𝑘 + 𝐽𝐷Θ,𝑘𝐽𝐷

]
,

(53)
assuming of course that the existence condition is indeed satisfied, for which the
algorithm provides discretion. The expression for the right most factor is found by
inverting the Θ-factor and multiplying out, indeed[

𝐴Θ,𝑘 𝐵Θ,𝑘
𝐶Θ,𝑘 𝐷Θ,𝑘

]−1
=

[
𝐴𝐻
Θ,𝑘 −𝐶𝐻

Θ,𝑘

−𝐵𝐻
Θ,𝑘 𝐷𝐻

Θ,𝑘

]
because of the 𝐽1-unitarity. One also computes the realization for 𝐺1 = Θ−1

− 𝐺
directly and one obtains as realization

𝐺1 ≈
⎡⎣ 𝐴11 𝐴12 𝐵1

𝐴21 𝐴22 𝐵2
𝐶1 𝐶2 𝐷𝑛

⎤⎦ :=
⎡⎣ 𝐴𝐻

𝑎 𝐶𝐻
𝑎 𝐽𝐶𝑐 −𝐴𝐻

𝑎 𝐵𝑎 + 𝐶𝐻
𝑎 𝐽𝐷

0 𝐴𝑐 𝐵𝑐

𝐽𝐵𝐻
Θ 𝐽𝐷𝐻

Θ 𝐽𝐶𝑐 −𝐽𝐵𝐻
Θ 𝐵̂𝑎 + 𝐽𝐷𝐻

Θ 𝐽𝐷

⎤⎦
(54)

where 𝐺1 is now causal and its dimensionality has picked up that of the anticausal
part of 𝐺. Reverting to the Θ-upper factorization, we see that it contains all the
necessary new data:[

𝑅𝑘𝐴𝑎,𝑘 𝑅𝑘𝐵𝑎,𝑘

𝐶𝑎,𝑘 𝐷

]
=

[
𝐴𝑎,𝑘 𝐵Θ,𝑘
𝐶𝑎,𝑘 𝐷Θ,𝑘

] [
𝑅𝑘+1 −𝐵1,𝑘
0 𝐷𝑛,𝑘

]
. (55)
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The next step is the J-inner-outer decomposition of 𝐺1 with a left J-inner
factor. It turns out to produce a backward recursion. It is now based, not on
observability or reachability spaces of 𝐺1 but on its zero space as a restricted
causal operator (this is actually the reachability space of the anticausal part of
the inverse operator). This is the crucial step that results in a Riccati equation in
the classical theory, but from the previous case we can already guess that, again,
a square root algorithm will suffice, as is true for any “inner-outer” type equation
– the fact that we need a J-inner factor only puts an extra positivity condition on
the data, making the case equivalent to a constrained interpolation problem of the
type treated in the previous section.

We need 𝐺1 = Θ+𝐺𝑜 in which Θ+ has to be causal J-inner (as in the sec-
tion on constrained interpolation), and 𝐺𝑜 outer. The square-root algorithm that
produces the factorization is a Θ − 𝐿-factorization, which is easily derived from
the state space data for 𝐺1, by working out 𝐺𝑜 = Θ−1

+ 𝐺1 and the fact that

Θ−1
+ = 𝐽Θ𝐻

+𝐽 from the J-unitarity of Θ+ and it produces, just as in the Moore-
Penrose section, mutatis mutandis:[

𝑌𝑘𝐴𝑘 𝑌𝑘𝐵𝑘

𝐶𝑘 𝐷𝑛,𝑘

]
=

[
𝐴Θ+,𝑘 𝐵Θ+,𝑘

𝐶Θ+,𝑘 𝐷Θ+,𝑘

] [
𝑌𝑘−1 0
𝐶𝑜,𝑘 𝐷𝑜,𝑘

]
. (56)

The square root recursion involves the intermediate recursive quantity 𝑌𝑘. The
problem of obtaining the J-inner Θ+ and outer 𝐺𝑜 will have a solution iff all the

subsequent

[
𝐴Θ+,𝑘

𝐶Θ+,𝑘

]
that result from the algorithm (which is executed from

right to left at each step) turn out to be 𝐽1-positive, with 𝐽1 =

[
𝐼

𝐽

]
. This is

equivalent to the condition that the backward recursive algebraic Riccati equation

𝑀𝑘−1 = 𝐴𝐻
𝑘 𝑀𝑘𝐴𝑘 + 𝐶𝐻

𝑘 𝐽𝐶𝑘

− (𝐴𝐻
𝑘 𝑀𝑘𝐵𝑘 + 𝐶𝐻

𝑘 𝐽𝐷𝑛,𝑘)(𝐵
𝐻
𝑘 𝑀𝑘𝐵𝑘 + 𝐷𝐻

𝑛,𝑘𝐽𝐷𝑛,𝑘)
−1

× (𝐵𝐻
𝑘 𝑀𝑘𝐴𝑘 + 𝐷𝐻

𝑛,𝑘𝐽𝐶𝑘)

(57)

has a positive definite solution 𝑀𝑘 for all 𝑘. We then have 𝑀𝑘 = 𝑌 𝐻
𝑘 𝑌𝑘 and 𝑌𝑘

solves the square root equation with a J-inner Θ. Evidently, the condition on the
square root equation is much easier to verify algorithmically than the positivity
condition on all 𝑀𝑘, although at first glance it may seem more complicated (al-
though it is not!) Again, we find that the square root algorithm does a much better
job with much improved numerical conditioning.

In the beginning of this section we assumed the plant, disturbance and mea-
surement data to be such that 𝑃22 is invertible. There is a dual approach possible,
also proposed by Kimura, whereby it is assumed that 𝑃11 is invertible instead. In
that case, another chain operator exists, namely the one that connects test and
measurement data {𝑧, 𝑤} to the plant input and output data {𝑢, 𝑦}. That chain
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operator than has the expression

𝐺𝑑 =

[
𝑃−1
11 −𝑃−1

11 𝑃12
𝑃21𝑃

−1
11 𝑃22 − 𝑃21𝑃

−1
11 𝑃12

]
. (58)

The procedure then follows the same steps as before in a dual way, now an outer-
J-inner factorization is sought of the type 𝐺𝑑 = 𝐺𝑜Θ+Θ− resulting again in two
square-root equations of the same type as before, but now with all orders reversed.

6. Appendix: QR/QL/LQ/RQ factorization

Let 𝑢 =

[
𝑢1
𝑢2

]
be a unit norm vector with first component 𝑢1, the remaining of

the vector being denoted as 𝑢2 (in the real case one usually chooses 𝑢1 positive).
Then

𝜌𝑢 :=

[
𝑢∗
1 𝑢𝐻2

−𝑢2
𝑢∗1
∣𝑢1∣ 𝐼 − 1

1+∣𝑢1∣𝑢2𝑢
𝐻
2

]
(59)

is a unitary (rotation) matrix that rotates 𝑢 to the first natural basis vector:

𝜌𝑢𝑢 =

[
1
0

]
(if 𝑢1 = 0 one puts 𝑢∗

1/∣𝑢1∣ = 1. Numerical analysts traditionally

use so-called Householder reflections to achieve the same feat. However, this is not
advisable as the Householder transformation unpleasantly changes the sign of the
determinant in the real case. The transformation given here is just as computation-
ally efficient as the Householder transformation and has no negative side effect).

Suppose that now, somewhere in an algorithm, a non-zero (sub-)vector 𝑎 =

[
𝑎1
𝑎2

]
with first component 𝑎1 has to be rotated with a unitary transformation so that
only its first position is non-zero and equal to ∣𝑎∣. Then one can just apply 𝜌𝑎/∣𝑎∣
to annihilate all but the top position. This procedure can be applied in subse-
quent steps, starting in the upper left corner and moving from column to column,
gradually decreasing the size of the vectors to avoid creating fill ins. Let, e.g.,
𝐴 =
[

𝑎1 𝑎2 ⋅ ⋅ ⋅ 𝑎𝑛
]
be a matrix consisting of the columns 𝑎𝑖 : 𝑖 = 1, . . . , 𝑛.

Then either 𝑎1 = 0 and the algorithm skips the first column to move to the next,

or it is non-zero, and 𝜌𝑎1/∣𝑎1∣ is applied, transforming 𝑎1 to

[ ∣𝑎1∣
0

]
and, of course,

transforming the other columns to 𝜌𝑎1/∣𝑎1∣𝑎𝑘, 𝑘 = 2, . . . , 𝑛 as well. Then the algo-
rithm moves to the second column. If the first was zero, it will apply the original
procedure again, but now on the second column, which may also turn out be zero,
in which case the algorithm moves directly to the third column. Otherwise, the
algorithm deflates with one unit, leaves the first row henceforth unchanged, and
starts applying the procedure on the submatrix of column vectors with positions
starting at 2. Transformations applied to these vectors will leave the crossed out
rows unchanged. The result of these transformations is a so-called echelon matrix,
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which looks as follows: ⎡⎢⎢⎣
0 𝑋 ∗ ∗ ∗ ⋅ ⋅ ⋅ ∗
0 0 0 𝑋 ∗ ⋅ ⋅ ⋅ ∗
0 0 0 0 𝑋 ⋅ ⋅ ⋅ ∗
0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎦ . (60)

Here the ‘𝑋 ’ indicates entries that are strictly positive. Writing 𝜌𝑖,𝑗 for a rotation
matrix affecting the entries 𝑖, . . . , 𝑗, we see that in this case the total rotation
matrix will be a composition of the type 𝜌 = 𝜌3,𝑚𝜌2,𝑚𝜌1,𝑚. Taking 𝑄 = 𝜌𝐻 and
writing 𝑅 for the echelon matrix, we get 𝐴 = 𝑄𝑅. The non-zero rows of 𝑅 form a
basis for the rows of 𝐴, of a special form. Splitting 𝑄 =

[
𝑄1 𝑄2

]
accordingly,

we see that the columns of 𝑄2 forms a basis for the co-kernel of 𝐴, while the
columns of 𝑄1 form a basis for the range.

Instead of starting the algorithm in the top left corner and working in the
South-East direction, one could just as well start in the bottom right corner and
work in the North-West direction. This would then produce a QL-factorization,
where the L-factor again contains a basis for the rows of 𝐴, but now favoring the
last entries.

A different result is obtained when one compresses rows rather than columns.
This would produce an LQ-factorization (when one starts with the first row and
compresses to the left) or an RQ-factorization (starting on the last row and con-
centrating to the right). Rotations are now applied to the right side of the matrix,
compressing entries in the South-West corner as in:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
𝑋 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
∗ 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
∗ 𝑋 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
...

...
...

...
...

∗ ∗ ⋅ ⋅ ⋅ 𝑋 0 ⋅ ⋅ ⋅ 0
∗ ∗ ⋅ ⋅ ⋅ ∗ 0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(61)

and in the RQ case the echelon form would look like⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 ⋅ ⋅ ⋅ 0 ∗ ∗ ∗
0 ⋅ ⋅ ⋅ 0 𝑋 ∗ ∗
0 ⋅ ⋅ ⋅ 0 0 𝑋 ∗
0 ⋅ ⋅ ⋅ 0 0 0 ∗
...

...
...

...
...

0 ⋅ ⋅ ⋅ 0 0 0 𝑋
0 ⋅ ⋅ ⋅ 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (62)

With 𝐴 = 𝑅𝑄, the columns of 𝑅 now form a basis for the columns of 𝐴. Splitting

𝑄 =

[
𝑄1
𝑄2

]
, we see that the columns of 𝑄𝐻

1 form a basis for the kernel of 𝐴 in

this last case.
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The numerical accuracy of these procedures is “good”, in the sense that they
are backward stable (meaning that the accumulation of numerical errors can be
mapped back to an error matrix on the original data that is in magnitude of the
same order). When the original matrix has small singular values (its conditioning
is poor), then the procedures may lead to erratic results in the determination of
the rank of the matrix given a certain tolerance. In that case a singular value
decomposition (SVD) is advisable, in which a decision can be made about which
singular values to neglect. The QR or other form can then be recovered if necessary.
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Abstract. In this note we use Gelfand theory to show that the validity of a
spectral mapping theorem for a given representation Φ : ℳ → 𝐿(𝑋) of a
Banach function algebra ℳ on a bounded open set in ℂ𝑛 implies the validity
of one-sided spectral mapping theorems for all subspectra. In particular, a
spectral mapping theorem for the Taylor spectrum yields at least a one-sided
spectral mapping theorem for the essential Taylor spectrum. In our main
exampleℳ is the multiplier algebra of a Banach space𝑋 of analytic functions
and Φ is the canonical representation of ℳ on 𝑋. In this case, we show that
interpolating sequences for ℳ, or suitably defined Berezin transforms, can
sometimes be used to obtain the missing inclusion for the essential Taylor
spectrum or its parts.
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1. Introduction

Originally, operator theory arose from the study of integral and differential equa-
tions. As a consequence, and due in part to the relation with matrix theory, the
basic question was that of invertibility and hence determining the spectrum of
an operator. Subsequently, one considered how to construct operators out of other
operators and, in particular, obtaining operators as functions of simpler operators.

The first step in this direction came from algebra and represented one op-
erator as a polynomial in another one. Given the focus on the spectrum and the

Research on this paper was begun during a visit of the first-named author at the University of
the Saarland.
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algebraic context, one easily proved that 𝜎(𝑝(𝑇 )) = 𝑝(𝜎(𝑇 )). Next, F. Riesz de-
fined a functional calculus for an operator 𝑇 for analytic functions f with a domain
sufficiently large containing 𝜎(𝑇 ) and obtained the same result. Other more refined
functional calculi were introduced such as that of Sz.-Nagy and Foiaş [16] for a
bounded function 𝜙 of a contraction operator T, in which only an inclusion in one
direction holds and the meaning of 𝜙(𝜎(𝑇 )) requires interpretation [10]. This note
continues this topic for 𝑛-tuples of operators in which the Taylor spectrum is used.

The basic operators considered are multiplication operators on Banach or
Hilbert spaces of holomorphic functions defined on bounded domains in ℂ𝑛. Ex-
amples are the Hardy and Bergman spaces on the unit ball or polydisk or the
Drury-Arveson space. The basic data are the functions defined on the domain
and the corresponding Koszul complex defined by them. Following the develop-
ment of Taylor [17], one relates the operator-valued Koszul complex to that of the
function-valued one. Gelfand theory is used to show that the validity of a spectral
mapping formula for a representation Φ : ℳ → 𝐿(𝑋) of a Banach algebra ℳ
that consists of complex-valued functions on a bounded open set Ω in ℂ𝑛 and con-
tains the polynomials implies the validity of one-sided spectral mapping theorems
for all subspectra. Thus, in particular, a spectral mapping formula for the Taylor
spectrum or its parts implies at least a one-sided spectral mapping formula for
the corresponding parts of the essential Taylor spectrum. In the case where ℳ
is the multiplier algebra of a Banach space 𝑋 of analytic functions and Φ is the
representation associating with each multiplier the induced multiplication opera-
tor on 𝑋 , we show how the existence of sufficiently many interpolating sequences
for ℳ, or a suitably defined Berezin transform, can be used to obtain the missing
inclusion for the essential Taylor spectrum. In the final part of the paper we give
applications to concrete functional Banach and Hilbert spaces and their multiplier
algebras.

For the definitions, and the necessary background on the Taylor spectrum, the
essential Taylor spectrum and its parts, we refer the reader to the monograph [9].

2. Gelfand theory

Let ℳ be a unital Banach algebra of complex-valued functions on a bounded open
subset Ω of ℂ𝑛 such that the coordinate functions 𝑧𝑖 (1 ≤ 𝑖 ≤ 𝑛) belong to ℳ
and let 𝑋 be a complex Banach space. Consider a unital algebra homomorphism

Φ : ℳ → 𝐿(𝑋). Then 𝐵 = Φ(ℳ) ⊂ 𝐿(𝑋) is a unital commutative Banach
subalgebra. Denote by 𝑐(𝐵) the set of all tuples 𝑎 = (𝑎1, . . . , 𝑎𝑟) ∈ 𝐵𝑟 of arbitrary
finite length 𝑟, and write 𝑐(ℳ) for the set of all finite tuples in ℳ. By a spectral
system on 𝐵 we mean a rule which assigns to each element 𝑎 = (𝑎1, . . . , 𝑎𝑟) ∈ 𝑐(𝐵)
a closed subset 𝜎(𝑎) ⊂ ℂ𝑟 in such a way that for all 𝑎, 𝑏 ∈ 𝑐(𝐵)

1. 𝑝 𝜎(𝑎, 𝑏) = 𝜎(𝑎), 𝑞 𝜎(𝑎, 𝑏) = 𝜎(𝑏),
2. 𝜎(𝑎) ⊂ 𝜎𝐵(𝑎).
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Here, for given 𝑎 = (𝑎1, . . . , 𝑎𝑟), 𝑏 = (𝑏1, . . . , 𝑏𝑠) ∈ 𝑐(𝐵), we denote by 𝑝 : ℂ𝑟+𝑠 →
ℂ𝑟 and 𝑞 : ℂ𝑟+𝑠 → ℂ𝑠 the projections of ℂ𝑟+𝑠 onto its first 𝑟 and last 𝑠 coordinates,
respectively, and

𝜎𝐵(𝑎) =

{
𝑧 ∈ ℂ𝑟; 1 /∈

𝑟∑
𝑖=1

(𝑧𝑖 − 𝑎𝑖)𝐵

}
is the usual joint spectrum of 𝑎 in the commutative Banach algebra 𝐵.

Standard results going back to J.L. Taylor (see, e.g., Proposition 2.6.1 in [9]),
show that for any spectral system 𝜎 on 𝐵, the set

Δ𝜎 = {𝜆 ∈ Δℳ; 𝑓(𝜆) ∈ 𝜎(Φ(𝑓)) for all 𝑓 ∈ 𝑐(ℳ)}
is the unique closed subset of the maximal ideal space Δℳ ofℳ with the property

that 𝑓(Δ𝜎) = 𝜎(Φ(𝑓)) for all 𝑓 ∈ 𝑐(ℳ). Here Φ(𝑓) = (Φ(𝑓1), . . . ,Φ(𝑓𝑟)) and

𝑓 = (𝑓1, . . . , 𝑓𝑟) : Δℳ → ℂ𝑟 is the tuple consisting of the Gelfand transforms 𝑓𝑖 of
𝑓𝑖. In the following we shall denote by 𝒰(𝜁) the system of all open neighbourhoods
of a given point 𝜁 in ℂ𝑛, and we write 𝜋 = (𝑧1, . . . , 𝑧𝑛) ∈ 𝑐(ℳ) for the tuple
consisting of the coordinate functions.

Theorem 1. Let 𝜎 be a spectral system on 𝐵 and let Δ = Δ𝜎 ⊂ Δℳ be the closed
subset of the maximal ideal space ofℳ associated with 𝜎. Define 𝑎 = (𝑎1, . . . , 𝑎𝑛) =
(Φ(𝑧1), . . . ,Φ(𝑧𝑛)). If Φ satisfies

(1) 𝜎(Φ(𝑓)) =
∩(

𝑓(𝑈 ∩Ω); 𝑈 ⊃ 𝜎(𝑎) open
)

(𝑓 ∈ 𝑐(ℳ)),

then Φ satisfies

(2) 𝑓(𝜆) ∈
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ∈ 𝒰(𝜋(𝜆))
)

(𝜆 ∈ Δ, 𝑓 ∈ 𝑐(ℳ)).

Conversely, if Φ satisfies (2), then at least the inclusions

(3) 𝜎(Φ(𝑓)) ⊂
∩(

𝑓(𝑈 ∩Ω); 𝑈 ⊃ 𝜎(𝑎) open
)

(𝑓 ∈ 𝑐(ℳ))

hold.

Proof. Suppose that condition (1) holds. Note that the set Δ0, consisting of all
𝜆 ∈ Δ which satisfy condition (2) for every tuple 𝑓 ∈ 𝑐(ℳ), is a closed subset of Δ.
Indeed, if (𝜆𝑖)𝑖∈𝐼 is a net in Δ0 which converges to a functional 𝜆 ∈ Δ and 𝑈 is an
open neighbourhood of 𝜋(𝜆), then there is an index 𝑖0 ∈ 𝐼 such that 𝑈 ∈ 𝒰(𝜋(𝜆𝑖))
for all 𝑖 ≥ 𝑖0. But then it follows that

𝑓(𝜆) = lim
𝑖

𝑓(𝜆𝑖) ∈ 𝑓(𝑈 ∩ Ω)

for all 𝑓 ∈ 𝑐(ℳ).
To prove (2) it suffices to check that

𝜎(Φ(𝑓)) ⊂ 𝑓(Δ0)

for every tuple 𝑓 ∈ 𝑐(ℳ). To this end, let us fix a tuple 𝑓 ∈ 𝑐(ℳ) and a point
𝑤 ∈ 𝜎(Φ(𝑓)). Condition (1) implies that there is a sequence of points 𝑧𝑘 ∈ Ω with
dist(𝑧𝑘, 𝜎(𝑎)) < 1

𝑘 and ∥𝑤− 𝑓(𝑧𝑘)∥ < 1
𝑘 for all 𝑘 ≥ 1. By passing to a subsequence
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we may suppose that the limit 𝑧 = lim𝑘→∞ 𝑧𝑘 ∈ 𝜎(𝑎) exists. Since the maximal
ideal space Δℳ of ℳ is compact, we can choose a subnet (𝑧𝑘𝑖)𝑖∈𝐼 of the sequence
(𝑧𝑘)𝑘≥1 such that lim𝑖 𝑧𝑘𝑖 = 𝜒 in Δℳ for a suitable character 𝜒 on ℳ. Because

𝑤 = lim
𝑖

𝑓(𝑧𝑘𝑖) = 𝜒(𝑓)

it suffices to show that 𝜒 ∈ Δ0. Note that

𝜋(𝜒) = lim
𝑖

𝑧𝑘𝑖 = 𝑧 ∈ 𝜎(𝑎).

Hence for 𝑔 ∈ 𝑐(ℳ) and every open neighbourhood 𝑈 of 𝜋(𝜒), we have that

𝑔(𝜒) = lim
𝑖

𝑔(𝑧𝑘𝑖) ∈ 𝑔(𝑈 ∩ Ω).

Using condition (1) we find in particular that 𝑔(𝜒) ∈ 𝜎(Φ(𝑔)) for all 𝑔 ∈ 𝑐(ℳ).
Therefore 𝜒 ∈ Δ0 and the proof of the implication (1) ⇒ (2) is complete.

Suppose that condition (2) holds and fix a tuple 𝑓 ∈ 𝑐(ℳ). Since 𝜎(Φ(𝑓)) =

𝑓(Δ), we find that

𝜎(Φ(𝑓)) ⊂
∪
𝜆∈Δ

∩(
𝑓(𝑈 ∩ Ω); 𝑈 ∈ 𝒰(𝜋(𝜆))

)
⊂
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ 𝜎(𝑎) open
)
.

Hence condition (3) holds. □

Remark 2. (a) For 𝑧 ∈ Ω, let 𝛿𝑧 : Ω → ℂ, 𝑓 �→ 𝑓(𝑧), be the point evaluation at 𝑧.
We shall say that ℳ satisfies the corona property if {𝛿𝑧; 𝑧 ∈ Ω} ⊂ Δℳ is dense,
or equivalently, if

𝑟∑
𝑖=1

𝑓𝑖ℳ = ℳ

for every tuple 𝑓 = (𝑓1, . . . , 𝑓𝑟) ∈ 𝑐(ℳ) with 0 /∈ 𝑓(Ω). It is well known that in
the setting of Theorem 1 the validity of the corona property for ℳ implies the
spectral inclusion

𝜎(Φ(𝑓)) ⊂
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ 𝜎(𝑎) open
)

for every spectral system 𝜎 on 𝐵 = Φ(ℳ) and every tuple 𝑓 ∈ 𝑐(ℳ) (Theorem
2.6 in [15]). To recall the elementary argument, fix a point 𝑤 ∈ 𝜎(Φ(𝑓)) and a

character 𝜆 ∈ Δ𝜎 with 𝑤 = 𝑓(𝜆). The corona property allows us to choose a net
(𝑧𝑖) in Ω such that 𝜆 = lim𝑖 𝛿𝑧𝑖 . Then lim𝑖 𝑧𝑖 = 𝜋(𝜆) ∈ 𝜎(𝑎) and, for every open
set 𝑈 ⊃ 𝜎(𝑎), we find that

𝑤 = lim
𝑖

𝑓(𝑧𝑖) ∈ 𝑓(𝑈 ∩Ω).

(b) On the other hand, even ifℳ satisfies the corona property, the reverse inclusion
need not be true. Examples in [10] show that there are completely non-unitary
contractions 𝑇 on a Hilbert space 𝐻 and functions 𝑓 ∈ 𝐻∞(𝔻) such that

𝜎(Φ(𝑓)) = {0} ⊂ 𝔻 =
∩(

𝑓(𝑈 ∩ 𝔻); 𝑈 ⊃ 𝜎(𝑇 ) open
)
,
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where 𝜎(𝑇 ) is the usual spectrum of 𝑇 and Φ : 𝐻∞(𝔻) → 𝐿(𝐻) denotes the
𝐻∞-functional calculus of 𝑇 .

Since condition (2) in Theorem 1 is preserved when passing from a given
spectral system 𝜎 to a smaller one, the validity of a spectral mapping theorem for
𝜎 yields at least a one-sided spectral mapping theorem for all subspectra.

Corollary 3. Let 𝜎 and 𝜎0 be spectral systems on 𝐵 = Φ(ℳ) such that the inclusion
𝜎0(𝑏) ⊂ 𝜎(𝑏) holds for every tuple 𝑏 ∈ 𝑐(𝐵). Suppose that 𝑎 = (Φ(𝑧1), . . . ,Φ(𝑧𝑛))
satisfies the spectral mapping formula

𝜎(Φ(𝑓)) =
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ 𝜎(𝑎) open
)

(𝑓 ∈ 𝑐(ℳ)).

Then 𝜎0 has the property that

𝜎0(Φ(𝑓)) ⊂
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ 𝜎0(𝑎) open
)

(𝑓 ∈ 𝑐(ℳ)).

Proof. Denote by Δ = Δ𝜎 and Δ0 = Δ𝜎0 the subsets of Δℳ carrying 𝜎 and 𝜎0.
Then Δ0 ⊂ Δ and hence condition (2) in Theorem 1 is preserved when passing
from Δ to Δ0. But then Theorem 1 shows that 𝜎0 satisfies at least the spectral
inclusion formula (3). □

In the next section, we shall apply the above results to the case whereℳ is the
multiplier algebra of a given Banach space of functions and Φ is the representation
associating with each multiplier the induced multiplication operator.

3. Interpolating sequences and Berezin transforms

A functional Banach (Hilbert) space on an arbitrary set Ω is a Banach (Hilbert)
space 𝑋 of complex-valued functions on Ω such that all point evaluations
𝛿𝑧 : 𝑋 → ℂ, 𝑓 �→ 𝑓(𝑧) (𝑧 ∈ Ω), are continuous. Suppose that 𝑋 is a func-
tional Banach space on Ω with 1 ∈ 𝑋 . Let ℳ(𝑋) = {ℎ : Ω → ℂ; ℎ𝑋 ⊂ 𝑋}
be the multiplier space of 𝑋 . By the closed graph theorem, for every ℎ ∈ ℳ(𝑋),
the induced multiplication operator 𝑀ℎ : 𝑋 → 𝑋, 𝑓 �→ ℎ𝑓 , is continuous. An
elementary and well-known argument shows that the estimates

∥ℎ∥∞,Ω ≤ 𝑟(𝑀ℎ) ≤ ∥𝑀ℎ∥
hold for every multiplier ℎ ∈ ℳ(𝑋). Here 𝑟(𝑀ℎ) denotes the spectral radius of
𝑀ℎ. Indeed, 𝑀 ′

ℎ(𝛿𝑧) = ℎ(𝑧)𝛿𝑧 for all 𝑧 ∈ Ω. Hence ∣ℎ(𝑧)∣ ≤ ∥𝑀ℎ∥ for all 𝑧 ∈ Ω and

∥ℎ∥∞,Ω ≤ inf
𝑛≥1

∥𝑀ℎ𝑛∥ 1
𝑛 = 𝑟(𝑀ℎ).

The induced algebra homomorphism Φ : ℳ(𝑋) → 𝐿(𝑋), ℎ �→ 𝑀ℎ, is injective with
WOT-closed range. It is not hard to see that the range of Φ is even a reflexive
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subalgebra of 𝐿(𝑋). Indeed, if 𝐶 ∈ 𝐿(𝑋) leaves invariant every closed subspace of
𝑋 which is invariant under ranΦ, then

0 = 𝛿𝑧(𝐶(𝑓 − 𝑓(𝑧))) = (𝐶𝑓 − 𝑓(𝑧)𝐶1)(𝑧)

for 𝑓 ∈ 𝑋 and 𝑧 ∈ Ω. Hence 𝐶𝑓 = (𝐶1)𝑓 for all 𝑓 ∈ 𝑋 .

In particular, ℳ(𝑋) becomes a unital commutative Banach algebra with
respect to the multiplier norm ∥ℎ∥ℳ = ∥𝑀ℎ∥. Let Ω be a bounded open subset of
ℂ𝑛. We shall say that 𝑋 satisfies the ℓ∞-interpolation property if each sequence
(𝑧𝑘) in Ω converging to a boundary point 𝑧 ∈ Ω contains a subsequence (𝑤𝑘) with
the property that

{(ℎ(𝑤𝑘)); ℎ ∈ ℳ(𝑋)} = ℓ∞.

For a tuple 𝑓 = (𝑓1, . . . , 𝑓𝑚) ∈ ℳ(𝑋)𝑚 of multipliers on 𝑋 , we denote
by 𝑀𝑓 = (𝑀𝑓1 , . . . ,𝑀𝑓𝑚) ∈ 𝐿(𝑋)𝑚 the induced tuple of multiplication opera-
tors on 𝑋 .

Theorem 4. Let 𝑋 be a functional Banach space on a bounded open set Ω ⊂ ℂ𝑛

with 1 ∈ 𝑋 such that 𝑋 satisfies the ℓ∞-interpolation property. Then for 𝑚 ≥ 1
and 𝑓 ∈ ℳ(𝑋)𝑚, the spectral inclusion∩

(𝑓(𝑈 ∩ Ω); 𝑈 ⊃ ∂Ω open) ⊂ 𝜎𝑟𝑒(𝑀𝑓 )

holds.

Proof. An elementary argument shows that the set on the left-hand side consists
precisely of all points 𝑤 ∈ ℂ𝑚 for which there is a sequence (𝑧𝑘)𝑘≥1 in Ω converging
to a boundary point 𝜆 ∈ ∂Ω such that 𝑤 = lim𝑘→∞ 𝑓(𝑧𝑘). Fix such a point 𝑤.
Clearly we may suppose that 𝑤 = 0. By passing to a subsequence, we can achieve
that

𝑟 : ℳ(𝑋) −→ ℓ∞, 𝑔 �−→ (𝑔(𝑧𝑘))𝑘≥1
is a surjective continuous linear operator between Banach spaces. Note that the
continuity of 𝑟 follows from the closed graph theorem. By the open mapping prin-
ciple there is a zero sequence (𝑓𝑁 )𝑁≥1 in ℳ(𝑋)𝑚 such that

𝑓𝑁 (𝑧𝑘) =

{
0 ; 𝑘 < 𝑁

𝑓(𝑧𝑘) ; 𝑘 ≥ 𝑁

for every 𝑁 ≥ 1. Then the sequence (𝑔𝑁 )𝑁≥1 = (𝑓 − 𝑓𝑁 )𝑁≥1 converges to 𝑓
in ℳ(𝑋)𝑚. Denote by 𝛿𝑘 : 𝑋 → ℂ, ℎ �→ ℎ(𝑧𝑘), the evaluation maps at the
points 𝑧𝑘. Since ℳ(𝑋) ⊂ 𝑋 and (𝑧𝑘)𝑘≥1 is interpolating for ℳ(𝑋), the family
(𝛿𝑘)𝑘≥1 is linearly independent. But then the observation that for each 𝑁 ≥ 1 the
composition

𝑋𝑚 𝑀𝑔𝑁−→ 𝑋
𝛿𝑘−→ ℂ

is zero for 𝑘 ≥ 𝑁 , implies that the quotients 𝑋/𝑀𝑔𝑁 𝑋𝑚 are infinite dimensional
for every 𝑁 ≥ 1. Hence 0 ∈ 𝜎𝑟𝑒(𝑀𝑔𝑁 ) for every 𝑁 ≥ 1 and hence 0 ∈ 𝜎𝑟𝑒(𝑀𝑓 ). □
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In Section 4 we shall give a few applications of Theorem 4. But before this,
we indicate an alternative method which works in the case of functional Hilbert
spaces and uses generalized Berezin transforms instead of interpolating sequences.

Let 𝐻 be a functional Hilbert space on an arbitrary set Ω. Then for each
point 𝑤 ∈ Ω, there is a unique function 𝐾𝑤 ∈ 𝐻 such that

⟨𝑓,𝐾𝑤⟩ = 𝑓(𝑤) (𝑓 ∈ 𝐻).

The resulting map 𝐾 : Ω × Ω → ℂ,𝐾(𝑧, 𝑤) = 𝐾𝑤(𝑧), is called the reproduc-
ing kernel of 𝐻 . In the following we denote by 𝑘𝑤 = 𝐾𝑤/∥𝐾𝑤∥ the normalized
reproducing kernel vectors.

The next lemma will show that, in the case of functional Hilbert spaces, the
Berezin method is more general than the method using interpolating sequences.

Lemma 5. Let 𝐻 be a functional Hilbert space on a bounded open set Ω ⊂ ℂ𝑛

with reproducing kernel 𝐾 : Ω × Ω → ℂ. Suppose that 1 ∈ 𝐻 and that 𝐻 has the
ℓ∞-interpolation property. Then weak-lim𝑧→∂Ω 𝑘𝑧 = 0 and lim𝑧→∂Ω ∥𝐾𝑧∥ = ∞.
Proof. Because of 1/∥𝐾𝑧∥ = ⟨1, 𝑘𝑧⟩ it suffices to prove the first assertion. Arguing
by contradiction, let us assume that there are a weak zero neighbourhood 𝑈 ⊂ 𝐻

and a sequence (𝑧𝑗) in Ω with dist(𝑧𝑗 , ∂Ω)
𝑗→ 0, but 𝑘𝑧𝑗 /∈ 𝑈 for all 𝑗. By passing

to a subsequence we can achieve that in addition (𝑧𝑗) is interpolating for ℳ(𝐻).
By a result going back to Marshall and Sundberg (see, e.g., Theorem 9.19 in [1]),
it follows that

{(⟨𝑓, 𝑘𝑧𝑗 ⟩)𝑗≥0; 𝑓 ∈ 𝐻} = ℓ2.

Hence (𝑘𝑧𝑗 ) is a weak zero sequence. This contradiction completes the proof. □

We define the generalized Berezin transform in a slightly more general setting
(cf. [6]). Let ℰ be an arbitrary (possibly infinite-dimensional) Hilbert space. By an
ℰ-valued functional Hilbert space on a given set Ω we mean a Hilbert space 𝐻(ℰ)
of ℰ-valued functions on Ω such that all point evaluations

𝛿𝑧 : 𝐻(ℰ) → ℰ , 𝑓 �→ 𝑓(𝑧) (𝑧 ∈ Ω)

are continuous. The positive definite map 𝐾 : Ω × Ω → 𝐿(ℰ),𝐾(𝑧, 𝑤) = 𝛿𝑧𝛿
∗
𝑤,

called the reproducing kernel of 𝐻(ℰ), is the unique function such that 𝐾(⋅, 𝑧)𝑥 ∈
𝐻(ℰ) and

⟨𝑓,𝐾(⋅, 𝑧)𝑥⟩ = ⟨𝑓(𝑧), 𝑥⟩
holds for all 𝑓 ∈ 𝐻(ℰ), 𝑧 ∈ Ω and 𝑥 ∈ ℰ . Conversely, for every positive definite
function 𝐾 : Ω × Ω → 𝐿(ℰ), there is a unique ℰ-valued functional Hilbert space
𝐻(ℰ) on Ω with reproducing kernel 𝐾.

In the following let 𝐻(ℰ) be an ℰ-valued functional Hilbert space on a
bounded open set Ω ⊂ ℂ𝑛 such that all point evaluations 𝛿𝑧 : 𝐻(ℰ) → ℰ are
surjective. Let 𝛿∗𝑧 = 𝑉𝑧𝑄𝑧 be the polar decomposition of 𝛿∗𝑧 . Then 𝑄𝑧 ∈ 𝐿(ℰ) is a
positive invertible operator and 𝑉𝑧 ∈ 𝐿(ℰ , 𝐻(ℰ)) is an isometry. For a given opera-
tor 𝑋 ∈ 𝐿(𝐻(ℰ)), we define its (generalized) Berezin transform Γ(𝑋) : Ω → 𝐿(ℰ)
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by
Γ(𝑋)(𝑧) = 𝑉 ∗

𝑧 𝑋𝑉𝑧.

Under suitable conditions the Berezin transform of every compact operator
vanishes on the boundary of Ω. To describe a typical case, let us observe that

∥𝑄−1
𝑧 ∥ = 𝑚(𝑄𝑧)

−1 = 𝑚(𝛿∗𝑧 )
−1 (𝑧 ∈ Ω),

where 𝑚(𝑇 ) = inf∥𝑥∥=1 ∥𝑇𝑥∥ denotes the minimum modulus of a given bounded
operator 𝑇 .

Proposition 6. Let 𝐻(ℰ) be an ℰ-valued functional Hilbert space on a bounded open
set Ω ⊂ ℂ𝑛 such that all point evaluations 𝛿𝑧 : 𝐻(ℰ) → ℰ (𝑧 ∈ Ω) are surjective.
Then we have:

(a) if lim𝑧→∂Ω𝑚(𝛿∗𝑧) = ∞ and if the bounded functions are dense in 𝐻(ℰ), then
SOT-lim𝑧→∂Ω 𝑉 ∗

𝑧 = 0;
(b) WOT-lim𝑧→∂Ω 𝑉𝑧 = 0 if and only if SOT-lim𝑧→∂Ω Γ(𝐶)(𝑧) = 0 for every

compact operator 𝐶 on 𝐻(ℰ);
(c) SOT-lim𝑧→∂Ω 𝑉 ∗

𝑧 = 0 if and only if lim𝑧→∂Ω ∥Γ(𝐶)(𝑧)∥ = 0 for every compact
operator 𝐶 on 𝐻(ℰ).

Proof. Let 𝑧 ∈ Ω, 𝑓 ∈ 𝐻(ℰ) and 𝑥 ∈ ℰ be given. Since

⟨𝑓,𝐾(⋅, 𝑧)𝑥⟩ = ⟨𝑓(𝑧), 𝑥⟩ = ⟨𝑓, 𝛿∗𝑧𝑥⟩,
it follows that 𝑉𝑧𝑥 = 𝛿∗𝑧𝑄

−1
𝑧 𝑥 = 𝐾(⋅, 𝑧)𝑄−1

𝑧 𝑥. Similarly, from

⟨𝑉 ∗
𝑧 𝑓, 𝑥⟩ = ⟨𝑓,𝐾(⋅, 𝑧)𝑄−1

𝑧 𝑥⟩ = ⟨𝑓(𝑧), 𝑄−1
𝑧 𝑥⟩ = ⟨𝑄−1

𝑧 (𝑓(𝑧)), 𝑥⟩
we deduce that 𝑉 ∗

𝑧 𝑓 = 𝑄−1
𝑧 (𝑓(𝑧)). But then

∥𝑉 ∗
𝑧 𝑓∥ ≤ ∥𝑄−1

𝑧 ∥∥𝑓(𝑧)∥ = 𝑚(𝛿∗𝑧 )
−1∥𝑓(𝑧)∥ 𝑧→∂Ω−→ 0

for each bounded function 𝑓 ∈ 𝐻(ℰ). This implies part (a).
For 𝑓, 𝑔 ∈ 𝐻(ℰ), let 𝑔 ⊗ 𝑓 ∈ 𝐿(𝐻(ℰ)) be the rank-one operator acting as

𝑔 ⊗ 𝑓(ℎ) = ⟨ℎ, 𝑓⟩𝑔. Then Γ(𝑔 ⊗ 𝑓)(𝑧) = ⟨⋅, 𝑉 ∗
𝑧 𝑓⟩𝑉 ∗

𝑧 𝑔. To prove part (b), let
us first recall that a compact operator 𝐶 on 𝐻(ℰ) maps each weak zero
sequence to a sequence converging to zero in norm. On the other hand, if
SOT-lim𝑧→∂Ω Γ(𝐶)(𝑧) = 0 for each compact operator 𝐶, then it suffices to choose
a function 𝑔 ∈ 𝐻(ℰ) with ∥𝑉 ∗

𝑧 𝑔∥ = 1 and to observe that

∣⟨𝑉𝑧𝑥, 𝑓⟩∣ = ∥(Γ(𝑔 ⊗ 𝑓)(𝑧))(𝑥)∥ 𝑧→∂Ω−→ 0 (𝑥 ∈ ℰ , 𝑓 ∈ 𝐻(ℰ)).
To prove (c), suppose first that SOT-lim𝑧→∂Ω 𝑉 ∗

𝑧 = 0. Then for 𝑓, 𝑔 ∈ 𝐻(ℰ),
∥Γ(𝑔 ⊗ 𝑓)(𝑧)∥ = ∥𝑉 ∗

𝑧 𝑓∥ ∥𝑉 ∗
𝑧 𝑔∥ 𝑧→∂Ω−→ 0.

Since Γ is a contractive linear map from 𝐿(𝐻(ℰ)) into the Banach space of all
bounded 𝐿(ℰ)-valued functions on Ω (equipped with the uniform norm) and since
every compact operator on 𝐻(ℰ) is the norm limit of a sequence of finite-rank
operators, it follows that lim𝑧→∂Ω ∥Γ(𝐶)(𝑧)∥ = 0 for every compact operator 𝐶
on 𝐻(ℰ). Conversely, if the latter condition holds, then the above argument with
𝑓 = 𝑔 yields that SOT-lim𝑧→∂Ω 𝑉 ∗

𝑧 = 0. □
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Note that the condition SOT- lim
𝑧→∂Ω

𝑉 ∗
𝑧 = 0 implies that WOT- lim

𝑧→∂Ω
𝑉𝑧 = 0.

If dim ℰ < ∞, then these two conditions are easily seen to be equivalent.
Let 𝐻 = 𝐻(𝐾) be a scalar-valued functional Hilbert space given by a repro-

ducing kernel 𝐾 : Ω × Ω → ℂ. Then for any Hilbert space ℰ , the ℰ-valued func-
tional Hilbert space 𝐻(ℰ) determined by the reproducing kernel 𝐾ℰ : Ω × Ω −→
𝐿(ℰ), (𝑧, 𝑤) �→ 𝐾(𝑧, 𝑤)1ℰ , can be identified with the Hilbertian tensor product
𝐻(𝐾) ⊗ ℰ . The hypothesis that all point evaluations 𝛿𝑧 : 𝐻(ℰ) → ℰ (𝑧 ∈ Ω)
are surjective is equivalent to the condition that 𝐻(𝐾) has no common zeros. An
elementary exercise shows that in this case the operators 𝑄𝑧 and 𝑉𝑧 are given by

𝑄𝑧 = ∥𝐾(⋅, 𝑧)∥1ℰ and 𝑉𝑧 : ℰ → 𝐻(ℰ), 𝑥 �→ 𝑘𝑧 ⊗ 𝑥,

where as before 𝑘𝑧 = 𝐾(⋅, 𝑧)/∥𝐾(⋅, 𝑧)∥ are the normalized reproducing kernel
vectors. In particular, WOT-lim𝑧→∂Ω 𝑉𝑧 = 0 if and only if weak-lim𝑧→∂Ω 𝑘𝑧 = 0.
By Lemma 5 both conditions are satisfied when 1 ∈ 𝐻(𝐾) and 𝐻(𝐾) satisfies the
ℓ∞-interpolation property.

Let us return to the case of general vector-valued functional Hilbert spaces.
The following result shows that, in many cases, the Berezin transform can be used
to recover the symbol from a given Toeplitz operator.

Lemma 7. Let 𝐻(ℰ) be an ℰ-valued functional Hilbert space with reproducing kernel
𝐾 : Ω × Ω → 𝐿(ℰ) such that all point evaluations 𝛿𝑧 : 𝐻(ℰ) → ℰ (𝑧 ∈ Ω) are
surjective. Then the identity

𝑓(𝑧)𝐾(𝑧, 𝑧)𝑔(𝑧)∗ = 𝑄𝑧Γ(𝑀𝑓𝑀
∗
𝑔 )(𝑧)𝑄𝑧 (𝑧 ∈ Ω)

holds for every pair of multipliers 𝑓, 𝑔 ∈ ℳ(𝐻(ℰ)).
Proof. Let 𝑓, 𝑔 ∈ ℳ(𝐻(ℰ)) be multipliers. Then the identities

𝑓(𝑧)𝐾(𝑧, 𝑧)𝑔(𝑧)∗ = 𝑓(𝑧)𝛿𝑧𝛿
∗
𝑧𝑔(𝑧)

∗ = 𝛿𝑧𝑀𝑓𝑀
∗
𝑔 𝛿∗𝑧

= 𝑄𝑧(𝑉
∗
𝑧 𝑀𝑓𝑀

∗
𝑔𝑉𝑧)𝑄𝑧 = 𝑄𝑧Γ(𝑀𝑓𝑀

∗
𝑔 )(𝑧)𝑄𝑧

hold for every 𝑧 ∈ Ω. □
Proposition 6 can be used to deduce a lower bound for the semi-Fredholm

spectrum of a multiplier tuple. A corresponding result for contractive quasi-free
Hilbert modules over the ball algebra 𝐴(𝔹𝑛) is contained in [7].

Theorem 8. Let 𝐻(ℰ) be an ℰ-valued functional Hilbert space with reproducing
kernel 𝐾 : Ω × Ω → 𝐿(ℰ). Suppose that all point evaluations 𝛿𝑧 : 𝐻(ℰ) → ℰ
(𝑧 ∈ Ω) are surjective and that

SOT- lim
𝑧→∂Ω

𝑉 ∗
𝑧 = 0.

Then, for a given multiplier tuple 𝑓 = (𝑓1, . . . , 𝑓𝑚) ∈ ℳ(𝐻(ℰ))𝑚 with the property
that the row multiplication

𝑀𝑓 : 𝐻(ℰ)𝑚 → 𝐻(ℰ), (𝑔𝑖) �→
𝑚∑
𝑖=1

𝑓𝑖𝑔𝑖
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has finite-codimensional range, there exist a positive real number 𝑐 > 0 and an
open neighbourhood 𝑈 of ∂Ω such that the inequality

𝑚∑
𝑖=1

𝑓𝑖(𝑧)𝐾(𝑧, 𝑧)𝑓𝑖(𝑧)
∗ ≥ 𝑐𝐾(𝑧, 𝑧)

holds for all 𝑧 ∈ 𝑈 ∩ Ω.

Proof. The hypothesis implies that there is a finite-rank projection 𝐹 ∈ 𝐿(𝐻(ℰ))
such that the operator

𝑀𝑓𝑀
∗
𝑓 + 𝐹 : 𝐻(ℰ) → 𝐻(ℰ)

is bounded below. Hence there is a constant 𝑐 > 0 such that

Γ(𝑀𝑓𝑀
∗
𝑓 + 𝐹 )(𝑧) ≥ Γ(2𝑐 1𝐻(ℰ))(𝑧) = 2𝑐 1ℰ (𝑧 ∈ Ω).

By Proposition 6 there is an open neighbourhood𝑈 of ∂Ω such that Γ(𝑀𝑓𝑀
∗
𝑓 )(𝑧) ≥

𝑐1ℰ for 𝑧 ∈ 𝑈 ∩ Ω. Using Lemma 7 we find that
𝑚∑
𝑖=1

𝑓𝑖(𝑧)𝐾(𝑧, 𝑧)𝑓𝑖(𝑧)
∗ = 𝑄𝑧Γ(𝑀𝑓𝑀

∗
𝑓 )(𝑧)𝑄𝑧 ≥ 𝑐 𝑄2𝑧

= 𝑐𝑄𝑧𝑉
∗
𝑧 𝑉𝑧𝑄𝑧 = 𝑐𝛿𝑧𝛿

∗
𝑧 = 𝑐𝐾(𝑧, 𝑧)

for all 𝑧 ∈ 𝑈 ∩ Ω. □
Let ℰ be an arbitrary Hilbert space and let 𝐻(ℰ) = 𝐻 ⊗ ℰ be given by a

scalar-valued reproducing kernel 𝐾 : Ω × Ω → ℂ. Suppose that 𝐻(𝐾) has no
common zeros and that

weak- lim
𝑧→∂Ω

𝑘𝑧 = 0.

The proof of part (a) of Proposition 6 shows that

∥𝑉 ∗
𝑧 (𝑓 ⊗ 𝑥)∥ = ∥𝑄−1

𝑧 (𝑓(𝑧)𝑥)∥ =
∣𝑓(𝑧)∣∥𝑥∥
∥𝐾(⋅, 𝑧)∥ = ∣⟨𝑓, 𝑘𝑧⟩∣ ∥𝑥∥

converges to zero as 𝑧 → ∂Ω for any given 𝑓 ∈ 𝐻(𝐾) and 𝑥 ∈ ℰ . Hence the
hypothesis of Theorem 8, that is, the condition that

SOT- lim
𝑧→∂Ω

𝑉 ∗
𝑧 = 0

is satisfied in this case.
Consequently, for a given multiplier tuple 𝑓 = (𝑓1, . . . , 𝑓𝑚) ∈ ℳ(𝐻(ℰ))𝑚

with the property that the operator 𝑀𝑓 : 𝐻(ℰ)𝑚 → 𝐻(ℰ) has finite-codimensional
range, there exist a positive real number 𝑐 > 0 and an open neighbourhood 𝑈 of
∂Ω such that

𝑚∑
𝑖=1

𝑓𝑖(𝑧)𝑓𝑖(𝑧)
∗ ≥ 𝑐 1ℰ

for 𝑧 ∈ 𝑈 ∩ Ω. In the scalar case ℰ = ℂ, this estimate reduces to
𝑚∑
𝑖=1

∣𝑓𝑖(𝑧)∣2 ≥ 𝑐
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for 𝑧 ∈ 𝑈 ∩ Ω. Hence, in the particular case of scalar-valued functional Hilbert
spaces, we obtain the following result.

Corollary 9. Let 𝐻 = 𝐻(𝐾) be a functional Hilbert space with reproducing kernel
𝐾 : Ω×Ω → ℂ on a bounded open set Ω ⊂ ℂ𝑛 such that 𝐻 has no common zeros
and

weak- lim
𝑧→∂Ω

𝑘𝑧 = 0.

Then for 𝑚 ≥ 1 and 𝑓 ∈ ℳ(𝐻)𝑚, the spectral inclusion∩(
𝑓(𝑈 ∩ Ω); 𝑈 ⊃ ∂Ωopen

)
⊂ 𝜎𝑟𝑒(𝑀𝑓 )

holds.

Another possible proof of Corollary 9, which is formulated under more re-
strictive conditions, but also works in the setting of the above corollary, is given
by Lin and Salinas in [14] (Proposition 2.2).

4. Applications

Let (𝐻𝛼)𝛼≥−(𝑛+1) be the family of functional Hilbert spaces defined on the open
Euclidean unit ball 𝔹𝑛 ⊂ ℂ𝑛 by the reproducing kernels

𝐾−(𝑛+1) (𝑧, 𝑤) = 1 + log
1

1− ⟨𝑧, 𝑤⟩
and

𝐾𝛼(𝑧, 𝑤) =
1

(1− ⟨𝑧, 𝑤⟩)𝑛+1+𝛼 (𝛼 > −(𝑛 + 1)) .

In the terminology of Zhao and Zhu [19], the spaces 𝐻𝛼 are the generalized
Bergman spaces 𝐴2𝛼. In the notation of Costea-Sawyer-Wick [5], the space 𝐻𝛼

is the analytic Besov-Sobolev space 𝐵2(𝛼+𝑛+1)/2. Since the polynomials are dense

in 𝐻𝛼 and lim𝑧→∂Ω ∥𝐾𝛼(⋅, 𝑧)∥ = ∞, Corollary 9 applies to each of these spaces
𝐻𝛼.

Theorem 10. For 𝛼 ≥ −(𝑛 + 1) and 𝐻𝛼 = 𝐻(𝐾𝛼) as above, the right Taylor
spectrum of a multiplier tuple 𝑓 ∈ ℳ(𝐻𝛼)

𝑚 is given by

𝜎𝑇𝑟 (𝑀𝑓 ) = 𝑓(𝔹𝑛)

and the right essential Taylor spectrum of 𝑀𝑓 is given by

𝜎𝑇𝑟𝑒(𝑀𝑓 ) =
∩(

𝑓(𝑈 ∩ 𝔹𝑛); 𝑈 ⊃ ∂𝔹𝑛open
)

.

For −𝑛 ≥ 𝛼 ≥ −(𝑛 + 1) and 𝑓 as above, we obtain in addition the equalities

𝜎𝑇 (𝑀𝑓 ) = 𝜎𝑇𝑟 (𝑀𝑓) and 𝜎𝑇𝑒 (𝑀𝑓 ) = 𝜎𝑇𝑟𝑒(𝑀𝑓 ).
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Proof. The multiplier algebra ℳ = 𝑀(𝐻𝛼) equipped with its multiplier norm
becomes a unital commutative Banach algebra. Denote by

Φ : ℳ(𝐻𝛼) → 𝐿(𝐻𝛼), 𝑓 �→ 𝑀𝑓

the representation associating with each multiplier 𝑓 ∈ ℳ the induced multiplica-
tion operator 𝑀𝑓 on 𝐻𝛼. Since 𝐻𝛼 contains the constant functions, the inclusion

𝑓(𝔹𝑛) ⊂ 𝜎𝑇𝑟 (𝑀𝑓 ) holds for every tuple 𝑓 ∈ ℳ𝑚. The reverse inclusion

𝜎𝑇𝑟 (𝑀𝑓 ) ⊂ 𝑓(𝔹𝑛)

follows from Theorem 2 in [5]. It is well known that the coordinate functions are
multipliers of 𝐻𝛼 with 𝜎𝑇 (𝑀𝑧) = 𝔹𝑛 = 𝜎𝑇𝑟 (𝑀𝑧) and 𝜎𝑇𝑒 (𝑀𝑧) = ∂𝔹𝑛 = 𝜎𝑇𝑟𝑒(𝑀𝑧).
As an application of Corollary 3 and Corollary 9 we obtain that

𝜎𝑇𝑟𝑒(𝑀𝑓 ) =
∩(

𝑓(𝑈 ∩ 𝔹𝑛) ;𝑈 ⊃ ∂𝔹𝑛 open
)

for every tuple 𝑓 ∈ ℳ𝑚. In the cited paper [5] of Costea-Sawyer-Wick it is shown
that ℳ = ℳ(𝐻𝛼) satisfies the corona property for −𝑛 ≥ 𝛼 ≥ −(𝑛+1). Hence, in
these cases, the missing inclusions follow directly from part (a) of Remark 2. □

Let ℳ = 𝐻∞(𝔻𝑛) be the multiplier space of the Hardy space 𝐻2(𝔻𝑛) on
the unit polydisc 𝔻𝑛 and let Φ : ℳ → 𝐿(𝐻2(𝔻𝑛)), 𝑓 �→ 𝑀𝑓 , be the induced
representation. By a recent result of T. Trent [18], which improves corresponding
𝐻𝑝-corona theorems of S.-Y. Li [12] and K.-C. Lin [13], the spectral mapping
formula

𝜎𝑇 (Φ(𝑓)) = 𝑓(𝔻𝑛)

holds for all 𝑓 ∈ ℳ𝑚,𝑚 ≥ 1. Standard tensor product arguments [8] show that
𝜎𝑇𝑒 (𝑀𝑧) = ∂𝔻𝑛. Since the polynomials are dense in 𝐻2(𝔻𝑛) and since the repro-
ducing kernel

𝐾 : 𝔻𝑛 × 𝔻𝑛 → ℂ, 𝐾(𝑧, 𝑤) =

𝑛∏
𝑖=1

(1− 𝑧𝑖𝑤𝑖)
−1

of 𝐻2(𝔻𝑛) has the property that lim𝑧→∂𝔻𝑛 ∥𝐾(⋅, 𝑧)∥ = ∞, an application of Corol-
lary 3 and Corollary 9 yields the following result.

Theorem 11. For 𝑓 ∈ 𝐻∞(𝔻𝑛)𝑚, the essential Taylor spectrum of 𝑀𝑓 on 𝐻2(𝔻𝑛)
is given by

𝜎𝑇𝑒 (𝑀𝑓 ) = 𝜎𝑇𝑟𝑒(𝑀𝑓 ) =
∩

(𝑓(𝑈 ∩ 𝔻𝑛); 𝑈 ⊃ ∂𝔻𝑛 open).

A classical result of Carleson [4] implies that the Hardy space 𝐻2(𝔻) on
the open unit disc 𝔻 in ℂ satisfies the ℓ∞-interpolation property. To conclude we
indicate an elementary way to reduce some multidimensional cases to this classical
situation.

Let 𝑋 be a functional Banach space on a bounded open set Ω ⊂ ℂ𝑛 such
that 1 ∈ 𝑋 .
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Lemma 12. Suppose that, for every boundary point 𝜆 ∈ ∂Ω, there is a multiplier
ℎ ∈ ℳ(𝑋) with ℎ(Ω) ⊂ 𝔻, lim

𝑧→𝜆
ℎ(𝑧) = 1 and

{𝑓 ∘ ℎ; 𝑓 ∈ 𝐻∞(𝔻)} ⊂ ℳ(𝑋).

Then 𝑋 satisfies the ℓ∞-interpolation property.

Proof. Let (𝑧𝑘) be a sequence in Ω converging to a boundary point 𝜆 ∈ ∂Ω. Choose
a multiplier ℎ ∈ ℳ(𝑋) for 𝜆 as described in the hypothesis of the lemma. By the
classical result of Carleson referred to above, there is a subsequence (𝑤𝑘) of (𝑧𝑘)
such that

{(𝑓(ℎ(𝑤𝑘)))𝑘 ; 𝑓 ∈ 𝐻∞(𝔻)} = ℓ∞.

Since by hypothesis 𝑓 ∘ ℎ ∈ ℳ(𝑋) for every function 𝑓 ∈ 𝐻∞(𝔻), the assertion
follows. □

If the underlying set Ω has suitable additional properties, then for every
boundary point 𝜆 ∈ ∂Ω, there are multipliers ℎ ∈ ℳ(𝑋) satisfying the first two
properties required in Lemma 12

Proposition 13. Let 𝑋 be a functional Banach space on a bounded open set Ω ⊂ ℂ𝑛

with 1 ∈ 𝑋. Suppose that Ω satisfies one of the following conditions:

(i) Ω is convex and 𝑧1, . . . , 𝑧𝑛 ∈ ℳ(𝑋);

(ii) Ω is an analytic polyhedron and 𝒪(Ω) ⊂ ℳ(𝑋);

(iii) Ω is strictly pseudoconvex and 𝒪(Ω) ⊂ ℳ(𝑋).

Then for each boundary point 𝜆 ∈ ∂Ω, there exists a multiplier ℎ ∈ ℳ(𝑋) such
that ℎ(Ω) ⊂ 𝔻 and lim

𝑧→𝜆
ℎ(𝑧) = 1.

Proof. Suppose that Ω is convex and that 𝜆 ∈ ∂Ω. Then by a standard separation
theorem, there is a homogeneous polynomial 𝑝(𝑧) =

∑𝑛
𝑖=1 𝑎𝑖𝑧𝑖 of degree one such

that

Re 𝑝(𝑧) < Re 𝑝(𝜆) (𝑧 ∈ Ω).

If the coordinate functions are multipliers, then also 𝑒𝑝 =
∑∞

𝑘=0
𝑝𝑘

𝑘! is a multiplier

of 𝑋 . Since
∣∣𝑒𝑝(𝑧)∣∣ < ∣∣𝑒𝑝(𝜆)∣∣ for 𝑧 ∈ Ω, the function ℎ = 𝑒𝑝/𝑒𝑝(𝜆) ∈ ℳ(𝑋) has the

required properties.
Suppose that Ω is an analytic polyhedron and that 𝜆 ∈ ∂Ω. Then by definition

there are analytic functions 𝑓1, . . . , 𝑓𝑟 ∈ 𝒪(𝑈) on an open neighbourhood 𝑈 of Ω
such that

Ω = {𝑧 ∈ 𝑈 ; max
1≤𝑗≤𝑟

∣𝑓𝑗(𝑧)∣ < 1} ⊂ Ω ⊂ 𝑈.

Then ∣𝑓𝑗(𝜆)∣ = 1 for some 𝑗 = 1, . . . , 𝑟 and ℎ = 𝑓𝑗 has the required properties.
Finally, if Ω is strictly pseudoconvex, then by a well-known result from several

complex variables, for every boundary point 𝜆 ∈ ∂Ω, there is an analytic function
ℎ ∈ 𝒪(Ω) such that ℎ(𝜆) = 1 and ∣ℎ(𝑧)∣ < 1 for 𝑧 ∈ Ω ∖ {𝜆}. This completes the
proof in the third case. □
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The question whether ℎ can be chosen in such a way that 𝑀ℎ ∈ 𝐿(𝑋)
possesses an 𝐻∞(𝔻)-functional calculus is more delicate. There are two obvi-
ous cases in which this is true. First, if ℳ(𝑋) = 𝐻∞(Ω), then 𝑀ℎ admits an
𝐻∞(𝔻)-functional calculus by trivial reasons. Secondly, if 𝑋 is a Hilbert space
and ∥ℎ∥ℳ ≤ 1, then 𝑀ℎ can easily be shown to be a 𝐶⋅0 -contraction. Hence also
in this case, 𝑀ℎ possesses an 𝐻∞(𝔻)-functional calculus.

Corollary 14. For each 𝛼 > −(𝑛 + 1), the functional Hilbert space 𝐻𝛼 considered
in Theorem 10 possesses the ℓ∞-interpolation property.

Proof. Fix a point 𝜆 ∈ ∂𝔹𝑛 and choose a unitary operator 𝑈 : ℂ𝑛 → ℂ𝑛 such that
𝑈𝜆 = (1, 0, . . . , 0). Denote by 𝜋1 : ℂ

𝑛 → ℂ the projection onto the first coordinate
and consider the function ℎ = 𝜋1∘(𝑈 ∣𝔹𝑛). Clearly, ℎ(𝔹𝑛) ⊂ 𝔻 and lim𝑧→𝜆 ℎ(𝑧) = 1.
It is well known that 𝑧𝑖 ∈ ℳ(𝐻𝛼) with ∥𝑧𝑖∥ℳ = 1 for 𝑖 = 1, . . . , 𝑛. Since

1− ℎ(𝑧)ℎ(𝑤)

(1− ⟨𝑧, 𝑤⟩)𝑛+1+𝛼 =
1− 𝜋1(𝑈(𝑧))𝜋1(𝑈(𝑤))

(1− ⟨𝑈𝑧, 𝑈𝑤⟩)𝑛+1+𝛼
is positive definite as a function of (𝑧, 𝑤) ∈ 𝔹𝑛×𝔹𝑛, it follows that ℎ ∈ ℳ(𝐻𝛼) with
∥ℎ∥ℳ ≤ 1. Now the assertion follows from Lemma 12 and the remarks preceding
the corollary. □

We conclude this note by giving some Banach space examples. For a bounded
open set Ω in ℂ𝑛, let 𝐿𝑝

𝑎(Ω) be the Bergman space consisting of all analytic func-
tions on Ω that are 𝑝-integrable with respect to the 2𝑛-dimensional Lebesgue
measure on Ω.

Corollary 15. Let 1 ≤ 𝑝 < ∞ be a real number and let Ω ⊂ ℂ𝑛 be a bounded
open set. In each of the following cases the Bergman space 𝐿𝑝

𝑎(Ω) satisfies the
ℓ∞-interpolation property:
(i) Ω is convex;
(ii) Ω is an analytic polyhedron;
(iii) Ω is strictly pseudoconvex.
In each of these cases, we have that∩(

𝑓(𝑈 ∩Ω); 𝑈 ⊃ ∂Ω open
) ⊂ 𝜎𝑇𝑟𝑒(𝑀𝑓 ) (𝑓 ∈ 𝐻∞(Ω)𝑚).

If 𝑝 = 2, then in each of these cases we obtain that

𝜎𝑇𝑒 (𝑀𝑓 ) = 𝜎𝑇𝑟𝑒(𝑀𝑓 ) =
∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ ∂Ω open
)

(𝑓 ∈ 𝐻∞(Ω)𝑚).

Proof. Suppose that Ω satisfies one of the conditions (i), (ii) or (iii).
Since ℳ(𝐿𝑝

𝑎(Ω)) = 𝐻∞(Ω), Proposition 13 and the remarks following it,
show that the hypotheses of Lemma 12 are satisfied. Hence 𝐿𝑝

𝑎(Ω) satisfies the ℓ∞-
interpolation property. Then Theorem 4 implies that the spectral inclusion∩(

𝑓(𝑈 ∩ Ω); 𝑈 ⊃ ∂Ω open
) ⊂ 𝜎𝑇𝑟𝑒(𝑀𝑓 )

holds for every 𝑚 ≥ 1 and 𝑓 ∈ 𝐻∞(Ω)𝑚.
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Let us specialize to the case 𝑝 = 2. Then for every bounded pseudoconvex
domain Ω ⊂ ℂ𝑛 and every tuple 𝑓 ∈ 𝐻∞(Ω)𝑚), the formula

𝜎𝑇 (𝑀𝑓 ) = 𝜎𝑇𝑟 (𝑀𝑓 ) = 𝑓(Ω)

holds for the multiplication tuple 𝑀𝑓 ∈ 𝐿(𝐿2𝑎(Ω))
𝑚 (Corollary 8.2.3 in [9]). By

Hörmander’s exactness results for the ∂-sequence with 𝐿2-bounds, it follows that
(Theorem 2.2.3 in [11] and Theorem 8.1.1 in [9])

𝜎𝑇𝑒 (𝑀𝑧) = 𝜎𝑇𝑟𝑒(𝑀𝑧) ⊂ ∂Ω,

where 𝑀𝑧 = (𝑀𝑧1 , . . . ,𝑀𝑧𝑛) ∈ 𝐿(𝐿2𝑎(Ω))
𝑛. As an application of Corollary 3, we

find that
𝜎𝑇𝑒 (𝑀𝑓 ) ⊂

∩(
𝑓(𝑈 ∩ Ω); 𝑈 ⊃ 𝜎𝑇𝑒 (𝑀𝑧) open

)
.

Hence, in each of the three cases, the first part of the proof yields the missing
inclusions. □

Let Ω ⊂ ℂ𝑛 be a bounded strictly pseudoconvex domain with 𝐶2-boundary.
For 𝑝 = 2, the above formula for the essential Taylor spectrum of 𝑀𝑓 on the
Bergman space 𝐿2𝑎(Ω) can also be found in [9]. In the proof given here we have
replaced some non-trivial, and more specific, arguments from several variable local
spectral theory by general Gelfand theory.

In [2], Andersson and Carlsson show that the spectral mapping formula

𝜎𝑇 (𝑀𝑓 ) = 𝜎𝑇𝑟 (𝑀𝑓 ) = 𝑓(Ω)

also holds for analytic Toeplitz tuples 𝑀𝑓 (𝑓 ∈ 𝐻∞(Ω)𝑚) on Hardy spaces 𝐻𝑝(Ω)
(1 ≤ 𝑝 < ∞) over strictly pseudoconvex domains Ω ⊂ ℂ𝑛 with 𝐶3-boundary. In [3],

Andersson and Sandberg use ∂-techniques to obtain the corresponding formulas

𝜎𝑇𝑒 (𝑀𝑓 ) = 𝜎𝑇𝑟𝑒(𝑀𝑓) =
∩(

𝑓(𝑈 ∩Ω); 𝑈 ⊃ ∂Ω open
)

for the essential spectra. For 𝑝 = 2, well-known 𝐶∗-algebra methods based on the
essential normality of 𝑀𝑧 on 𝐻2(Ω) show that 𝜎𝑇𝑒 (𝑀𝑧) = ∂Ω. This observation
together with Theorem 1 can be used to reduce the essential spectral mapping
formula of Andersson and Sandberg [3] directly to the corresponding formula for
the full Taylor spectrum from [2]. The same idea should be applicable to some
other spaces occurring in [3].

References

[1] J. Agler, J.E. McCarthy, Pick interpolation and Hilbert function spaces, Graduate
Studies in Mathematics, 44, AMS, Providence, RI, 2002.

[2] M. Andersson, H. Carlsson, Estimates of solutions of the 𝐻𝑝 and 𝐵𝑀𝑂𝐴 corona
problem, Math. Ann. 316 (2000), 83–102.

[3] M. Andersson, S. Sandberg, The essential spectrum of holomorphic Toeplitz opera-
tors on 𝐻𝑝 spaces, Studia Math. 154 (2003), 223–231.

[4] L. Carleson, An interpolation problem for bounded analytic functions, Amer. J.
Math. 80 (1958), 921–930.



128 R.G. Douglas and J. Eschmeier

[5] S. Costea, E. Sawyer, B.D. Wick, The Corona Theorem for the Drury-Arveson Hardy
space and other holomorphic Besov Sobolev spaces on the unit ball in ℂ𝑛, Anal. PDE,
to appear.

[6] K.R. Davidson, R.G. Douglas, The generalized Berezin transform and commutator
ideals, Pacific J. Math. 222 (2005), 29–56.

[7] R.G. Douglas, J. Sarkar, A note on semi-Fredholm Hilbert modules, Operator The-
ory: Advances and Appl. 202, 143–150, Birkhäuser, Basel, 2010.
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[10] C. Foiaş, W. Mlak, The extended spectrum of completely non-unitary contractions
and the spectral mapping theorem, Studia Math. 26 (1966), 239–245.
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1. Introduction

This paper is devoted to an expository account of a Nehari problem for ratio-
nal mvf’s (matrix-valued functions) and a number of related finite-dimensional
RKHS’s (reproducing kernel Hilbert spaces) and finite-dimensional RKKS’s (re-
producing kernel Krein spaces). The only prerequisites are some familiarity with
the theory of rational mvf’s with entries in the Hardy spaces 𝐻2 and 𝐻∞ of the
right half-plane (most of which is easily verified by Cauchy’s integral formula) and
a little bit of realization theory. A short introduction to the latter may be found
in [D07]; for more extensive discussion and many applications see [ZDG96]. The
monograph [F87] and the tutorial papers [FD87] and [Gl89] partially overlap the
subject matter of this paper and extend it in many other directions connected
with control theory.

The given data for the problem of interest is a rational 𝑝 × 𝑞 mvf 𝑅(𝜆) with
minimal realization

𝑅(𝜆) = 𝐶(𝜆𝐼𝑛 − 𝐴)−1𝐵 and 𝜎(𝐴) ⊂ Ω+, (1)
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where 𝐶 ∈ ℂ𝑝×𝑛, 𝐴 ∈ ℂ𝑛×𝑛, 𝐵 ∈ ℂ𝑛×𝑞,

Ω+ (resp., Ω−) denotes the open right (resp., left) half-plane

and the minimality assumption will be explained in the next section.

Problem: Given 𝑅, describe the set

𝒩𝑅 = {𝑓 ∈ ℛ∩ 𝐿𝑝×𝑞
∞ : 𝑓 − 𝑅 ∈ 𝐻𝑝×𝑞

∞ and ∥𝑓∥∞ ≤ 1},
where

𝐿𝑝×𝑞
∞ = {𝑝 × 𝑞 mvf’s with entries in 𝐿∞(𝑖ℝ)},

𝐻𝑝×𝑞
∞ = {𝑝 × 𝑞 mvf’s with entries in 𝐻∞(Ω+)},
ℛ = the space of rational mvf’s.

We shall also need the notation

𝐻𝑝×𝑞
2 = 𝐻𝑝×𝑞

2 (Ω+) = {𝑝 × 𝑞 mvf’s with entries in 𝐻2(Ω+)},
(𝐻⊥
2 )

𝑝×𝑞 = 𝐻𝑝×𝑞
2 (Ω−) = {𝑝 × 𝑞 mvf’s with entries in 𝐻2(Ω−)},

𝐻𝑝
2 = 𝐻𝑝×1

2 and (𝐻⊥
2 )

𝑞 = (𝐻⊥
2 )

𝑞×1,

∥𝐴∥ = the maximum singular value of a matrix 𝐴,

𝐴𝐻 the Hermitian transpose of 𝐴,

𝒮𝑝×𝑞 = {𝑓 ∈ 𝐻𝑝×𝑞
∞ : ∥𝑓(𝜆)∥ ≤ 1 for every point 𝜆 ∈ Ω+},

Π+ = the orthogonal projection of 𝐿𝑝
2 onto 𝐻𝑝

2 (Ω+),

Π− = the orthogonal projection of 𝐿𝑝
2 onto 𝐻𝑝

2 (Ω−),

𝑓#(𝜆) = 𝑓(−𝜆)𝐻 ,

⟨𝑓, 𝑔⟩𝑠𝑡 =
∫ ∞

−∞
trace {𝑔(𝑖𝜈)𝐻𝑓(𝑖𝜈)}𝑑𝜈 for 𝑓, 𝑔 ∈ 𝐿𝑝×𝑞

2 (𝑖ℝ) and

⟨𝑓, 𝑔⟩𝑛𝑠𝑡 = 1

2𝜋
⟨𝑓, 𝑔⟩𝑠𝑡

The notation (𝐻𝑝×𝑞
2 )⊥ stems from the fact that

𝑓 ∈ 𝐻𝑝×𝑞
2 and 𝑔 ∈ (𝐻𝑝×𝑞

2 )⊥ =⇒ ⟨𝑓, 𝑔⟩𝑠𝑡 = 0.

The Poisson formula for the right half-plane

𝑓(𝑎 + 𝑖𝑏) =
𝑎

𝜋

∫ ∞

−∞

𝑓(𝑖𝜈)

𝑎2 + (𝜈 − 𝑏)2
𝑑𝜈, for 𝑎 > 0 and 𝑏 ∈ ℝ (2)

holds for 𝑓 ∈ ℛ ∩ 𝐻𝑝×𝑞
∞ and, as

𝑎

𝜋

∫ ∞

−∞

1

𝑎2 + (𝜈 − 𝑏)2
𝑑𝜈 = 1 for 𝑎 > 0 and 𝑏 ∈ ℝ,

leads easily to the maximum principle

∥𝑓(𝑎+ 𝑖𝑏)∥ ≤ max
𝜈∈ℝ

∥𝑓(𝑖𝜈)∥ for 𝑎 > 0 and 𝑏 ∈ ℝ. (3)
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The operator Γ acting from 𝐻𝑞
2 into (𝐻⊥

2 )
𝑝 that is defined by the formula

Γ𝑔 = Π−𝑅𝑔. (4)

is called the Hankel operator (with symbol 𝑅). It is easily seen that if 𝑓 ∈ 𝒩𝑅,
then

Π−(𝑓 − 𝑅)𝑔 = 0 for every 𝑔 ∈ 𝐻𝑞
2 (5)

and hence, upon setting Γ𝑓 = Π−𝑓 ∣𝐻𝑞
2
, that

𝒩𝑅 ⊆ 𝒩Γ 𝑑𝑒𝑓
= {𝑓 ∈ ℛ∩ 𝐿𝑝×𝑞

∞ : Γ𝑓 = Γ and ∥𝑓∥∞ ≤ 1}. (6)

In fact it is not hard to show that equality holds in (6):

𝑓 ∈ 𝒩Γ =⇒ (𝑓 − 𝑅)
𝐼𝑞

𝜆 + 1
∈ ℛ ∩ 𝐻𝑝×𝑞

2 .

Therefore, 𝑓−𝑅 is holomorphic in Ω+ with boundary values in 𝐿𝑝×𝑞
∞ . Consequently,

by the maximum principle (3), 𝑓 − 𝑅 ∈ ℛ ∩ 𝐻𝑝×𝑞∞ . Thus,

𝒩𝑅 = 𝒩Γ. (7)

2. Two reproducing kernel Hilbert spaces

Let
𝐹𝑜(𝜆) = 𝐶(𝜆𝐼𝑛 − 𝐴)−1 and 𝐹𝑐(𝜆) = 𝐵𝐻(𝜆𝐼𝑛 + 𝐴𝐻)−1 (8)

be defined in terms of the matrices in the realization (1), let

𝑃𝑜 =
1

2𝜋

∫ ∞

−∞
𝐹𝑜(𝑖𝜈)

𝐻𝐹𝑜(𝑖𝜈)𝑑𝜈, 𝑃𝑐 =
1

2𝜋

∫ ∞

−∞
𝐹𝑐(𝑖𝜈)

𝐻𝐹𝑐(𝑖𝜈)𝑑𝜈 (9)

and let

ℳ𝑜 = {𝐹𝑜(𝜆)𝑢 : 𝑢 ∈ ℂ𝑛} (resp., ℳ𝑐 = {𝐹𝑐(𝜆)𝑢 : 𝑢 ∈ ℂ𝑛}) (10)

endowed with the inner product

⟨𝐹𝑜𝑢, 𝐹𝑜𝑣⟩ℳ𝑜 = 𝑣𝐻𝑃𝑜𝑢 (resp., ⟨𝐹𝑐𝑢, 𝐹𝑐𝑣⟩ℳ𝑐 = 𝑣𝐻𝑃𝑐𝑢) (11)

for every choice of 𝑢, 𝑣 ∈ ℂ𝑛.
The assumption that the realization (1) is minimal means that the pair (𝐶,𝐴)

is observable and the pair (𝐴,𝐵) is controllable, i.e.,

𝑛−1∩
𝑘=0

ker𝐶𝐴𝑘 = {0} and
𝑛−1∩
𝑘=0

ker𝐵𝐻(𝐴𝐻)𝑘 = {0}

and hence that if

𝐹𝑜(𝜆)𝑢 = 0 for every 𝜆 ∈ ℂ ∖ 𝜎(𝐴)

(resp.,𝐹𝑐(𝜆)𝑢 = 0 for every 𝜆 ∈ ℂ ∖ 𝜎(−𝐴𝐻)), then 𝑢 = 0.

Thus the 𝑛 columns of 𝐹𝑜(𝜆) (resp., 𝐹𝑐(𝜆)) form a basis for the vector space ℳ𝑜

(resp., ℳ𝑐). Moreover, the Hermitian matrices 𝑃𝑜 and 𝑃𝑐 defined in (9) are both
positive definite.
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Lemma 1. The spaces ℳ𝑜 and ℳ𝑐 are both 𝑛-dimensional RKHS’s with respect
to the inner products defined in (11) with RK’s (reproducing kernels)

𝐾𝑜
𝜔(𝜆) = 𝐹𝑜(𝜆)𝑃

−1
𝑜 𝐹𝑜(𝜔)

𝐻 for 𝜆 , 𝜔 ∈ ℂ ∖ 𝜎(𝐴) (12)

and
𝐾𝑐
𝜔(𝜆) = 𝐹𝑐(𝜆)𝑃

−1
𝑐 𝐹𝑐(𝜔)

𝐻 for 𝜆 , 𝜔 ∈ ℂ ∖ 𝜎(−𝐴𝐻), (13)

respectively. Moreover, the inner products defined in (11) coincide with the nor-
malized standard inner product.

Proof. To verify the assertion for ℳ𝑜, it suffices to show that

(1) 𝐾𝑜
𝜔𝑣 ∈ ℳ𝑜 for every 𝑣 ∈ ℂ𝑝 and 𝜔 ∈ ℂ ∖ 𝜎(𝐴); and

(2) ⟨𝑓,𝐾𝑜
𝜔𝑣⟩ℳ𝑜 = 𝑣𝐻𝑓(𝜔) for every 𝑓 ∈ ℳ𝑜, 𝑣 ∈ ℂ𝑝 and 𝜔 ∈ ℂ ∖ 𝜎(𝐴).

But this is easy, since 𝑓 ∈ ℳ𝑜 means that 𝑓 = 𝐹𝑜𝑢 for some 𝑢 ∈ ℂ𝑛. The
verification for ℳ𝑐 is similar. □
Lemma 2. The matrix 𝑃𝑜 (resp., 𝑃𝑐) is the only solution of the Lyapunov equation

𝐴𝐻𝑃𝑜 + 𝑃𝑜𝐴 − 𝐶𝐻𝐶 = 0 (resp., 𝐴𝑃𝑐 + 𝑃𝑐𝐴
𝐻 − 𝐵𝐵𝐻 = 0). (14)

Proof. Let 𝐸 ∈ ℂ𝑛×𝑛, 𝑄 ∈ ℂ𝑛×𝑛, and assuming that 𝜎(𝐸) ∩ 𝑖ℝ = ∅, let

𝑋𝑅 = − 1

2𝜋

∫ 𝑅

−𝑅
(𝑖𝜈𝐼𝑛 + 𝐸𝐻)−1𝑄(𝑖𝜈𝐼𝑛 − 𝐸)−1𝑑𝜈 for 𝑅 > 0.

Then, in view of (8) and (9),

lim
𝑅↑∞

𝑋𝑅 =

{
𝑃𝑜 if 𝐸 = 𝐴 and 𝑄 = 𝐶𝐻𝐶
𝑃𝑐 if 𝐸 = −𝐴𝐻 and 𝑄 = 𝐵𝐵𝐻 .

The rest of the proof amounts to showing that 𝑋𝑅 tends to a solution of a Lyapunov
equation as 𝑅 ↑ ∞. The argument is broken into steps.

(a) Show that

𝐸𝐻𝑋𝑅 +𝑋𝑅𝐸 = − 1

2𝜋

∫ 𝑅

−𝑅
𝑄(𝑖𝜈𝐼𝑛 −𝐸)−1𝑑𝜈 +

1

2𝜋

∫ 𝑅

−𝑅
(𝑖𝜈𝐼𝑛 +𝐸𝐻)−1𝑄𝑑𝜈. (15)

(b) Show that if 𝜎(𝐸) ⊂ Ω+ and 𝑅 is large enough, then the right-hand side of
(15) is equal to

𝑄 +
1

2𝜋

∫ 𝜋/2

−𝜋/2

{
(𝑅𝑒𝑖𝜃𝐼𝑛 + 𝐸𝐻)−1𝑄 − 𝑄(𝑅𝑒𝑖𝜃𝐼𝑛 − 𝐸)−1

}
𝑅𝑒𝑖𝜃𝑑𝜃 (16)

(c) Show that the last expression tends to 𝑄 as 𝑅 ↑ ∞.

(d) Show that if 𝑃 = lim𝑅↑∞ 𝑋𝑅, then

𝐸𝐻𝑃 + 𝑃𝐸 =

{
𝑄 if 𝜎(𝐸) ⊂ Ω+
−𝑄 if 𝜎(𝐸) ⊂ Ω−

.

Finally, the uniqueness follows from the fact that 𝜎(𝐴) ∩ 𝜎(−𝐴𝐻) = ∅; see, e.g.,
Section 18.2 of [D07]. □
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Remark 3. Since 𝜎(𝐴) ⊂ Ω+, the matrices 𝑃𝑜 and 𝑃𝑐 are also given by the formulas

𝑃𝑜 =

∫ ∞

0

𝑒−𝑡𝐴
𝐻

𝐶𝐻𝐶𝑒−𝑡𝐴𝑑𝑡 and 𝑃𝑐 =

∫ ∞

0

𝑒−𝑡𝐴𝐵𝐵𝐻𝑒−𝑡𝐴
𝐻

𝑑𝑡. (17)

This may be verified by invoking Parseval’s formula; another way is to show that
the integrals are solutions of the Lyapunov equations (14).

The mvf

𝜃𝑐(𝜆) = 𝐼𝑞 − 𝐹𝑐(𝜆)𝑃
−1
𝑐 𝐵 = 𝐼𝑞 − 𝐵𝐻(𝜆𝐼𝑛 + 𝐴𝐻)−1𝑃−1

𝑐 𝐵 (18)

is inner with respect to Ω+. This follows easily from the identity

𝐼𝑞 − 𝜃𝑐(𝜆)𝜃𝑐(𝜔)
𝐻 = (𝜆 + 𝜔)𝐹𝑐(𝜆)𝑃

−1
𝑐 𝐹𝑐(𝜔)

𝐻 , (19)

which is verified by straightforward calculation with the help of the Lyapunov
equation for 𝑃𝑐.

Similarly, the mvf

𝜃𝑜(𝜆) = 𝐼𝑝 + 𝐹𝑜(𝜆)𝑃
−1
𝑜 𝐶𝐻 = 𝐼𝑝 + 𝐶(𝜆𝐼𝑛 − 𝐴)−1𝑃−1

𝑜 𝐶𝐻 (20)

is inner with respect to Ω−. This follows easily from the identity

𝐼𝑝 − 𝜃𝑜(𝜆)𝜃𝑜(𝜔)
𝐻 = −(𝜆 + 𝜔)𝐹𝑜(𝜆)𝑃

−1
𝑜 𝐹𝑜(𝜔)

𝐻 , (21)

which is verified by straightforward calculation with the help of the Lyapunov
equation for 𝑃𝑜.

Lemma 4. The RKHS’s ℳ𝑜 and ℳ𝑐 can be identified as

ℳ𝑜 = (𝐻𝑝
2 )

⊥ ⊖ 𝜃𝑜(𝐻
𝑝
2 )

⊥ and ℳ𝑐 = 𝐻𝑞
2 ⊖ 𝜃𝑐𝐻

𝑞
2 ,

respectively, with RK’s

𝐾𝑜
𝜔(𝜆) = −𝐼𝑝 − 𝜃𝑜(𝜆)𝜃𝑜(𝜔)

𝐻

𝜆 + 𝜔
for 𝜆, 𝜔 ∈ ℂ ∖ 𝜎(𝐴)

and

𝐾𝑐
𝜔(𝜆) =

𝐼𝑞 − 𝜃𝑐(𝜆)𝜃𝑐(𝜔)
𝐻

𝜆 + 𝜔
for 𝜆, 𝜔 ∈ ℂ ∖ 𝜎(−𝐴𝐻).

Proof. The formulas for the RK’s are immediate from (19) and (21) and the for-
mulas in Lemma 1; the identification of the spaces will follow from the evaluations
in the next section. □

3. Some evaluations

Lemma 5. If Γ and 𝑅(𝜆) are defined by formulas (4) and (1), respectively, then

(Γ𝑓)(𝜆) = 𝐹𝑜(𝜆)

{
1

2𝜋

∫ ∞

−∞
(𝐴 − 𝑖𝜈𝐼𝑛)

−1𝐵𝑓(𝑖𝜈)𝑑𝜈

}
= 𝐹𝑜(𝜆)

{
1

2𝜋

∫ ∞

−∞
𝐹𝑐(𝑖𝜈)

𝐻𝑓(𝑖𝜈)𝑑𝜈

} (22)

for every 𝑓 ∈ 𝐻𝑞
2 when 𝜆 ∕∈ 𝜎(𝐴).
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Proof. To ease the calculation, suppose first that 𝐴 = diag{𝜔1, . . . , 𝜔𝑛} for some
distinct set of points 𝜔1, . . . , 𝜔𝑛 in Ω+, let 𝑓 ∈ 𝐻𝑞

2 and let 𝑒𝑗 denote the 𝑗th column
of 𝐼𝑛. Then, since

𝐶(𝜆𝐼𝑛 − 𝐴)−1𝐵 =

𝑛∑
𝑗=1

𝐶
𝑒𝑗𝑒

𝐻
𝑗

𝜆 − 𝜔𝑗
𝐵,

𝑓(𝜆)− 𝑓(𝜔𝑗)

𝜆 − 𝜔𝑗
belongs to 𝐻𝑞

2

and
𝑓(𝜔𝑗)

𝜆 − 𝜔𝑗
belongs to (𝐻⊥

2 )
𝑞,

it is readily seen that

(Π−𝑅𝑓)(𝜆) =

𝑛∑
𝑗=1

𝐶

{
𝑒𝑗𝑒

𝐻
𝑗

𝜆 − 𝜔𝑗

}
𝐵𝑓(𝜔𝑗)

= 𝐶

⎧⎨⎩
𝑛∑
𝑗=1

𝑒𝑗𝑒
𝐻
𝑗

𝜆 − 𝜔𝑗

⎫⎬⎭
𝑛∑

𝑘=1

𝑒𝑘𝑒
𝐻
𝑘 𝐵𝑓(𝜔𝑘)

= 𝐶(𝜆𝐼𝑛 − 𝐴)−1
{

𝑛∑
𝑘=1

𝑒𝑘𝑒
𝐻
𝑘

𝜆 − 𝜔𝑘

}
𝐵𝑓(𝜔𝑘).

By Cauchy’s formula for 𝐻𝑞
2 ,

𝑓(𝜔𝑘) = − 1

2𝜋

∫ ∞

−∞

𝑓(𝑖𝜈)

𝑖𝜈 − 𝜔𝑘
𝑑𝜈 when 𝜔𝑘 ∈ Ω+.

Thus,

(Π−𝑅𝑓)(𝜆) = −𝐹𝑜(𝜆)
1

2𝜋

∫ ∞

−∞

𝑛∑
𝑘=1

𝑒𝑘𝑒
𝐻
𝑘

𝑖𝜈 − 𝜔𝑘
𝐵𝑓(𝑖𝜈)𝑑𝜈

= 𝐹𝑜(𝜆)
1

2𝜋

∫ ∞

−∞
(𝐴 − 𝑖𝜈𝐼𝑛)

−1𝐵𝑓(𝑖𝜈)𝑑𝜈,

which coincides with (22). This completes the proof of formula (22) when 𝐴 is a
diagonal matrix. The same conclusion holds if 𝐴 is diagonalizable. Therefore, it
also holds for general 𝐴 ∈ ℂ𝑛×𝑛 with 𝜎(𝐴) ⊂ Ω+, since every such matrix can be
approximated arbitrarily well by a diagonalizable matrix. □

Lemma 6. If Γ and 𝑅(𝜆) are defined by formulas (4) and (1), respectively, then

(1) The adjoint Γ∗ of Γ with respect to the standard inner product (normalized
or not) maps (𝐻⊥

2 )
𝑝 into 𝐻𝑞

2 via the formula

Γ∗𝑔 = Π+𝑅#𝑔. (23)

(2) If 𝑔 ∈ (𝐻⊥
2 )

𝑝, then

(Γ∗𝑔)(𝜆) = 𝐹𝑐(𝜆)
1

2𝜋

∫ ∞

−∞
𝐹𝑜(𝑖𝜈)

𝐻𝑔(𝑖𝜈)𝑑𝜈. (24)
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(3) The formulas

Γ𝐹𝑐𝑢 = 𝐹𝑜𝑃𝑐𝑢 and Γ∗𝐹𝑜𝑣 = 𝐹𝑐𝑃𝑜𝑣 (25)

hold for every choice of 𝑢, 𝑣 ∈ ℂ𝑛.

(4) If 𝑓 ∈ 𝐻𝑞
2 is orthogonal to 𝐹𝑐𝑢 for every 𝑢 ∈ ℂ𝑛, then Γ𝑓 = 0.

(5) If 𝑔 ∈ (𝐻⊥
2 )

𝑝 is orthogonal to 𝐹𝑜𝑣 for every 𝑣 ∈ ℂ𝑛, then Γ∗𝑔 = 0.

Proof. The first assertion follows easily from the observation that if 𝑓 ∈ 𝐻𝑞
2 (Ω+)

and 𝑔 ∈ 𝐻𝑝
2 (Ω−), then

⟨Γ𝑓, 𝑔⟩𝑛𝑠𝑡 = ⟨Π−𝑅𝑓, 𝑔⟩𝑛𝑠𝑡 = ⟨𝑓,𝑅#𝑔⟩𝑛𝑠𝑡
= ⟨𝑓,Π+𝑅#𝑔⟩𝑛𝑠𝑡.

The justification of (24) is similar to the verification of (22). Again it is easiest
to first verify it first for 𝐴 = diag {𝜔1, . . . , 𝜔𝑛} and then to approximate general
𝐴 ∈ ℂ𝑛×𝑛 by diagonalizable matrices.

Finally, (3), (4) and (5) are easy consequences of formulas (22) and (24). □

Theorem 7. The Hankel operator Γ maps ℳ𝑐 injectively onto ℳ𝑜 and Γ∗ maps
ℳ𝑜 injectively onto ℳ𝑐.

Proof. This is an easy consequence of the definition of the spaces ℳ𝑐 and ℳ𝑜 in
(10), the formulas in (25) and the fact that (𝐶,𝐴) and (𝐵𝐻 , 𝐴𝐻) are observable
pairs. Thus, for example, if Γ𝑓 = 0 for some 𝑓 ∈ ℳ𝑐, then, since 𝑓 = 𝐹𝑐𝑢 for some
vector 𝑢 ∈ ℂ𝑛, Γ𝑓 = Γ𝐹𝑐𝑢 = 𝐹𝑜𝑃𝑐𝑢 = 0. Therefore, since (𝐶,𝐴) is an observable
pair and 𝑃𝑐 is invertible, 𝑢 = 0. This proves that Γ maps the 𝑛-dimensional space
ℳ𝑐 injectively into the 𝑛-dimensional space ℳ𝑜. Therefore, the mapping is also
automatically onto. The asserted properties of Γ∗ may be verified in much the
same way. □

Lemma 8. If 𝑃
1/2
𝑐 𝑃𝑜𝑃

1/2
𝑐 = 𝑈𝐷𝑈𝐻 , where 𝑈𝑈𝐻 = 𝑈𝐻𝑈 = 𝐼𝑛, 𝑢1 . . . , 𝑢𝑛 denote

the columns of 𝑈 , 𝐷 = diag{𝑠21, . . . , 𝑠2𝑛}, 𝑠1 ≥ ⋅ ⋅ ⋅ ≥ 𝑠𝑛 > 0 and if

𝑓𝑗 = 𝐹𝑐𝑃
−1/2
𝑐 𝑢𝑗 and 𝑔𝑗 =

1

𝑠𝑗
𝐹𝑜𝑃

1/2
𝑐 𝑢𝑗 for 𝑗 = 1, . . . , 𝑛,

then

Γ𝑓𝑗 = 𝑠𝑗𝑔𝑗 and Γ∗𝑔𝑗 = 𝑠𝑗𝑓𝑗 for 𝑗 = 1, . . . , 𝑛. (26)

Moreover,

⟨𝑓𝑗 , 𝑓𝑘⟩𝑛𝑠𝑡 = ⟨𝑔𝑗, 𝑔𝑘⟩𝑛𝑠𝑡 =
{

0 if 𝑗 ∕= 𝑘
1 if 𝑗 = 𝑘

(27)

and

⟨𝑓𝑗 , 𝑔𝑘⟩𝑛𝑠𝑡 = 0 for 𝑗, 𝑘 = 1, . . . , 𝑛. (28)

Proof. This is an easy consequence of the formulas in (25). □
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4. 𝑱 spectral factorization

This section is adapted from [F87], who cites [BR86] as a source; for additional
insight on this approach, see also [GGLD88] and [Gr92]. This section is included
because it leads to an interesting factorization of the mvf Θ that plays a key role
in Theorem 14. It is possible to skip Sections 4 and 5 and to rely instead on the
definition of Θ given in Section 7.

𝐺(𝜆) =

[
𝐼𝑝 𝑅(𝜆)
0 𝐼𝑞

]
and 𝐽 =

[
𝐼𝑝 0
0 −𝐼𝑞

]
. (29)

Theorem 9. If ∥Γ∥ < 1, then there exists exactly one mvf 𝐺+ ∈ ℛ ∩ 𝐻𝑚×𝑚
∞ (Ω+)

such that 𝐺−1
+ ∈ ℛ ∩ 𝐻𝑚×𝑚

∞ (Ω+), 𝐺+(∞) = 𝐼𝑚 and

𝐺#(𝜆)𝐽𝐺(𝜆) = 𝐺#+(𝜆)𝐽𝐺+(𝜆). (30)

It is given by the formula

𝐺+(𝜆) = 𝐼𝑚 +

[
𝐶𝑃𝑐𝑁
𝐵𝐻𝑁

]
(𝜆𝐼𝑛 + 𝐴𝐻)−1

[
𝐶𝐻 −𝑃𝑜𝐵

]
, (31)

where
𝑁 = (𝐼𝑛 − 𝑃𝑜𝑃𝑐)

−1 (32)

and

𝐺+(𝜆)
−1 = 𝐼𝑚 −

[
𝐶𝑃𝑐
𝐵𝐻

]
(𝜆𝐼𝑛 + 𝐴𝐻)−1

[
𝑁𝐶𝐻 −𝑁𝑃𝑜𝐵

]
. (33)

Proof. Suppose first that there exists a mvf 𝐺+ ∈ 𝐻𝑚×𝑚
∞ (Ω+) that meets the

stated conditions and let

𝐺+(𝜆) =

[
𝑔11(𝜆) 𝑔12(𝜆)
𝑔21(𝜆) 𝑔22(𝜆)

]
and 𝐺+(𝜆)

−1 =
[
ℎ11(𝜆) ℎ12(𝜆)
ℎ21(𝜆) ℎ22(𝜆)

]
.

Then, since

𝐺(𝜆)𝐺+(𝜆)
−1 = 𝐽𝐺#(𝜆)−1𝐺#+(𝜆)𝐽,

it follows that [
𝐼𝑝 𝑅
0 𝐼𝑞

] [
ℎ11 ℎ12
ℎ21 ℎ22

]
=

[
𝐼𝑝 0
𝑅# −𝐼𝑞

] [
𝑔#11 −𝑔#21
𝑔#12 −𝑔#22

]
, (34)

and hence, in particular, that

ℎ11 − 𝐼𝑝 + 𝑅ℎ21 = 𝑔#11 − 𝐼𝑝 (35)

and
ℎ21 = 𝑅#𝑔#11 − 𝑔#12 . (36)

This is a set of two equations with four unknown mvf’s. Nevertheless it is uniquely
solvable because of the constraints 𝐺±1

+ ∈ 𝐻𝑚×𝑚∞ and 𝐺+(∞) = 𝐼𝑚. An applica-
tion of the orthogonal projection Π− to both sides of (35) and Π+ to both sides
of (36) column by column (in a self-evident abuse of notation) serves to eliminate

ℎ11 − 𝐼𝑝 in (35) and 𝑔#12 in (36), leaving

Γℎ21 = 𝑔#11 − 𝐼𝑝 and ℎ21 = Γ∗(𝑔#11 − 𝐼𝑝) + 𝑅#,
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and implies further that the columns of 𝑔#11 − 𝐼𝑝 belong to the range of Γ while
the columns of ℎ21 − 𝑅# belong to the range of Γ∗. Thus, in view of (3)–(5) of
Lemma 6,

𝑔#11(𝜆) − 𝐼𝑝 = 𝐹𝑜(𝜆)𝑋11 for some matrix 𝑋11 ∈ ℂ𝑝×𝑝,

and hence
ℎ21 = Γ∗𝐹𝑜𝑋11 + 𝑅# = 𝐹𝑐𝑃𝑜𝑋11 − 𝐹𝑐𝐶

𝐻

and
𝐹𝑜𝑋11 = Γℎ21 = Γ{𝐹𝑐𝑃𝑜𝑋11 − 𝐹𝑐𝐶

𝐻} = 𝐹𝑜𝑃𝑐{𝑃𝑜𝑋11 − 𝐶𝐻}.
Therefore,

𝑋11 = 𝑃𝑐{𝑃𝑜𝑋11 − 𝐶𝐻},
since (𝐶,𝐴) is observable. Moreover, as the assumption ∥Γ∥ < 1 guarantees that
𝐼𝑛 − 𝑃𝑜𝑃𝑐 and 𝐼𝑛 − 𝑃𝑐𝑃𝑜 are invertible, this implies that

𝑋11 = −(𝐼𝑛 − 𝑃𝑐𝑃𝑜)
−1𝑃𝑐𝐶𝐻 .

Consequently,

𝑔#11 = 𝐼𝑝 − 𝐹𝑜(𝐼𝑛 − 𝑃𝑐𝑃𝑜)
−1𝑃𝑐𝐶𝐻 and ℎ21 = −𝐹𝑐(𝐼𝑛 − 𝑃𝑜𝑃𝑐)

−1𝐶𝐻 .

Thus, upon substituting these last two formulas into (35) and (36), it is readily
checked (with the aid of (14)) that

ℎ11 = 𝐼𝑝 − 𝐶𝑃𝑐(𝜆𝐼𝑛 + 𝐴𝐻)−1(𝐼𝑛 − 𝑃𝑜𝑃𝑐)
−1𝐶𝐻

and
𝑔#12 = 𝐵𝐻𝑃𝑜(𝜆𝐼𝑛 − 𝐴)−1𝑃𝑐𝑁𝐶𝐻 .

In much the same way the second block columns in formula (34) may be used
to compute ℎ12, ℎ22, 𝑔21 and 𝑔22 (still assuming that there exists a mvf 𝐺+(𝜆) with
the stated properties) and thus to fill in the remaining entries in formulas (31) and
(33). The details are left to the reader.

Conversely, it is readily checked that if 𝐺+ is given by formula (31), then
𝐺−1
+ is given by formula (33) and that both of these mvf’s belong to ℛ∩ 𝐻𝑚×𝑚

∞ ,
that 𝐺+(𝜆)𝐺+(𝜆)

−1 = 𝐼𝑚 and that (30) holds.
Finally, although uniqueness is really a consequence of the formulas obtained

for 𝐺+ in the first part of the proof, it is instructive to verify uniqueness a second

way: suppose that there is a second mvf 𝐺̃+ ∈ 𝐻𝑚×𝑚∞ such that (𝐺̃+)
−1 ∈ 𝐻𝑚×𝑚∞

and (30) holds with 𝐺̃+ in place of 𝐺+. Then, in view of (30), each entry in the
left-hand side of the formula

𝐽(𝐺#+)
−1𝐺̃#+𝐽 = 𝐺+(𝐺̃+)

−1

is bounded in Ω−, whereas each entry in the right-hand side is bounded in Ω+.

Thus, each entry in 𝐺+(𝐺̃+)
−1 is bounded in the whole complex plane and by

Liouville’s theorem must be constant. Since 𝐺+(∞) = 𝐼𝑚, this implies that

𝐺̃+(𝜆) = 𝐺̃+(∞)𝐺+(𝜆) (37)

for all points 𝜆 ∈ ℂ. □
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5. The mvf Θ = 𝑮𝑮−1
+

The blocks of the mvf Θ = 𝐺𝐺−1
+ that are considered in this section will be the

coefficients of a linear fractional description of the set 𝒩𝑅 that will be developed in
Section 8. This definition of Θ is taken from [F87]. However, the analysis in Section
8 is quite different from that in [F87]. As noted earlier, it is possible to skip this
section and to rely instead on the characterization of Θ that will be presented in
Section 7. The formulas for the blocks of Θ given below in (39) correspond to those
in [F87] and [BR87].

The block entries in the mvf

Θ = 𝐺𝐺−1
+ =

[
𝜃11 𝜃12
𝜃21 𝜃22

]
=

[
ℎ11 + 𝑅ℎ21 ℎ12 + 𝑅ℎ22

ℎ21 ℎ22

]
(38)

are given by the formulas

𝜃11 = 𝐼𝑝 − 𝐹𝑜(𝜆)𝑃𝑐𝑁𝐶𝐻 , 𝜃12 = 𝐹𝑜(𝜆)𝑁
𝐻𝐵

𝜃21 = −𝐹𝑐(𝜆)𝑁𝐶𝐻 and 𝜃22 = 𝐼𝑞 + 𝐹𝑐(𝜆)𝑃𝑜𝑁
𝐻𝐵.

(39)

Thus,

Θ(𝜆) = 𝐼𝑚 −
[
𝐶 0
0 𝐵𝐻

] [
𝜆𝐼𝑛 − 𝐴 0

0 𝜆𝐼𝑛 + 𝐴𝐻

]−1 [
𝑃𝑐𝑁 𝑁𝐻

𝑁 𝑃𝑜𝑁
𝐻

] [
𝐶𝐻 0
0 𝐵

]
𝐽,

with 𝐽 as in (29). Moreover, as[
𝑃𝑐𝑁 𝑁𝐻

𝑁 𝑃𝑜𝑁
𝐻

]
=

[−𝑃𝑜 𝐼𝑛
𝐼𝑛 −𝑃𝑐

]−1
(40)

the formula for Θ(𝜆) can be rewritten as

Θ(𝜆) = 𝐼𝑚 − 𝐶(𝜆𝐼2𝑛 − 𝐴)−1𝑃−1𝐶𝐻𝐽, (41)

where

𝐶 =

[
𝐶 0
0 𝐵𝐻

]
, 𝐴 =

[
𝐴 0
0 −𝐴𝐻

]
and 𝑃 =

[−𝑃𝑜 𝐼𝑛
𝐼𝑛 −𝑃𝑐

]
. (42)

Also

𝜃−1
11 = 𝐼𝑝 + 𝐶(𝜆𝐼𝑛 − 𝐴1)

−1𝑃𝑐𝑁𝐶𝐻 , where 𝐴1 = 𝐴 + 𝑃𝑐𝑁𝐶𝐻𝐶, (43)

and

𝜃−1
22 = 𝐼𝑞 − 𝐵𝐻(𝜆𝐼𝑛 + 𝐴2)

−1𝑃𝑜𝑁𝐻𝐵, where 𝐴2 = 𝐴𝐻 + 𝑁𝑃𝑜𝐵𝐵𝐻 . (44)

Lemma 10. 𝜎(𝐴1) ⊂ Ω+, 𝜎(𝐴2) ⊂ Ω+ and 𝐴𝐻
1 = 𝑁−1𝐴2𝑁 .

Proof. Let 𝑃 = 𝑁𝑃𝑜 and 𝑄 = 𝐵𝐵𝐻 , so that

𝐴2 = 𝐴𝐻 + 𝑃𝑄 and 𝐴𝐻
2 = 𝐴 + 𝑄𝑃.

Then, since

𝐴𝐻𝑃𝑜 + 𝑃𝑜𝐴 = 𝐶𝐻𝐶 and 𝐴𝑃𝑐 + 𝑃𝑐𝐴
𝐻 = 𝐵𝐵𝐻 (45)
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it is readily checked that

𝑃−1𝐴2 + 𝐴𝐻
2 𝑃−1 = 𝑃−1𝐴𝐻 + 𝐴𝑃−1 + 2𝑄

= 𝑃−1
𝑜 (𝐼𝑛 − 𝑃𝑜𝑃𝑐)𝐴

𝐻 + 𝐴𝑃−1
𝑜 (𝐼𝑛 − 𝑃𝑜𝑃𝑐) + 2𝑄

= 𝑃−1
𝑜 𝐴𝐻 + 𝐴𝑃−1

𝑜 + 𝑄 = 𝑃−1
𝑜 {𝐴𝐻𝑃𝑜 + 𝑃𝑜𝐴}𝑃−1

𝑜 + 𝐵𝐵𝐻

= 𝑃−1
𝑜 𝐶𝐻𝐶𝑃−1

𝑜 + 𝐵𝐵𝐻 .

Therefore, if 𝐴2𝑥 = 𝜆𝑥 for some nonzero vector 𝑥 ∈ ℂ𝑛 and 𝐵𝐻𝑥 ∕= 0, then

(𝜆 + 𝜆)⟨𝑃−1𝑥, 𝑥⟩ = ⟨𝑃−1𝐴2𝑥, 𝑥⟩+ ⟨𝐴𝐻
2 𝑃−1𝑥, 𝑥⟩

= 𝑥𝐻{𝑃−1
𝑜 𝐶𝐻𝐶𝑃−1

𝑜 + 𝐵𝐵𝐻}𝑥 > 0.

Thus, as 𝑃 is positive definite, 𝜆 + 𝜆 > 0.
On the other hand, if 𝐴2𝑥 = 𝜆𝑥 for some nonzero vector 𝑥 ∈ ℂ𝑛 and 𝐵𝐻𝑥 =

0, then

𝜆𝑥 = 𝐴2𝑥 = 𝐴𝐻𝑥 + 𝑃𝐵𝐵𝐻𝑥 = 𝐴𝐻𝑥,

which exhibits 𝜆 as an eigenvalue of 𝐴𝐻 , and 𝜎(𝐴𝐻) ⊂ Ω+, by assumption. This
completes the proof that 𝜎(𝐴2) ⊂ Ω+.

Next, the formulas in (45) imply that

𝐴𝐻𝑃𝑜𝑃𝑐 + 𝑃𝑜𝐴𝑃𝑐 = 𝐶𝐻𝐶𝑃𝑐 and 𝑃𝑜𝐴𝑃𝑐 + 𝑃𝑜𝑃𝑐𝐴
𝐻 = 𝑃𝑜𝐵𝐵𝐻 .

Therefore, upon subtracting the second equation from the first,

𝐴𝐻(𝑃𝑜𝑃𝑐 − 𝐼𝑛) + (𝐼𝑛 − 𝑃𝑜𝑃𝑐)𝐴
𝐻 = 𝐶𝐻𝐶𝑃𝑐 − 𝑃𝑜𝐵𝐵𝐻 ,

or, equivalently,

−𝐴𝐻𝑁−1 + 𝑁−1𝐴𝐻 = 𝐶𝐻𝐶𝑃𝑐 − 𝑃𝑜𝐵𝐵𝐻 .

Thus,

𝐴𝐻
1 = 𝐴𝐻 + 𝐶𝐻𝐶𝑃𝑐𝑁 = 𝑁−1(𝐴𝐻 + 𝑁𝑃𝑜𝐵𝐵𝐻)𝑁 = 𝑁−1𝐴2𝑁,

which serves to show that 𝜎(𝐴𝐻
1 ) = 𝜎(𝐴2). Therefore, since 𝜎(𝐴2) ⊂ Ω+, it follows

that 𝜎(𝐴1) ⊂ Ω+ also. □

Remark 11. The verification of the fact that 𝜎(𝐴1) ⊂ Ω+ can also be carried out
much as in Step 1. To do this, let

Π1 = 𝑃𝑐𝑁 and 𝑄1 = 𝐶𝐻𝐶

for short. Then

𝐴𝐻
1 Π

−1
1 +Π−1

1 𝐴1 = (𝐴𝐻 + 𝑄1Π1)Π
−1
1 +Π−1

1 (𝐴 +Π1𝑄1)

= 𝐴𝐻(𝐼𝑛 − 𝑃𝑜𝑃𝑐)𝑃
−1
𝑐 + (𝐼𝑛 − 𝑃𝑜𝑃𝑐)𝑃

−1
𝑐 𝐴 + 2𝑄1

= 𝑃−1
𝑐 {𝑃𝑐𝐴𝐻 + 𝐴𝑃𝑐}𝑃−1

𝑐 + 𝐶𝐻𝐶 = 𝑃−1
𝑐 𝐵𝐵𝐻𝑃−1

𝑐 + 𝐶𝐻𝐶.

Thus, if 𝐴1𝑥 = 𝜆𝑥 for some nonzerovector 𝑥 ∈ ℂ𝑛, then

(𝜆 + 𝜆)⟨Π−1
1 𝑥, 𝑥⟩ = ⟨Π−1

1 𝐴1𝑥, 𝑥⟩ + ⟨𝐴𝐻
1 Π

−1
1 𝑥, 𝑥⟩ = ∥𝐵𝐻𝑃−1

𝑐 𝑥∥2 + ∥𝐶𝑥∥2.
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Consequently, as Π1 is positive definite, 𝜆 + 𝜆 > 0 if 𝐶𝑥 ∕= 0. However, if 𝐶𝑥 = 0,
then 𝐴1𝑥 = 𝐴𝑥, i.e., 𝜆 ∈ 𝜎(𝐴) ⊂ Ω+.

Theorem 12. The blocks in the mvf Θ enjoy the following properties

(𝜃#11)
±1 ∈ ℛ ∩ 𝐻𝑝×𝑝

∞ , 𝜃#12 ∈ ℛ∩ 𝐻𝑞×𝑝
∞ ,

𝜃21 ∈ ℛ ∩ 𝐻𝑞×𝑝
∞ and 𝜃±1

22 ∈ ℛ∩ 𝐻𝑞×𝑞
∞ .

Proof. This is immediate from Lemma 10 and the exhibited formulas for the blocks
of Θ. □
Remark 13. If 𝑓 ∈ ℛ∩𝐻𝑞×𝑝

∞ and lim∣𝜆∣↑∞ 𝑓(𝜆) = 𝛾, then 𝑓 belongs to the Wiener
plus space (with respect to Ω+)

𝒲𝑞×𝑝
+ (𝛾) = {𝑓 : 𝑓(𝜆) = 𝛾 +

∫ ∞

0

𝑒−𝜆𝑡 ℎ(𝑡)𝑑𝑡 and ℎ ∈ 𝐿𝑞×𝑝
1 (ℝ+)}.

Thus, in view of Theorem 12 and formulas (39), (43) and (44),

(𝜃#11)
±1 ∈ ℛ ∩𝒲𝑝×𝑝

+ (𝐼𝑝), 𝜃#12 ∈ ℛ ∩𝒲𝑞×𝑝
+ (0)

𝜃21 ∈ ℛ ∩𝒲𝑞×𝑝
+ (0) and 𝜃±1

22 ∈ ℛ ∩𝒲𝑞×𝑞
+ (𝐼𝑞).

Thus, Θ belongs to the class called 𝒲𝑞×𝑝
𝑟 (𝑗𝑝𝑞) in [ArD12] (but with respect to Ω+

not ℂ+).

6. Detour on kernel formulas

Let

𝐹 (𝜆) =

[
𝐹𝑜(𝜆) 0
0 𝐹𝑐(𝜆)

]
and 𝔥𝐹 = ℂ ∖ {𝜎(𝐴) ∪ 𝜎(−𝐴𝐻)}. (46)

The space

ℳ =
ℳ𝑜

⊕
ℳ𝑐

= {𝐹 (𝜆)𝑥 : 𝑥 ∈ ℂ2𝑛}

endowed with the normalized standard inner product is an RKHS with RK

𝐾𝜔(𝜆) =

[
𝐹𝑜(𝜆)𝑃

−1
𝑜 𝐹𝑜(𝜔)

𝐻 0
0 𝐹𝑐(𝜆)𝑃

−1
𝑐 𝐹𝑐(𝜔)

𝐻

]
on 𝔥𝐹 × 𝔥𝐹 .

Thus,
𝐾𝜔𝑥 ∈ ℳ and 𝑥𝐻𝐹 (𝜔)𝑦 = ⟨𝐹𝑦,𝐾𝜔𝑥⟩𝑛𝑠𝑡

for every choice of 𝜔 ∈ 𝔥𝐹 and 𝑥, 𝑦 ∈ ℂ2𝑛.
The restriction of the operator[

𝐼 −Γ
−Γ∗ 𝐼

]
to ℳ can also be expressed in terms of a kernel: If

𝐺𝜔(𝜆) = 𝐹 (𝜆)

[
𝑃−1
𝑜 −𝐼𝑛

−𝐼𝑛 𝑃−1
𝑐

]
𝐹 (𝜔)𝐻 on 𝔥𝐹 × 𝔥𝐹 ,
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then

𝑥𝐻
([

𝐼 −Γ
−Γ∗ 𝐼

] [
𝐹𝑜𝑢
𝐹𝑐𝑣

])
(𝜔) = 𝑥𝐻

[
𝐹𝑜(𝜔)(𝑢 − 𝑃𝑐𝑣)
𝐹𝑐(𝜔)(𝑣 − 𝑃𝑜𝑢)

]
=

〈
𝐹

[
𝑢
𝑣

]
, 𝐺𝜔𝑥

〉
𝑛𝑠𝑡

for every choice of 𝜔 ∈ 𝔥𝐹 , 𝑢, 𝑣 ∈ ℂ𝑛 and 𝑥 ∈ ℂ2𝑛.
The two kernels are simply related:

𝐺𝜔(𝜆) = 𝐾𝜔(𝜆) + 𝐹 (𝜆)

[
0 𝐼𝑛
𝐼𝑛 0

]
𝐹 (𝜔)𝐻 on 𝔥𝐹 × 𝔥𝐹 . (47)

7. An alternate characterization of Θ

Since the columns of

Θ− 𝐼𝑚 and

[
0 𝑅

𝑅# 0

]
.

belong to ℳ, formulas (22) and (23) imply that if Γ and Γ∗ act on mvf’s column
by column, then Θ−𝐼𝑚 can be characterized as the unique solution of the operator
equation [

𝐼 −Γ
−Γ∗ 𝐼

] [
𝜃11 − 𝐼𝑝 𝜃12

𝜃21 𝜃22 − 𝐼𝑞

]
=

[
0 𝑅

𝑅# 0

]
(48)

with columns in ℳ when ∥Γ∥ < 1.
It is easy to derive the formulas for the blocks of Θ given in (39) directly

from (48) when ∥Γ∥ < 1 by invoking the characterizations of the spaces ℳ𝑜 and
ℳ𝑐 given in (10) and the evaluations in (25). Thus, for example, in view of (10),
𝜃22−𝐼𝑞 = 𝐹𝑐𝑋22 and 𝜃12 = 𝐹𝑜𝑋12 for some choice of 𝑋22 ∈ ℂ𝑞×𝑞 and 𝑋12 ∈ ℂ𝑝×𝑞.
Consequently, the formula

(𝐼 − Γ∗Γ)(𝜃22 − 𝐼𝑞) = Γ∗𝑅,

that is obtained from (48), translates to

(𝐼 − Γ∗Γ)𝐹𝑐𝑋22 = Γ∗𝐹𝑜𝐵,

which, in view of (25), leads to

𝐹𝑐𝑋22 − 𝐹𝑐𝑃𝑜𝑃𝑐𝑋22 = 𝐹𝑐𝑃𝑜𝐵.

Therefore, since (𝐵𝐻 , 𝐴) is an observable pair,

𝜃22 − 𝐼𝑞 = 𝐹𝑐𝑋22 = 𝐹𝑐(𝐼𝑛 − 𝑃𝑐𝑃𝑜)
−1𝑃𝑜𝐵,

which coincides with the formula for 𝜃22 in (39). The other blocks of Θ can be
obtained in much the same way.

Characterizations of resolvent matrices for the Nehari problems analogous to
(48) are valid in much more general settings; see, e.g., [KMA86], [Dy89], [ArD12]
and the references cited therein; and, for a comprehensive treatise on the discrete
Nehari problem, [Pe03].
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8. Linear fractional transformations based on Θ

The main objective of this section is to parametrize the set 𝒩𝑅. Analogous de-
scriptions were obtained earlier by other means in [BH83].

Theorem 14. If ∥Γ∥ < 1 and Θ is given by (41) and (42) (or by (48)), then

𝒩𝑅 = {𝑇Θ[𝜀] : 𝜀 ∈ ℛ ∩ 𝒮𝑝×𝑞} (49)

where
𝑇Θ[𝜀] = (𝜃11𝜀 + 𝜃12)(𝜃21𝜀 + 𝜃22)

−1. (50)

Proof. The claim follows from Lemmas 16 and 18, which will be established below.
□

It is convenient, however, to first introduce the Potapov-Ginzburg transform
Σ of Θ:

Σ =

[
𝜎11 𝜎12
𝜎21 𝜎22

]
=

[
𝜃11 𝜃12
0 𝐼𝑞

] [
𝐼𝑝 0
𝜃21 𝜃22

]−1
=

[
𝜃11 − 𝜃12𝜃

−1
22 𝜃21 𝜃12𝜃

−1
22

−𝜃−1
22 𝜃21 𝜃−1

22

]
,

which is unitary on 𝑖ℝ. The blocks of Σ are given by the formulas

𝜎11 = 𝐼𝑝 − 𝐶𝑃𝑐(𝜆𝐼𝑛 + 𝐴2)
−1𝑁𝐶𝐻 ,

𝜎12 = 𝐶(𝜆𝐼𝑛 − 𝐴)−1𝑃−1
𝑜 (𝜆𝐼𝑛 + 𝐴𝐻)(𝜆𝐼𝑛 + 𝐴2)

−1𝑃𝑜𝑁𝐻𝐵,

𝜎21 = 𝐵𝐻(𝜆𝐼𝑛 + 𝐴2)
−1𝑁𝐶𝐻 and 𝜎22 = 𝐼𝑞 − 𝐵𝐻(𝜆𝐼𝑛 + 𝐴2)

−1𝑃𝑜𝑁𝐻𝐵,

(51)

whereas,

𝜎−1
11 = 𝐼𝑝 + 𝐶𝑃𝑐𝑁(𝜆𝐼𝑛 + 𝐴𝐻)−1𝐶𝐻 , 𝜎−1

22 = 𝐼𝑞 + 𝐵𝐻(𝜆𝐼𝑛 + 𝐴𝐻)−1𝑃𝑜𝑁𝐻𝐵,

and
𝜎12 − 𝑅 = 𝐶𝑃𝑐(𝜆𝐼𝑛 + 𝐴2)

−1𝑃𝑜𝑁𝐻𝐵.

Lemma 15. 𝜎±1
11 ∈ ℛ ∩ 𝐻𝑝×𝑝∞ , 𝜎21 ∈ ℛ ∩ 𝐻𝑝×𝑞∞ , 𝜎±1

22 ∈ ℛ ∩ 𝐻𝑞×𝑞∞ and ∥𝜎21(𝜔)∥ ≤
𝛿 < 1 for every point 𝜔 ∈ Ω+.

Proof. The stated inclusions are clear from Lemma 10 and the formulas for 𝜎±1
11 ,

𝜎21 and 𝜎±1
22 that are displayed just above. Let 𝔰1(𝑖𝜈) ≥ ⋅ ⋅ ⋅ ≥ 𝔰𝑞(𝑖𝜈) denote the

singular values of 𝜎22(𝑖𝜈). Then, since Σ is unitary on 𝑖ℝ,

𝜎21(𝑖𝜈)𝜎21(𝑖𝜈)
𝐻 = 𝐼𝑞 − 𝜎22(𝑖𝜈)𝜎22(𝑖𝜈)

𝐻

and hence
∥𝜎21(𝑖𝜈)∥2 = 1− 𝔰𝑞(𝑖𝜈)

2.

Therefore, since
𝔰𝑞(𝑖𝜈)

−1 = ∥𝜎22(𝑖𝜈)−1∥
and there exists a constant 𝜌 > 1 such that

∥𝜎22(𝑖𝜈)−1∥ ≤ 𝜌 for all 𝜈 ∈ ℝ,
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it follows that

∥𝜎21(𝑖𝜈)∥2 ≤ 1− 𝜌−2,

which serves to establish the advertised bound with 𝛿 = (1 − 𝜌−2)1/2. □

Lemma 16. If ∥Γ∥ < 1, 𝑌 ∈ ℛ ∩ 𝒮𝑝×𝑞 and Θ(𝜆) is defined by formula (38), then

𝑇Θ[𝑌 ] ∈ 𝒩𝑅. (52)

Proof. The formula

𝑇Θ[𝑌 ]− 𝑅 = (ℎ11𝑌 + ℎ12)(ℎ21𝑌 + ℎ22)
−1

follows easily from (38) and (50). Moreover, as Θ is 𝐽-unitary on 𝑖ℝ, it is readily
checked that

𝑌 ∈ ℛ ∩ 𝒮𝑝×𝑞 =⇒ ∥(𝑇Θ[𝑌 ])(𝑖𝜈)∥ ≤ 1 for 𝜈 ∈ ℝ.

Thus, it remains to show that

𝑇Θ[𝑌 ]− 𝑅 ∈ 𝐻𝑝×𝑞
∞ . (53)

Since (ℎ11𝑌 + ℎ12) ∈ ℛ ∩ 𝐻𝑝×𝑞∞ and

(ℎ21𝑌 + ℎ22)
−1 = (𝐼𝑞 − 𝜎21𝑌 )−1𝜎22,

this reduces to checking that

(𝐼𝑞 − 𝜎21𝑌 )−1𝜎22 ∈ ℛ ∩ 𝐻𝑞×𝑞
∞ .

But, as 𝜎22 ∈ ℛ ∩ 𝐻𝑞×𝑞∞ , this follows easily from the bounds established in
Lemma 15:

∥(𝐼𝑞 − (𝜎21𝑌 )(𝜆))−1∥ ≤
∞∑
𝑘=0

∥(𝜎21𝑌 )(𝜆)∥𝑘 ≤
∞∑
𝑘=0

𝛿𝑘 = (1− 𝛿)−1

for every point 𝜆 ∈ Ω+, which serves to complete the proof of the theorem. □

At this point it is convenient to pause from the main development in order to
establish some facts from linear algebra that will be needed to establish a converse
to Lemma 16.

Lemma 17. If 𝑇 ∈ ℂ𝑞×𝑞 and 𝑇 + 𝑇𝐻 ≥ 𝛿𝐼𝑞 for some 𝛿 > 0, then 𝑇 is invertible
and

∥𝑇−1∥ ≤ 2

𝛿
. (54)

If 𝑈 ∈ ℂ𝑞×𝑞 and ∥𝑈∥ < 1, then 𝐼𝑞 + 𝑈 is invertible and

(𝐼𝑞 + 𝑈)−1 + (𝐼𝑞 + 𝑈𝐻)−1 ≥ 𝐼𝑞. (55)

Proof. If 𝑇 + 𝑇𝐻 ≥ 𝛿𝐼𝑞 and ⟨𝑇𝑥, 𝑥⟩ = 𝑎 + 𝑖𝑏 (with 𝑎, 𝑏 ∈ ℝ), then

2𝑎 = ⟨(𝑇 + 𝑇𝐻)𝑥, 𝑥⟩ ≥ 𝛿⟨𝐼𝑞𝑥, 𝑥⟩ = 𝛿∥𝑥∥2.
Therefore, since

∣𝑎∣ ≤
√

𝑎2 + 𝑏2 = ∣⟨𝑇𝑥, 𝑥⟩∣ ≤ ∥𝑇𝑥∥ ∥𝑥∥,
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it follows that

∥𝑇𝑥∥ ≥ 𝛿

2
∥𝑥∥ for every 𝑥 ∈ ℂ𝑞, (56)

which proves that 𝑇 is invertible and, upon setting 𝑥 = 𝑇−1𝑦, that

∥𝑇−1𝑦∥ ≤ 2

𝛿
∥𝑦∥ for every 𝑦 ∈ ℂ𝑞,

which justifies (54).
Next, observe that if ∥𝑈∥ < 1, then 𝐼𝑞 + 𝑈 is invertible and the real part of

the Cayley transform

𝑉 = (𝐼𝑞 − 𝑈)(𝐼𝑞 + 𝑈)−1 = (2𝐼𝑞 − (𝐼𝑞 + 𝑈))(𝐼𝑞 + 𝑈)−1 = 2(𝐼𝑞 + 𝑈)−1 − 𝐼𝑞

of 𝑈 is positive semidefinite, i.e.,

𝑉 + 𝑉 𝐻 ≥ 0.

Thus, as (𝐼𝑞 + 𝑈)−1 = (𝑉 + 𝐼𝑞)/2,

(𝐼𝑞 + 𝑈)−1 + (𝐼𝑞 + 𝑈𝐻)−1 = 𝐼𝑞 + (𝑉 + 𝑉 𝐻)/2 ≥ 𝐼𝑞 ,

which justifies (55). □

Lemma 18. If ∥Γ∥ < 1 and Θ(𝜆) is defined by formulas (41) and (42), then

𝒩𝑅 ⊆ {𝑇Θ[𝜀] : 𝜀 ∈ ℛ ∩ 𝒮𝑝×𝑞}. (57)

Proof. Let 𝑆 ∈ 𝒩𝑅 and set

𝑌 = 𝑇Θ−1 [𝑆] on 𝑖ℝ.

Then
𝑆 ∈ ℛ ∩ 𝐿𝑝×𝑞

∞ , 𝑆 − 𝑅 ∈ ℛ ∩ 𝐻𝑝×𝑞
∞ , ∥𝑆(𝑖𝜈)∥ ≤ 1 for 𝜈 ∈ ℝ

and, since Θ(𝑖𝜈)𝐻𝐽Θ(𝑖𝜈) = 𝐽 for 𝜈 ∈ ℝ, ∥𝑌 (𝑖𝜈)∥ ≤ 1 for 𝜈 ∈ ℝ.
It remains to show that 𝑌 ∈ 𝒮𝑝×𝑞. Towards this end, it is convenient to first

reexpress 𝑆 = 𝑇Θ[𝑌 ] in terms of the entries in the Potapov-Ginzburg transform Σ
of Θ as

𝑆 = 𝑇Θ[𝑌 ] = 𝜎12 + 𝜎11𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1𝜎22
and then to proceed in steps.

1. 𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1 ∈ ℛ ∩ 𝐻𝑝×𝑞∞ :

Since 𝜎12 = 𝑇Θ[0], Lemma 16 guarantees that 𝜎12 ∈ 𝒩𝑅 and hence that
𝜎12 − 𝑅 ∈ ℛ ∩ 𝐻𝑝×𝑞

∞ . Thus,

𝑆 − 𝜎12 = (𝑆 − 𝑅)− (𝜎12 − 𝑅) ∈ ℛ ∩ 𝐻𝑝×𝑞
∞ .

Therefore, as 𝜎−1
11 ∈ ℛ ∩ 𝐻𝑝×𝑝∞ and 𝜎−1

22 ∈ ℛ ∩ 𝐻𝑞×𝑞∞ , it follows that

𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1 = 𝜎−1
11 (𝑆 − 𝜎12)𝜎

−1
22 belongs to ℛ∩ 𝐻𝑝×𝑞

∞ .

2. (𝐼𝑞 − 𝜎21𝑌 ) ∈ ℛ ∩ 𝐻𝑝×𝑞∞ :

Since 𝜎21 ∈ ℛ ∩ 𝐻𝑞×𝑝
∞ , Step 1 and the identity

𝐼𝑞 + 𝜎21𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1 = (𝐼𝑞 − 𝜎21𝑌 )−1



Tutorial on a Nehari Problem 145

imply that the mvf

𝑓 = (𝐼𝑞 − 𝜎21𝑌 )−1

belongs to ℛ∩ 𝐻𝑞×𝑞
∞ . The bound on 𝜎21 in Lemma 15 implies that

∥𝜎21(𝑖𝜈)𝑌 (𝑖𝜈)∥ ≤ ∥𝜎21(𝑖𝜈)∥ ≤ 𝛿 < 1 for every 𝜈 ∈ ℝ,

Lemma 17 implies that

𝑓(𝑖𝜈) + 𝑓(𝑖𝜈)𝐻 ≥ 𝐼𝑞,

the Poisson formula for the right half-plane (2) implies that

𝑓(𝑎 + 𝑖𝑏) + 𝑓(𝑎 + 𝑖𝑏)𝐻 =
𝑎

𝜋

∫ ∞

−∞

𝑓(𝑖𝜈) + 𝑓(𝑖𝜈)𝐻

𝑎2 + (𝜈 − 𝑏)2
𝑑𝜈

≥ 𝑎

𝜋

∫ ∞

−∞

𝐼𝑞
𝑎2 + (𝜈 − 𝑏)2

𝑑𝜈 = 𝐼𝑞 for 𝑎 > 0 and 𝑏 ∈ ℝ.

Therefore, by another application of Lemma 17, 𝑓 is invertible in Ω+ and
∥𝑓(𝑎 + 𝑖𝑏)−1∥ ≤ 2 for 𝑎 > 0. Thus,

𝑓−1 = 𝐼𝑞 − 𝜎21𝑌 = (𝑔21𝜀 + 𝑔22)
−1 belongs to ℛ∩ 𝐻𝑞×𝑞

∞ .

3. 𝑌 ∈ ℛ ∩ 𝒮𝑝×𝑞:
The preceding steps imply that

𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1 ∈ ℛ ∩ 𝐻𝑝×𝑞
∞ and (𝐼𝑞 − 𝜎21𝑌 ) ∈ ℛ ∩ 𝐻𝑞×𝑞

∞ .

Therefore, since 𝑌 is the product of these two mvf’s, it belongs to ℛ ∩ 𝐻𝑝×𝑞
∞ .

Moreover, since ∥𝑌 (𝑖𝜈)∥ ≤ 1, the maximum principle (3) guarantees that 𝑌 ∈
ℛ ∩ 𝒮𝑝×𝑞. □

Remark 19. The proof of Lemma 18 may also be based on the formula

Θ−1 = 𝐺+𝐺−1 =
[
𝑔11 −𝑔11𝑅 + 𝑔12
𝑔21 −𝑔21𝑅 + 𝑔22

]
.

Then

𝑌 = 𝑇Θ−1 [𝑆] = 𝑇𝐺+ [𝑆 − 𝑅] = (𝑔11𝜀 + 𝑔12)(𝑔21𝜀 + 𝑔22)
−1,

with 𝜀 = 𝑆 − 𝑅 ∈ ℛ ∩ 𝐻𝑝×𝑞
∞ , and

𝐼𝑞 − 𝜎21𝑌 = (𝑔21𝜀 + 𝑔22)
−1 and 𝑌 (𝐼𝑞 − 𝜎21𝑌 )−1 = (𝑔11𝜀 + 𝑔12).

In this formalism, it is easy to see that (𝑔11𝜀+ 𝑔12) ∈ ℛ∩𝐻𝑝×𝑞
∞ and (𝑔21𝜀+ 𝑔22) ∈

ℛ ∩ 𝐻𝑞×𝑞
∞ , but not so easy to verify that (𝑔21𝜀 + 𝑔22)

−1 ∈ ℛ ∩ 𝐻𝑞×𝑞
∞ .

Remark 20. (An example connected with study of 𝑔−1
22 )

If 𝑅(𝜆) = 𝑐(𝜆 − 𝑎)−1𝑏 with 𝑎 > 0 and 𝑏 = 𝑐, then

𝑃𝑜 = 𝑃𝑐 =
∣𝑐∣2
2𝑎

, 𝑁 =
4𝑎2

4𝑎2 − ∣𝑐∣4
and

𝐴 − 𝑁𝐻𝐵𝐵𝐻𝑃𝑜 = 𝑎

{
1− 2∣𝑐∣4

4𝑎2 − ∣𝑐∣4
}

.
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There is no guarantee that this number is positive, since the only constraint is
that 𝑁 > 0, which is not strong enough (it only guarantees that 4𝑎2 − ∣𝑐∣4 > 0).
However, if is also assumed that ∥𝑅(𝑖𝜈) ≤ 1 for all 𝜈 ∈ ℝ, then there is an
additional constraint:

∣𝑐∣4
𝜈2 + 𝑎2

≤ 1 for all 𝜈 ∈ ℝ

and hence that
∣𝑐∣4
𝑎2

≤ 1,

in which case 𝜎(𝐴 − 𝑁𝐻𝐵𝐵𝐻𝑃𝑜) ⊂ Ω+.

9. The finite-dimensional Krein space 퓚(Θ)

If 𝐴, 𝐶 and 𝑃 are defined by formula (42), then it is readily checked (with the aid
of the Lyapunov equations (14) that

𝐴𝐻𝑃 + 𝑃𝐴 + 𝐶𝐻𝐽𝐶 = 0 (58)

and hence that the mvf Θ defined by formula (41) satisfies the identity

𝐽 −Θ(𝜆)𝐽Θ(𝜔)𝐻 = (𝜆 + 𝜔)𝐶(𝜆𝐼2𝑛 − 𝐴)−1𝑃−1(𝜔𝐼2𝑛 − 𝐴𝐻)−1𝐶𝐻 (59)

for 𝜆, 𝜔 ∈ ℂ ∖ 𝜎(𝐴).

Lemma 21. The matrix 𝑃 defined in (42) has 𝑛 positive eigenvalues and 𝑛 negative
eigenvalues (counting multiplicities).

Proof. By Schur complements,

𝑃 =

[
𝐼𝑛 −𝑃−1

𝑐

0 𝐼𝑛

] [
𝑃−1
𝑐 − 𝑃𝑜 0

0 −𝑃𝑐

] [
𝐼𝑛 0

−𝑃−1
𝑐 𝐼𝑛

]
.

Therefore, the signature of 𝑃 is equal to the signature of the matrix[
𝑃−1
𝑐 − 𝑃𝑜 0

0 −𝑃𝑐

]
.

The asserted claim now follows easily from the fact that

𝑃−1
𝑐 − 𝑃𝑜 = 𝑃−1/2

𝑐 (𝐼𝑛 − 𝑃 1/2𝑐 𝑃𝑜𝑃
1/2
𝑐 )𝑃 1/2𝑐

is positive definite and −𝑃𝑐 is negative definite. □

Thus, as the pair (𝐶,𝐴) is observable, the preceding analysis implies that:

Theorem 22. If 𝐹 (𝜆) is defined as in (46), then the space

ℳ = {𝐹 (𝜆)𝑥 : 𝑥 ∈ ℂ2𝑛},
endowed with the inner product

⟨𝐹𝑥, 𝐹𝑦⟩ = 𝑦𝐻𝑃𝑥 for every choice of 𝑥, 𝑦 ∈ ℂ2𝑛
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is a finite-dimensional RKKS with 𝑛 negative squares and RK

𝐾𝜔(𝜆) = 𝐹 (𝜆)𝑃−1𝐹 (𝜔)𝐻 =
𝐽 −Θ(𝜆)𝐽Θ(𝜔)𝐻

𝜆 + 𝜔

for 𝜆, 𝜔 ∈ ℂ ∖ 𝜎(𝐴).

Thus, the characterization of the set {𝑇Θ[𝑠] : 𝑠 ∈ 𝒮𝑝×𝑞 ]} that was developed
in [DD09] and [DD10] is applicable. However, because of lack of space and time,
we shall not pursue this here. Another route to information on this set will be
considered in the next section.

10. Detour on 𝑱 -inner mvf’s

A lengthy but straightforward calculation leads to the identity

𝑊 (𝜆) =

[
𝜃𝑜(𝜆) 0
0 𝜃𝑐(𝜆)

]−1
Θ(𝜆) = 𝐼𝑚 − 𝑉 (𝜆𝐼2𝑛 − 𝑀)−1𝑄−1𝑉 𝐻𝐽, (60)

where

𝑉 =

[
0 𝐶𝑃−1

𝑜

𝐵𝐻𝑃−1
𝑐 0

]
, 𝑀 =

[
𝐴 0
0 −𝐴𝐻

]
and 𝑄 =

[
𝑃−1
𝑐 −𝐼𝑛

−𝐼𝑛 𝑃−1
𝑜

]
Moreover, since

𝐽 − 𝑊 (𝜆)𝐽𝑊 (𝜔)𝐻 = (𝜆 + 𝜔)𝑉 (𝜆𝐼2𝑛 − 𝑀)−1𝑄−1(𝜔𝐼2𝑛 − 𝑀𝐻)−1𝑉 𝐻

and 𝑄 is positive definite, it follows that 𝑊 is 𝐽-inner with respect to Ω+ (i.e.,
𝐽 − 𝑊 (𝜔)𝐽𝑊 (𝜔)∗ ≥ 0 for 𝜔 ∈ Ω+ with equality on 𝑖ℝ). Therefore,

𝑇𝑊 [𝜀] ∈ 𝒮𝑝×𝑞 for every 𝜀 ∈ 𝒮𝑝×𝑞
and, in view of (60),

𝑇Θ[𝜀] = 𝜃𝑜 𝑇𝑊 [𝜀] 𝜃−1
𝑐 .

Since both of the multipliers, 𝜃𝑜 and 𝜃−1
𝑐 are contributing poles in Ω+, it seems

at first glance that 𝑇Θ[𝜀] may have up to 2𝑛 poles in Ω+. However, this is not the
case because 𝑠 = 𝑇𝑊 [𝜀] has compensating zeros. In fact the characterization of the
set {𝑇𝑊 [𝜀] : 𝜀 ∈ 𝒮𝑝×𝑞} in [Dy03] implies that if mvf 𝐹 (𝜆) = 𝑉 (𝜆𝐼2𝑛−𝑀)−1, then

[𝐼𝑝 − 𝑠]𝐹𝑥 ∈ 𝐻𝑝
2 for every 𝑥 ∈ ℂ2𝑛 (61)

and

[−𝑠# 𝐼𝑞]𝐹𝑥 ∈ (𝐻𝑞
2 )

⊥ for every 𝑥 ∈ ℂ2𝑛. (62)

In the present setting the constraint (61) implies that

𝑠𝐵𝐻𝑃−1
𝑐 (𝜆𝐼𝑛 − 𝐴)−1𝑢 ∈ 𝐻𝑝

2 for every 𝑢 ∈ ℂ𝑛

and hence that

𝑠𝜃−1
𝑐 = 𝑠(𝐼𝑝 + 𝐵𝐻𝑃−1

𝑐 (𝜆𝐼𝑛 − 𝐴)−1𝐵) belongs to 𝐻𝑝×𝑞
∞ .
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Similarly, the constraint (62) implies that

𝑣𝐻(𝜆𝐼𝑛 − 𝐴)−1𝑃−1
𝑜 𝐶𝐻𝑠 ∈ 𝐻𝑞×1

2 for every 𝑣 ∈ ℂ𝑛

and hence that

𝜃𝑜𝑠 = (𝐼𝑝 + 𝐶(𝜆𝐼𝑛 − 𝐴)−1𝑃−1
𝑜 𝐶𝐻)𝑠 belongs to 𝐻𝑝×𝑞

∞ .

Thus, 𝑠 will have at most 𝑛 poles in ℂ+.

Remark 23. Formula (60) exhibits a factorization of the 𝐽-inner mvf 𝑊 into the
product of a diagonal matrix based on the associated pairs {𝜃−1

𝑜 , 𝜃𝑐} of 𝑊 and a
gamma generating matrix Θ. The general theory of such factorizations originate in
the work of D.Z. Arov in the late eighties; see [Ar89]; and for additional discussion,
developments and references, [ArD08].

I thank V. Derkach, B. Francis, M. Porat and M. Putinar for reading and
commenting on early versions of this paper.
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Abstract. In a 1990 paper Helton and Young showed that under certain con-
ditions the optimal solution of the Nehari problem corresponding to a finite
rank Hankel operator with scalar entries can be efficiently approximated by
certain functions defined in terms of finite-dimensional restrictions of the Han-
kel operator. In this paper it is shown that these approximations appear as
optimal solutions to restricted Nehari problems. The latter problems can be
solved using relaxed commutant lifting theory. This observation is used to ex-
tent the Helton and Young approximation result to a matrix-valued setting.
As in the Helton and Young paper the rate of convergence depends on the
choice of the initial space in the approximation scheme.

Mathematics Subject Classification. Primary 47A57, 47B35;
secondary 93B15, 93B36.

Keywords. Nehari problem, Hankel operators, 𝐻-infinity theory, relaxed com-
mutant lifting, approximation.

1. Introduction

Since the 1980s, the Nehari problem played an important role in system and control
theory, in particular, in the 𝐻∞-control solutions to sensitivity minimization and
robust stabilization, cf., [9]. In system and control theory the Nehari problem
appears mostly as a distance problem: Given 𝐺 in 𝐿∞, determine the distance
of 𝐺 to 𝐻∞, that is, find the quantity 𝑑 := inf{∥𝐺 − 𝐹∥∞ ∣ 𝐹 ∈ 𝐻∞} and, if
possible, find an 𝐹 ∈ 𝐻∞ for which this infimum is attained. Here all functions are
complex-valued functions on the unit circle 𝕋. It is well known that the solution to

The research of the first author was partially supported by a visitors grant from NWO (Nether-
lands Organisation for Scientific Research).
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this problem is determined by the Hankel operator 𝐻 which maps 𝐻2 into 𝐾2 =
𝐿2⊖𝐻2 according to the rule 𝐻𝑓 = 𝑃−(𝐺𝑓), where 𝑃− is the orthogonal projection
of 𝐿2 onto 𝐾2. Note that 𝐻 is uniquely determined by the Fourier coefficients of 𝐺
with negative index. Its operator norm determines the minimal distance. In fact,
𝑑 = ∥𝐻∥ and the infimum is attained. Furthermore, if 𝐻 has a maximizing vector
𝜑, that is, if 𝜑 is a non-zero function in 𝐻2 such that ∥𝐻𝜑∥ = ∥𝐻∥ ∥𝜑∥, then the

AAK theory [1, 2] (see also [18]) tells us that the best approximation 𝐺̂ of 𝐺 in
𝐻∞ is unique and is given by

𝐺̂(𝑒𝑖𝑡) = 𝐺(𝑒𝑖𝑡)− (𝐻𝜑)(𝑒𝑖𝑡)

𝜑(𝑒𝑖𝑡)
a.e. (1.1)

By now the connection between the Nehari problem and Hankel operators
is well established, also for matrix-valued and operator-valued functions, and has
been put into the larger setting of metric constrained interpolation problems, see,
for example, the books [6, Chapter IX], [13, Chapter XXXV], [7, Chapter I], [17,
Chapter 5] and [3, Chapter 7], and the references therein.

The present paper is inspired by Helton-Young [14]. Note that formula (1.1)
and the maximizing vector 𝜑, may be hard to compute, especially if 𝐻 has large or
infinite rank. Therefore, to approximate the optimal solution (1.1), Helton-Young

[14] replaces 𝐻 by the restriction 𝐻̇ = 𝐻 ∣𝐻2⊖𝑧𝑛𝑞𝐻2 to arrive at

𝐺̃(𝑒𝑖𝑡) = 𝐺(𝑒𝑖𝑡)− (𝐻̇𝜑)(𝑒𝑖𝑡)

𝜑(𝑒𝑖𝑡)
, a.e. (1.2)

as an approximant of 𝐺̂. Here 𝑛 is a positive integer, 𝑞 is a polynomial and 𝜑 is
a maximizing vector of 𝐻̇ . Note that a maximizing vector 𝜑 of 𝐻̇ always exists,
since rank 𝐻̇ ≤ 𝑛+deg 𝑞 < ∞, irrespectively of the rank of 𝐻 being finite, or not.

In [14] it is shown that 𝐺̃ is a computationally efficient approximation of the

optimal solution 𝐺̂ when the zeros of the polynomial 𝑞 are close to the poles of 𝐺
in the open unit disk 𝔻 that are close to the unit circle 𝕋. To be more precise, it is
shown that if 𝐺 is rational, i.e., rank𝐻 < ∞, and ∥𝐻∥ is a simple singular value

of 𝐻 , then ∥𝐺̂− 𝐺̃∥∞ converges to 0 as 𝑛 → ∞. This convergence is proportional
to 𝑟𝑛 if the poles of 𝐺 in 𝔻 are within the disc 𝔻𝑟 = {𝑧 ∈ ℂ ∣ ∣𝑧∣ < 𝑟}, and the rate
of convergence can be improved by an appropriate choice of the polynomial 𝑞.

It is well known that the Nehari problem fits in the commutant lifting frame-
work, and that the solution formula (1.1) follows as a corollary of the commutant
lifting theorem. We shall see that the same holds true for formula (1.2) provided
one uses the relaxed commutant lifting framework of [8]; cf., Corollary 2.5 in [8].

To make the connection with relaxed commutant lifting more precise, define
𝑅𝑛 to be the orthogonal projection of 𝐻2 onto 𝐻2⊖𝑧𝑛−1𝑞𝐻2, and put 𝑄𝑛 = 𝑆𝑅𝑛,
where 𝑆 is the forward shift on 𝐻2. Then the operators 𝑅𝑛 and 𝑄𝑛 both map
𝐻2 into 𝐻2⊖ 𝑧𝑛𝑞𝐻2, and the restriction operator 𝐻𝑛 := 𝐻 ∣𝐻2⊖𝑧𝑛𝑞𝐻2 satisfies the
intertwining relation 𝑉−𝐻𝑛𝑅𝑛 = 𝐻𝑛𝑄𝑛. Here 𝑉− is the compression of the forward
shift 𝑉 on 𝐿2 to 𝐾2. Given this intertwining relation, the relaxed commutant lifting



Optimal Matrix-valued Nehari Solutions and Limit Theorems 153

theorem [8, Theorem 1.1] tells us that there exists an operator 𝐵𝑛 from 𝐻2⊖𝑧𝑛𝑞𝐻2

into 𝐿2 such that

𝑃−𝐵𝑛 = 𝐻𝑛, 𝑉 𝐵𝑛𝑅𝑛 = 𝐵𝑄𝑛, ∥𝐵𝑛∥ = ∥𝐻𝑛∥. (1.3)

The second identity in (1.3) implies (see Lemma 2.2 below) that for a solution 𝐵𝑛 to
(1.3) there exists a unique function Φ𝑛 ∈ 𝐿2 such that the action of 𝐵𝑛 is given by

(𝐵𝑛ℎ)(𝑒
𝑖𝑡) = Φ𝑛(𝑒

𝑖𝑡)ℎ(𝑒𝑖𝑡) 𝑎.𝑒. (ℎ ∈ 𝐻2 ⊖ 𝑧𝑛𝑞𝐻2). (1.4)

Furthermore, since 𝐻𝑛 has finite rank, there exists only one solution 𝐵𝑛 to (1.3)
(see Proposition 2.3 below), and if 𝜓𝑛 = 𝜑 is a maximizing vector of 𝐻𝑛, then this
unique solution is given by (1.4) with Φ𝑛 equal to

Φ𝑛(𝑒
𝑖𝑡) =

(𝐻𝑛𝜓𝑛)(𝑒
𝑖𝑡)

𝜓𝑛(𝑒𝑖𝑡)
=

(𝐻̇𝜑)(𝑒𝑖𝑡)

𝜑(𝑒𝑖𝑡)
, a.e.. (1.5)

Thus 𝐺− 𝐺̃ in (1.2) appears as an optimal solution to a relaxed commutant lifting
problem.

This observation together with the relaxed commutant lifting theory devel-
oped in the last decade, enabled us to extent the Helton-Young convergence result
for optimal solutions in [14] to a matrix-valued setting, that is, to derive an anal-
ogous convergence result for optimal solutions to matrix-valued Nehari problems;
see Theorem 3.1 below. A complication in this endeavor is that formula (1.1) gen-
eralizes to the vector-valued case, but not to the matrix-valued case. Furthermore,
in the matrix-valued case there is in general no unique solution. We overcome the
latter complication by only considering the central solutions, which satisfy an ad-
ditional maximum entropy-like condition. On the way we also derive explicit state
space formulas for optimal solutions to the classical and restricted Nehari problem
assuming that the Hankel operator is of finite rank and satisfies an appropriate
additional condition on its maximizing vectors. These state space formulas play
an essential role in the proof of the convergence theorem.

This paper consists of 6 sections including the present introduction. In Sec-
tion 2, which has a preliminary character, we introduce a restricted version of the
matrix-valued Nehari problem, and use relaxed commutant lifting theory to show
that it always has an optimal solution. Furthermore, again using relaxed commu-
tant lifting theory, we derive a formula for the (unique) central optimal solution.
In Section 3 we state our main convergence result. In Section 4 the formula for the
(unique) central optimal solution derived in Section 2 is developed further, and
in Section 5 this formula is specified for the classical Nehari problem. Using these
formulas Section 6 presents the proof of the main convergence theorem.

Notation and terminology.We conclude this introduction with a few words about
notation and terminology. Given 𝑝, 𝑞 in ℕ, the set of positive integers, we write
𝐿2𝑞×𝑝 for the space of all 𝑞×𝑝-matrices with entries in 𝐿2, the Lebesgue space of

square integrable functions on the unit circle. Analogously, we write 𝐻2
𝑞×𝑝 for the

space of all 𝑞×𝑝-matrices with entries in the classical Hardy space 𝐻2, and 𝐾2
𝑞×𝑝

stands for the space of all 𝑞×𝑝-matrices with entries in the space 𝐾2 = 𝐿2 ⊖ 𝐻2,
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the orthogonal compliment of 𝐻2 in 𝐿2. Note that each 𝐹 ∈ 𝐿2𝑞×𝑝 can be written

uniquely as a sum 𝐹 = 𝐹++𝐹− with 𝐹+ ∈ 𝐻2
𝑞×𝑝 and 𝐹− ∈ 𝐾2

𝑞×𝑝. We shall refer to
𝐹+ as the analytic part of 𝐹 and to 𝐹− as its co-analytic part. When there is only
one column we simply write 𝐿2𝑝, 𝐻

2
𝑝 and 𝐾2

𝑝 instead of 𝐿2𝑝×1, 𝐻
2
𝑝×1 and 𝐾2

𝑝×1. Note
that 𝐿2𝑝, 𝐻2

𝑝 and 𝐾2
𝑝 are Hilbert spaces and 𝐾2

𝑝 = 𝐿2𝑝 ⊖ 𝐻2
𝑝 . Finally, 𝐿∞

𝑞×𝑝 stands
for the space of all 𝑞×𝑝-matrices whose entries are essentially bounded on the unit
circle with respect to the Lebesque measure, and 𝐻∞

𝑞×𝑝 stands for the space of all
𝑞×𝑝-matrices whose entries are analytic and uniformly bounded on the open unit
disc 𝔻. Note that each 𝐹 ∈ 𝐿∞

𝑞×𝑝 belongs to 𝐿2𝑞×𝑝 and hence the analytic part 𝐹+
and the co-analytic part 𝐹− of 𝐹 are well defined. These functions belong to 𝐿2𝑞×𝑝
and it may happen that neither 𝐹+ nor 𝐹− belong to 𝐿∞

𝑞×𝑝. In the sequel we shall
need the following embedding and projection operators:

𝐸 : ℂ𝑝 → 𝐻2
𝑝 , 𝐸𝑢(𝜆) = 𝑢 (𝜆 ∈ 𝔻); (1.6)

Π : 𝐾2
𝑞 → ℂ𝑞, Π𝑓 =

1

2𝜋

∫ 2𝜋
0

𝑒𝑖𝑡𝑓(𝑒𝑖𝑡) 𝑑𝑡. (1.7)

Throughout 𝐺 ∈ 𝐿∞
𝑞×𝑝, and 𝐻 : 𝐻2

𝑝 → 𝐾2
𝑞 is the Hankel operator defined by

the co-analytic part of 𝐺, that is, 𝐻𝑓 = 𝑃−(𝐺𝑓) for each 𝑓 ∈ 𝐻2
𝑝 . Here 𝑃− is

the orthogonal projection of 𝐿2𝑞 onto 𝐾2
𝑞 . Note that 𝑉−𝐻 = 𝐻𝑆, where 𝑆 is the

forward shift on 𝐻2
𝑝 and 𝑉− is the compression to 𝐾2

𝑞 of the forward shift 𝑉 on 𝐿2𝑞.
Finally, we associate with the Hankel operator 𝐻 two auxiliary operators

involving the closure of its range, i.e., the space 𝒳 = Im𝐻 , as follows:

𝑍 : 𝒳 → 𝒳 , 𝑍 = 𝑉−∣𝒳 , (1.8)

𝑊 : 𝐻2
𝑝 → 𝒳 , 𝑊𝑓 = 𝐻𝑓 (𝑓 ∈ 𝐻2

𝑝 ). (1.9)

Note that 𝒳 := Im𝐻 is a 𝑉−-invariant subspace of 𝐾2
𝑞 . Hence 𝑍 is a well-defined

contraction. Furthermore, if rank𝐻 is finite, then the spectral radius 𝑟spec(𝑍) is
strictly less than one and the co-analytic part 𝐺− of 𝐺 is the rational matrix
function given by

𝐺−(𝜆) = (Π∣𝒳 )(𝜆𝐼 − 𝑍)−1𝑊𝐸.

In system theory the right-hand side of the above identity is known as the restricted
backward shift realization of 𝐺−; see, for example, [5, Section 7.1]. This realization
is minimal, and hence the eigenvalues of 𝑍 coincide with the poles of 𝐺− in 𝔻.
In particular, 𝑟spec(𝑍) < 1. Since 𝑉−𝐻 = 𝐻𝑆, we have 𝑍𝑊 = 𝑊𝑆. Furthermore,
Ker𝐻∗ = 𝐾2

𝑞 ⊖𝒳 .

2. Restricted Nehari problems and relaxed commutant lifting

In this section we introduce a restricted version of the Nehari problem, and we
prove that it is equivalent to a certain relaxed commutant lifting problem. Through-
out ℳ is a subspace of 𝐻2

𝑝 such that

𝑆∗ℳ ⊂ ℳ, Ker𝑆∗ ⊂ ℳ. (2.1)
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With ℳ we associate operators 𝑅ℳ and 𝑄ℳ acting on 𝐻2
𝑝 , both mapping 𝐻2

𝑝

into ℳ. By definition 𝑅ℳ is the orthogonal projection of 𝐻2
𝑝 onto 𝑆∗ℳ and

𝑄ℳ = 𝑆𝑅ℳ.
We begin by introducing the notion of an ℳ-norm. We say that Φ ∈ 𝐿2𝑞×𝑝

has a finiteℳ-norm if Φℎ ∈ 𝐿2𝑞 for each ℎ ∈ ℳ and the map ℎ �→ Φℎ is a bounded
linear operator, and in that case we define

∥Φ∥ℳ = sup{∥Φℎ∥𝐿2
𝑞
∣ ℎ ∈ ℳ, ∥ℎ∥𝐻2

𝑝
≤ 1}.

If ℳ is finite dimensional, then each Φ ∈ 𝐿2𝑞×𝑝 has a finite ℳ-norm. Furthermore,
Φ ∈ 𝐿∞

𝑞×𝑝 has a finite ℳ-norm for every choice of ℳ, and in this case ∥Φ∥ℳ ≤
∥Φ∥∞, with equality if ℳ = 𝐻2

𝑝 . Note that Φ ∈ 𝐿2𝑞×𝑝 has a finite ℳ-norm and
𝐺 ∈ 𝐿∞

𝑞×𝑝 imply 𝐺 − Φ has a finite ℳ-norm.
We are now ready to formulate the ℳ-restricted Nehari problem. Given

𝐺 ∈ 𝐿∞
𝑞×𝑝 and a subspace ℳ of 𝐻2

𝑝 , we define the optimal ℳ-restricted Nehari
problem to be the problem of determining the quantity

𝑑ℳ := inf{∥𝐺 − 𝐹∥ℳ ∣ 𝐹 ∈ 𝐻2
𝑞×𝑝 and 𝐹 has a finite ℳ-norm}, (2.2)

and, if possible, to find a function 𝐹 ∈ 𝐻2
𝑞×𝑝 of finiteℳ-norm at which the infimum

is attained. In this case, a function 𝐹 attaining the infimum is called an optimal
solution. The suboptimal variant of the problem allows the norm ∥𝐺−𝐹∥ℳ to be
larger than the infimum. When ℳ = 𝐻2

𝑝 , the problem coincides with the classical

matrix-valued Nehari problem in 𝐿∞
𝑞×𝑝. In [15, 16] the case whereℳ = 𝐻2

𝑝⊖𝑆𝑘𝐻2
𝑝 ,

with 𝑘 ∈ ℕ, was considered.

Proposition 2.1. Let 𝐺 ∈ 𝐿∞
𝑞×𝑝, and let ℳ be a subspace of 𝐻2

𝑝 satisfying the
conditions in (2.1). Then theℳ-restricted Nehari problem has an optimal solution
and the quantity 𝑑ℳ in (2.2) is equal to 𝛾ℳ := ∥𝐻 ∣ℳ∥, where 𝐻 : 𝐻2

𝑝 → 𝐾2
𝑞 is

the Hankel operator defined by the co-analytic part of 𝐺.

We shall derive the above result as a corollary to the relaxed commutant lift-
ing theorem [8, Theorem 1.1], in a way similar to the way one proves the Nehari
theorem using the classical commutant lifting theorem (see, for example, [6, Sec-
tion II.3]). For this purpose we need the following notion. We say that an operator
𝐵 from ℳ into 𝐿2𝑞 is defined by a Φ ∈ 𝐿2𝑞×𝑝 if the action of 𝐵 is given by

(𝐵ℎ)(𝑒𝑖𝑡) = Φ(𝑒𝑖𝑡)ℎ(𝑒𝑖𝑡) 𝑎.𝑒. (ℎ ∈ ℳ). (2.3)

In that case, Φ has a finite ℳ-norm, and ∥Φ∥ℳ = ∥𝐵∥. When (2.3) holds we refer
to Φ as the defining function of 𝐵. The following lemma characterizes operators
𝐵 from ℳ into 𝐿2𝑞 defined by a function Φ ∈ 𝐿2𝑞×𝑝 in terms of an intertwining
relation.

Lemma 2.2. Let ℳ be a subspace of 𝐻2
𝑝 satisfying (2.1), and let 𝐵 be a bounded

operator from ℳ into 𝐿2𝑞. Then 𝐵 is defined by a Φ ∈ 𝐿2𝑞×𝑝 if and only if 𝐵
satisfies the intertwining relation 𝑉 𝐵𝑅ℳ = 𝐵𝑄ℳ. In that case, Φ(⋅)𝑢 = 𝐵𝐸𝑢(⋅)
for any 𝑢 ∈ ℂ𝑝 and ∥𝐵∥ = ∥Φ∥ℳ.
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Proof. This result follows by a modification of the proof of Lemma 3.2 in [11]. We
omit the details. □

Proof of Proposition 2.1. Put 𝛾ℳ = ∥𝐻 ∣ℳ∥. Recall that the Hankel operator
𝐻 satisfies the intertwining relation 𝑉−𝐻 = 𝐻𝑆. This implies 𝑉−𝐻 ∣ℳ𝑅ℳ =
𝐻 ∣ℳ𝑄ℳ. Here 𝑅ℳ and 𝑄ℳ are the operators defined in the first paragraph of
the present section. Since 𝑄∗

ℳ𝑄ℳ = 𝑅∗
ℳ𝑅ℳ and 𝑉 is an isometric lifting of 𝑉−,

the quintet

{𝐻 ∣ℳ, 𝑉−, 𝑉, 𝑅ℳ, 𝑄ℳ, 𝛾ℳ} (2.4)

is a lifting data set in the sense of Section 1 in [8]. Thus Theorem 1.1 in [8]
guarantees the existence of an operator 𝐵 from ℳ into 𝐿2𝑞 with the properties

𝑃−𝐵 = 𝐻 ∣ℳ, 𝑉 𝐵𝑅ℳ = 𝐵𝑄ℳ, ∥𝐵∥ = 𝛾ℳ. (2.5)

By Lemma 2.2 the second equality in (2.5) tells us there exists a Φ ∈ 𝐿2𝑞×𝑝 defining
𝐵, that is, the action of 𝐵 is given by (2.3). As Φ(⋅)𝑢 = 𝐵𝐸𝑢(⋅), the first identity
in (2.5) shows that 𝐺− = Φ−, and hence 𝐹 := 𝐺 − Φ ∈ 𝐻2

𝑞×𝑝. Furthermore,

∥𝐺 − 𝐹∥ℳ = ∥Φ∥ℳ = ∥𝐵∥ = 𝛾ℳ,

because of the third identity in (2.5). Thus the quantity 𝑑ℳ in (2.2) is less than
or equal to 𝛾ℳ.

It remains to prove that 𝑑ℳ ≥ 𝛾ℳ. In order to do this, let 𝐹 ∈ 𝐻2
𝑞×𝑝 and

have a finite ℳ-norm. Put Φ̃ = 𝐺 − 𝐹 . Then Φ̃ has a finite ℳ-norm. Let 𝐵̃ be
the operator from ℳ into 𝐿2𝑞 defined by Φ̃. Since 𝐹 ∈ 𝐻2

𝑞×𝑝, we have 𝐺− = Φ̃−,
and hence the first identity in (2.5) holds with 𝐵̃ in place of 𝐵. It follows that

∥𝐺 − 𝐹∥ℳ = ∥Φ̃∥ℳ = ∥𝐵̃∥ ≥ ∥𝐻 ∣ℳ∥ = 𝛾ℳ.

This completes the proof. □

In the scalar case, or more generally in the case when 𝑝 = 1, the optimal
solution is unique. Moreover this unique solution is given by a formula analogous
to (1.2); cf., [1]. This is the contents of the next proposition which is proved in
much the same way as the corresponding result for the Nehari problem. We omit
the details.

Proposition 2.3. Assume 𝑝 = 1, that is, 𝐺 ∈ 𝐿∞
𝑞 andℳ a subspace of 𝐻2 satisfying

(2.1). Assume that 𝐻 ∣ℳ has a maximizing vector 𝜓 ∈ ℳ. Then there exists only
one optimal solution 𝐹 to theℳ-restricted Nehari problem (2.5), and this solution
is given by

𝐹 (𝑒𝑖𝑡) = 𝐺(𝑒𝑖𝑡)− (𝐻𝜓)(𝑒𝑖𝑡)

𝜓(𝑒𝑖𝑡)
𝑎.𝑒. (2.6)

In general, if 𝑝 > 1 the optimal solution is not unique. To deal with this
non-uniqueness, we shall single out a particular optimal solution.

First note that the proof of Proposition 2.1 shows that there is a one-to-one
correspondence between the optimal solutions of the ℳ-restricted Nehari problem
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of 𝐺 and all interpolants for 𝐻 ∣ℳ with respect to the lifting data set (2.4), that is,
all operators 𝐵 from ℳ into 𝐿2𝑞 satisfying (2.5). This correspondence is given by

𝐵 �→ 𝐹 = 𝐺 − Φ, where Φ is the defining function of 𝐵. (2.7)

Next we use that the relaxed commutant lifting theory tells us that among all
interpolants for 𝐻 ∣ℳ with respect to the lifting data set (2.4) there is a particular
one, which is called the central interpolant for 𝐻 ∣ℳ with respect to the lifting
data set (2.4); see [8, Section 4]. Since 𝑉 is a minimal isometric lifting of 𝑉−, this
central interpolant is uniquely determined by a maximum entropy principle (see
[8, Section 8]) and given by an explicit formula using the operators appearing in
the lifting data set.

Using the correspondence (2.7) we say that an optimal solution 𝐹 of the ℳ-
restricted Nehari problem of 𝐺 is the central optimal solution whenever Φ := 𝐺−𝐹
is the defining function of the central interpolant 𝐵 for 𝐻 ∣ℳ with respect to the
lifting data set (2.4). Furthermore, using the formula given in [8, Section 4] for the
central interpolant the correspondence (2.7) allows us to derive a formula for the
central optimal solution. To state this formula we need to make some preparations.

As before 𝛾ℳ = ∥𝐻 ∣ℳ∥. Note that ∥𝐻𝑃ℳ𝑆∥ ≤ ∥𝐻𝑃ℳ∥ = ∥𝐻 ∣ℳ∥, where
𝑃ℳ is the orthogonal projection of 𝐻2(ℂ𝑝) on ℳ. This allows us to define the
following defect operators acting on 𝐻2(ℂ𝑝)

𝐷ℳ = (𝛾2ℳ𝐼 − 𝑃ℳ𝐻∗𝐻𝑃ℳ)1/2 on 𝐻2(ℂ𝑝), (2.8)

𝐷∘
ℳ = (𝛾2ℳ𝐼 − 𝑆∗𝑃ℳ𝐻∗𝐻𝑃ℳ𝑆)1/2 on 𝐻2(ℂ𝑝). (2.9)

For later purposes we note that 𝑆∗𝐷2ℳ𝑆 = 𝐷∘2
ℳ. Next define

𝜔 =

[
𝜔1
𝜔2

]
: 𝐻2

𝑝 →
[
ℂ𝑞

𝐻2
𝑝

]
, (2.10)

𝜔(𝐷ℳ𝑄ℳ) =

[
Π𝐻𝑅ℳ
𝐷ℳ𝑅ℳ

]
and 𝜔∣Ker𝑄∗ℳ𝐷ℳ = 0. (2.11)

From the relaxed commutant lifting theory we know that 𝜔 is a well-defined partial
isometry with initial space ℱ = Im𝐷ℳ𝑄ℳ. Furthermore, the forward shift opera-
tor 𝑉 on 𝐿2𝑞 is the Sz.-Nagy-Schäffer isometric lifting of 𝑉−. Then as a consequence
of [8, Theorem 4.3] and the above analysis we obtain the following result.

Proposition 2.4. Let 𝐺 ∈ 𝐿∞
𝑞×𝑝, and let ℳ be a subspace of 𝐻2

𝑝 satisfying the
conditions in (2.1). Then the central optimal solution 𝐹ℳ to the ℳ-restricted
Nehari problem is given by 𝐹ℳ = 𝐺−Φℳ, where Φℳ ∈ 𝐿2𝑞×𝑝 has finiteℳ-norm,
the co-analytic part of Φℳ is equal to 𝐺−, and the analytic part Φℳ,+ of Φℳ is
given by

Φℳ,+(𝜆) = 𝜔1(𝐼 − 𝜆𝜔2)
−1𝐷ℳ𝐸. (2.12)

Here 𝐸 is defined by (1.6), and 𝜔1 and 𝜔2 are defined by (2.10) and (2.11).

It is this central optimal solution 𝐹ℳ we shall be working with.
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3. Statement of the main convergence result

Let 𝐺 ∈ 𝐿∞
𝑞×𝑝, and let 𝐻 be the Hankel operator defined by the co-analytic part

of 𝐺. In our main approximation result we shall assume that the following two
conditions are satisfied:

(C1) 𝐻 has finite rank,
(C2) none of the maximizing vectors of 𝐻 belongs 𝑆𝐻2

𝑝 .

Note that (C1) is equivalent to 𝐺 being the sum of a rational matrix function with
all its poles in 𝔻 and a matrix-valued 𝐻∞ function.

In the scalar case conditions (C1) and (C2) are equivalent to the conditions
assumed in the Helton-Young paper [14]. To see that this is the case, assume (C1)
holds and 𝑝 = 𝑞 = 1. It suffices to show (C2) is equivalent to ∥𝐻∥ being a simple
singular value, in other words, that the span of maximizing vectors of 𝐻 is a one-
dimensional subspace. Fist assume ∥𝐻∥ is simple, but (C2) does not holds. Let 𝑆𝑣
be a maximizing vector of 𝐻 . Then 𝑣 ∈ 𝐻2 is non-zero and

∥𝐻∥∥𝑣∥ = ∥𝐻∥∥𝑆𝑣∥ = ∥𝐻𝑆𝑣∥ = ∥𝑉−𝐻𝑣∥ ≤ ∥𝐻𝑣∥ ≤ ∥𝐻∥∥𝑣∥.
Thus the inequalities are equalities, and 𝑣 is a maximizing vector of 𝐻 . As the
space spanned by the maximizing vectors of 𝐻 is assumed to be one dimensional,
𝑣 must be a scalar multiple of 𝑆𝑣, which can only happen when 𝑣 = 0, which
contradicts 𝑣 ∕= 0. Thus ∥𝐻∥ being simple implies (C2). Conversely, assume (C2)
holds and that 𝑣1, 𝑣2 ∈ 𝐻2 are maximizing vectors. Then 𝑤 = 𝑣2(0)𝑣1− 𝑣1(0)𝑣2 is
in the span of maximizing vectors and has 𝑤(0) = 0. Hence 𝑤 ∈ 𝑆𝐻2. By (C2), 𝑤
is not maximizing, and thus necessarily 𝑤 = 0. Hence 𝑣1 is a scalar multiple of 𝑣2,
or conversely. We conclude that the span of maximizing vectors has dimension 1,
hence that ∥𝐻∥ is simple.

For our approximation scheme we fix a finite-dimensional subspace ℳ0 of
𝐻2
𝑝 invariant under 𝑆∗, and we define recursively

ℳ𝑘 = Ker𝑆∗ ⊕ 𝑆ℳ𝑘−1, 𝑘 ∈ ℕ. (3.1)

Since ℳ0 is invariant under 𝑆∗, the space ℳ⊥
0 is invariant under 𝑆, and the

Beurling-Lax theorem tells us that ℳ⊥
0 = Θ𝐻2

ℓ , where Θ ∈ 𝐻∞
𝑝×ℓ and can be

taken to be inner. Using this representation one checks that ℳ𝑘 = 𝐻2
𝑝 ⊖ 𝑧𝑘Θ𝐻2

ℓ

for each 𝑘 ∈ ℕ. It follows that ℳ0 ⊂ ℳ1 ⊂ ℳ2 ⊂ ⋅ ⋅ ⋅ and
⋁
𝑘≥0ℳ𝑘 = 𝐻2

𝑝 .
Furthermore,

𝑆∗ℳ𝑘 ⊂ ℳ𝑘 and Ker𝑆∗ ⊂ ℳ𝑘, 𝑘 ∈ ℕ. (3.2)

Note that the spaces ℳ𝑘 = 𝐻2 ⊖ 𝑧𝑘𝑞𝐻2, 𝑘 = 1, 2, . . ., appearing in [14] satisfy
(3.1) with ℳ0 = 𝐻2 ⊖ 𝑞𝐻2.

Theorem 3.1. Let 𝐺 ∈ 𝐿∞
𝑞×𝑝. Assume that conditions (C1) and (C2) are satisfied,

and let the sequence of subspaces {ℳ𝑘}𝑘∈ℕ be defined by (3.1) with ℳ0 a finite-
dimensional 𝑆∗-invariant subspace of 𝐻2

𝑝 . Let 𝐹 be the central optimal solution to
the Nehari problem for 𝐺, and for each 𝑘 ∈ ℕ let 𝐹𝑘 be the central optimal solution
to the ℳ𝑘-restricted Nehari problem. Then 𝐺− 𝐹 is a rational function in 𝐿∞

𝑞×𝑝,
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and for 𝑘 ∈ ℕ sufficiently large, the same holds true for 𝐺 − 𝐹𝑘. Furthermore,
∥𝐹𝑘 − 𝐹∥∞ → 0 for 𝑘 → ∞. More precisely, if all the poles of 𝐺 inside 𝔻 are
within the disk 𝔻𝑟 = {𝜆 ∣ ∣𝜆∣ < 𝑟}, for 𝑟 < 1, then there exists a number 𝐿 > 0
such that ∥𝐹𝑘 − 𝐹∥∞ < 𝐿𝑟𝑘 for 𝑘 large enough.

Improving the rate of convergence is one of the main issues in [14], where it
is shown that for the case when the poles of 𝐺 inside 𝔻 are close to the unit circle,
that is, 𝑟 close to 1, convergence with ℳ0 = {0} may occur at a slow rate. In [14]
it is also shown how to choose (in the scalar case) a scalar polynomial 𝑞 so that
the choice ℳ0 = 𝐻2 ⊖ 𝑞𝐻2 increases the rate of convergence. In fact, if the roots
of 𝑞 coincide with the poles of 𝐺 in 𝔻𝑟∖𝔻0

, then starting with ℳ0 = 𝐻2 ⊖ 𝑞𝐻2

the convergence is of order 𝑂(𝑟𝑘0 ) rather than 𝑂(𝑟𝑘). In Section 6 we shall see that
Theorem 3.1 remains true if 𝑟 < 1 is larger than the spectral radius of the operator
𝑉−∣𝐻ℳ⊥

0
, and thus again the convergence rate can be improved by an appropriate

choice of ℳ0. To give a trivial example: when ℳ0 is chosen in such a way that it
includes Im𝐻∗, all the central optimal solutions 𝐹𝑘 in Theorem 3.1 coincide with
the central optimal solution solution 𝐹 to the Nehari problem.

4. The central optimal solution revisited

As before 𝐺 ∈ 𝐿∞
𝑞×𝑝 and 𝐻 is the Hankel operator defined by the co-analytic

part of 𝐺. Furthermore, ℳ is a subspace of 𝐻2
𝑝 satisfying (2.1). In this section we

assume that ∥𝐻𝑃ℳ𝑆∥ < 𝛾ℳ = ∥𝐻𝑃ℳ∥. In other words, we assume that the defect
operator 𝐷∘

ℳ defined by (2.9) is invertible. This additional condition allows us to
simplify the formula for the central optimal solution to the ℳ-restricted Nehari
problem presented in Proposition 2.4. We shall prove the following theorem.

Theorem 4.1. Let 𝐺 ∈ 𝐿∞
𝑞×𝑝, and let ℳ be a subspace of 𝐻2

𝑝 satisfying (2.1).
Assume the defect operator 𝐷∘

ℳ defined by (2.9) is invertible, and put

Λℳ = 𝐷∘−2
ℳ 𝑆∗𝐷2ℳ. (4.1)

Then 𝑟spec(Λℳ) ≤ 1, and the central optimal solution 𝐹ℳ to the ℳ-restricted
Nehari problem is given by 𝐹ℳ = 𝐺−Φℳ, where Φℳ ∈ 𝐿2𝑞×𝑝 has finiteℳ-norm,
the co-analytic part of Φℳ is equal to 𝐺−, and the analytic part of Φℳ is given by

Φℳ,+(𝜆) = Π𝐻(𝐼 − 𝜆Λℳ)−1Λℳ𝐸 = 𝑁ℳ(𝜆)𝑀ℳ(𝜆)−1 (𝜆 ∈ 𝔻), (4.2)

where

𝑁ℳ(𝜆) = Π𝐻(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸, 𝑀ℳ(𝜆) = 𝐼 − 𝜆𝐸∗(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸. (4.3)

In particular, 𝑀(𝜆) is invertible for each 𝜆 ∈ 𝔻.

The formulas in the above theorem for the central optimal solution are in-
spired by the formulas for the central suboptimal solution in Sections IV.3 and
IV.4 of [7].

We first prove two lemmas. In what follows 𝑃ℳ and 𝑅ℳ are the orthogonal
projections of 𝐻2

𝑝 onto ℳ and 𝑆∗ℳ, respectively, and 𝑄ℳ = 𝑆𝑅ℳ.
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Lemma 4.2. Let ℳ be a subspace of 𝐻2
𝑝 satisfying (2.1). Then

𝑅ℳ = 𝑆∗𝑃ℳ𝑆, 𝑅ℳ𝑆∗ = 𝑆∗𝑃ℳ, 𝑄ℳ = 𝑃ℳ𝑆. (4.4)

Proof. Note that

(𝑆∗𝑃ℳ𝑆)2 = 𝑆∗𝑃ℳ𝑆𝑆∗𝑃ℳ𝑆 = 𝑆∗𝑃ℳ𝑆 − 𝑆∗𝑃ℳ(𝐼 − 𝑆𝑆∗)𝑃ℳ𝑆.

Since 𝐼 − 𝑆𝑆∗ is the orthogonal projection onto Ker𝑆∗, the second part of (2.1)
implies that 𝑃ℳ(𝐼 − 𝑆𝑆∗) = 𝐼 − 𝑆𝑆∗. Thus (𝑆∗𝑃ℳ𝑆)2 = 𝑆∗𝑃ℳ𝑆, and hence
𝑆∗𝑃ℳ𝑆 is an orthogonal projection. The range of this orthogonal projection is
𝑆∗ℳ, and therefore the first identity in (4.4) is proved.

Using this first identity and 𝑃ℳ(𝐼 − 𝑆𝑆∗) = 𝐼 − 𝑆𝑆∗ we see that

𝑅ℳ𝑆∗ = 𝑆∗𝑃ℳ𝑆𝑆∗ = 𝑆∗𝑃ℳ − 𝑆∗𝑃ℳ(𝐼 − 𝑆𝑆∗) = 𝑆∗𝑃ℳ.

Thus the second identity in (4.4) also holds. Finally,

𝑄ℳ = 𝑆𝑅ℳ = (𝑅ℳ𝑆∗)∗ = (𝑆∗𝑃ℳ)∗ = 𝑃ℳ𝑆.

Thus (4.4) is proved. □
Lemma 4.3. Let 𝐺 ∈ 𝐿∞

𝑞×𝑝, and letℳ be a subspace of 𝐻2
𝑝 satisfying (2.1). Assume

the defect operator 𝐷∘
ℳ defined by (2.9) is invertible. Then the range ℱ of the

operator 𝐷ℳ𝑄ℳ is closed and the orthogonal projection of 𝐻2
𝑝 onto ℱ is given by

𝑃ℱ = 𝐷ℳ𝑄ℳ𝐷∘−2
ℳ 𝑄∗

ℳ𝐷ℳ. (4.5)

Proof. We begin with two identities:

𝐷ℳ𝑃ℳ = 𝑃ℳ𝐷ℳ, 𝐷∘
ℳ𝑅ℳ = 𝑅ℳ𝐷∘

ℳ. (4.6)

Since 𝑃ℳ is an orthogonal projection, the first equality in (4.6) follows directly
from the definition of 𝐷ℳ in (2.8). To prove the second, we use the second identity
in (4.4). Taking adjoints and using the fact that 𝑅ℳ and 𝑃ℳ are orthogonal
projections, we see that 𝑃ℳ𝑆 = 𝑆𝑅ℳ. It follows that 𝐷∘

ℳ is also given by

𝐷∘
ℳ = (𝛾2ℳ𝐼 − 𝑅ℳ𝑆∗𝐻∗𝐻𝑆𝑅ℳ)1/2. (4.7)

From this formula for 𝐷∘
ℳ the second identity in (4.6) is clear.

Now assume that 𝐷∘
ℳ is invertible, and let 𝑃 be the operator defined by

the right-hand side of (4.5). Clearly, 𝑃 is selfadjoint. Let us prove that 𝑃 is a
projection. Using the second equality in (4.6) we have

𝑃 2 = 𝐷ℳ𝑄ℳ𝐷∘−2
ℳ 𝑄∗

ℳ𝐷2ℳ𝑄ℳ𝐷∘−2
ℳ 𝑄∗

ℳ𝐷ℳ

= 𝐷ℳ𝑄ℳ𝐷∘−2
ℳ (𝑅ℳ𝑆∗𝐷2ℳ𝑆𝑅ℳ)𝐷∘−2

ℳ 𝑄∗
ℳ𝐷ℳ

= 𝐷ℳ𝑄ℳ𝑅ℳ𝐷∘−2
ℳ (𝑆∗𝐷2ℳ𝑆)𝐷∘−2

ℳ 𝑅ℳ𝑄∗
ℳ𝐷ℳ.

Observe that 𝑄ℳ𝑅ℳ = 𝑆𝑅2ℳ = 𝑆𝑅ℳ = 𝑄ℳ. Since 𝐷∘2
ℳ = 𝑆∗𝐷2ℳ𝑆, it follows

that
𝑃 2 = 𝐷ℳ𝑄ℳ𝐷∘−2

ℳ 𝑄∗
ℳ𝐷ℳ = 𝑃.

Thus 𝑃 is an orthogonal projection. This implies that 𝐷ℳ𝑄ℳ has a closed range,
and 𝑃ℱ = 𝑃 . □
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Proof of Theorem 4.1. Our starting point is formula (2.12). Recall that 𝜔1 and 𝜔2
are zero on Ker𝑄∗

ℳ𝐷ℳ. From Lemma 4.3 we know that 𝐷ℳ𝑄ℳ has a closed
range. It follows that 𝜔1 = 𝜔1𝑃ℱ and 𝜔2 = 𝜔2𝑃ℱ , where 𝑃ℱ is the orthogonal
projection of 𝐻2

𝑝 onto ℱ = Im𝐷ℳ𝑄ℳ. Using the formula for 𝑃ℱ given by (4.5),
the second intertwining relation in (4.6), the identities in (4.4) and the definition
of 𝜔 in (2.10), (2.10) we compute

𝜔1𝐷ℳ = 𝜔1𝑃ℱ𝐷ℳ = 𝜔1𝐷ℳ𝑄ℳ𝐷∘−2
ℳ 𝑄∗

ℳ𝐷2ℳ
= Π𝐻𝑅ℳ𝐷∘−2

ℳ 𝑅ℳ𝑆∗𝐷2ℳ = Π𝐻𝐷∘−2
ℳ 𝑅ℳ𝑆∗𝐷2ℳ

= Π𝐻𝐷∘−2
ℳ 𝑆∗𝑅ℳ𝐷2ℳ = Π𝐻Λℳ𝑃ℳ,

and

𝜔2𝐷ℳ = 𝜔2𝑃ℱ𝐷ℳ = 𝜔2𝐷ℳ𝑄ℳ𝐷∘−2
ℳ 𝑄∗

ℳ𝐷2ℳ
= 𝐷ℳ𝑅ℳ𝐷∘−2

ℳ 𝑄∗
ℳ𝐷2ℳ = 𝐷ℳΛℳ𝑃ℳ.

Furthermore, using the intertwining relations in (4.6) and the second identity in
(4.4) we see that 𝑅ℳΛℳ = Λℳ𝑃ℳ. In particular, Λℳ leaves ℳ invariant.

Let us now prove that 𝑟spec(Λℳ) ≤ 1. Note that

𝑟spec(𝜔2) = 𝑟spec(𝜔2𝑃ℱ ) = 𝑟spec(𝐷ℳ𝑅ℳ𝐷∘−2
ℳ 𝑆∗𝐷ℳ)

= 𝑟spec(𝑅ℳ𝐷∘−2
ℳ 𝑆∗𝐷2ℳ) = 𝑟spec(𝑅ℳΛℳ) = 𝑟spec(Λℳ𝑃ℳ).

Thus 𝑟spec(Λℳ𝑃ℳ) ≤ 1, because 𝜔2 is contractive. Since Λℳ leaves ℳ invariant,
we see that relative to the orthogonal decomposition 𝐻2

𝑝 = ℳ⊕ℳ⊥ the operator
Λℳ decomposes as

Λℳ =

[
𝑃ℳΛℳ𝑃ℳ ★

0 (𝐼 − 𝑃ℳ)Λℳ(𝐼 − 𝑃ℳ)

]
. (4.8)

Note that (𝐼 − 𝑃ℳ)(𝐼 −𝑅ℳ) = (𝐼 − 𝑃ℳ). Using the latter identity, the formulas
(2.8) and (4.7), and the intertwining relations in (4.6), we obtain

(𝐼 − 𝑃ℳ)Λℳ(𝐼 − 𝑃ℳ) = (𝐼 − 𝑃ℳ)(𝐼 − 𝑅ℳ)Λℳ(𝐼 − 𝑃ℳ)

= (𝐼 − 𝑃ℳ)(𝐼 − 𝑅ℳ)𝑆∗(𝐼 − 𝑃ℳ)

= (𝐼 − 𝑃ℳ)𝑆∗(𝐼 − 𝑃ℳ).

Thus (𝐼−𝑃ℳ)Λℳ(𝐼−𝑃ℳ) is a contraction. Hence 𝑟spec((𝐼−𝑃ℳ)Λℳ(𝐼−𝑃ℳ) ≤ 1.
But then (4.8) shows that 𝑟spec(Λℳ) ≤ 1.

Next, using that Λℳℳ ⊂ 𝑆∗ℳ ⊂ ℳ and Im𝐸 = Ker𝑆∗ ⊂ ℳ, we obtain
for each 𝜆 ∈ 𝔻 that

Φℳ,+(𝜆) = 𝜔1(𝐼 − 𝜆𝜔2)
−1𝐷ℳ𝐸 = 𝜔1𝐷ℳ(𝐼 − 𝜆Λℳ𝑃ℳ)−1𝐸

= Π𝐻Λℳ𝑃ℳ(𝐼 − 𝜆Λℳ𝑃ℳ)−1𝐸 = Π𝐻(𝐼 − 𝜆Λℳ𝑃ℳ)−1Λℳ𝑃ℳ𝐸

= Π𝐻(𝐼 − 𝜆Λℳ)−1Λℳ𝐸,

which gives formula (4.2).
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Finally, to see that (4.3) holds, note that Λℳ𝑆 = 𝐼. Hence Λℳ is a left inverse
of 𝑆. Since 𝐸 is an isometry with Im𝐸 = Ker𝑆∗, we have Λℳ = 𝑆∗ + Λℳ𝐸𝐸∗.
Therefore, for each 𝜆 ∈ 𝔻,

Φℳ,+(𝜆) = Π𝐻(𝐼 − 𝜆Λℳ)−1Λℳ𝐸 = Π𝐻(𝐼 − 𝜆𝑆∗ − 𝜆Λℳ𝐸𝐸∗)−1Λℳ𝐸

= Π𝐻(𝐼 − 𝜆(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸𝐸∗)−1(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸

= Π𝐻(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸(𝐼 − 𝜆𝐸∗(𝐼 − 𝜆𝑆∗)−1Λℳ𝐸)−1

= 𝑁(𝜆)𝑀(𝜆)−1.

In particular, 𝑀(𝜆) is invertible. □

Remark. From 𝑅ℳΛℳ = Λℳ𝑃ℳ we see that Λℳ leaves ℳ invariant. Thus, if
ℳ in Theorem 4.1 is finite dimensional, then Φℳ,+ in (4.2) is a rational function
in 𝐻2

𝑝×𝑞, and hence Φℳ,+ is a rational 𝑝×𝑞 matrix function which has no pole in
the closed unit disk.

Next we present a criterion in terms of maximizing vectors under which The-
orem 4.1 applies.

Proposition 4.4. Assume rank𝐻𝑃ℳ is finite. Then 𝐷∘
ℳ is invertible if and only

if none of the maximizing vectors of 𝐻𝑃ℳ belongs to 𝑆𝐻2
𝑝 .

Proof. A vector ℎ ∈ 𝐻2
𝑝 is a maximizing vector of 𝐻𝑃ℳ if and only if 0 ∕= ℎ ∈ 𝒟⊥

ℳ.

Thus we have to show that invertibility of 𝐷∘
ℳ is equivalent to 𝒟⊥

ℳ ∩ 𝑆𝐻2
𝑝 = {0}.

Assume 𝒟⊥
ℳ∩𝑆𝐻2

𝑝 ∕= {0}. Thus, using the definition of a maximizing vector,
there exists 𝑆𝑣 with 𝑣 ∕= 0 such that ∥𝐻𝑃ℳ𝑆𝑣∥ = 𝛾ℳ∥𝑆𝑣∥. Since 𝑆 is an isometry
we see that ∥𝐻𝑃ℳ𝑆𝑣∥ = 𝛾ℳ∥𝑣∥. It follows that 𝑣 is in the kernel of 𝐷∘

ℳ, and
hence 𝐷∘

ℳ is not invertible.
Conversely, assume that 𝒟⊥

ℳ ∩ 𝑆𝐻2
𝑝 = {0}. Note that rank(𝐻𝑃ℳ𝑆) is also

finite. Hence 𝐻𝑃ℳ𝑆 has a maximizing vector, say 𝑣. We may assume that ∥𝑣∥ = 1.
By our assumption the vector 𝑆𝑣 is not a maximizing vector of 𝐻𝑃ℳ. Hence

∥𝐻𝑃ℳ𝑆∥ = ∥𝐻𝑃ℳ𝑆∥∥𝑣∥ = ∥𝐻𝑃ℳ𝑆𝑣∥ < ∥𝐻𝑃ℳ∥∥𝑆𝑣∥ = 𝛾ℳ∥𝑆𝑣∥ = 𝛾ℳ.

Therefore 𝐷∘2
ℳ = 𝛾2ℳ𝐼 − 𝑆∗𝑃ℳ𝐻∗𝐻𝑃ℳ𝑆 is positive definite, and thus invertible.

Consequently, 𝐷∘
ℳ is invertible. □

It is straightforward to prove that 𝐷∘
ℳ is invertible if and only if the operator

𝛾2ℳ𝐼 − 𝐻𝑃ℳ𝑆𝑆∗𝑃ℳ𝐻∗ is invertible, and in that case we have

Λℳ𝑃ℳ𝐻∗ = 𝑅ℳ𝐻∗𝑉 ∗
−(𝛾

2
ℳ𝐼 − 𝐻𝑃ℳ𝑆𝑆∗𝑃ℳ𝐻∗)−1×

×(𝛾2ℳ𝐼 − 𝐻𝑃ℳ𝐻∗), (4.9)

Λℳ𝐸 = −𝑅ℳ𝐻∗𝑉 ∗
−(𝛾

2
ℳ𝐼 − 𝐻𝑃ℳ𝑆𝑆∗𝑃ℳ𝐻∗)−1𝐻𝐸. (4.10)

These formulas can be simplified further using the operators 𝑍 and 𝑊 associated
to the Hankel operator 𝐻 which have been introduced at the end of Section 1, see
(1.8) and (1.9). Recall that 𝒳 = Im𝐻 . Since 𝐾2

𝑞 ⊖𝒳 = Ker𝐻∗, the space 𝒳 is a
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reducing subspace for the operators 𝛾2ℳ𝐼 −𝐻𝑃ℳ𝑆𝑆∗𝑃ℳ𝐻∗ and 𝛾2ℳ𝐼 −𝐻𝑃ℳ𝐻∗.
Furthermore,

Δℳ := (𝛾2ℳ𝐼 − 𝐻𝑃ℳ𝑆𝑆∗𝑃ℳ𝐻∗)∣𝒳 = 𝛾2ℳ𝐼𝒳 − 𝑍𝑊𝑅ℳ𝑊 ∗𝑍∗, (4.11)

Ξℳ := (𝛾2ℳ𝐼 − 𝐻𝑃ℳ𝐻∗)∣𝒳 = 𝛾2ℳ𝐼𝒳 − 𝑊𝑃ℳ𝑊 ∗. (4.12)

Note that Δℳ is invertible if and only if 𝐷∘
ℳ is invertible. Using the above oper-

ators, (4.9) and (4.10) can be written as

Λℳ𝑃ℳ𝑊 ∗ = 𝑅ℳ𝑊 ∗𝑍∗Δ−1
ℳΞℳ,

Λℳ𝐸 = −𝑅ℳ𝑊 ∗𝑍∗Δ−1
ℳ𝑊𝐸.

(4.13)

Corollary 4.5. Let 𝐺 ∈ 𝐿∞
𝑞×𝑝, and let ℳ be a subspace of 𝐻2

𝑝 satisfying (2.1).
Assume the operator Δℳ defined by (4.11) is invertible. Then the defect operator
𝐷∘

ℳ defined by (2.9) is invertible, and the functions 𝑁ℳ and 𝑀ℳ appearing in
(4.3) are also given by

𝑁ℳ(𝜆) = 𝑁ℳ,1(𝜆) + 𝑁ℳ,2(𝜆), (4.14)

𝑁ℳ,1(𝜆) = −Π𝐻𝑊 ∗(𝐼 − 𝜆𝑍∗)−1𝑍∗Δ−1
ℳ𝑊𝐸 (4.15)

𝑁ℳ,2(𝜆) = Π𝐻(𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑅ℳ)𝑊 ∗𝑍∗Δ−1
ℳ𝑊𝐸. (4.16)

and

𝑀ℳ(𝜆) = 𝑀ℳ,1(𝜆) + 𝑀ℳ,2(𝜆), (4.17)

𝑀ℳ,1(𝜆) = 𝐼 + 𝜆𝐸∗𝑊 ∗(𝐼 − 𝜆𝑍∗)−1𝑍∗Δ−1
ℳ𝑊𝐸 (4.18)

𝑀ℳ,2(𝜆) = −𝜆𝐸∗(𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑅ℳ)𝑊 ∗𝑍∗Δ−1
ℳ𝑊𝐸. (4.19)

Furthermore, if 𝑟spec(𝑍
∗Δ−1

ℳΞℳ) < 1, then 𝑀ℳ,1(𝜆) is invertible for ∣𝜆∣ ≤ 1 and

𝑀ℳ,1(𝜆)
−1 = 𝐼 − 𝜆𝐸∗𝑊 ∗(𝐼 − 𝜆𝑍∗Δ−1

ℳΞℳ)−1𝑍∗Δ−1
ℳ𝑊𝐸, ∣𝜆∣ ≤ 1. (4.20)

Proof. For operators 𝐴 and 𝐵 the invertibility of 𝐼 + 𝐴𝐵 is equivalent to the
invertibility of 𝐼 + 𝐵𝐴. Using this fact it is clear that the invertibility of 𝐷∘

ℳ
follows form the invertibility of Δℳ. Hence we can apply Theorem 4.1. Writing
𝑅ℳ as 𝐼 − (𝐼 − 𝑅ℳ) and using (4.13) we see that (4.14) holds with 𝑁ℳ,2 being
given by (4.16) and with

𝑁ℳ,1(𝜆) = −Π𝐻(𝐼 − 𝜆𝑆∗)−1𝑊 ∗𝑍∗Δ−1
ℳ𝑊𝐸. (4.21)

The intertwining relation 𝑊𝑆 = 𝑍𝑊 yields (𝐼 − 𝜆𝑆∗)−1𝑊 ∗ = 𝑊 ∗(𝐼 − 𝜆𝑍∗)−1.
Using the latter identity in (4.21) yields (4.15). In a similar way one proves the
identities (4.17)–(4.19).
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To complete the proof assume 𝑟spec(𝑍
∗Δ−1

ℳΞℳ) < 1. Then the inversion
formula for 𝑀ℳ,1(𝜆) follows from the standard inversion formula from [4, Theo-
rem 2.2.1], where we note that the state operator in the inversion formula equals

𝑍∗ − 𝑍∗Δ−1
ℳ𝑊𝐸𝐸∗𝑊 ∗ = 𝑍∗Δ−1

ℳ (𝛾2ℳ𝐼 − 𝑍𝑊𝑅ℳ𝑊 ∗𝑍∗ − 𝑊𝐸𝐸∗𝑊 ∗)

= 𝑍∗Δ−1
ℳ (𝛾2ℳ𝐼 − 𝑊 (𝑆𝑅ℳ𝑆∗ + 𝐸𝐸∗)𝑊 ∗)

= 𝑍∗Δ−1
ℳ (𝛾2ℳ𝐼 − 𝑊 (𝑆𝑆∗𝑃ℳ + 𝐸𝐸∗𝑃ℳ)𝑊 ∗)

= 𝑍∗Δ−1
ℳ (𝛾2ℳ𝐼 − 𝑊𝑃ℳ𝑊 ∗) = 𝑍∗Δ−1

ℳΞℳ,

as claimed. Here we used the second identity in (4.4), and the fact that 𝑃ℳ𝐸 = 𝐸,
because Im𝐸 = Ker𝑆∗ ⊂ ℳ. □

5. The special case where 퓜 = 𝑯2
𝒑

Throughout this section ℳ = 𝐻2
𝑝 , that is, we are dealing with the 𝐻2

𝑝 -restricted

Nehari problem, which is just the usual Nehari problem. Since ℳ = 𝐻2
𝑝 , we will

suppress the index ℳ in our notation, and just write 𝐷, 𝐷∘, 𝒟, 𝒟∘, Λ, etc. instead
of 𝐷ℳ, 𝐷∘

ℳ, 𝒟ℳ, 𝒟∘
ℳ, Λℳ, etc. In particular,

𝛾 = ∥𝐻∥, 𝐷 = (𝛾2𝐼 − 𝐻∗𝐻)1/2, 𝐷∘ = (𝛾2𝐼 − 𝑆∗𝐻∗𝐻𝑆)1/2. (5.1)

We shall assume (cf., the first paragraph of Section 3) that the following two
conditions are satisfied

(C1) 𝐻 has finite rank,
(C2) none of the maximizing vectors of 𝐻 belongs 𝑆𝐻2

𝑝 .

Note that the space spanned by the maximizing vectors of 𝐻 is equal to Ker𝐷 =
𝒟⊥, where 𝒟 is the closure of the range of 𝐷. We see, using Proposition 4.4, that
under condition (C1):

(C2) ⇐⇒ 𝒟 ∩ 𝑆𝐻2
𝑝 = {0} ⇐⇒ 𝐷∘ invertible. (5.2)

Let 𝑍 and 𝑊 be the operators defined by (1.8) and (1.9), respectively, and

Δ = 𝛾2𝐼𝒳 − 𝑍𝑊𝑊 ∗𝑍∗, Ξ = 𝛾2𝐼𝒳 − 𝑊𝑊 ∗. (5.3)

We shall prove the following theorem.

Theorem 5.1. Let 𝐺 ∈ 𝐿2𝑞×𝑝, and assume that the Hankel operator 𝐻 associated
with the co-analytic part of 𝐺 satisfies conditions (C1) and (C2). Then the operator
Δ defined by the first identity in (5.3) is invertible and the central optimal solution
𝐹 to the Nehari problem associated with 𝐺 is given by 𝐹 = 𝐺+ − Φ+, where 𝐺+
is the analytic part of 𝐺 and Φ+ is the rational 𝑞×𝑝 matrix-valued 𝐻∞ function
defined by

Φ+(𝜆) = 𝑁(𝜆)𝑀(𝜆)−1, where

𝑁(𝜆) = −Π𝐻𝑊 ∗(𝐼𝒳 − 𝜆𝑍∗)−1𝑍∗Δ−1𝑊𝐸,

𝑀(𝜆) = 𝐼 + 𝜆𝐸∗𝑊 ∗(𝐼𝒳 − 𝜆𝑍∗)−1𝑍∗Δ−1𝑊𝐸.
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Furthermore, 𝑟spec(𝑍
∗Δ−1Ξ) < 1, and the inverse of 𝑀(𝜆) is given by

𝑀(𝜆)−1 = 𝐼 − 𝜆𝐸∗𝑊 ∗(𝐼𝒳 − 𝜆𝑍∗Δ−1Ξ)−1𝑍∗Δ−1𝑊𝐸.

Here Ξ is the operator defined by the second identity in (5.3).

It will be convenient first to prove the following lemma.

Lemma 5.2. Assume conditions (C1) and (C2) are satisfied. Then the following
holds:

(i) the subspace 𝔐 := Ker𝜔2𝐷 of 𝐻2
𝑝 is cyclic for 𝑆,

(ii) the operators 𝜔2 and Λ are strongly stable.

Proof. We split the proof into three parts. The first part has a preparatory char-
acter. The two other parts deal with items (i) and (ii), respectively.

Part 1. We first prove that

𝜔2 = 𝐷(𝑆∗𝐷2𝑆)−1𝑆∗𝐷, Λ = (𝑆∗𝐷2𝑆)−1𝑆∗𝐷2. (5.4)

Since (C1) and (C2) are satisfied, we can apply Proposition 4.4 with ℳ = 𝐻2
𝑝 to

show that 𝐷∘2 = 𝑆∗𝐷2𝑆 is invertible. By definition, see (2.11) with ℳ = 𝐻2
𝑝 , the

operator 𝜔2 is zero on Ker𝑆∗𝐷. Thus in order to prove the first equality in (5.4),
it suffices to show that 𝜔2𝑓 = 𝐷(𝑆∗𝐷2𝑆)−1𝑆∗𝐷𝑓 for each 𝑓 ∈ ℱ = Im𝐷𝑆 =
Im𝐷𝑆 = (Ker𝑆∗𝐷)⊥. But the latter follows by specifying (4.5) and (2.11) for
ℳ = 𝐻2

𝑝 , using 𝐷∘2 = 𝑆∗𝐷2𝑆.
The second equality in (5.4) follows from (4.1), again using 𝐷∘2 = 𝑆∗𝐷2𝑆

and ℳ = 𝐻2
𝑝 .

Part 2. We prove (i). Using the result of the previous part we have

𝔐 = Ker𝜔2𝐷 = Ker𝐷(𝑆∗𝐷2𝑆)−1𝑆∗𝐷2.

Fix ℎ ⊥ ⋁𝑘≥0 𝑆𝑘𝔐. Then 𝑆∗𝑘ℎ ⊥ 𝔐, and thus

𝑆∗𝑘ℎ = 𝐷2𝑆(𝑆∗𝐷2𝑆)−1𝐷ℎ𝑘, for some ℎ𝑘 ∈ 𝐻2
𝑝 .

It follows that 𝑆∗𝑘+1ℎ = 𝑆∗𝐷2𝑆(𝑆∗𝐷2𝑆)−1𝐷ℎ𝑘 = 𝐷ℎ𝑘, and hence

𝑆∗𝑘ℎ = 𝐷2𝑆(𝑆∗𝐷2𝑆)−1𝑆∗𝑘+1ℎ = Λ∗𝑆∗𝑘+1ℎ.

Taking 𝑘 = 0, we conclude that

ℎ = Λ∗𝑆∗ℎ = Λ∗2𝑆∗2ℎ = Λ∗𝑘𝑆∗𝑘ℎ (𝑘 ∈ ℕ).

Next observe that 𝐷Λ = 𝜔2𝐷. This yields

Λ𝑘+1 = 𝐷∘−2𝑆∗𝐷2Λ𝑘 = 𝐷∘−2𝑆∗𝐷𝜔𝑘2𝐷. (5.5)

Since 𝜔2 is contractive, we conclude sup𝑘∈ℕ ∥Λ𝑘∥ < ∞. Therefore, since 𝑆∗ is

strongly stable, we see that Λ∗𝑘𝑆∗𝑘ℎ → 0 if 𝑘 → ∞. Hence ℎ = 0, and we have
proved the cyclicity of Ker𝜔2𝐷.
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Part 3. We prove (ii). By definition 𝜔2𝐷𝑆 = 𝐷. Thus for each 𝑘 ∈ ℕ we have
𝜔𝑘2𝐷𝑆𝑘 = 𝐷. Now, fix 𝑛 ∈ ℕ, and take 0 ≤ 𝑗 ≤ 𝑛 − 1. Then

𝜔𝑛2𝐷𝑆𝑗𝔐 = 𝜔𝑛−𝑗2 𝐷𝔐 = 𝜔𝑛−𝑗−12 𝜔2𝐷𝔐 = {0}.
In other words, Ker𝜔𝑛2𝐷 includes 𝒳𝑛 =

⋁𝑛−1
𝑗=0 𝑆𝑗𝔐.

Let 𝑃𝑛 be the orthogonal projection of 𝐻2
𝑝 onto 𝐻2

𝑝 ⊖ 𝒳𝑛. By (i) we have

𝑃𝑛 → 0 pointwise. Now take ℎ ∈ 𝐻2
𝑝 . Then

∥𝜔𝑛2𝐷ℎ∥ = ∥𝜔𝑛2𝐷𝑃𝑛ℎ∥ ≤ ∥𝐷𝑃𝑛ℎ∥ → 0 (𝑛 → ∞).

From the first identity in (5.4) we see that 𝜔2 is zero on Ker𝐷 = (Im𝐷)⊥. Thus
𝜔𝑛2 (Im𝐷)⊥ = {0}, and we conclude that 𝜔2 is strongly stable.

Finally, using (5.5), we see that Λ𝑘ℎ → 0, as 𝑘 → ∞, for any ℎ ∈ 𝐻2
𝑝 . Hence

Λ is strongly stable too. □

Proof of Theorem 5.1. We already observed that 𝐷∘ is invertible. Since the invert-
ibility of 𝐷∘ implies the invertibility of Δ, we can apply Theorem 4.1 and Corollary
4.5 with ℳ = 𝐻2

𝑝 to get the desired formula for Φ+. Note that 𝑅𝐻2
𝑝
= 𝐼, and hence

in this case the functions appearing in (4.16) and (4.19) are identically zero.
Put 𝑇 = 𝑍∗Δ−1Ξ. Next we show that 𝑟spec(𝑇 ) < 1. By specifying the first

identity in (4.13) we see that Λ𝑊 ∗ = 𝑊 ∗𝑇 , and thus Λ𝑘𝑊 ∗ = 𝑊 ∗𝑇 𝑘 for each 𝑘 ∈
ℕ. Since Λ is strongly stable (by Lemma 5.2 (ii)), we arrive at lim𝑘→∞ 𝑊 ∗𝑇 𝑘𝑥 =
0. The fact that 𝐻 has finite rank, implies that the range of 𝐻 is closed, and
hence 𝑊 is surjective. But then (𝑊𝑊 ∗)−1𝑊 is a left inverse of 𝑊 ∗, and 𝑇 𝑘𝑥 =
(𝑊𝑊 ∗)−1𝑊𝑇 𝑘𝑥 → 0 if 𝑘 → ∞. Thus 𝑇 is strongly stable. Since the underlying
space 𝒳 is finite dimensional, we conclude that 𝑟spec(𝑍

∗ΔΞ) = 𝑟spec(𝑇 ) < 1.
Finally, since 𝑟spec(𝑍

∗ΔΞ) = 𝑟spec(𝑇 ) < 1, the invertibility of 𝑀(𝜆) for ∣𝜆∣ <
1 and the formula for its inverse follow by specifying the final part of Corollary
4.5 for the case when ℳ = 𝐻2

𝑝 . □

6. Convergence of central optimal solutions

Throughout 𝐺 ∈ 𝐿∞
𝑞×𝑝 and 𝐻 is the Hankel operator defined by the co-analytic part

of 𝐺. We assume that conditions (C1) and (C2) formulated in the first paragraph
of Section 3 are satisfied. Furthermore, ℳ0 is a finite-dimensional 𝑆∗-invariant
subspace of 𝐻2

𝑝 , and ℳ0,ℳ1,ℳ2, . . . is a sequence of subspaces of 𝐻2
𝑝 defined

recursively by (3.1). We set 𝑃𝑘 = 𝑃ℳ𝑘
. From the remarks made in the paragraph

preceding Theorem 3.1 one sees that

𝐼 − 𝑃𝑘 = 𝑆𝑘(𝐼 − 𝑃0)𝑆
∗𝑘, 𝑆∗𝑃𝑘 = 𝑃𝑘−1𝑆∗, 𝑃𝑘𝐸 = 𝐸 (𝑘 ∈ ℕ). (6.1)

Here 𝐸 is the embedding operator defined by (1.6).
In this section we will prove Theorem 3.1. In fact we will show that with an

appropriate choice of the initial space ℳ0 convergence occurs at an ever faster
rate than stated in Theorem 3.1. We start with a lemma that will be of help when
proving the increased rate of convergence.
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Lemma 6.1. Let 𝑍 and 𝑊 be the operators defined by (1.8) and (1.9), respectively.
Then the space 𝒳0 = 𝑊ℳ⊥

0 is a 𝑍-invariant subspace of 𝒳 = Im𝑊 . Furthermore,
let the operators 𝑍0 : 𝒳0 → 𝒳0 and 𝑊0 : 𝐻2

𝑝 → 𝒳0 be defined by 𝑍0 = 𝑍∣𝒳0

and 𝑊0 = Π𝒳0𝑊 , where Π𝒳0 is the orthogonal projection of 𝒳 onto 𝒳0. Then
𝑟spec(𝑍0) ≤ 𝑟spec(𝑍) and

𝑍𝑘𝑊 (𝐼 − 𝑃0) = Π∗
𝒳0

𝑍𝑘
0𝑊0(𝐼 − 𝑃0), 𝑘 = 0, 1, 2, . . . . (6.2)

Proof. Since 𝑍𝑊 = 𝑊𝑆 and ℳ⊥
0 is invariant under 𝑆, we see that 𝒳0 is invariant

under 𝑍, and thus 𝑟spec(𝑍0) ≤ 𝑟spec(𝑍). From the definition of 𝑍0 and 𝑊0 we see
that 𝑍Π∗

𝒳0
= Π∗

𝒳0
𝑍0 and Π∗

𝒳0
𝑊0(𝐼 − 𝑃0) = 𝑊 (𝐼 − 𝑃0). Thus

𝑍𝑘𝑊 (𝐼 − 𝑃0) = 𝑍𝑘Π∗
𝒳0

𝑊0(𝐼 − 𝑃0) = Π∗
𝒳0

𝑍𝑘
0𝑊0(𝐼 − 𝑃0), 𝑘 = 0, 1, 2, . . .

This proves (6.2). □

Assume 0 < 𝑟 < 1 such that the poles of 𝐺 inside 𝔻 are in the open disc
𝔻𝑟. As mentioned in the introduction, the poles of 𝐺 inside 𝔻 coincide with the
eigenvalues of 𝑍. Thus 𝑟spec(𝑍) < 𝑟. By Lemma 6.1, 𝑟spec(𝑍0) ≤ 𝑟spec(𝑍) < 𝑟. In
what follows we fix 0 < 𝑟0 < 1 such that 𝑟spec(𝑍0) < 𝑟0 < 𝑟. We will show that
the convergence of the central optimal solutions 𝐹𝑘 in Theorem 3.1 is proportional
to 𝑟𝑘0 .

In the sequel we will use the following notation. For a sequence of operators
𝑋𝑛, 𝑛 ∈ ℕ, with 𝑋𝑛 →𝑟 𝑋 we mean that there exists a positive number 𝐿𝑋 > 0
such that ∥𝑋−𝑋𝑛∥ ≤ 𝐿𝑋𝑟𝑛. Hence 𝑋𝑛 →𝑟 𝑋 if and only if ∥𝑋−𝑋𝑛∥ →𝑟 0. Note
that if 𝑋𝑛 →𝑟 𝑋 and if 𝑌𝑛 is another sequence of operators of appropriate size,
with 𝑌𝑛 → 𝑌 , 𝑛 ∈ ℕ, then 𝑋𝑛𝑌𝑛 →𝑟 𝑋𝑌 . Moreover, if 𝑋𝑛 →𝑟 𝑋 , the operators 𝑋 ,
𝑋𝑛 are invertible, and sup𝑛∈ℕ ∥𝑋−1

𝑛 ∥ < ∞, then 𝑋−1
𝑛 →𝑟 𝑋−1. Finally, if 𝐾,𝐾𝑛,

𝑛 ∈ ℕ, are functions defined on 𝔻, then 𝐾𝑛 →𝑟 𝐾 will indicate convergence
proportional to 𝑟𝑛, uniform on 𝔻, that is, there exists a positive number 𝐿𝐾 > 0,
independent of 𝜆, such that ∥𝐾(𝜆)− 𝐾𝑛(𝜆)∥ ≤ 𝐿𝐾𝑟𝑛 for each 𝑛 ∈ ℕ and 𝜆 ∈ 𝔻.

For simplicity, we will adapt the notation of Section 5, and write 𝛾, Δ, 𝑁
and 𝑀 instead of 𝛾𝐻2

𝑝
, Δ𝐻2

𝑝
, 𝑁𝐻2

𝑝
and 𝑀𝐻2

𝑝
. Furthermore, we use the abbreviated

notation 𝑃𝑘, 𝛾𝑘, Λ𝑘, Ξ𝑘, and Δ𝑘 for the operators 𝑃ℳ𝑘
, 𝛾ℳ𝑘

, Λℳ𝑘
, Ξℳ𝑘

, and
Δℳ𝑘

appearing in Section 4 for ℳ = ℳ𝑘.

As a first step towards the proof of our convergence result we prove the
following lemma.

Lemma 6.2. Assume conditions (C1) and (C2) are satisfied. Then Δ𝑘 →𝑟20
Δ, and

for 𝑘 ∈ ℕ large enough Δ𝑘 is invertible, and Δ−1
𝑘 →𝑟20

Δ−1.

Proof. We begin with a few remarks. Recall that for ℳ in (2.1) the operator
𝑅ℳ is defined to be the orthogonal projection of 𝐻2

𝑝 onto 𝑆∗ℳ; see the first
paragraph of Section 2. For ℳ = ℳ𝑘 we have 𝑆∗ℳ𝑘 = ℳ𝑘−1 by (3.1), and
thus ℳ = ℳ𝑘 implies 𝑅ℳ𝑘

= 𝑃𝑘−1. It follows that the operator Δ𝑘 is given by
Δ𝑘 = 𝛾2𝑘𝐼𝒳 −𝑍𝑊𝑃𝑘−1𝑊 ∗𝑍∗; cf., the second part of (4.11). From the invertibility
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of 𝐷∘
ℳ𝑘

we obtain that Δ𝑘 is invertible as well; see the first paragraph of the proof
Corollary 4.5. The identities in (4.13) for ℳ = ℳ𝑘 now take the form

Λ𝑘𝑃𝑘𝑊
∗ = 𝑃𝑘−1𝑊 ∗𝑍∗Δ−1

𝑘 Ξ𝑘, Λ𝑘𝐸 = −𝑃𝑘−1𝑊 ∗𝑍∗Δ−1
𝑘 𝑊𝐸. (6.3)

Observe that 𝛾2𝑘 = ∥𝐻𝑃𝑘∥2 = ∥𝑃𝑘𝐻∗∥2 = 𝑟spec(𝐻𝑃𝑘𝐻
∗) = ∥𝐻𝑃𝑘𝐻

∗∥. By a
similar computation 𝛾2 = ∥𝐻𝐻∗∥. Thus, using (6.1) and (6.2),

∣𝛾2 − 𝛾2𝑘∣ = ∣∥𝐻𝐻∗∥ − ∥𝐻𝑃𝑘𝐻
∗∥∣ ≤ ∥𝐻𝐻∗ − 𝐻𝑃𝑘𝐻

∗∥
= ∥𝐻𝑆𝑘(𝐼 − 𝑃0)𝑆

∗𝑘𝐻∗∥ = ∥𝑍𝑘
0𝑊0(𝐼 − 𝑃0)𝑊

∗
0𝑍∗𝑘
0 ∥

≤ ∥𝑍𝑘
0 ∥ ∥𝐻∥ ∥(𝐼 − 𝑃0)∥ ∥𝐻∗∥∥𝑍∗𝑘

0 ∥ = ∥𝐻∥2 ∥𝑍𝑘
0 ∥2.

It follows that 𝛾2𝑘 →𝑟20
𝛾2. Next, again by (6.1) and (6.2), we obtain

Δ𝑘 = 𝛾2𝑘𝐼 − 𝑍𝑊𝑃𝑘−1𝑊 ∗𝑍∗

= 𝛾2𝑘𝐼 − 𝑍𝑊𝑊 ∗𝑍∗ + 𝑍𝑊𝑆𝑘−1(𝐼 − 𝑃0)𝑆
∗𝑘−1𝑊 ∗𝑍∗

= Δ+ (𝛾2𝑘 − 𝛾2)𝐼 + 𝑃𝒳0𝑍
𝑘−1
0 𝑊0(𝐼 − 𝑃0)𝑊

∗
0 𝑍∗𝑘
0 𝑃𝒳0 .

Clearly the second and third summand converge to zero proportional to 𝑟2𝑘0 , and
thus we may conclude that Δ𝑘 →𝑟20

Δ.
Since Δ is invertible by Theorem 5.1. The result of the previous paragraph

implies that for 𝑘 large enough Δ𝑘 is invertible and ∥Δ−1
𝑘 ∥ < 𝐿 for some 𝐿 > 0

independent of 𝑘. Consequently Δ−1
𝑘 →𝑟20

Δ−1. □

Proof of Theorem 3.1 (with 𝑟𝑘0 -convergence). We split the proof into four parts.
Throughout 𝑘 ∈ ℕ is assumed to be large enough so that Δ𝑘 is invertible; see
Lemma 6.2.

Part 1. Let 𝑁 and 𝑀 be as in Theorem 5.1. Put

𝑁𝑘,1(𝜆) = −Π𝐻𝑊 ∗(𝐼 − 𝜆𝑍∗)−1𝑍∗Δ−1
𝑘 𝑊𝐸, (6.4)

𝑀𝑘,1(𝜆) = 𝐼 + 𝜆𝐸∗𝑊 ∗(𝐼 − 𝜆𝑍∗)−1𝑍∗Δ−1
𝑘 𝑊𝐸. (6.5)

Since the only dependence on 𝑘 in 𝑁𝑘,1 and 𝑀𝑘,1 occurs in the form of Δ𝑘, it
follows from Lemma 6.2 that

𝑀𝑘,1 →𝑟20
𝑀 and 𝑁𝑘,1 →𝑟20

𝑁. (6.6)

Part 2. From Corollary 4.5 we know that

𝑁𝑘(𝜆) = 𝑁𝑘,1(𝜆) + 𝑁𝑘,2(𝜆), 𝑁𝑘,2(𝜆) = Π𝐻𝛾𝑘(𝜆)𝑍
∗Δ−1

𝑘 𝑊𝐸, (6.7)

𝑀𝑘(𝜆) = 𝑀𝑘,1(𝜆) + 𝑀𝑘,2(𝜆), 𝑀𝑘,2(𝜆) = −𝜆𝐸∗𝛾𝑘(𝜆)𝑍∗Δ−1
𝑘 𝑊𝐸. (6.8)

Here 𝛾𝑘(𝜆) = (𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑃𝑘−1)𝑊 ∗. In this part we show that 𝑀𝑘,2 →𝑟0 0.
Using the first identity in (6.1), the intertwining relation 𝑍𝑊 = 𝑊𝑆, and

(6.2) we see that

𝛾𝑘(𝜆) = (𝐼 − 𝜆𝑆∗)−1𝑆𝑘−1(𝐼 − 𝑃0)𝑆
∗𝑘−1𝑊 ∗

= (𝐼 − 𝜆𝑆∗)−1𝑆𝑘−1(𝐼 − 𝑃0)𝑊
∗
0𝑍∗𝑘−1
0 Π𝒳0 .
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Next we use that

(𝐼 − 𝜆𝑆∗)−1𝑆𝑘−1 =
𝑘−2∑
𝑗=0

𝜆𝑗𝑆𝑘−1−𝑗 + 𝜆𝑘−1(𝐼 − 𝜆𝑆∗)−1.

Thus 𝛾𝑘(𝜆) = 𝛾𝑘,1(𝜆) + 𝛾𝑘,2(𝜆), where

𝛾𝑘,1(𝜆) =
( 𝑘−2∑
𝑗=0

𝜆𝑗𝑆𝑘−1−𝑗
)
(𝐼 − 𝑃0)𝑊

∗
0𝑍∗𝑘−1
0 Π𝒳0 ,

𝛾𝑘,2(𝜆) = 𝜆𝑘−1(𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑃0)𝑊
∗
0 𝑍∗𝑘−1
0 Π𝒳0 .

Now recall that ℳ0 is 𝑆∗-invariant, and write 𝑆0 = 𝑃0𝑆𝑃0 = 𝑃0𝑆. The fact
that ℳ0 is finite dimensional implies 𝑟spec(𝑆0) < 1. The computation

(𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑃0)𝑊
∗
0 = (𝐼 − 𝜆𝑆∗)−1𝑊 ∗

0 − (𝐼 − 𝜆𝑆∗)−1𝑃0𝑊 ∗
0

= 𝑊 ∗
0 (𝐼 − 𝜆𝑍∗

0 )
−1 − (𝐼 − 𝜆𝑆∗

0 )
−1𝑃0𝑊 ∗

0 ,

shows that (𝐼 − 𝜆𝑆∗)−1(𝐼 − 𝑃0)𝑊
∗
0 is uniformly bounded on 𝔻. Since 𝑟spec(𝑍0) <

𝑟0 < 1, we conclude that 𝛾𝑘,2 →𝑟0 0.

Next observe that 𝐸∗(∑𝑘−2
𝑗=0 𝜆𝑗𝑆𝑘−1−𝑗) = 0, and thus 𝐸∗𝛾𝑘,1(𝜆) = 0 for each

𝑘 ∈ ℕ. We conclude that

𝑀𝑘,2(𝜆) = −𝜆𝐸∗𝛾𝑘,2(𝜆)𝑍∗Δ−1
𝑘 𝑊𝐸.

But then 𝛾𝑘,2 →𝑟0 0 implies that the same holds true for 𝑀𝑘,2, that is, 𝑀𝑘,2 →𝑟0 0.

Indeed, this follows from the above identity and the fact that the sequence Δ−1
𝑘 is

uniformly bounded.

Part 3. In this part we show that 𝑁𝑘,2 →𝑟0 0. To do this we first observe that

Π𝐻𝑆𝑘−1−𝑗 = Π𝑉 𝑘−1−𝑗
− 𝐻 = Π𝑉 𝑘−1−𝑗

− 𝑃𝒳𝑊 = Π𝑃𝒳𝑍𝑘−1−𝑗𝑊.

Post-multiplying this identity with 𝐼 − 𝑃0 and using (6.2) yields

Π𝐻𝑆𝑘−1−𝑗(𝐼 − 𝑃0) = Π𝑃𝒳0𝑍
𝑘−1−𝑗
0 𝑊0(𝐼 − 𝑃0).

It follows that

𝑁𝑘,2(𝜆) =
( 𝑘−2∑
𝑗=0

𝜆𝑗Π𝑃𝒳0𝑍
𝑘−1−𝑗
0

)
𝑊0(𝐼 − 𝑃0)𝑊

∗
0 𝑍∗𝑘−1
0

+Π𝐻𝛾𝑘,2(𝜆)𝑍
∗Δ−1

𝑘 𝑊𝐸. (6.9)

From the previous part of the proof we know that 𝛾𝑘,2 →𝑟0 0, and by Lemma 6.2

the sequence Δ−1
𝑘 is uniformly bounded. It follows that the second term in the

right-hand side of (6.9) converges to zero with a rate proportional to 𝑟𝑘0 . Note that
for 𝜆 ∈ 𝔻 we have∥∥∥∥∥∥

𝑘−2∑
𝑗=0

𝜆𝑗Π𝑃𝒳0𝑍
𝑘−1−𝑗
0

∥∥∥∥∥∥ ≤
𝑘−2∑
𝑗=0

∥𝑍0∥𝑘−1−𝑗 ≤
∞∑
𝑗=1

∥𝑍𝑗
0∥ ≤ 𝐿0𝑟0

1− 𝑟0
.
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Since 𝑟spec(𝑍0) < 𝑟0 < 1, we also have ∥𝑍∗𝑘−1
0 ∥ →𝑟0 0. It follows that the first

term in the right-hand side of (6.9) converges to zero with a rate proportional to
𝑟𝑘0 . We conclude that 𝑁𝑘,2 →𝑟0 0.

Part 4. To complete the proof, it remains to show that 𝑀−1
𝑘 (𝜆) →𝑟0 𝑀−1(𝜆)

uniformly on 𝔻. By similar computations as in the proof of Lemma 6.2, it fol-
lows that Ξ𝑘 →𝑟20

Ξ. Hence 𝑍∗Δ−1
𝑘 Ξ𝑘 →𝑟20

𝑍∗Δ−1Ξ. By Theorem 5.1 we have

𝑟spec(𝑍
∗Δ−1Ξ) < 1. Thus for 𝑘 large enough also 𝑟spec(𝑍

∗Δ−1
𝑘 Ξ𝑘) < 1, and

𝑀𝑘,1(𝜆) is invertible on 𝔻. From the fact that 𝑀𝑘,1 →𝑟20
𝑀 , we see that 𝑀−1

𝑘,1 →𝑟20

𝑀−1, with 𝑀−1
𝑘,1 and 𝑀−1 indicating here the functions on𝔻 with values 𝑀𝑘,1(𝜆)

−1

and 𝑀(𝜆)−1 for each 𝜆 ∈ 𝔻. In particular, the functions 𝑀−1
𝑘,1 are uniformly

bounded on 𝔻 by a constant independent of 𝑘, which implies

𝐼 + 𝑀−1
𝑘,1𝑀𝑘,2 →𝑟0 𝐼, (𝐼 + 𝑀−1

𝑘,1𝑀𝑘,2)
−1 →𝑟0 𝐼.

As a consequence

𝑀−1
𝑘 = (𝑀𝑘,1 + 𝑀𝑘,2)

−1 = (𝐼 + 𝑀−1
𝑘,1𝑀𝑘,2)

−1𝑀−1
𝑘,1 →𝑟0 𝐼 ⋅ 𝑀−1 = 𝑀−1,

which completes the proof. □

Concluding remarks

Note that the functions 𝑀𝑘,1 and 𝑁𝑘,1 given by (6.4) and (6.5) converge with a
rate proportional to 𝑟2𝑘0 rather than 𝑟𝑘0 ; cf., (6.6). Consequently the same holds
true for 𝑀−1

𝑘,1 . Thus a much faster convergence may be achieved when 𝑁𝑘,1𝑀
−1
𝑘,1

are used instead of 𝑁𝑘𝑀
−1
𝑘 . However, for the inverse of 𝑀𝑘,1 to exist on 𝔻 we

need 𝑘 to be large enough to guarantee 𝑟spec(𝑍
∗Δ𝑘Ξ𝑘) < 1, and it is at present

not clear how large 𝑘 should be.

For the scalar case condition (C2) is rather natural. Indeed (see the second
paragraph of Section 3) for the scalar case condition (C2) is equivalent to the
requirement that the largest singular value of the Hankel operator is simple. The
latter condition also appears in model reduction problems. In the matrix-valued
case (C2) seems rather special; in this paper it serves a practical purpose, namely
that the central optimal solutions admit a more explicit description under this
assumption.

If conditions (C1) and (C2) are fulfilled and the space spanned by the maxi-
mizing vectors of the Hankel operator 𝐻 has dimension 𝑝, then the central optimal
solution to the Nehari problem is the only optimal solution. To see this note that
the additional assumption implies that 𝐻2

𝑝 = Ker𝑆∗+̇𝒟. Using the later iden-
tity and some elementary Fredholm theory from [12, Chapter XI] one proves that
ℱ = Im𝐷𝑆 = Im𝐷𝑆 is equal to 𝒟. But then the optimal solution is unique.

Computational examples show that it may happen that the approximations
of the optimal solution to the Nehari problem considered in this paper oscillate
to the optimal solution when the initial space ℳ0 = {0}. Although the rate of
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convergence can be improved considerably by choosing a different initial space
ℳ0, the same examples show that the approximations still oscillate in much the
same way as before to the optimal solution. This suggests that approximating the
optimal solution may not be practical in some problems. In this case, one may
have to adjust these approximating optimal solutions. We plan to return to this
phenomenon in a later paper.
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problems of Carathéodory-Fejér and F. Riesz. Functional Analyis and Applications
2 (1968), 1–18 [English translation].

[2] V.M. Adamjan, D.Z. Arov, M.G. Krein, Infinite block Hankel matrices and their
connection with the interpolation problem. Amer. Math. Soc. Transl. (2) 111 (1978),
133–156 [Russian original 1971].

[3] D.Z. Arov and H. Dym, 𝐽-contractive matrix valued functions and related topics,
Cambridge University Press, 2008.

[4] H. Bart, I. Gohberg, M.A. Kaashoek, and A.C.M. Ran, Factorization of matrix and
operator functions: the state space method, OT 178, Birkhäuser Verlag, Basel, 2008.
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On Theorems of Halmos and Roth

P.A. Fuhrmann and U. Helmke

Dedicated to Bill Helton on the occasion of his 65th birthday

Abstract. This paper was motivated by a result of Halmos [1971] on the char-
acterization of invariant subspaces of finite-dimensional, complex linear oper-
ators. It presents a purely algebraic approach, using polynomial and rational
models over an arbitrary field, that yields a functional proof of an extension
of the result by Halmos. This led to a parallel effort to give a simplified,
matrix-oriented, proof. In turn, we explore the connection of Halmos’ result
with a celebrated Theorem of Roth [1952]. The method presented here has
the advantage of generalizing to a class of infinite-dimensional shift operators.

Mathematics Subject Classification. 15A24, 15A54.

Keywords. Invariant subspaces, commutant, functional models, Roth’s theo-
rem.

1. Introduction

The present paper re-examines the central result of Halmos [1971] that character-
izes invariant subspaces of finite-dimensional complex linear operators as kernels
of intertwining maps. It was first brought to our attention by reading Domanov
[2010], who presented a short proof based on elementary matrix calculations and
a clever choice of coordinates. In this paper we present an even more streamlined,
coordinate-free proof, that is valid over an arbitrary field. All these matrix-oriented
proofs by Halmos, Domanov and ourselves depend on a theorem of Frobenius [1896]
as the essential step. Next, we extend the result to the more general context of poly-
nomial models, introduced in Fuhrmann [1976]. The advantage of this approach
is that it does not use Frobenius’ result and that it extends to some interesting,
infinite-dimensional situations. Realizing that the polynomial proof does not resort

The second author was supported by the DFG under Grant HE 1858/12-1.
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to Frobenius’ theorem, we looked again for a matrix proof of the same kind. This
brought to light some interesting connections to a theorem of Roth [1952], that
deserve further investigations.

The paper is structured as follows. In Section 2, we give a short, stream-
lined proof of the Halmos result. Section 3 is devoted to a brief description of the
relevant results from the theory of polynomial models. In Section 4, we present
the polynomial model based analog of the Halmos result. Finally, in Section 5, we
prove the equivalence of a special case of Halmos’ theorem and a Theorem of Roth.
This calls for establishing the equivalence of Halmos’ theorem and an appropriate
generalization of Roth’s theorem. This we leave open for a future publication.

Finally, we would like to thank M. Porat for several helpful remarks and for
pointing out a gap in the proof of Theorem 7.

2. The Halmos theorem

Halmos [1971] has shown that any invariant subspace 𝒱 of an arbitrary complex
𝑛 × 𝑛 matrix 𝐴 is the image of a complex matrix 𝐵, that commutes with 𝐴.
Similarly, 𝒱 = Ker𝐶 for a matrix 𝐶 commuting with 𝐴. Halmos uses the Hilbert
space structure of ℂ𝑛, so his proof does not immediately extend to matrices over
arbitrary fields. On the other hand, an essential part of his argument is based on
the Frobenius theorem, stating that every square matrix is similar to its transpose
𝐴⊤. This result holds over any field. His presentation of the main proof idea is
convoluted, due to an awkward notation and misleading comments. On the other
hand, if one deletes all the unnecessary detours made by Halmos, i.e., using adjoints
of complex matrices, allowing matrix multiplication on the right and not only on
the left and avoiding basis descriptions, the proof condenses to an extremely short
argument that is presented below. The proof holds for an arbitrary field 𝔽.

Theorem 1. Let 𝐴 denote an arbitrary 𝑛 × 𝑛 matrix over a field 𝔽 and 𝒱 denote
an invariant subspace of 𝐴. Then there exist matrices 𝐵,𝐶, both commuting with
𝐴, such that Im 𝐵 = 𝒱 and Ker 𝐶 = 𝒱.
Proof. Let 𝒱 be a subspace invariant under 𝐴 and let 𝑋 be a basis matrix for 𝒱 .
By invariance, there exists a matrix Λ for which

𝐴𝑋 = 𝑋Λ, (1)

and

𝒱 = Im𝑋. (2)

By a theorem of Frobenius [1896], see also Fuhrmann [1983], every matrix 𝐴 ∈
𝔽𝑛×𝑛 is similar to its transpose 𝐴⊤. Let 𝑆 be such a similarity matrix, i.e., we have
𝑆−1𝐴⊤𝑆 = 𝐴. Analogously, there exists a matrix 𝑇 ∈ 𝔽𝑝×𝑝 for which 𝑇Λ⊤𝑇−1 =
Λ. Substituting into (1), we get

𝑆−1𝐴⊤𝑆𝑋 = 𝑋𝑇Λ⊤𝑇−1, or 𝐴⊤(𝑆𝑋𝑇 ) = (𝑆𝑋𝑇 )Λ⊤.
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Setting 𝑌 = 𝑆𝑋𝑇 , we have

𝐴⊤𝑌 = 𝑌 Λ⊤. (3)

We define now 𝐵 = 𝑋𝑌 ⊤ and compute{
𝐴𝐵 = 𝐴𝑋𝑌 ⊤ = 𝑋Λ𝑌 ⊤

𝐵𝐴 = 𝑋𝑌 ⊤𝐴 = 𝑋Λ𝑌 ⊤,

i.e., we have 𝐴𝐵 = 𝐵𝐴. Now we note that both 𝑋 and 𝑌 have full column rank.
In particular, 𝑌 ⊤ is surjective which implies

Im𝐵 = Im𝑋. (4)

Similarly, there exists a full row rank matrix 𝑍 for which we have the kernel
representation

𝒱 = Ker𝑍.

This shows the existence of a matrix 𝐿 for which

𝑍𝐴 = 𝐿𝑍. (5)

Applying Frobenius’ theorem once again, there exists a nonsingular matrix
𝑈 for which 𝐿 = 𝑈−1𝐿⊤𝑈 . Substituting in (5), thus 𝑍𝑆−1𝐴⊤𝑆 = 𝑈−1𝐿⊤𝑈𝑍, or
𝑈𝑍𝑆−1𝐴⊤ = 𝐿⊤𝑈𝑍𝑆−1. Setting 𝑊 = 𝑈𝑍𝑆−1, we have

𝑊𝐴⊤ = 𝐿⊤𝑊. (6)

Defining 𝐶 = 𝑊⊤𝑍 and noting that 𝑊⊤ is injective. We conclude, that

𝒱 = Ker𝐶. (7)

To show that 𝐶 commutes with 𝐴, we note that{
𝐴𝐶 = 𝐴𝑊⊤𝑍 = 𝑊⊤𝐿𝑍

𝐶𝐴 = 𝑊⊤𝑍𝐴 = 𝑊⊤𝐿𝑍,

i.e., we have 𝐴𝐶 = 𝐶𝐴. □

In the present paper we extend the result to the context of polynomial models,
introduced in Fuhrmann [1976]. The advantage of this approach is that it does not
use Frobenius’ result and that it extends to some interesting, infinite-dimensional
situations.

3. Preliminaries

We begin by giving a brief review of the basic results on polynomial and rational
models that will be used in the sequel. We omit proofs which can be found in
various papers, e.g., Fuhrmann [1976, 2010b].
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3.1. Polynomial models

Let 𝔽 denote an arbitrary field. We will denote by 𝔽𝑚 the space of all 𝑚-vectors
with coordinates in 𝔽. By 𝔽((𝑧−1)) we denote the field of truncated Laurent series,

namely, the space of series of the form ℎ(𝑧) =
∑𝑛(ℎ)

𝑗=−∞ ℎ𝑗𝑧
𝑗 with 𝑛(ℎ) ∈ ℤ. By

𝑧−1𝔽[[𝑧−1]] we denote the subspace of 𝔽[[𝑧−1]] consisting of all power series with
vanishing constant term. As 𝔽-linear spaces, we have the direct sum representation

𝔽((𝑧−1))𝑚 = 𝔽[𝑧]𝑚 ⊕ 𝑧−1𝔽[[𝑧−1]]𝑚. (8)

We denote by 𝜋+ and 𝜋− the projections of 𝔽((𝑧−1))𝑚 on 𝔽[𝑧]𝑚 and 𝑧−1𝔽[[𝑧−1]]𝑚

respectively, i.e., given by

𝜋−
∑𝑁

𝑗=−∞ ℎ𝑗𝑧
𝑗 =
∑−1

𝑗=−∞ ℎ𝑗𝑧
𝑗

𝜋+
∑𝑁

𝑗=−∞ ℎ𝑗𝑧
𝑗 =
∑𝑁

𝑗=0 ℎ𝑗𝑧
𝑗

(9)

Clearly, 𝜋+ and 𝜋− are complementary projections, i.e., satisfy 𝜋2± = 𝜋± and
𝜋+ + 𝜋− = 𝐼.

Polynomial models are defined as concrete representations of quotient mod-
ules of the form 𝔽[𝑧]𝑚/ℳ, where ℳ ⊂ 𝔽[𝑧]𝑚 is a full submodule, i.e., that
𝔽[𝑧]𝑚/ℳ is required to be a torsion module. It can be shown that this is equivalent
to a representation ℳ = 𝐷(𝑧)𝔽[𝑧]𝑚 with 𝐷(𝑧) ∈ 𝔽[𝑧]𝑚×𝑚 nonsingular. Defining
a projection map 𝜋𝐷 : 𝔽[𝑧]𝑚 −→ 𝔽[𝑧]𝑚 by

𝜋𝐷𝑓 = 𝐷𝜋−𝐷−1𝑓 𝑓 ∈ 𝐹 [𝑧]𝑚, (10)

we have the isomorphism

𝑋𝐷 = Im𝜋𝐷 ≃ 𝔽[𝑧]𝑚/𝐷(𝑧)𝔽[𝑧]𝑚, (11)

which gives concrete, but non canonical, representations for the quotient module.
The shift operator 𝑆𝐷 : 𝑋𝐷 −→ 𝑋𝐷 is defined by

𝑆𝐷𝑓 = 𝜋𝐷𝑧𝑓 = 𝑧𝑓 − 𝐷(𝑧)𝜉𝑓 , 𝑓 ∈ 𝑋𝐷, (12)

where 𝜉𝑓 = (𝐷−1𝑓)−1.
It is known that 𝜆 ∈ 𝔽 is an eigenvalue of 𝑆𝐷 if and only if Ker𝐷(𝜆) ∕= 0. In

fact, we have

Ker(𝜆𝐼 − 𝑆𝐷) =

{
𝐷(𝑧)𝜉

𝑧 − 𝜆
∣𝜉 ∈ Ker𝐷(𝜆)

}
(13)

The next theorem explores the close relationship between factorizations of
polynomial matrices and invariant subspaces, thereby it provides a link between
geometry and arithmetic. It is one of the principal results which makes the study
of polynomial models so useful.

Theorem 2. Let 𝐷(𝑧) ∈ 𝔽[𝑧]𝑚×𝑚 be nonsingular. A subset 𝒱 ⊂ 𝑋𝐷 is a sub-
module, or equivalently an 𝑆𝐷-invariant subspace, if and only if 𝒱 = 𝐷1𝑋𝐷2 for
some factorization 𝐷(𝑧) = 𝐷1(𝑧)𝐷2(𝑧) with 𝐷𝑖(𝑧) ∈ 𝔽[𝑧]𝑚×𝑚 also nonsingular.
Moreover, we have

𝑆𝐷∣𝐷1𝑋𝐷2 = 𝐷1𝑆𝐷2𝐷
−1
1 . (14)
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3.2. 𝔽[𝒛]-Homomorphisms

Polynomial models have two basic structures, that of an 𝔽-vector space and that
of an 𝔽[𝑧]-module. The 𝔽[𝑧]-homomorphisms are of particular importance in in-
terpolation and the following theorem gives their characterization.

Theorem 3. Let 𝐷1(𝑧) ∈ 𝔽[𝑧]𝑚×𝑚 and 𝐷2(𝑧) ∈ 𝔽[𝑧]𝑝×𝑝 be nonsingular. An 𝔽-
linear map 𝑍 : 𝑋𝐷1 −→ 𝑋𝐷2 is an 𝔽[𝑧]-homomorphism, or a map intertwining
𝑆𝐷1 and 𝑆𝐷2 , i.e., it satisfies

𝑆𝐷2𝑍 = 𝑍𝑆𝐷1 (15)

if and only if there exist 𝑁1(𝑧), 𝑁2(𝑧) ∈ 𝔽[𝑧]𝑝×𝑚 such that

𝑁2(𝑧)𝐷1(𝑧) = 𝐷2(𝑧)𝑁1(𝑧) (16)

and

𝑍𝑓 = 𝜋𝐷2𝑁2𝑓. (17)

Theorem 4. Let 𝑍 : 𝑋𝐷1 −→ 𝑋𝐷2 be the 𝔽[𝑧]-module homomorphism defined by

𝑍𝑓 = 𝜋𝐷2𝑁2𝑓. (18)

with

𝑁2(𝑧)𝐷1(𝑧) = 𝐷2(𝑧)𝑁1(𝑧) (19)

holding. Then

1. Ker𝑍 = 𝐸1𝑋𝐹1 , where 𝐷1(𝑧) = 𝐸1(𝑧)𝐹1(𝑧) and 𝐹1(𝑧) is a g.c.r.d. of 𝐷1(𝑧)
and 𝑁1(𝑧).

2. Im𝑍 = 𝐸2𝑋𝐹2 , where 𝐷2(𝑧) = 𝐸2(𝑧)𝐹2(𝑧) and 𝐸2(𝑧) is a g.c.l.d. of 𝐷2(𝑧)
and 𝑁2(𝑧).

3. 𝑍 is invertible if and only if 𝐷1(𝑧) and 𝑁1(𝑧) are right coprime and 𝐷2(𝑧)
and 𝑁2(𝑧) are left coprime.

4. 𝐷1(𝑧) and 𝑁1(𝑧) are right coprime and 𝐷2(𝑧) and 𝑁2(𝑧) are left coprime
if and only if there exist polynomial matrices 𝑋1(𝑧), 𝑌1(𝑧), 𝑋2(𝑧), 𝑌2(𝑧) for
which the following doubly coprime factorization holds(

𝑌2(𝑧) −𝑋2(𝑧)
−𝑁2(𝑧) 𝐷2(𝑧)

)(
𝐷1(𝑧) 𝑋1(𝑧)
𝑁1(𝑧) 𝑌1(𝑧)

)
=

(
𝐼 0
0 𝐼

)
(

𝐷1(𝑧) 𝑋1(𝑧)
𝑁1(𝑧) 𝑌1(𝑧)

)(
𝑌2(𝑧) −𝑋2(𝑧)

−𝑁2(𝑧) 𝐷2(𝑧)

)
=

(
𝐼 0
0 𝐼

)
.

(20)

5. In terms of the doubly coprime factorizations (20), 𝑍−1 : 𝑋𝐷2 −→ 𝑋𝐷1 is
given by

𝑍−1𝑔 = −𝜋𝐷1𝑋1𝑔, 𝑔 ∈ 𝑋𝐷2 . (21)
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4. Kernel and image representations

We have now at hand the necessary machinery to prove the analog of Halmos’
result in the context of polynomial models. In preparation, we recall the concept
of skew-primeness of polynomial matrices and the principal result.

Definition 5. Let 𝐷1(𝑧), 𝐷2(𝑧) ∈ 𝔽[𝑧]𝑝×𝑝 be nonsingular polynomial matrices. The
ordered pair (𝐷1(𝑧), 𝐷2(𝑧)) is called left skew prime if there exist polynomial
matrices 𝐷1(𝑧) and 𝐷2(𝑧) such that

1. 𝐷1(𝑧)𝐷2(𝑧) = 𝐷2(𝑧)𝐷1(𝑧)
2. 𝐷1(𝑧) and 𝐷2(𝑧) are left coprime
3. 𝐷2(𝑧) and 𝐷1(𝑧) are right coprime.

In this case we will say that the pair (𝐷2(𝑧), 𝐷1(𝑧)) is a skew complement
of (𝐷1(𝑧), 𝐷2(𝑧)). Note that a sufficient, but not necessary, condition for a pair
(𝐷1(𝑧), 𝐷2(𝑧)) to be left skew prime is that det𝐷1(𝑧), det𝐷2(𝑧) are coprime.

For the following result, which we state without proof, see Fuhrmann [2005].
The geometric interpretation of skew-primeness is due to Khargonekar, Georgiou
and Özgüler[1983].

Theorem 6. Let 𝐷1(𝑧), 𝐷2(𝑧) ∈ 𝔽[𝑧]𝑝×𝑝 be nonsingular polynomial matrices. Then
the following statements are equivalent.

1. 𝐷1(𝑧) and 𝐷2(𝑧) are left skew prime.

2. The submodule 𝐷1𝑋𝐷2 ⊂ 𝑋𝐷1𝐷2 is an 𝔽[𝑧]-direct summand, i.e., it has a
complementary submodule.

3. The equation

𝑋(𝑧)𝐷1(𝑧) + 𝐷2(𝑧)𝑌 (𝑧) = 𝐼 (22)

has a polynomial solution.
4. With the factorization 𝐷(𝑧) = 𝐷1(𝑧)𝐷2(𝑧), the invariant subspace 𝐷1𝑋𝐷2 ⊂

𝑋𝐷1𝐷2 is the kernel of a projection module homomorphism 𝑓 : 𝑋𝐷 −→ 𝑋𝐷.

The next theorem can be considered a special case of Theorem 1, thus needs
no proof. However, in the polynomial approach that we adopt here we aim at
more than just a different proof of the Halmos result. What we are after is a full
description of the set of all operators 𝑍 commuting with a linear operator 𝐴 that
have an invariant subspace 𝒱 of 𝐴 as their kernel. What we describe below are
preliminary results.

Theorem 7. Let 𝔽 be a field, 𝐷(𝑧) ∈ 𝔽[𝑧]𝑚×𝑚 be nonsingular and let 𝑆𝐷 be the
shift operator defined by (12). Then

1. A subspace 𝒱 ⊂ 𝑋𝐷 is an 𝑆𝐷-invariant subspace if and only if it is the kernel
of a map 𝑍 that commutes with 𝑆𝐷.

2. A subspace 𝒱 ⊂ 𝑋𝐷 is an 𝑆𝐷-invariant subspace if and only if it is the image
of a map 𝑊 that commutes with 𝑆𝐷.
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Proof. 1. The “if” part is trivial.
To prove the “only if” part, we assume that 𝒱 ⊂ 𝑋𝐷 is an 𝑆𝐷-invariant subspace,
hence, by Theorem 2, there exists a factorization

𝐷(𝑧) = 𝐷1(𝑧)𝐷2(𝑧), (23)

for which 𝒱 = 𝐷1𝑋𝐷2 .
Case 1:We further assume that 𝒱 is reducing, i.e., has a complementary invariant
subspace. This, by Theorem 6, implies the existence of a factorization

𝐷(𝑧) = 𝐷1(𝑧)𝐷2(𝑧) = 𝐷2(𝑧)𝐷1(𝑧), (24)

with 𝐷1(𝑧), 𝐷2(𝑧) left coprime and 𝐷2(𝑧), 𝐷1(𝑧) right coprime. The coprimeness
conditions are equivalent to the existence of polynomial solutions to the Bezout
equations

𝐷1(𝑧)𝑋(𝑧) + 𝐷2(𝑧)𝑌 (𝑧) = 𝐼 (25)

and
𝑋(𝑧)𝐷1(𝑧) + 𝑌 (𝑧)𝐷2(𝑧) = 𝐼. (26)

Equations (24), (25) and (26) can be put in matrix form as(
𝐷2(𝑧) 𝐷1(𝑧)
𝑋(𝑧) −𝑌 (𝑧)

)(
𝑌 (𝑧) 𝐷1(𝑧)
𝑋(𝑧) −𝐷2(𝑧)

)
=

(
𝐼 0

𝐾(𝑧) 𝐼

)
.

Multiplying on the left by

(
𝐼 0

−𝐾(𝑧) 𝐼

)
and appropriately redefining 𝑋(𝑧) and

𝑌 (𝑧), we obtain the doubly coprime factorization(
𝐷2(𝑧) 𝐷1(𝑧)

𝑋(𝑧) −𝑌 (𝑧)

)(
𝑌 (𝑧) 𝐷1(𝑧)
𝑋(𝑧) −𝐷2(𝑧)

)
=

(
𝐼 0
0 𝐼

)
,(

𝑌 (𝑧) 𝐷1(𝑧)
𝑋(𝑧) −𝐷2(𝑧)

)(
𝐷2(𝑧) 𝐷1(𝑧)
𝑋(𝑧) −𝑌 (𝑧)

)
=

(
𝐼 0
0 𝐼

)
.

(27)

In particular, we have

𝑌 (𝑧)𝐷1(𝑧)− 𝐷1(𝑧)𝑌 (𝑧) = 0 (28)

and the Bezout equation

𝑋(𝑧)𝐷1(𝑧) + 𝐷2(𝑧)𝑌 (𝑧) = 𝐼. (29)

Next, we define
𝑀(𝑧) = 𝑌 (𝑧)𝐷2(𝑧)
𝑁(𝑧) = 𝐷2(𝑧)𝑌 (𝑧).

(30)

We compute

𝑁(𝑧)𝐷(𝑧) = 𝐷2(𝑧)𝑌 (𝑧)𝐷1(𝑧)𝐷2(𝑧) = 𝐷2(𝑧)𝐷1(𝑧)𝑌 (𝑧)𝐷2(𝑧) = 𝐷(𝑧)𝑀(𝑧).

In turn, this implies that the map 𝑍 : 𝑋𝐷 −→ 𝑋𝐷 defined by

𝑍𝑔 = 𝜋𝐷𝑁𝑔 (31)

is intertwining 𝑆𝐷. Comparing the factorizations (23) and (30), we conclude that
𝐷2(𝑧) is a common right divisor of 𝑀(𝑧) and 𝐷(𝑧). It is a g.c.r.d. as, by the
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Bezout equation (29), 𝑌 (𝑧) and 𝐷1(𝑧) are right coprime. Applying Theorem 4, we
conclude that

Ker𝑍 = 𝐷1𝑋𝐷2 . (32)

Case 2: We assume that there exists an injective homomorphism 𝑊 : 𝑋𝐷1 −→
𝑋𝐷2 . This implies the existence of polynomial matrices 𝑁2(𝑧), 𝑀1(𝑧) satisfying

𝑁2(𝑧)𝐷1(𝑧) = 𝐷2(𝑧)𝑀1(𝑧) (33)

with 𝐷1(𝑧),𝑀1(𝑧) right coprime. In turn, this implies the equality

(𝐷1(𝑧)𝑁2(𝑧))(𝐷1(𝑧)𝐷2(𝑧)) = (𝐷1(𝑧)𝐷2(𝑧))(𝑀1(𝑧)𝐷2(𝑧)). (34)

Defining

𝑁(𝑧) = 𝐷1(𝑧)𝑁2(𝑧)
𝑀(𝑧) = 𝑀1(𝑧)𝐷2(𝑧),

(35)

we obtain

𝑁(𝑧)𝐷(𝑧) = 𝐷(𝑧)𝑀(𝑧). (36)

The right coprimeness of 𝐷1(𝑧),𝑀1(𝑧) shows that a g.c.r.d. of 𝐷(𝑧),𝑀(𝑧) is 𝐷2(𝑧).
Applying Theorem 4, we get the representation (32).

2. The proof can be derived from Part 1 by duality considerations. However, this
is rather intricate and we prefer to give a direct proof.

As before, the “if” part is trivial. To prove the “only if” part, we assume
that 𝒱 ⊂ 𝑋𝐷 is an 𝑆𝐷-invariant subspace, hence, by Theorem 2, there exists a
factorization

𝐷(𝑧) = 𝐷1(𝑧)𝐷2(𝑧), (37)

for which 𝒱 = 𝐷1𝑋𝐷2 . As we assume that 𝒱 is reducing, i.e., has a complementary
invariant subspace, Theorem 6, implies the existence of a factorization

𝐷(𝑧) = 𝐷2(𝑧)𝐷1(𝑧), (38)

with 𝐷1(𝑧), 𝐷2(𝑧) left coprime and 𝐷2(𝑧), 𝐷1(𝑧) right coprime. As in Part 1, we
conclude the existence of polynomial matrices 𝑋(𝑧), 𝑌 (𝑧), 𝑋(𝑧), 𝑌 (𝑧), for which
the doubly coprime factorization (27) holds. We define now

𝑁(𝑧) = 𝐷1(𝑧)𝑋(𝑧)
𝑀(𝑧) = 𝑋(𝑧)𝐷1(𝑧).

(39)

We compute

𝑁(𝑧)𝐷(𝑧) = 𝐷1(𝑧)𝑋(𝑧)𝐷2(𝑧)𝐷1(𝑧) = 𝐷1(𝑧)𝐷2(𝑧)𝑋(𝑧)𝐷1(𝑧) = 𝐷(𝑧)𝑀(𝑧).

In turn, this implies that the map 𝑍 : 𝑋𝐷 −→ 𝑋𝐷 defined by

𝑍𝑔 = 𝜋𝐷𝑁𝑔 (40)

is intertwining 𝑆𝐷. Comparing the factorizations (37) and (39), we conclude that
𝐷1(𝑧) is a common left divisor of 𝑁(𝑧) and 𝐷(𝑧). It is a g.c.l.d. as, by the Bezout
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equation (29), 𝑋(𝑧) and 𝐷2(𝑧) are left coprime. Applying Theorems 3 and 4, we
conclude that

Im𝑍 = 𝐷1𝑋𝐷2 . (41)

□

Noting that we have the isomorphism 𝐴 ≃ 𝑆𝑧𝐼−𝐴, it follows that Theorem 1
is a consequence of Theorem 7

We can prove Theorem 7 in a slightly different way. For this we state and
prove the following proposition, a variation on a similar result in Fuhrmann [2010a].

Proposition 8. Let 𝐷(𝑧) ∈ 𝔽[𝑧]𝑝×𝑝 be nonsingular with proper inverse 𝐷(𝑧)−1.
Choose any 𝜆 ∈ 𝔽 such that 𝐷(𝜆) is nonsingular. Then

1. 𝜆𝐼 − 𝑆𝐷 is invertible.
2. The Bezout equation

(𝑧 − 𝜆)Φ(𝑧) + 𝐷(𝑧)Ψ(𝑧) = 𝐼 (42)

has a unique solution for which 𝐷(𝑧)−1Φ(𝑧) is strictly proper. Ψ(𝑧) = Ψ is
necessarily constant and we have

Ψ = 𝐷(𝜆)−1 (43)

and

Φ(𝑧) =
𝐼 − 𝐷(𝑧)𝐷(𝜆)−1

𝑧 − 𝜆
. (44)

3. Defining a map 𝑍 : 𝑋𝐷 −→ 𝑋𝐷 by

𝑍𝑔 = 𝜋𝐷Φ𝑔 𝑔 ∈ 𝑋𝐷, (45)

then we have

(𝑆𝐷 − 𝜆𝐼)−1 = 𝑍. (46)

4. The following is a doubly coprime factorization⎛⎝ 𝐷(𝜆)−1
𝐼 − 𝐷(𝜆)−1𝐷(𝑧)

𝑧 − 𝜆
−(𝑧 − 𝜆)𝐼 𝐷(𝑧)

⎞⎠
×
⎛⎝ 𝐷(𝑧) −𝐼 − 𝐷(𝑧)𝐷(𝜆)−1

𝑧 − 𝜆
(𝑧 − 𝜆)𝐼 𝐷(𝜆)−1

⎞⎠ =

(
𝐼 0
0 𝐼

)
⎛⎝ 𝐷(𝑧) −𝐼 − 𝐷(𝑧)𝐷(𝜆)−1

𝑧 − 𝜆
(𝑧 − 𝜆)𝐼 𝐷(𝜆)−1

⎞⎠
×
⎛⎝ 𝐷(𝜆)−1

𝐼 − 𝐷(𝜆)−1𝐷(𝑧)

𝑧 − 𝜆
−(𝑧 − 𝜆)𝐼 𝐷(𝑧)

⎞⎠ =

(
𝐼 0
0 𝐼

)
(47)
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Proof. 1. By (13), the assumption that 𝐷(𝜆) is nonsingular is equivalent to the
invertibility of 𝜆𝐼 − 𝑆𝐷.

2. The nonsingularity of 𝐷(𝜆) is also equivalent to the left (and right) co-
primeness of (𝑧−𝜆)𝐼 and 𝐷(𝑧). This implies the solvability of the Bezout equation
(42). Choosing the unique solution for which Φ(𝑧)𝐷(𝑧)−1 is strictly proper, forces
(𝑧 − 𝜆)−1Ψ(𝑧) to be strictly proper too, i.e., Ψ(𝑧) is necessarily constant. Evalu-
ating (42) at 𝑧 = 𝜆, we obtain (43). (44) follows from (42) by extracting Φ(𝑧).

3. For 𝑔 ∈ 𝑋𝐷, we compute

𝑔 = 𝜋𝐷𝐼𝑔 = 𝜋𝐷((𝑧 − 𝜆)Φ + 𝐷Ψ)𝑔
= 𝜋𝐷(𝑧 − 𝜆)Φ𝑔 = 𝜋𝐷(𝑧 − 𝜆)𝜋𝐷Φ𝑔 = (𝑆𝐷 − 𝜆𝐼)𝑍𝑔,

which proves (46).
4. Can be checked by direct computation. □
We proceed to give an alternative proof of the “only if” part of Theorem 7,

using the same notation. We do this as this approach extends to the infinite-
dimensional, Hardy space oriented, generalization of the theorem. We do not make
the strict properness assumption on 𝑀(𝑧)𝐷(𝑧)−1 as it suffices to construct any
𝑀2(𝑧) satisfying the required conditions. We note that the nonsingularity of 𝐷1(𝑧)
implies the existence of a 𝜆 ∈ 𝔽 for which 𝐷(𝜆) is invertible. We invoke now
Proposition 8, but with 𝐷1(𝑧) replacing 𝐷(𝑧). We define

𝑀2(𝑧) = (𝑧 − 𝜆)𝐼 (48)

The coprime factorization (47) implies the right coprimeness of 𝑀2(𝑧), 𝐷1(𝑧). We
define the other polynomial matrices by

𝑀2(𝑧) = (𝑧 − 𝜆)𝐼

𝐷2(𝑧) = 𝐷2(𝑧)

𝐷1(𝑧) = 𝐷1(𝑧).

𝑀(𝑧) = (𝑧 − 𝜆)𝐷2(𝑧)

𝑁(𝑧) = (𝑧 − 𝜆)𝐷2(𝑧)

(49)

We observe that 𝑀2(𝑧), 𝐷1(𝑧) are right coprime because of the following identity

𝐷1(𝜆)
−1𝐷1(𝑧) +

𝐼 − 𝐷1(𝜆)
−1𝐷1(𝑧)

𝑧 − 𝜆
𝑀2(𝑧)

= 𝐷1(𝜆)
−1𝐷1(𝑧) +

𝐼 − 𝐷1(𝜆)
−1𝐷1(𝑧)

𝑧 − 𝜆
(𝑧 − 𝜆)𝐼 = 𝐼.

(50)

The rest of the proof is as before.

5. Some interesting connections

We observe that the proof of Theorem 7, which is the polynomial model version of
Halmos’ result, did not need to use Frobenius’ theorem. This leads us to consider
the possibility of also finding an elementary, matrix proof which does not use the
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Frobenius result. While this remains an open problem, it reveals some interesting
connections, especially with Roth [1952], the Sylvester equation and the concept
of skew-primeness. In the following we describe some of these connections.

We begin with some heuristic analysis. Let 𝑇 : 𝔽𝑛 −→ 𝔽𝑛 be linear and let
𝒱 ⊂ 𝔽𝑛 be a 𝑘-dimensional 𝑇 -invariant subspace. Choose a basis so that 𝑇 =(

𝐴 0
𝐶 𝐵

)
, i.e.,

𝒱 = Im

(
0
𝐼

)
=

{(
0
𝜉

)
∣𝜉 ∈ 𝔽𝑘

}
.

Assume:

(a) The matrix

(
𝑋 𝑈
𝑍 𝑌

)
commutes with

(
𝐴 0
𝐶 𝐵

)
.

(b) Ker

(
𝑋 𝑈
𝑍 𝑌

)
= 𝒱 .

Condition (b) implies that 𝑈 = 0, 𝑌 = 0 and

(
𝑋
𝑍

)
is left invertible.

The commutativity condition translates into{
𝑋𝐴 = 𝐴𝑋
𝑍𝐴 = 𝐵𝑍 + 𝐶𝑋.

(51)

Thus we have a connection to the Sylvester equation. Equation (51) can be rewrit-
ten as the following matrix equation.(

𝑋
𝑍

)
𝐴 =

(
𝐴 0
𝐶 𝐵

)(
𝑋
𝑍

)
. (52)

This indicates that 𝒲 = Im

(
𝑋
𝑍

)
is an

(
𝐴 0
𝐶 𝐵

)
-invariant subspace. In turn,

we have the isomorphism

𝐴 ≃
(

𝐴 0
𝐶 𝐵

)
∣𝒲 . (53)

Clearly, 𝒲 is a complementary subspace to 𝒱 if and only if 𝑋 is nonsingular.
In order to prove the Halmos result, we need to construct matrices 𝑋,𝑍 for

which (51) holds and

(
𝑋
𝑍

)
is left invertible.

Here are some special cases:

1. The characteristic polynomials of 𝐴 and 𝐵 are coprime.
Under this assumption, the Sylvester equation 𝑍𝐴 − 𝐵𝑍 = 𝐶 has a unique
solution. Choose 𝑋 = 𝐼.

2. The matrices 𝐴,𝐵 are similar.
In this case, there exists a nonsingular 𝑅 for which 𝑅𝐴 = 𝐵𝑅. Choose 𝑋 = 0,
𝑍 = 𝑅 and we are done.



184 P.A. Fuhrmann and U. Helmke

3. Assume

(
𝐴 0
𝐶 𝐵

)
,

(
𝐴 0
0 𝐵

)
are similar.

In this case, by Roth’s Theorem [1952], the Sylvester equation 𝑍𝐴−𝐵𝑍 = 𝐶
is solvable. Choosing 𝑋 = 𝐼, we are done.

4. A special case of the previous item is 𝐶 = 0.
Choose 𝑍 = 0 and 𝑋 = 𝐼.

In all these cases, the constructed matrix

(
𝑋
𝑍

)
is left invertible.

Lemma 9. Given 𝐴 ∈ 𝔽(𝑛−𝑘)×(𝑛−𝑘), 𝐵 ∈ 𝔽𝑘×𝑘, 𝐶 ∈ 𝔽𝑘×(𝑛−𝑘), 𝑋 ∈ 𝔽(𝑛−𝑘)×(𝑛−𝑘)

and 𝑍 ∈ 𝔽𝑘×(𝑛−𝑘).

1. We have (
𝑋
𝑍

)
𝐴 =

(
𝐴 0
𝐶 𝐵

)(
𝑋
𝑍

)
. (54)

if and only if(
𝐴 0
𝐶 𝐵

)(
𝑋 0
𝑍 𝐼

)
=

(
𝑋 0
𝑍 𝐼

)(
𝐴 0
0 𝐵

)
. (55)

2. If (55) holds with 𝑋 nonsingular, then we can assume, without loss of gen-
erality, that for some 𝑍 we have(

𝐴 0
𝐶 𝐵

)(
𝐼 0
𝑍 𝐼

)
=

(
𝐼 0
𝑍 𝐼

)(
𝐴 0
0 𝐵

)
. (56)

Proof. 1. By a simple computation.

2. Multiplying on the right by

(
𝑋−1 0
0 𝐼

)
and redefining 𝑍. □

If (55) holds and 𝑋 is invertible, then the matrices

(
𝐴 0
𝐶 𝐵

)
,

(
𝐴 0
0 𝐵

)
are similar. By a theorem of Roth [1952], this is equivalent to the solvability of the
Sylvester equation 𝑍𝐴 − 𝐵𝑍 = 𝐶. Our next theorem clarifies the connection be-
tween this special case of Halmos’ theorem, namely the case where (54) is solvable
with 𝑋 invertible, and the theorem of Roth.

Theorem 10. Given matrices 𝐴 ∈ 𝔽(𝑛−𝑘)×(𝑛−𝑘), 𝐵 ∈ 𝔽𝑘×𝑘 and 𝐶 ∈ 𝔽𝑘×(𝑛−𝑘).
The following statements are equivalent:

1. We have the following similarity(
𝐴 0
𝐶 𝐵

)
≃
(

𝐴 0
0 𝐵

)
. (57)

2. The subspace Im

(
0
𝐼

)
has a complementary

(
𝐴 0
𝐶 𝐵

)
-invariant subspace.

3. There exists a solution of the following Sylvester equation

𝑍𝐴 − 𝐵𝑍 = 𝐶. (58)
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4. There exists a matrix commuting with

(
𝐴 0
𝐶 𝐵

)
whose kernel is Im

(
0
𝐼

)
and whose image is complementary to Im

(
0
𝐼

)
.

Proof. (4) ⇒ (2)

Let

(
𝑋 𝑈
𝑍 𝑌

)
be a matrix for which:

(a) The matrix

(
𝑋 𝑈
𝑍 𝑌

)
commutes with

(
𝐴 0
𝐶 𝐵

)
(b) We have Ker

(
𝑋 𝑈
𝑍 𝑌

)
= Im

(
0
𝐼

)
.

Condition (b) implies that 𝑈 = 0, 𝑌 = 0 and

(
𝑋
𝑍

)
is left invertible.

The commutativity condition (a) translates into{
𝑋𝐴 = 𝐴𝑋
𝑍𝐴 = 𝐵𝑍 + 𝐶𝑋.

(59)

Equation (59) can be rewritten as the following matrix equation.(
𝑋
𝑍

)
𝐴 =

(
𝐴 0
𝐶 𝐵

)(
𝑋
𝑍

)
. (60)

This indicates that Im

(
𝑋
𝑍

)
is an

(
𝐴 0
𝐶 𝐵

)
-invariant subspace. The comple-

mentary assumption implies that 𝑋 is nonsingular. Applying Lemma 9.2, we get
the similarity (56).

(3) ⇒ (1)
Assume 𝑍 solves the Sylvester equation (58). This implies the identity (56) and
hence the similarity (56).

(2) ⇒ (1)

Let Im

(
𝑋
𝑍

)
be an

(
𝐴 0
𝐶 𝐵

)
-invariant subspace which is complementary to

Im

(
0
𝐼

)
. Without loss of generality, we can assume that

(
𝑋
𝑍

)
is left invertible.

This implies the existence of a matrix 𝐾 for which(
𝐴 0
𝐶 𝐵

)(
𝑋
𝑍

)
=

(
𝑋
𝑍

)
𝐾. (61)

The complementarity assumption implies that 𝑋 is nonsingular. From equation
(61) we obtain (

𝐴 0
𝐶 𝐵

)(
𝐼

𝑍𝑋−1

)
=

(
𝐼

𝑍𝑋−1

)
(𝑋𝐾𝑋−1). (62)
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This implies 𝑋𝐾𝑋−1 = 𝐴. Redefining 𝑍, we have(
𝐴 0
𝐶 𝐵

)(
𝐼
𝑍

)
=

(
𝐼
𝑍

)
𝐴. (63)

Applying Lemma 9.2, we get the similarity (56).

(2) ⇒ (3)
The Sylvester equation (58) follows from (63).

(3) ⇒ (4)
Let 𝑍 be a solution of the Sylvester equation (58). This implies (63). In turn, we
have (

𝐴 0
𝐶 𝐵

)(
𝐼 0
𝑍 0

)
=

(
𝐼 0
𝑍 0

)(
𝐴 0
𝐶 𝐵

)
.

This shows that

(
𝐼 0
𝑍 0

)
commutes with

(
𝐴 0
𝐶 𝐵

)
. Clearly, Ker

(
𝐼 0
𝑍 0

)
=

Im

(
0
𝐼

)
.

(1) ⇒ (3)
This follows from Roth [1952]. □

We wish to point out that Roth’s theorem is also about existence of comple-
mentary subspaces. In the polynomial model case this connects to the concept of
skew-primeness, introduced in Wolovich [1978]. For a geometric interpretation of

skew-primeness, see Khargonekar, Georgiou and Özgüler[1983]. Fuhrmann [1994]
contains an infinite-dimensional generalization of skew-primeness. This opens up
the possibility of establishing the analog of Halmos’s theorem in the context of
backward shift invariant subspaces.

Because of space constraints, we just state the next result. The context is
the 𝑛-vectorial 𝐻2 of the unit disk. We use Beurling’s representation of invariant
subspaces in terms of inner functions, the relation between factorizations of 𝑄(𝑧)
and invariant subspaces of the model operator defined by

𝑆𝑄𝑓 = 𝑃𝐻(𝑄)𝑧𝑓, 𝑓(𝑧) ∈ 𝐻(𝑄), (64)

and, finally, the representation of elements of the commutant of 𝑆𝑄. For most of
the background, one can consult Fuhrmann [1994].

Theorem 11. Let 𝑄(𝑧) ∈ 𝐻∞
𝑛×𝑛 be an inner function and let 𝐻(𝑄) = {𝑄𝐻2

𝑛}⊥ =
𝐻2
𝑛 ⊖ 𝑄𝐻2

𝑛. Let 𝑆𝑄 : 𝐻(𝑄) −→ 𝐻(𝑄) be defined by (64). Then

1. A subspace 𝒱 ⊂ 𝐻(𝑄) is an 𝑆𝑄-invariant subspace if and only if it is the
kernel of a bounded linear operator 𝑊 that commutes with 𝑆𝑄.

2. A subspace 𝒱 ⊂ 𝐻(𝑄) is an 𝑆𝑄-invariant subspace if and only if it is the
image of a bounded linear operator 𝑊 that commutes with 𝑆𝑄.
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Pfister’s Theorem Fails in the Free Case

Martin Harrison

Dedicated to Professor Helton, on the occasion of his 65th birthday

Abstract. Artin solved Hilbert’s 17th problem by showing that every positive
semidefinite polynomial can be realized as a sum of squares of rational func-
tions. Pfister gave a bound on the number of squares of rational functions: if
𝑝 is a positive semi-definite polynomial in 𝑛 variables, then there is a polyno-
mial 𝑞 so that 𝑞2𝑝 is a sum of at most 2𝑛 squares. As shown by D’Angelo and
Lebl, the analog of Pfister’s theorem fails in the case of Hermitian polynomi-
als. Specifically, it was shown that the rank of any multiple of the polynomial
∥𝑧∥2𝑑 ≡ (

∑
𝑗 ∣𝑧𝑗 ∣2)𝑑 is bounded below by a quantity depending on 𝑑. Here we

prove that a similar result holds in a free ∗-algebra.
Mathematics Subject Classification. 16S10, 16W10.

Keywords. Pfister’s theorem, Hilbert’s 17th problem, positive polynomials,
free ∗-algebra, sums of squares.

1. Introduction

The aim of this section is to define the main objects and to review some related
work. We work in the real free ∗-algebra ℝ⟨𝑋,𝑋∗⟩ generated by the 𝑛 noncommut-
ing (NC) variables 𝑋1, . . . , 𝑋𝑛 and their adjoints 𝑋∗

𝑗 . After taking a representa-
tion we can think of these variables as real square matrices, and the ∗ function on
ℝ⟨𝑋,𝑋∗⟩ as the transpose operation. In particular, ∗ respects addition and mul-
tiplication by scalars and is defined on monomials by (𝑋𝑗1 ⋅ ⋅ ⋅𝑋𝑗𝑘)

∗ = 𝑋∗
𝑗𝑘
⋅ ⋅ ⋅𝑋∗

𝑗1

and (𝑋∗
𝑗 )

∗ = 𝑋𝑗 . We use multi-indices 𝛼, tuples of non-negative integers from

0 to 2𝑛, to index monomials: 𝑋𝛼 ≡ 𝑋𝛼1𝑋𝛼2 ⋅ ⋅ ⋅𝑋𝛼𝑘
. 𝑋∅ is simply the empty

word, denoted by 1. For 0 < 𝑗 ≤ 𝑛, we define 𝑋𝑗+𝑛 ≡ 𝑋∗
𝑗 . We define conjugation

and concatenation of multi-indices 𝛼 and 𝛽 by the equations 𝑋𝛼∗ = (𝑋𝛼)∗ and
𝑋𝛼∘𝛽 = 𝑋𝛼𝑋𝛽.

Evaluation of 𝑝 ∈ ℝ⟨𝑋,𝑋∗⟩ at a tuple (𝑀1, . . . ,𝑀𝑛) of square matrices of
the same size is defined by the substitution of 𝑀𝑗 for 𝑋𝑗 and 𝑀𝑇

𝑗 for 𝑋∗
𝑗 .
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We say that 𝑝 ∈ ℝ⟨𝑋,𝑋∗⟩ is symmetric when 𝑝∗ = 𝑝. Such a polynomial 𝑝 is
said to be matrix positive if the matrix 𝑝(𝑀) is positive semidefinite (or PSD) for
every tuple 𝑀 of square matrices. It was shown by Helton in [3] that every matrix
positive polynomial is a sum of squares (SOS ). The minimal number of squares
required to express a matrix positive polynomial as a sum of squares is not known
in general, although upper bounds are easy to obtain. The question is open in
the commutative case as well, and in both cases amounts to a problem of rank
minimization. A great many types of rank minimization problems have been suc-
cessfully attacked in recent years with semidefinite programming techniques (see [7]
for examples). A complete characterization of conditions for success of the nuclear
norm approach, or “trace-heuristic”, in this context is not know, though Recht
provided in [8] a probabilistic characterization of success for particular classes of
rank minimization problems.

Optimization in certain quantum physics problems is done over feasible re-
gions of operators on Hilbert spaces, and so NC variables are useful there. Several
examples and a general framework for such problems are presented in [6], where
the semidefinite programming relaxations of Lasserre are extended to the NC set-
ting. Motivation for the study of NC polynomials from control theory is discussed
in [2].

2. Polynomials, associated matrices and sums of squares

To any symmetric polynomial 𝑝 ∈ ℝ⟨𝑋,𝑋∗⟩ we can associate a real, symmetric
matrix 𝑀 with the property

𝑉 ∗𝑀𝑉 = 𝑝

where 𝑉 ∗ = (𝑋𝛼∗)∣𝛼∣≤𝑑, and 𝑉 is the column vector (𝑋𝛼)∣𝛼∣≤𝑑 (with the monomi-
als in graded lexicographical order). The matrix 𝑀 is not unique, in fact the set
of all such matrices (for a fixed p) forms an affine space which we will denote ℳ𝑝.

By the rank of 𝑝, we mean the minimum of rank(𝑀) over all 𝑀 ∈ ℳ𝑝. For
a positive polynomial, this minimum is to be taken over only the PSD matrices.
The following lemma helps us obtain a lower bound on rank

Lemma 1. If 𝐴 is a symmetric matrix satisfying 𝑉 ∗𝐴𝑉 = 0, then the (2𝑛)𝑑×(2𝑛)𝑑

lower right submatrix of 𝐴 is the zero matrix.

Proof. Let 𝐵 denote the block in question, and 𝑉 the tautological vector of just the

monomials of degree 𝑑. Then 𝑉 ∗𝐴𝑉 = 0 implies that 𝑉 ∗𝐵𝑉 = 0 as well since the
product 𝑉 ∗𝐵𝑉 yields exactly the degree 2𝑑 terms of the polynomial 𝑉 ∗𝐴𝑉 . But
the entries of 𝐵 are exactly the coefficients of the distinct monomials in 𝑉 ∗𝐵𝑉 ,
hence 𝐵 is the zero matrix.

The lemma above shows that there is no freedom in choosing the block cor-
responding to the degree 2𝑑 terms of the polynomial. Since the rank of this block
gives a lower bound on the rank of the whole matrix, taking the block to be the
(2𝑛)𝑑 × (2𝑛)𝑑 identity yields a polynomial with rank at least (2𝑛)𝑑.
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2.1. Positive polynomials and sums of squares

In the commutative case it is well known that the cone of positive polynomials
properly contains the SOS cone. Motzkin’s polynomial 𝑀(𝑥, 𝑦) = 1+𝑥2𝑦4+𝑦2𝑥4−
3𝑥2𝑦2 is the first known example of a positive polynomial outside the SOS cone,
and was discovered decades after Hilbert proved the existence of such polynomials.

In contrast, the NC setting offers the nice result, proved by Helton in [3], that
any positive polynomial is a sum of squares. Here, a square takes the form 𝑓∗𝑓 ,
so that obviously a sum of squares is positive in the sense defined above. In order
to understand the SOS representation of a positive polynomial, we use the matrix
representation introduced above. The following lemma leads us to the semidefinite
programming formulation of the rank minimization problem.

Lemma 2. A polynomial 𝑝 is matrix positive exactly when it can be expressed
𝑝 = 𝑉 ∗𝑀𝑉 , with 𝑀 a PSD matrix. The rank of p is exactly the minimum number
of squares over all SOS representations of 𝑝.

The proof is straightforward. It follows that the minimum number of squares
for a positive 𝑝 is

min rank 𝑋

s.t. 𝑉 ∗𝑋𝑉 = 𝑝,

𝑋 ર 0

which can be calculated efficiently (but not always accurately), by minimizing
instead the trace of 𝑋 .

As a simple example of this problem consider the polynomial 𝑃 = 1+𝑋∗𝑋+
𝑋𝑋∗, clearly a SOS. The polynomial 𝑃 is a sum of 3 squares, but can be expressed
as a sum of 2 squares (and no fewer). To see why we parameterize the affine
space ℳ𝑃 by the single parameter 𝑡 ∈ ℝ. As usual 𝑉 = (1, 𝑋,𝑋∗)𝑇 , and so
𝑃 = 𝑉 ∗𝑉 = 𝑋∗𝑋 + 𝑋𝑋∗ + 1. Defining

𝑀 =

⎛⎝ 0 1 −1
1 0 0
−1 0 0

⎞⎠
we get ℳ𝑃 = {𝐼 + 𝑡𝑀 ∣𝑡 ∈ ℝ}, and find the minimal SOS representation

𝑃 =
(
𝑋 +

√
2

2

)∗(
𝑋 +

√
2

2

)
+
(
𝑋∗ −

√
2

2

)∗(
𝑋∗ −

√
2

2

)
on the boundary of the region where 𝐼 + 𝑡𝑀 ≻ 0. Note that in this example trace
is constant on ℳ𝑃 ∩𝑃𝑆𝐷, and that the given solution is obtained by maximizing
𝑡 over {𝑡∣𝐼 + 𝑡𝑀 ર 0}.
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3. The Examples

Pfister’s Theorem (proved in [5]) gives a bound on the number of rational functions
in the SOS representation of a PSD polynomial. The bound is remarkable because
it does not depend on the degree of the polynomial in question. D’Angelo and Lebl
proved in [1] that this result fails for Hermitian polynomials. We’ll show that it
fails for noncommutative polynomials. The first theorem below is needed for the
second. It is easy to check that the polynomial 𝑆 below has rank (2𝑛)𝑑, but more
is true.

Theorem 3. Suppose that 𝑞 ∈ ℝ⟨𝑋,𝑋∗⟩ and define 𝑆 =
∑

∣𝛼∣=𝑑 𝑋𝛼∗𝑋𝛼. Then

𝑝 = 𝑞∗𝑆𝑞 has rank at least (2𝑛)𝑑. Here, (2𝑛)𝑑 is the dimension of span{𝑋𝛼}∣𝛼∣=𝑑
Proof. Since 𝑝 is matrix positive, it is a sum of squares, and so we may write
𝑝 = 𝑉 ∗𝑀𝑉 , appending 𝑉 with the necessary monomials. Let 𝑞 be such that 𝑞∗𝑆𝑞 =
𝑝, and write 𝑞 =

∑
𝛼 𝑞𝛼𝑋𝛼. Let 𝛼̂ be maximal, with respect to lexicographical

ordering, among all 𝛼 such that 𝑞𝛼 ∕= 0.

We have 𝑉 ∗𝑀𝑉 = 𝑝 = 𝑞∗𝑆𝑞 = 𝑞∗(
∑

∣𝛼∣=𝑑 𝑋𝛼∗𝑋𝛼)𝑞 =
∑

∣𝛼∣=𝑑(𝑋
𝛼𝑞)∗(𝑋𝛼𝑞).

For each 𝛼, write 𝑋𝛼𝑞 = 𝑄𝛼𝑉 , where 𝑄𝛼 is the row vector of the coefficients of
𝑋𝛼𝑞. Forming the matrix 𝑄 whose rows are the 𝑄𝛼 we get 𝑉 ∗𝑀𝑉 = 𝑝 = 𝑉 ∗𝑄∗𝑄𝑉 ,
hence 𝑉 ∗(𝑀 − 𝑄∗𝑄)𝑉 = 0.

The polynomials 𝑋𝛼𝑞 form a linearly independent set, and in fact have the
distinct leading terms 𝑞𝛼̂𝑋𝛼∘𝛼̂. It follows that the last (2𝑛)𝑑+deg(𝑞) columns of 𝑄
form a block of rank at least (2𝑛)𝑑. Writing 𝑄 in block form 𝑄 =

[
𝐴 𝐵
]
where

𝐵 is a (2𝑛)𝑑 × (2𝑛)𝑑+deg(𝑞) matrix, we compute

𝑝 = 𝑉 ∗𝑄𝑇𝑄𝑉 = 𝑉 ∗
[
𝐴𝑇

𝐵𝑇

] [
𝐴 𝐵
]
𝑉 = 𝑉 ∗

[
𝐴𝑇𝐴 𝐴𝑇𝐵
𝐵𝑇𝐴 𝐵𝑇𝐵

]
𝑉.

The 𝑉 above includes all monomials up to degree (2𝑛)𝑑+deg(𝑞). Since 𝑉 ∗(𝑀−
𝑄∗𝑄)𝑉 = 0, we know from the lemma that 𝑀 cannot differ from 𝑄∗𝑄 in its
(2𝑛)𝑑+deg(𝑞)× (2𝑛)𝑑+deg(𝑞) lower right block; this block equals 𝐵𝑇𝐵. Therefore 𝑀 ,
an arbitrary matrix representation for 𝑝, has rank at least (2𝑛)𝑑. □

Alternatively, one might ask whether a Pfister’s Theorem holds for products
of the usual form. Consider what it would take for 𝑞∗𝑞𝑆 to be a SOS. Because 𝑞∗𝑞 is
symmetric, we note that since SOS are symmetric we must have 𝑞∗𝑞𝑆 = (𝑞∗𝑞𝑆)∗ =
𝑆𝑞∗𝑞, so that 𝑞∗𝑞 and 𝑆 commute. Since we evaluate these polynomials on tuples
of matrices, it is tempting to treat them as symmetric matrices. In particular, one
might guess that if two of them commute, then they are both polynomials in a
third polynomial. This happens to be true, and it follows from the following more
general theorem from combinatorics:

Theorem 4 (Bergman’s Centralizer Theorem). Let 𝐾 be a field, and 𝐾⟨𝑋⟩ the ring
of polynomials over 𝐾 in noncommuting variables 𝑋1, . . . , 𝑋𝑛. Then the centralizer
of a nonscalar element in 𝐾⟨𝑋⟩ is isomorphic to 𝐾[𝑡] for a single variable 𝑡.
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The proof is a bit lengthy and can be found in [4]. It uses the fact that such a
centralizer is integrally closed in its field of fractions together with an easier result
in the formal series setting:

Theorem 5 (Cohn’s Centralizer Theorem). Let 𝐾 be a field and 𝐾⟨⟨𝑋⟩⟩ the ring
for formal power series over 𝐾 in noncommuting variables 𝑋1, . . . , 𝑋𝑛. Then the
centralizer of a nonscalar element in 𝐾⟨⟨𝑋⟩⟩ is isomorphic to 𝐾[𝑡] for a single
variable 𝑡.

These theorems apply despite the superficial difference that we are work-
ing with indeterminates 𝑋1, . . . , 𝑋𝑛, 𝑋

∗
1 , . . . , 𝑋

∗
𝑛 for which (𝑋∗

𝑖 )
∗ = 𝑋𝑖; there are

no polynomial relations among them, and so we can regard them as 2𝑛 noncom-
muting variables 𝑌1, . . . , 𝑌2𝑛. Armed with Theorem 3.2, we are ready to give the
counterexample:

Theorem 6. If 𝑝 ∈ ℝ⟨𝑋,𝑋∗⟩, a matrix positive polynomial, is of the form 𝑞∗𝑞𝑆
with 𝑆 =

∑
∣𝛼∣=𝑑 𝑋𝛼∗𝑋𝛼, then rank(𝑝) ≥ (2𝑛)𝑑.

Proof. We will use the previous Theorem 3.1 together with Bergman’s Centralizer
Theorem. The main difficulty lies in showing that under the hypotheses, 𝑞∗𝑞 is
actually a polynomial in 𝑆.

Invoking the centralizer theorem we write 𝑞∗𝑞 = 𝑓(ℎ(𝑋,𝑋∗)) and 𝑆 =
𝑔(ℎ(𝑋,𝑋∗)) for ℎ(𝑋,𝑋∗) ∈ ℝ⟨𝑋,𝑋∗⟩ and 𝑓(𝑡), 𝑔(𝑡) ∈ ℝ[𝑡]. It follows from the
equation 𝑆 = 𝑔(ℎ(𝑋,𝑋∗)) that 𝑔 must have degree 1. To see why, write

ℎ(𝑋,𝑋∗) = 𝑐1𝑋
𝛼1+⋅ ⋅ ⋅+𝑐𝑙𝑋

𝛼𝑙+(lower degree terms), 𝑔(𝑡) = 𝑎𝑘𝑡
𝑘+⋅ ⋅ ⋅+𝑎0

with 𝑐𝑗 , 𝑎𝑖 ∈ ℝ. We note that each term 𝑋𝛼𝑗1 ⋅ ⋅ ⋅𝑋𝛼𝑗𝑘 is symmetric since it must

be one of the monomials 𝑋𝛼∗𝑋𝛼 in 𝑆. Supposing 𝑘 > 1, we have always that
𝛼𝑗1 = 𝛼∗

𝑗𝑘
. This implies that there is just one 𝛼𝑗 , which is certainly not the case.

Therefore deg(𝑔) = 1 and we write 𝑔(𝑡) = 𝑎𝑡 + 𝑏 so that 𝑆 = 𝑔(ℎ(𝑋,𝑋∗)) =
𝑎ℎ(𝑋,𝑋∗) + 𝑏 or ℎ(𝑋,𝑋∗) = 1/𝑎(𝑆 − 𝑏).

Now we have 𝑞∗𝑞 = 𝑓(1/𝑎(𝑆 − 𝑏)) = 𝑟(𝑆) for some polynomial 𝑟(𝑡) ∈ ℝ[𝑡].
Since 𝑟(𝑆) has rank equal to 1(it can be expressed as a single noncommutative
square), it follows that 𝑟(𝑡) is of even degree. If not, write 𝑟(𝑡) = 𝑟2𝑘+1𝑡

2𝑘+1 +
⋅ ⋅ ⋅ + 𝑟0 with 𝑟2𝑘+1 ∕= 0. Then 𝑟(𝑆) = 𝑟2𝑘+1𝑆

2𝑘+1 + (lower degree terms) and
we have by Theorem 3.1 that 𝑆2𝑘+1 = 𝑆𝑘𝑆𝑆𝑘 and therefore 𝑟(𝑆) itself has rank
at least (2𝑛)𝑑 > 1, a contradiction. Finally, 𝑡𝑟(𝑡) has odd degree and therefore
another application of Theorem 3.1 lets us conclude that 𝑝 = 𝑆𝑟(𝑆) has rank at
least (2𝑛)𝑑. □



194 M. Harrison

References

[1] John P. D’Angelo and Jiri Lebl, Pfister’s theorem fails in the hermitian case, to
appear in Proc. Amer. Math. Soc.

[2] J.W. Helton, F. Dell Kronewitter, W.M. McEneaney, and Mark Stankus, Singu-
larly perturbed control systems using non-commutative computer algebra, Internat.
J. Robust Nonlinear Control 10 (2000), no. 11-12, 983–1003, George Zames com-
memorative issue. MR 1786378 (2001i:93067)

[3] J. William Helton, “Positive” noncommutative polynomials are sums of squares, Ann.
of Math. (2) 156 (2002), no. 2, 675–694. MR 1933721 (2003k:12002)

[4] M. Lothaire, Combinatorics on words, Cambridge Mathematical Library, Cambridge
University Press, Cambridge, 1997, with a foreword by Roger Lyndon and a preface
by Dominique Perrin, Corrected reprint of the 1983 original, with a new preface by
Perrin. MR 1475463 (98g:68134)

[5] Albrecht Pfister, Zur Darstellung definiter Funktionen als Summe von Quadraten,
Invent. Math. 4 (1967), 229–237. MR 0222043 (36 #5095)
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Abstract. This paper concerns free analytic maps on noncommutative do-
mains. These maps are free analogs of classical holomorphic functions in sev-
eral complex variables, and are defined in terms of noncommuting variables
amongst which there are no relations – they are free variables. Free analytic
maps include vector-valued polynomials in free (noncommuting) variables and
form a canonical class of mappings from one noncommutative domain 𝒟 in
say 𝑔 variables to another noncommutative domain 𝒟̃ in 𝑔 variables. Moti-
vated by determining the possibilities for mapping a nonconvex noncommu-
tative domain to a convex noncommutative domain, this article focuses on
rigidity results for free analytic maps. Those obtained to date parallel and
are often stronger than those in several complex variables. For instance, a
proper free analytic map between noncommutative domains is one-one and, if
𝑔 = 𝑔, free biholomorphic. Making its debut here is a free version of a theorem
of Braun-Kaup-Upmeier: between two freely biholomorphic bounded circular
noncommutative domains there exists a linear biholomorphism. An immediate
consequence is the following nonconvexification result: if two bounded circular
noncommutative domains are freely biholomorphic, then they are either both
convex or both not convex. Because of their roles in systems engineering, lin-
ear matrix inequalities (LMIs) and noncommutative domains defined by an
LMI (LMI domains) are of particular interest. As a refinement of above the
nonconvexification result, if a bounded circular noncommutative domain 𝒟 is
freely biholomorphic to a bounded circular LMI domain, then 𝒟 is itself an
LMI domain.
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1. Introduction

The notion of an analytic, free or noncommutative, map arises naturally in free
probability, the study of noncommutative (free) rational functions [BGM06, Vo04,
Vo10, SV06, MS11, KVV–], and systems theory [HBJP87]. In this paper rigidity
results for such functions paralleling those for their classical commutative coun-
terparts are presented. Often in the noncommutative (nc) setting such theorems
have cleaner statements than their commutative counterparts. Among these we
shall present the following:

(1) a continuous free map is analytic (§2.4) and hence admits a power series
expansion (§2.5);

(2) if 𝑓 is a proper analytic free map from a noncommutative domain in 𝑔 vari-
ables to another in 𝑔 variables, then 𝑓 is injective and 𝑔 ≥ 𝑔. If in addition
𝑔 = 𝑔, then 𝑓 is onto and has an inverse which is itself a (proper) analytic free
map (§3.1). This injectivity conclusion contrasts markedly with the classical
case where a (commutative) proper analytic function 𝑓 from one domain in
ℂ𝑔 to another in ℂ𝑔, need not be injective, although it must be onto.

(3) A free Braun-Kaup-Upmeier theorem (§5). A free analytic map 𝑓 is called
a free biholomorphism if 𝑓 has an inverse 𝑓−1 which is also a free analytic
map. As an extension of a theorem from [BKU78], two bounded, circular,
noncommutative domains are freely biholomorphic if and only if they are
freely linearly biholomorphic.

(4) Of special interest are free analytic mappings from or to or both from and
to noncommutative domains defined by linear matrix inequalities, or LMI
domains. Several additional recent results in this direction, as well as a con-
comitant free convex Positivstellensatz (§6.3), are also included.

Thus this article is largely a survey. The results of items (1), (2), and (4) appear
elsewhere. However, the main result of (3) is new. Its proof relies on the existence of
power series expansions for analytic free maps, a topic we discuss as part of (1) in
§2.5 below. Our treatment is modestly different from that found in [Vo10, KVV–].

For the classical theory of commutative proper analytic maps see D’Angelo
[DAn93] or Forstnerič [Fo93]. We assume the reader is familiar with basics of
several complex variables as given, e.g., in Krantz [Kr01].

1.1. Motivation

One of the main advances in systems engineering in the 1990’s was the conversion
of a set of problems to linear matrix inequalities (LMIs), since LMIs, up to modest
size, can be solved numerically by semidefinite programs [SIG98]. A large class of
linear systems problems are described in terms of a signal-flow diagram Σ plus 𝐿2

constraints (such as energy dissipation). Routine methods convert such problems
into noncommutative polynomial inequalities of the form 𝑝(𝑋) ર 0 or 𝑝(𝑋) ≻ 0.

Instantiating specific systems of linear differential equations for the “boxes”
in the system flow diagram amounts to substituting their coefficient matrices
for variables in the polynomial 𝑝. Any property asserted to be true must hold

J.W. Helton, I. Klep and S. McCullough
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when matrices of any size are substituted into 𝑝. Such problems are referred to
as dimension-free. We emphasize, the polynomial 𝑝 itself is determined by the
signal-flow diagram Σ.

Engineers vigorously seek convexity, since optima are global and convexity
lends itself to numerics. Indeed, there are over a thousand papers trying to con-
vert linear systems problems to convex ones and the only known technique is the
rather blunt trial and error instrument of trying to guess an LMI. Since having an
LMI is seemingly more restrictive than convexity, there has been the hope, indeed
expectation, that some practical class of convex situations has been missed.

Hence a main goal of this line of research has been to determine which changes
of variables can produce convexity from nonconvex situations. As we shall see be-
low, a free analytic map between noncommutative domains cannot produce con-
vexity from a nonconvex set, at least under a circularity hypothesis. Thus we think
the implications of our results here are negative for linear systems engineering; for
dimension-free problems the evidence here is that there is no convexity beyond the
obvious.

1.2. Reader’s guide

The definitions as used in this paper are given in the following section §2, which
contains the background on noncommutative domains and on free maps at the level
of generality needed for this paper. As we shall see, free maps that are continu-
ous are also analytic (§2.4). We explain, in §2.5, how to associate a power series
expansion to an analytic free map using the noncommutative Fock space. One typ-
ically thinks of free maps as being analytic, but in a weak sense. In §3 we consider
proper free maps and give several rigidity theorems. For instance, proper analytic
free maps are injective (§3.1) and, under mild additional assumptions, tend to be
linear (see §4 and §5 for precise statements). Results paralleling classical results
on analytic maps in several complex variables, such as the Carathéodory-Cartan-
Kaup-Wu (CCKW) Theorem, are given in §4. A new result – a free version of the
Braun-Kaup-Upmeier (BKU) theorem – appears in §5. A brief overview of further
topics, including links to references, is given in §6. Most of the material presented
in this paper has been motivated by problems in systems engineering, and this was
discussed briefly above in §1.1.

2. Free maps

This section contains the background on noncommutative sets and on free maps
at the level of generality needed for this paper. Since power series are used in
§5, included at the end of this section is a sketch of an argument showing that
continuous free maps have formal power series expansions. The discussion borrows
heavily from the recent basic work of Voiculescu [Vo04, Vo10] and of Kalyuzhnyi-
Verbovetskĭı and Vinnikov [KVV–], see also the references therein. These papers
contain a more power series based approach to free maps and for more on this one
can see Popescu [Po06, Po10], or also [HKMS09, HKM11a, HKM11b].
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2.1. Noncommutative sets and domains

Fix a positive integer 𝑔. Given a positive integer 𝑛, let 𝑀𝑛(ℂ)
𝑔 denote 𝑔-tuples of

𝑛 × 𝑛 matrices. Of course, 𝑀𝑛(ℂ)
𝑔 is naturally identified with 𝑀𝑛(ℂ)⊗ ℂ𝑔.

A sequence 𝒰 = (𝒰(𝑛))𝑛∈ℕ, where 𝒰(𝑛) ⊆ 𝑀𝑛(ℂ)
𝑔, is a noncommutative set

if it is closed with respect to simultaneous unitary similarity; i.e., if 𝑋 ∈ 𝒰(𝑛) and
𝑈 is an 𝑛 × 𝑛 unitary matrix, then

𝑈∗𝑋𝑈 = (𝑈∗𝑋1𝑈, . . . , 𝑈∗𝑋𝑔𝑈) ∈ 𝒰(𝑛); (1)

and if it is closed with respect to direct sums; i.e., if 𝑋 ∈ 𝒰(𝑛) and 𝑌 ∈ 𝒰(𝑚)
implies

𝑋 ⊕ 𝑌 =

[
𝑋 0
0 𝑌

]
∈ 𝒰(𝑛 + 𝑚). (2)

Noncommutative sets differ from the fully matricial ℂ𝑔-sets of Voiculescu
[Vo04, Section 6] in that the latter are closed with respect to simultaneous simi-
larity, not just simultaneous unitary similarity. Remark 2 below briefly discusses
the significance of this distinction for the results on proper analytic free maps in
this paper.

The noncommutative set 𝒰 is a noncommutative domain if each 𝒰(𝑛) is
nonempty, open and connected. Of course the sequence 𝑀(ℂ)𝑔 = (𝑀𝑛(ℂ)

𝑔) is
itself a noncommutative domain. Given 𝜀 > 0, the set 𝒩𝜀 = (𝒩𝜀(𝑛)) given by

𝒩𝜀(𝑛) =
{
𝑋 ∈ 𝑀𝑛(ℂ)

𝑔 :
∑

𝑋𝑗𝑋
∗
𝑗 ≺ 𝜀2
}

(3)

is a noncommutative domain which we call the noncommutative 𝜀-neighborhood
of 0 in ℂ𝑔. The noncommutative set 𝒰 is bounded if there is a 𝐶 ∈ ℝ such that

𝐶2 −
∑

𝑋𝑗𝑋
∗
𝑗 ≻ 0 (4)

for every 𝑛 and 𝑋 ∈ 𝒰(𝑛). Equivalently, for some 𝜆 ∈ ℝ, we have 𝒰 ⊆ 𝒩𝜆. Note
that this condition is stronger than asking that each 𝒰(𝑛) is bounded.

Let ℂ⟨𝑥⟩ = ℂ⟨𝑥1, . . . , 𝑥𝑔⟩ denote the ℂ-algebra freely generated by 𝑔 non-
commuting letters 𝑥 = (𝑥1, . . . , 𝑥𝑔). Its elements are linear combinations of words
in 𝑥 and are called (analytic) polynomials. Given an 𝑟 × 𝑟 matrix-valued poly-
nomial 𝑝 ∈ 𝑀𝑟(ℂ) ⊗ ℂ⟨𝑥1, . . . , 𝑥𝑔⟩ with 𝑝(0) = 0, let 𝒟(𝑛) denote the connected
component of

{𝑋 ∈ 𝑀𝑛(ℂ)
𝑔 : 𝐼 + 𝑝(𝑋) + 𝑝(𝑋)∗ ≻ 0} (5)

containing the origin. The sequence 𝒟 = (𝒟(𝑛)) is a noncommutative domain
which is semi-algebraic in nature. Note that 𝒟 contains an 𝜀 > 0 neighborhood of
0, and that the choice

𝑝 =
1

𝜀

⎡⎢⎢⎢⎣ 0𝑔×𝑔

𝑥1
...

𝑥𝑔
01×𝑔 01×1

⎤⎥⎥⎥⎦
gives 𝒟 = 𝒩𝜀. Further examples of natural noncommutative domains can be gen-
erated by considering noncommutative polynomials in both the variables 𝑥 =
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(𝑥1, . . . , 𝑥𝑔) and their formal adjoints, 𝑥∗ = (𝑥∗
1, . . . , 𝑥

∗
𝑔). For us the motivating

case of domains is determined by linear matrix inequalities (LMIs).

2.2. LMI domains

A special case of the noncommutative domains are those described by a linear
matrix inequality. Given a positive integer 𝑑 and 𝐴1, . . . , 𝐴𝑔 ∈ 𝑀𝑑(ℂ), the linear
matrix-valued polynomial

𝐿(𝑥) =
∑

𝐴𝑗𝑥𝑗 ∈ 𝑀𝑑(ℂ)⊗ ℂ⟨𝑥1, . . . , 𝑥𝑔⟩ (6)

is a (homogeneous) linear pencil. Its adjoint is, by definition, 𝐿(𝑥)∗ =
∑

𝐴∗
𝑗𝑥

∗
𝑗 .

Let
ℒ(𝑥) = 𝐼𝑑 + 𝐿(𝑥) + 𝐿(𝑥)∗.

If 𝑋 ∈ 𝑀𝑛(ℂ)
𝑔, then ℒ(𝑋) is defined by the canonical substitution,

ℒ(𝑋) = 𝐼𝑑 ⊗ 𝐼𝑛 +
∑

𝐴𝑗 ⊗ 𝑋𝑗 +
∑

𝐴∗
𝑗 ⊗ 𝑋∗

𝑗 ,

and yields a symmetric 𝑑𝑛 × 𝑑𝑛 matrix. The inequality ℒ(𝑋) ≻ 0 for tuples
𝑋 ∈ 𝑀(ℂ)𝑔 is a linear matrix inequality (LMI). The sequence of solution sets 𝒟ℒ
defined by

𝒟ℒ(𝑛) = {𝑋 ∈ 𝑀𝑛(ℂ)
𝑔 : ℒ(𝑋) ≻ 0} (7)

is a noncommutative domain which contains a neighborhood of 0. It is called a
noncommutative (nc) LMI domain. It is also a particular instance of a noncom-
mutative semialgebraic set.

2.3. Free mappings

Let 𝒰 denote a noncommutative subset of 𝑀(ℂ)𝑔 and let 𝑔 be a positive integer.
A free map 𝑓 from 𝒰 into 𝑀(ℂ)𝑔 is a sequence of functions 𝑓 [𝑛] : 𝒰(𝑛) → 𝑀𝑛(ℂ)

𝑔

which respects direct sums: for each 𝑛,𝑚 and 𝑋 ∈ 𝒰(𝑛) and 𝑌 ∈ 𝒰(𝑚),

𝑓(𝑋 ⊕ 𝑌 ) = 𝑓(𝑋)⊕ 𝑓(𝑌 ); (8)

and respects similarity: for each 𝑛 and 𝑋,𝑌 ∈ 𝒰(𝑛) and invertible 𝑛 × 𝑛 matrix
Γ such that

𝑋Γ = (𝑋1Γ, . . . , 𝑋𝑔Γ) = (Γ𝑌1, . . . ,Γ𝑌𝑔) = Γ𝑌 (9)

we have
𝑓(𝑋)Γ = Γ𝑓(𝑌 ). (10)

Note if 𝑋 ∈ 𝒰(𝑛) it is natural to write simply 𝑓(𝑋) instead of the more cumber-
some 𝑓 [𝑛](𝑋) and likewise 𝑓 : 𝒰 → 𝑀(ℂ)𝑔.

We say 𝑓 respects intertwining maps if 𝑋 ∈ 𝒰(𝑛), 𝑌 ∈ 𝒰(𝑚), Γ : ℂ𝑚 → ℂ𝑛,
and 𝑋Γ = Γ𝑌 implies 𝑓 [𝑛](𝑋)Γ = Γ𝑓 [𝑚](𝑌 ). The following proposition gives
an alternate characterization of free maps. Its easy proof is left to the reader
(alternately, see [HKM11b, Proposition 2.2]).

Proposition 1. Suppose 𝒰 is a noncommutative subset of 𝑀(ℂ)𝑔. A sequence 𝑓 =
(𝑓 [𝑛]) of functions 𝑓 [𝑛] : 𝒰(𝑛) → 𝑀𝑛(ℂ)

𝑔 is a free map if and only if it respects
intertwining maps.
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Remark 2. Let 𝒰 be a noncommutative domain in 𝑀(ℂ)𝑔 and suppose 𝑓 : 𝒰 →
𝑀(ℂ)𝑔 is a free map. If 𝑋 ∈ 𝒰 is similar to 𝑌 with 𝑌 = 𝑆−1𝑋𝑆, then we
can define 𝑓(𝑌 ) = 𝑆−1𝑓(𝑋)𝑆. In this way 𝑓 naturally extends to a free map on
ℋ(𝒰) ⊆ 𝑀(ℂ)𝑔 defined by

ℋ(𝒰)(𝑛) = {𝑌 ∈ 𝑀𝑛(ℂ)
𝑔 : there is an 𝑋 ∈ 𝒰(𝑛) such that 𝑌 is similar to 𝑋}.

Thus if 𝒰 is a domain of holomorphy, then ℋ(𝒰) = 𝒰 .
On the other hand, because our results on proper analytic free maps to come

depend strongly upon the noncommutative set 𝒰 itself, the distinction between
noncommutative sets and fully matricial sets as in [Vo04] is important. See also
[HM+, HKM+, HKM11b].

We close this subsection with a simple observation:

Proposition 3. If 𝒰 is a noncommutative subset of 𝑀(ℂ)𝑔 and 𝑓 : 𝒰 → 𝑀(ℂ)𝑔

is a free map, then the range of 𝑓 , equal to the sequence 𝑓(𝒰) = (𝑓 [𝑛](𝒰(𝑛))), is
itself a noncommutative subset of 𝑀(ℂ)𝑔.

2.4. A continuous free map is analytic

Let 𝒰 ⊆ 𝑀(ℂ)𝑔 be a noncommutative set. A free map 𝑓 : 𝒰 → 𝑀(ℂ)𝑔 is continu-
ous if each 𝑓 [𝑛] : 𝒰(𝑛) → 𝑀𝑛(ℂ)

𝑔 is continuous. Likewise, if 𝒰 is a noncommutative
domain, then 𝑓 is called analytic if each 𝑓 [𝑛] is analytic. This implies the existence
of directional derivatives for all directions at each point in the domain, and this
is the property we use often. Somewhat surprising, though easy to prove, is the
following:

Proposition 4. Suppose 𝒰 is a noncommutative domain in 𝑀(ℂ)𝑔.

(1) A continuous free map 𝑓 : 𝒰 → 𝑀(ℂ)𝑔 is analytic.
(2) If 𝑋 ∈ 𝒰(𝑛), and 𝐻 ∈ 𝑀𝑛(ℂ)

𝑔 has sufficiently small norm, then

𝑓

[
𝑋 𝐻
0 𝑋

]
=

[
𝑓(𝑋) 𝑓 ′(𝑋)[𝐻 ]
0 𝑓(𝑋)

]
. (11)

We shall not prove this here and refer the reader to [HKM11b, Proposition
2.5] for a proof. The equation (11) appearing in item (2) will be greatly expanded
upon in §2.5 immediately below, where we explain how every free analytic map
admits a convergent power series expansion.

2.5. Analytic free maps have a power series expansion

It is shown in [Vo10, Section 13] that a free analytic map 𝑓 has a formal power
series expansion in the noncommuting variables, which indeed is a powerful way
to think of free analytic maps. Voiculescu also gives elegant formulas for the coef-
ficients of the power series expansion of 𝑓 in terms of clever evaluations of 𝑓 . Con-
vergence properties for bounded free analytic maps are studied in [Vo10, Sections
14–16]; see also [Vo10, Section 17] for a bad unbounded example. Also, Kalyuzhnyi-
Verbovetskĭı and Vinnikov [KVV–] are developing general results based on very
weak hypotheses with the conclusion that 𝑓 has a power series expansion and is
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thus a free analytic map. An early study of noncommutative mappings is given in
[Ta73]; see also [Vo04].

Given a positive integer 𝑔, a formal power series 𝐹 in the variables 𝑥 =
{𝑥1, . . . , 𝑥𝑔} with coefficients in ℂ𝑔 is an expression of the form

𝐹 =
∑
𝑤∈⟨𝑥⟩

𝐹𝑤𝑤

where the 𝐹𝑤 ∈ ℂ𝑔, and ⟨𝑥⟩ is the free monoid on 𝑥, i.e., the set of all words
in the noncommuting variables 𝑥. (More generally, the 𝐹𝑤 could be chosen to be
operators between two Hilbert spaces. With the choice of 𝐹𝑤 ∈ ℂ𝑔 and with some
mild additional hypothesis, the power series 𝐹 determines a free map from some
noncommutative 𝜀-neighborhood of 0 in 𝑀(ℂ)𝑔 into 𝑀(ℂ)𝑔.)

Letting 𝐹 (𝑚) =
∑

∣𝑤∣=𝑚 𝐹𝑤𝑤 denote the homogeneous of degree𝑚 part of 𝐹 ,

𝐹 =

∞∑
𝑚=0

∑
∣𝑤∣=𝑚

𝐹𝑤𝑤 =
∑
𝑚

𝐹 (𝑚). (12)

Proposition 5. Let 𝒱 denote a noncommutative domain in 𝑀(ℂ)𝑔 which contains
some 𝜀-neighborhood of the origin, 𝒩𝜀. Suppose 𝑓 = (𝑓 [𝑛]) is a sequence of analytic
functions 𝑓 [𝑛] : 𝒱(𝑛) → 𝑀𝑛(ℂ)

𝑔. If there is a formal power series 𝐹 such that for
𝑋 ∈ 𝒩𝜀 the series 𝐹 (𝑋) =

∑
𝑚 𝐹 (𝑚)(𝑋) converges in norm to 𝑓(𝑋), then 𝑓 is a

free analytic map 𝒱 → 𝑀(ℂ)𝑔.

The following lemma will be used in the proof of Proposition 5.

Lemma 6. Suppose 𝑊 is an open connected subset of a locally connected metric
space 𝑋 and 𝑜 ∈ 𝑊 . Suppose 𝑜 ∈ 𝑊1 ⊂ 𝑊2 ⊂ ⋅ ⋅ ⋅ is a nested increasing sequence
of open subsets of 𝑊 and let 𝑊 𝑜

𝑗 denote the connected component of 𝑊𝑗 containing
𝑜. If ∪𝑊𝑗 = 𝑊 , then ∪𝑊 𝑜

𝑗 = 𝑊 .

Proof. Let 𝑈 = ∪𝑊 𝑜
𝑗 . If 𝑈 is a proper subset of 𝑊 , then 𝑉 = 𝑊 ∖ 𝑈 is neither

empty nor open. Hence, there is a 𝑣 ∈ 𝑉 such that 𝑁𝛿(𝑣) ∩𝑈 ∕= ∅ for every 𝛿 > 0.
Here 𝑁𝛿(𝑣) is the 𝛿 neighborhood of 𝑣.

There is an 𝑁 so that if 𝑛 ≥ 𝑁 , then 𝑣 ∈ 𝑊𝑛. There is a 𝛿 > 0 such that 𝑁𝛿(𝑣)
is connected, and 𝑁𝛿(𝑣) ⊂ 𝑊𝑛 for all 𝑛 ≥ 𝑁 . There is an 𝑀 so that 𝑁𝛿(𝑣)∩𝑊 𝑜

𝑚 ∕= ∅
for all 𝑚 ≥ 𝑀 . In particular, since both 𝑁𝛿(𝑣) and 𝑊 𝑜

𝑚 are connected, 𝑁𝛿(𝑣)∪𝑊 𝑜
𝑚

is connected. Hence, for 𝑛 large enough, 𝑁𝛿(𝑣)∪𝑊 𝑜
𝑚 is both connected and a subset

of 𝑊𝑚. This gives the contradiction 𝑁𝛿(𝑣) ⊂ 𝑊 𝑜
𝑚. □

Proof of Proposition 5. For notational convenience, let 𝒩 = 𝒩𝜀. For each 𝑛, the
formal power series 𝐹 determines an analytic function 𝒩 (𝑛) → 𝑀𝑛(ℂ)

𝑔 which
agrees with 𝑓 [𝑛] (on𝒩 (𝑛)). Moreover, if 𝑋 ∈ 𝒩 (𝑛) and 𝑌 ∈ 𝒩 (𝑚), and 𝑋Γ = Γ𝑌 ,
then 𝐹 (𝑋)Γ = Γ𝐹 (𝑌 ). Hence 𝑓 [𝑛](𝑋)Γ = Γ𝑓 [𝑚](𝑌 ).
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Fix 𝑋 ∈ 𝒱(𝑛), 𝑌 ∈ 𝒱(𝑚), and suppose there exists Γ ∕= 0 such that 𝑋Γ =
Γ𝑌 . For each positive integer 𝑗 let

𝒲𝑗 =

{
(𝐴,𝐵) ∈ 𝒱(𝑛)× 𝒱(𝑚) :

[
𝐼 − 1𝑗Γ
0 𝐼

] [
𝐴 0
0 𝐵

] [
𝐼 1

𝑗Γ

0 𝐼

]
∈ 𝒱(𝑛 + 𝑚)

}
⊂ 𝒱(𝑛)⊕ 𝒱(𝑚).

Note that 𝒲𝑗 is open since 𝒱(𝑛+𝑚) is. Further, 𝒲𝑗 ⊂ 𝒲𝑗+1 for each 𝑗; for 𝑗 large
enough, (0, 0) ∈ 𝒲𝑗; and ∪𝒲𝑗 = 𝑊 := 𝒱(𝑛) ⊕ 𝒱(𝑚). By Lemma 6, ∪𝑊 𝑜

𝑗 = 𝑊 ,

where𝒲𝑜
𝑗 is the connected component of𝒲𝑗 containing (0, 0). Hence, (𝑋,𝑌 ) ∈ 𝒲𝑜

𝑗

for large enough 𝑗 which we now fix. Let 𝒴 ⊂ 𝒲𝑗 be a connected neighborhood of
(0, 0) with 𝒴 ⊂ 𝒩 (𝑛)⊕𝒩 (𝑚).

We have analytic functions 𝐺,𝐻 : 𝒲𝑜
𝑗 → 𝑀𝑚+𝑛(ℂ

𝑔) defined by

𝐺(𝐴,𝐵) =

[
𝐼 − 1𝑗Γ
0 𝐼

] [
𝑓(𝑛)(𝐴) 0

0 𝑓(𝑚)(𝐵)

] [
𝐼 1

𝑗 Γ

0 𝐼

]
𝐻(𝐴,𝐵) =𝑓(𝑛 + 𝑚)(

[
𝐼 − 1𝑗Γ
0 𝐼

] [
𝐴 0
0 𝐵

] [
𝐼 1

𝑗Γ

0 𝐼

]
).

For (𝐴,𝐵) ∈ 𝒴 we have 𝐺(𝐴,𝐵) = 𝐻(𝐴,𝐵) from above. By analyticity and the
connectedness of 𝒲𝑜

𝑗 , this shows 𝐺(𝐴,𝐵) = 𝐻(𝐴,𝐵) on 𝒲𝑜
𝑗 .

Since (𝑋,𝑌 ) ∈ 𝒲𝑜
𝑗 we obtain the equality 𝐺(𝑋,𝑌 ) = 𝐻(𝑋,𝑌 ), which gives,

using 𝑋Γ− Γ𝑌 = 0,

𝑓

[
𝑋 0
0 𝑌

]
=

[
𝑓(𝑋) 1

𝑗 (𝑓(𝑋)Γ− Γ𝑓(𝑌 ))

0 𝑓(𝑌 )

]
.

Thus 𝑓(𝑋)Γ−Γ𝑓(𝑌 ) = 0 and we conclude that 𝑓 respects intertwinings and hence
is a free map. □

If 𝒱 is a noncommutative set, a free map 𝑓 : 𝒱 → 𝑀(ℂ)𝑔 is uniformly
bounded provided there is a 𝐶 such that ∥𝑓(𝑋)∥ ≤ 𝐶 for every 𝑛 ∈ ℕ and
𝑋 ∈ 𝒱(𝑛).
Proposition 7. If 𝑓 : 𝒩𝜀 → 𝑀(ℂ)𝑔 is a free analytic map then there is a formal
power series

𝐹 =
∑
𝑤∈⟨𝑥⟩

𝐹𝑤𝑤 =

∞∑
𝑚=0

∑
∣𝑤∣=𝑚

𝐹𝑤𝑤 (13)

which converges on 𝒩𝜀 and such that 𝐹 (𝑋) = 𝑓(𝑋) for 𝑋 ∈ 𝒩𝜀.
Moreover, if 𝑓 is uniformly bounded by 𝐶, then the power series converges

uniformly in the sense that for each 𝑚, 0 ≤ 𝑟 < 1, and tuple 𝑇 = (𝑇1, . . . , 𝑇𝑔) of
operators on Hilbert space satisfying

∑
𝑇𝑗𝑇

∗
𝑗 ≺ 𝑟2𝜀2𝐼, we have∥∥∥ ∑

∣𝑤∣=𝑚
𝐹𝑤 ⊗ 𝑇𝑤

∥∥∥ ≤ 𝐶𝑟𝑚.

In particular, ∥𝐹𝑤∥ ≤ 𝐶
𝜀𝑛 for each word 𝑤 of length 𝑛.
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Remark 8. Taking advantage of polynomial identities for 𝑀𝑛(ℂ), the article [Vo10]
gives an example of a formal power series 𝐺 which converges for every tuple 𝑋 of
matrices, but has 0 radius of convergence in the sense that for every 𝑟 > 0 there
exists a tuple of operators 𝑋 = (𝑋1, ⋅ ⋅ ⋅ , 𝑋𝑔) with

∑
𝑋∗
𝑗 𝑋𝑗 < 𝑟2 for which 𝐺(𝑋)

fails to converge.

2.6. The Fock space and creation operators

The noncommutative Fock space, denoted ℱ𝑔, is the Hilbert space with orthonor-
mal basis ⟨𝑥⟩. For 1 ≤ 𝑗 ≤ 𝑔, the operators 𝑆𝑗 : ℱ𝑔 → ℱ𝑔 determined by 𝑆𝑗𝑤 = 𝑥𝑗𝑤
for words 𝑤 ∈ ⟨𝑥⟩ are called the creation operators. It is readily checked that each
𝑆𝑗 is an isometry and

𝐼 − 𝑃0 =
∑

𝑆𝑗𝑆
∗
𝑗 ,

where 𝑃0 is the projection onto the one-dimensional subspace of ℱ𝑔 spanned by
the empty word ∅. As is well known [Fr84, Po89], the creation operators serve as
a universal model for row contractions. We state a precise version of this result
suitable for our purposes as Proposition 9 below.

Fix a positive integer ℓ. A tuple 𝑋 ∈ 𝑀𝑛(ℂ)
𝑔 is nilpotent of order ℓ + 1 if

𝑋𝑤 = 0 for any word 𝑤 of length ∣𝑤∣ > ℓ. Let 𝒫ℓ denote the subspace of ℱ𝑔

spanned by words of length at most ℓ; 𝒫ℓ has dimension

𝜎(ℓ) =
ℓ∑

𝑗=0

𝑔𝑗 .

Let 𝑉ℓ : 𝒫ℓ → ℱ𝑔 denote the inclusion mapping and let

𝑉 ∗
ℓ 𝑆𝑉ℓ = 𝑉 ∗

ℓ (𝑆1, . . . , 𝑆𝑔)𝑉ℓ = (𝑉 ∗
ℓ 𝑆1𝑉ℓ, . . . , 𝑉

∗
ℓ 𝑆𝑔𝑉ℓ).

As is easily verified, the subspace 𝒫ℓ is invariant for each 𝑆∗
𝑗 (and thus semi-

invariant (i.e., the orthogonal difference of two invariant subspaces) for 𝑆𝑗). Hence,
for a polynomial 𝑝 ∈ ℂ⟨𝑥1, . . . , 𝑥𝑔⟩,

𝑝(𝑉 ∗
ℓ 𝑆𝑉ℓ) = 𝑉 ∗

ℓ 𝑝(𝑆)𝑉ℓ.

In particular, ∑
𝑗

(𝑉 ∗
ℓ 𝑆𝑗𝑉ℓ)(𝑉

∗
ℓ 𝑆∗

𝑗 𝑉ℓ) ≺ 𝑉 ∗
ℓ

∑
𝑗

𝑆𝑗𝑆
∗
𝑗 𝑉ℓ = 𝑉 ∗

ℓ 𝑃0𝑉ℓ.

Hence, if ∣𝑧∣ < 𝜀, then 𝑉 ∗
ℓ 𝑧𝑆𝑉ℓ is in 𝒩𝜀, the 𝜀-neighborhood of 0 in 𝑀(ℂ)𝑔.

The following is a well-known algebraic version of a classical dilation theorem.
The proof here follows along the lines of the de Branges-Rovnyak construction of
the coisometric dilation of a contraction operator on Hilbert space [RR85].

Proposition 9. Fix a positive integer ℓ and let 𝑇 = 𝑉 ∗
ℓ 𝑆𝑉ℓ. If 𝑋 ∈ 𝑀𝑛(ℂ)

𝑔 is
nilpotent of order ℓ and if

∑
𝑋𝑗𝑋

∗
𝑗 ≺ 𝑟2𝐼𝑛 then there is an isometry 𝑉 : ℂ𝑛 →

ℂ𝑛 ⊗ 𝒫ℓ such that 𝑉 𝑋∗
𝑗 = 𝑟(𝐼 ⊗ 𝑇 ∗

𝑗 )𝑉, where 𝐼 is the identity on ℂ𝑛.
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Proof. We give a de Branges-Rovnyak style proof. By scaling, assume that 𝑟 = 1.
Let

𝑅 =
∑

𝑋𝑗𝑋
∗
𝑗 .

Thus, by hypothesis 0 ⪯ 𝑅 ≺ 𝐼. Let

𝐷 = (𝐼 −
∑

𝑇𝑗𝑇
∗
𝑗 )

1
2 .

The matrix 𝐷 is known as the defect and, by hypothesis, is strictly positive definite.
Moreover, ∑

∣𝑤∣≤ℓ
𝑋𝑤𝐷𝐷(𝑋𝑤)∗ = 𝐼 −

∑
∣𝑤∣=ℓ+1

𝑋𝑤(𝑋𝑤)∗ = 𝐼. (14)

Define 𝑉 by

𝑉 𝛾 =
∑
𝑤

𝐷(𝑇𝑤)∗𝛾 ⊗ 𝑤.

The equality of equation (14) shows that 𝑉 is an isometry. Finally

𝑉 𝑋∗
𝑗 𝛾 =

∑
∣𝑤∣≤ℓ−1

𝐷(𝑋𝑤)∗𝑋∗
𝑗 𝛾 ⊗ 𝑤 =

∑
∣𝑤∣≤ℓ−1

𝐷(𝑋𝑥𝑗𝑤)∗𝛾 ⊗ 𝑤

= 𝑇 ∗
𝑗

∑
∣𝑤∣≤ℓ−1

𝐷(𝑋𝑥𝑗𝑤)∗𝛾 ⊗ 𝑥𝑗𝑤

= 𝑆∗
𝑗

(
𝐷𝛾 +
∑
𝑘

∑
∣𝑤∣≤ℓ−1

𝐷(𝑇 𝑥𝑘𝑤)∗𝛾 ⊗ 𝑥𝑘𝑤
)

= 𝑆∗
𝑗 𝑉 𝛾. □

2.7. Creation operators meet free maps

In this section we determine formulas for the coefficients 𝐹𝑤 of Proposition 7 of
the power series expansion of 𝑓 in terms of the creation operators 𝑆𝑗 . Formulas
for the 𝐹𝑤 are also given in [Vo10, Section 13] and in [KVV–], where they are
obtained by clever substitutions and have nice properties. Our formulas in terms
of the familiar creation operators and related algebra provide a slightly different
perspective and impose an organization which might prove interesting.

Lemma 10. Fix a positive integer ℓ and let 𝑇 = 𝑉 ∗
ℓ 𝑆𝑉ℓ as before. If 𝑓 : 𝑀(ℂ)𝑔 →

𝑀(ℂ)𝑔 is a free map, then there exists, for each word 𝑤 of length at most ℓ, a
vector 𝐹𝑤 ∈ ℂ𝑔 such that

𝑓(𝑇 ) =
∑
∣𝑤∣≤ℓ

𝐹𝑤 ⊗ 𝑇𝑤.

Given 𝑢,𝑤 ∈ ⟨𝑥⟩, we say 𝑢 divides 𝑤 (on the right), denoted 𝑢∣𝑤, if there is
a 𝑣 ∈ ⟨𝑥⟩ such that 𝑤 = 𝑢𝑣.

Proof. Fix a word 𝑤 of length at most ℓ. Define 𝐹𝑤 ∈ ℂ𝑔 by

⟨𝐹𝑤 ,y⟩ = ⟨∅, 𝑓(𝑇 )∗y ⊗ 𝑤⟩, y ∈ ℂ𝑔.
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Given a word 𝑢 ∈ 𝒫ℓ of length 𝑘, let 𝑅𝑢 denote the operator of right multi-
plication by 𝑢 on 𝒫ℓ. Thus, 𝑅𝑢 is determined by 𝑅𝑢𝑣 = 𝑣𝑢 if 𝑣 ∈ ⟨𝑥⟩ has length
at most ℓ − 𝑘, and 𝑅𝑢𝑣 = 0 otherwise. Routine calculations show

𝑇𝑗𝑅𝑢 = 𝑅𝑢𝑇𝑗.

Hence, for the free map 𝑓 , 𝑓(𝑇 )𝑅𝑢 = 𝑅𝑢𝑓(𝑇 ). Thus, for words 𝑢, 𝑣 of length at
most ℓ and y ∈ ℂ𝑔,

⟨𝑢, 𝑓(𝑇 )∗y ⊗ 𝑣⟩ = ⟨𝑅𝑢∅, 𝑓(𝑇 )∗y ⊗ 𝑣⟩ = ⟨∅, 𝑓(𝑇 )∗y ⊗ 𝑅∗
𝑢𝑣⟩.

It follows that

⟨𝑓(𝑇 )∗y ⊗ 𝑣, 𝑢⟩ =
{
⟨y, 𝐹𝛼⟩ if 𝑣 = 𝛼𝑢

0 otherwise.
(15)

On the other hand, if 𝑣 = 𝑤𝑢, then (𝑇𝑤)∗𝑣 = 𝑢 and otherwise, (𝑇𝑤)∗𝑣 is
orthogonal to 𝑢. Thus,〈∑

𝐹 ∗
𝑤 ⊗ (𝑇 ∗)𝑤y ⊗ 𝑣, 𝑢

〉
=

{
𝐹 ∗
𝑤y if 𝑣 = 𝑤𝑢

0 otherwise.
(16)

Comparing equations (15) and (16) completes the proof. □

Lemma 11. Fix a positive integer ℓ and, as in Proposition 9, let 𝑇 = 𝑉 ∗
ℓ 𝑆𝑉ℓ

act on 𝒫ℓ. Suppose 𝑉 : ℂ𝑛 → ℂ𝑛 ⊗ 𝒫ℓ is an isometry and 𝑋 ∈ 𝑀𝑛(ℂ)
𝑔. If

𝑓 : 𝑀(ℂ)𝑔 → 𝑀(ℂ)𝑔 is a free map and 𝑉 𝑋∗ = (𝐼 ⊗ 𝑇 ∗)𝑉, then

𝑓(𝑋) = 𝑉 ∗(𝐼 ⊗ 𝑓(𝑇 )
)
𝑉.

Proof. Taking adjoints gives 𝑋𝑉 ∗ = 𝑉 ∗(𝐼 ⊗𝑇 ). From the definition of a free map,

𝑓(𝑋)𝑉 ∗ = 𝑉 ∗(𝐼 ⊗ 𝑓(𝑇 )).

Applying 𝑉 on the right and using the fact that 𝑉 is an isometry completes the
proof. □

Remark 12. Iterating the intertwining relation 𝑉 𝑋∗ = (𝐼 ⊗ 𝑇 ∗)𝑉 , it follows that,
𝑉 (𝑋𝑤)∗ = (𝐼⊗(𝑇𝑤)∗)𝑉 . In particular, if 𝐹 is formal power series, then 𝐹 (𝑋∗)𝑉 =
𝑉 𝐹 (𝐼 ⊗ 𝑇 ∗).

A free map 𝑓 : 𝑀(ℂ)𝑔 → 𝑀(ℂ)𝑔 is homogeneous of degree ℓ if for all
𝑋 ∈ 𝑀(ℂ)𝑔 and 𝑧 ∈ ℂ, 𝑓(𝑧𝑋) = 𝑧ℓ𝑓(𝑋).

Lemma 13. Suppose 𝑓 : 𝑀(ℂ)𝑔 → 𝑀(ℂ)𝑔 is a free map. If 𝑓 is continuous and
homogeneous of degree ℓ, then there exists, for each word 𝑤 of length ℓ, a vector
𝐹𝑤 ∈ ℂ𝑔 such that

𝑓(𝑋) =
∑
∣𝑤∣=ℓ

𝐹𝑤 ⊗ 𝑋𝑤 for all 𝑋 ∈ 𝑀(ℂ)𝑔.
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Proof. Write 𝑇 = 𝑉 ∗
ℓ 𝑆𝑉ℓ. Let 𝑛 and 𝑋 ∈ 𝑀𝑛(ℂ)

𝑔 be given and assume
∑

𝑋𝑗𝑋
∗
𝑗 ≺

𝐼. Let 𝐽 denote the nilpotent Jordan block of size (ℓ+1)×(ℓ+1). Thus the entries
of 𝐽 are zero, except for the ℓ entries along the first super diagonal which are
all 1. Let 𝑌 = 𝑋 ⊗ 𝐽 . Then 𝑌 is nilpotent of order ℓ + 1 and

∑
𝑌𝑗𝑌

∗
𝑗 ≺ 𝐼. By

Proposition 9, there is an isometry 𝑉 : ℂ𝑛 ⊗ ℂℓ+1 → (ℂ𝑛 ⊗ ℂℓ+1)⊗ 𝒫ℓ such that

𝑉 𝑌 ∗ = (𝐼 ⊗ 𝑇 ∗)𝑉.

By Theorem 11, 𝑓(𝑌 ) = 𝑉 ∗(𝐼⊗𝑓(𝑇 ))𝑉. From Lemma 10 there exists, for words 𝑤
of length at most ℓ, vectors 𝐹𝑤 ∈ ℂ𝑔 such that 𝑓(𝑇 ) =

∑
∣𝑤∣≤ℓ 𝐹𝑤 ⊗ 𝑇𝑤. Because

𝑓 is a free map, 𝑓(𝐼 ⊗ 𝑇 ) = 𝐼 ⊗ 𝑓(𝑇 ). Hence,

𝑓(𝑌 ) =
∑
∣𝑤∣≤ℓ

𝐹𝑤 ⊗ 𝑉 ∗(𝐼 ⊗ 𝑇𝑤)𝑉 =
∑
∣𝑤∣≤ℓ

𝐹𝑤 ⊗ 𝑌 𝑤 =

ℓ∑
𝑚=0

( ∑
∣𝑤∣=𝑚

𝐹𝑤 ⊗𝑋𝑤

)
⊗ 𝐽𝑚.

Replacing 𝑋 by 𝑧𝑋 and using the homogeneity of 𝑓 gives,

𝑧ℓ𝑓(𝑌 ) =

ℓ∑
𝑚=0

( ∑
∣𝑤∣=𝑚

𝐹𝑤 ⊗ 𝑋𝑤

)
⊗ 𝑧𝑚𝐽𝑚

It follows that

𝑓(𝑌 ) =

(∑
∣𝑤∣=ℓ

𝐹𝑤 ⊗ 𝑋𝑤

)
⊗ 𝐽ℓ. (17)

Next suppose that 𝐸 = 𝐷 + 𝐽 , where 𝐷 is diagonal with distinct entries
on the diagonal. Thus there exists an invertible matrix 𝑍 such that 𝑍𝐸 = 𝐷𝑍.
Because 𝑓 is a free map, 𝑓(𝑋 ⊗𝐷) = ⊕𝑓(𝑑𝑗𝑋), where 𝑑𝑗 is the 𝑗th diagonal entry
of 𝐷. Because of the homogeneity of 𝑓 ,

𝑓(𝑋 ⊗ 𝐷) = ⊕𝑑ℓ𝑗𝑓(𝑋) = 𝑓(𝑋)⊗ 𝐷ℓ.

Hence,

𝑓(𝑋⊗𝐸) = (𝐼⊗𝑍−1)𝑓(𝑋⊗𝐷)(𝐼⊗𝑍) = (𝐼⊗𝑍−1)𝑓(𝑋)⊗𝐷ℓ(𝐼⊗𝑍) = 𝑓(𝑋)⊗𝐸ℓ.

Choosing a sequence of 𝐷’s which converge to 0, so that the corresponding 𝐸’s
converge to 𝐽 , and using the continuity of 𝑓 yields 𝑓(𝑌 ) = 𝑓(𝑋)⊗𝐽ℓ. A comparison
with (17) proves the lemma. □

2.8. The proof of Proposition 7

Let 𝑓 : 𝒩𝜀 → 𝑀(ℂ)𝑔 be a free analytic map. Given 𝑋 ∈ 𝑀𝑛(ℂ)
𝑔, there is a disc

𝐷𝑋 = {𝑧 ∈ ℂ : ∣𝑧∣ < 𝑟𝑋} such that 𝑧𝑋 ∈ 𝒩𝜀 for 𝑧 ∈ 𝐷𝑋 . By analyticity of 𝑓 ,
the function 𝐷𝑋 ∋ 𝑧 �→ 𝑓(𝑧𝑋) is analytic (with values in 𝑀𝑛(ℂ)

𝑔) and thus has a
power series expansion,

𝑓(𝑧𝑋) =
∑
𝑚

𝐴𝑚𝑧𝑚.
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These 𝐴𝑚 = 𝐴𝑚(𝑋) are uniquely determined by 𝑋 and hence there exist functions
𝑓 (𝑚)[𝑛](𝑋) = 𝐴𝑚(𝑋) mapping 𝑀𝑛(ℂ)

𝑔 to 𝑀𝑛(ℂ)
𝑔. In particular, if 𝑋 ∈ 𝒩𝜀(𝑛),

then

𝑓(𝑋) =
∑

𝑓 (𝑚)[𝑛](𝑋). (18)

Lemma 14. For each 𝑚, the sequence (𝑓 (𝑚)[𝑛])𝑛 is a continuous free map

𝑀(ℂ)𝑔 → 𝑀(ℂ)𝑔.

Moreover, 𝑓 (𝑚) is homogeneous of degree 𝑚.

Proof. Suppose 𝑋,𝑌 ∈ 𝑀(ℂ)𝑔 and 𝑋Γ = Γ𝑌 . For 𝑧 ∈ 𝐷𝑋 ∩ 𝐷𝑌 ,∑
𝑓 (𝑚)(𝑋)Γ𝑧𝑚 = 𝑓(𝑧𝑋)Γ = Γ𝑓(𝑧𝑌 ) =

∑
Γ𝑓 (𝑚)(𝑌 )𝑧𝑚.

Thus 𝑓 (𝑚)(𝑋)Γ = Γ𝑓 (𝑚)(𝑌 ) for each 𝑚 and thus each 𝑓 (𝑚) is a free map. Since
𝑓 [𝑛] is continuous, so is 𝑓 (𝑚)[𝑛] for each 𝑛.

Finally, given 𝑋 and 𝑤 ∈ ℂ, for 𝑧 of sufficiently small modulus,∑
𝑓 (𝑚)(𝑤𝑋)𝑧𝑚 = 𝑓(𝑧(𝑤𝑋)) = 𝑓(𝑧𝑤𝑋) =

∑
𝑓 (𝑚)(𝑋)𝑤𝑚𝑧𝑚.

Thus 𝑓 (𝑚)(𝑤𝑋) = 𝑤𝑚𝑓 (𝑚)(𝑋). □

Returning to the proof of Proposition 7, for each 𝑚, let 𝐹𝑤 for a word 𝑤 with
∣𝑤∣ = 𝑚, denote the coefficients produced by Lemma 13 so that

𝑓 (𝑚)(𝑋) =
∑

∣𝑤∣=𝑚
𝐹𝑤 ⊗ 𝑋𝑤.

Substituting into equation (18) completes the proof of the first part of the Propo-
sition 7.

Now suppose that 𝑓 is uniformly bounded by 𝐶 on 𝒩 . If 𝑋 ∈ 𝒩 , then

𝐶 ≥
∥∥∥ 1
2𝜋

∫
𝑓(exp(𝑖𝑡)𝑋) exp(−𝑖𝑚𝑡) 𝑑𝑡

∥∥ = ∥𝑓 (𝑚)(𝑋)∥.

In particular, if 0 < 𝑟 < 1, then ∥𝑓 (𝑚)(𝑟𝑋)∥ ≤ 𝑟𝑚𝐶.

Let 𝑇 = 𝑉 ∗
𝑚𝑆𝑉𝑚 as in Subsection 2.6. In particular, if 𝛿 < 𝜀, then 𝛿𝑇 ∈ 𝒩

and thus

𝐶2 ≥ ∥𝑓 (𝑚)(𝛿𝑇 )∅∥2 = 𝛿2𝑚
∑

∣𝑣∣=𝑚
∥𝐹𝑣∥2.

Thus, ∥𝐹𝑣∥ ≤ 𝐶
𝛿𝑚 for all 0 < 𝛿 < 𝜀 and words 𝑣 of length 𝑚 and the last statement

of Proposition 7 follows. □
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3. Proper free maps

Given noncommutative domains 𝒰 and 𝒱 in 𝑀(ℂ)𝑔 and 𝑀(ℂ)𝑔 respectively, a free
map 𝑓 : 𝒰 → 𝒱 is proper if each 𝑓 [𝑛] : 𝒰(𝑛) → 𝒱(𝑛) is proper in the sense that if
𝐾 ⊂ 𝒱(𝑛) is compact, then 𝑓−1(𝐾) is compact. In particular, for all 𝑛, if (𝑧𝑗) is
a sequence in 𝒰(𝑛) and 𝑧𝑗 → ∂𝒰(𝑛), then 𝑓(𝑧𝑗) → ∂𝒱(𝑛). In the case 𝑔 = 𝑔 and
both 𝑓 and 𝑓−1 are (proper) free analytic maps we say 𝑓 is a free biholomorphism.

3.1. Proper implies injective

The following theorem was established in [HKM11b, Theorem 3.1]. We will not
give the proof here but instead record a few corollaries below.

Theorem 15. Let 𝒰 and 𝒱 be noncommutative domains containing 0 in 𝑀(ℂ)𝑔

and 𝑀(ℂ)𝑔, respectively and suppose 𝑓 : 𝒰 → 𝒱 is a free map.
(1) If 𝑓 is proper, then it is one-to-one, and 𝑓−1 : 𝑓(𝒰) → 𝒰 is a free map.
(2) If, for each 𝑛 and 𝑍 ∈ 𝑀𝑛(ℂ)

𝑔, the set 𝑓 [𝑛]−1({𝑍}) has compact closure in
𝒰 , then 𝑓 is one-to-one and moreover, 𝑓−1 : 𝑓(𝒰) → 𝒰 is a free map.

(3) If 𝑔 = 𝑔 and 𝑓 : 𝒰 → 𝒱 is proper and continuous, then 𝑓 is biholomorphic.

Corollary 16. Suppose 𝒰 and 𝒱 are noncommutative domains in𝑀(ℂ)𝑔. If 𝑓 : 𝒰 →
𝒱 is a free map and if each 𝑓 [𝑛] is biholomorphic, then 𝑓 is a free biholomorphism.

Proof. Since each 𝑓 [𝑛] is biholomorphic, each 𝑓 [𝑛] is proper. Thus 𝑓 is proper.
Since also 𝑓 is a free map, by Theorem 15(3) 𝑓 is a free biholomorphism. □

Corollary 17. Let 𝒰 ⊂ 𝑀(ℂ)𝑔 and 𝒱 ⊂ 𝑀(ℂ)𝑔 be noncommutative domains.
If 𝑓 : 𝒰 → 𝒱 is a proper free analytic map and if 𝑋 ∈ 𝒰(𝑛), then 𝑓 ′(𝑋) :
𝑀𝑛(ℂ)

𝑔 → 𝑀𝑛(ℂ)
𝑔 is one-to-one. In particular, if 𝑔 = 𝑔, then 𝑓 ′(𝑋) is a vector

space isomorphism.

Proof. Suppose 𝑓 ′(𝑋)[𝐻 ] = 0. We scale 𝐻 so that

[
𝑋 𝐻
0 𝑋

]
∈ 𝒰 . From Proposi-

tion 4,

𝑓

[
𝑋 𝐻
0 𝑋

]
=

[
𝑓(𝑋) 𝑓 ′(𝑋)[𝐻 ]
0 𝑓(𝑋)

]
=

[
𝑓(𝑋) 0
0 𝑓(𝑋)

]
= 𝑓

[
𝑋 0
0 𝑋

]
.

By the injectivity of 𝑓 established in Theorem 15, 𝐻 = 0. □

Remark 18. Let us note that Theorem 15 is sharp as explained in [HKM11b, §3.1]:
absent more conditions on the noncommutative domains 𝒰 and 𝒱 , nothing beyond
free biholomorphic can be concluded about 𝑓 .

A natural condition on a noncommutative domain 𝒰 , which we shall consider
in §5, is circularity. However, we first proceed to give some free analogs of well-
known results from several complex variables.
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4. Several analogs to classical theorems

The conclusion of Theorem 15 is sufficiently strong that most would say that
it does not have a classical analog. Combining it with classical several complex
variable theorems yields free analytic map analogs. Indeed, hypotheses for these
analytic free map results are weaker than their classical analogs would suggest.

4.1. A free Carathéodory-Cartan-Kaup-Wu (CCKW) Theorem

The commutative Carathéodory-Cartan-Kaup-Wu (CCKW) Theorem [Kr01, The-
orem 11.3.1] says that if 𝑓 is an analytic self-map of a bounded domain in ℂ𝑔 which
fixes a point 𝑃 , then the eigenvalues of 𝑓 ′(𝑃 ) have modulus at most one. Con-
versely, if the eigenvalues all have modulus one, then 𝑓 is in fact an automorphism;
and further if 𝑓 ′(𝑃 ) = 𝐼, then 𝑓 is the identity. The CCKW Theorem together
with Corollary 16 yields Corollary 19 below. We note that Theorem 15 can also
be thought of as a noncommutative CCKW theorem in that it concludes, like
the CCKW Theorem does, that a map 𝑓 is biholomorphic, but under the (rather
different) assumption that 𝑓 is proper.

Most of the proofs in this section are skipped and can be found in [HKM11b, §4].
Corollary 19 ([HKM11b, Corollary 4.1]). Let 𝒟 be a given bounded noncommuta-
tive domain which contains 0. Suppose 𝑓 : 𝒟 → 𝒟 is an free analytic map. Let 𝜙
denote the mapping 𝑓 [1] : 𝒟(1) → 𝒟(1) and assume 𝜙(0) = 0.

(1) If all the eigenvalues of 𝜙′(0) have modulus one, then 𝑓 is a free biholomor-
phism; and

(2) if 𝜙′(0) = 𝐼, then 𝑓 is the identity.

Note a classical biholomorphic function 𝑓 is completely determined by its
value and differential at a point (cf. a remark after [Kr01, Theorem 11.3.1]). Much
the same is true for free analytic maps and for the same reason.

Proposition 20. Suppose 𝒰 ,𝒱 ⊂ 𝑀(ℂ)𝑔 are noncommutative domains, 𝒰 is
bounded, both contain 0, and 𝑓, 𝑔 : 𝒰 → 𝒱 are proper free analytic maps. If
𝑓(0) = 𝑔(0) and 𝑓 ′(0) = 𝑔′(0), then 𝑓 = 𝑔.

Proof. By Theorem 15 both 𝑓 and 𝑔 are free biholomorphisms. Thus ℎ = 𝑓 ∘ 𝑔−1 :
𝒰 → 𝒰 is a free biholomorphism fixing 0 with ℎ[1]′(0) = 𝐼. Thus, by Corollary 19,
ℎ is the identity. Consequently 𝑓 = 𝑔. □
4.2. Circular domains

A subset 𝑆 of a complex vector space is circular if exp(𝑖𝑡)𝑠 ∈ 𝑆 whenever 𝑠 ∈ 𝑆
and 𝑡 ∈ ℝ. A noncommutative domain 𝒰 is circular if each 𝒰(𝑛) is circular.

Compare the following theorem to its commutative counterpart [Kr01, The-
orem 11.1.2] where the domains 𝒰 and 𝒱 are the same.

Theorem 21. Let 𝒰 and 𝒱 be bounded noncommutative domains in 𝑀(ℂ)𝑔 and
𝑀(ℂ)𝑔, respectively, both of which contain 0. Suppose 𝑓 : 𝒰 → 𝒱 is a proper free
analytic map with 𝑓(0) = 0. If 𝒰 and the range ℛ := 𝑓(𝒰) of 𝑓 are circular, then
𝑓 is linear.
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The domain 𝒰 = (𝒰(𝑛)) is weakly convex (a stronger notion of convex for a
noncommutative domain appears later) if each 𝒰(𝑛) is a convex set. Recall a set
𝐶 ⊆ ℂ𝑔 is convex, if for every 𝑋,𝑌 ∈ 𝐶, 𝑋+𝑌

2 ∈ 𝐶.

Corollary 22. Let 𝒰 and 𝒱 be bounded noncommutative domains in 𝑀(ℂ)𝑔 both of
which contain 0. Suppose 𝑓 : 𝒰 → 𝒱 is a proper free analytic map with 𝑓(0) = 0.
If both 𝒰 and 𝒱 are circular and if one is weakly convex, then so is the other.

This corollary is an immediate consequence of Theorem 21 and the fact (see
Theorem 15(3)) that 𝑓 is onto 𝒱 .

We admit the hypothesis that the range ℛ = 𝑓(𝒰) of 𝑓 in Theorem 21 is
circular seems pretty contrived when the domains 𝒰 and 𝒱 have a different number
of variables. On the other hand if they have the same number of variables it is the
same as 𝒱 being circular since by Theorem 15, 𝑓 is onto.

Proof of Theorem 21. Because 𝑓 is a proper free map it is injective and its in-
verse (defined on ℛ) is a free map by Theorem 15. Moreover, using the analyticity
of 𝑓 , its derivative is pointwise injective by Corollary 17. It follows that each
𝑓 [𝑛] : 𝒰(𝑛) → 𝑀𝑛(ℂ)

𝑔 is an embedding [GP74, p. 17]. Thus, each 𝑓 [𝑛] is a home-
omorphism onto its range and its inverse 𝑓 [𝑛]−1 = 𝑓−1[𝑛] is continuous.

Define 𝐹 : 𝒰 → 𝒰 by

𝐹 (𝑥) := 𝑓−1( exp(−𝑖𝜃)𝑓(exp(𝑖𝜃)𝑥)
)

(19)

This function respects direct sums and similarities, since it is the composition of
maps which do. Moreover, it is continuous by the discussion above. Thus 𝐹 is a
free analytic map.

Using the relation exp(𝑖𝜃)𝑓(𝐹 (𝑥)) = 𝑓(exp(𝑖𝜃)) we find

exp(𝑖𝜃)𝑓 ′(𝐹 (0))𝐹 ′(0) = 𝑓 ′(0).

Since 𝑓 ′(0) is injective, exp(𝑖𝜃)𝐹 ′(0) = 𝐼. It follows from Corollary 19(2) that
𝐹 (𝑥) = exp(𝑖𝜃)𝑥 and thus, by (19), 𝑓(exp(𝑖𝜃)𝑥) = exp(𝑖𝜃)𝑓(𝑥). Since this holds
for every 𝜃, it follows that 𝑓 is linear. □

If 𝑓 is not assumed to map 0 to 0 (but instead fixes some other point), then
a proper self-map need not be linear. This follows from the example we discuss
in §5.1.

5. A free Braun-Kaup-Upmeier (BKU) Theorem

Noncommutative domains 𝒰 and 𝒱 are freely biholomorphic if there exists a free
biholomorphism 𝑓 : 𝒰 → 𝒱 . In this section we show how a theorem of Braun-Kaup-
Upmeier [BKU78, KU76] can be used to show that bounded circular noncommu-
tative domains that are freely biholomorphic are (freely) linearly biholomorphic.

Definition 23. Given a domain 𝐷 ⊂ ℂ𝑔, let Aut(𝐷) denote the group of all biholo-
morphic maps from 𝐷 to 𝐷. Note that 𝐷 is circular if and only if Aut(𝐷) contains
all rotations; i.e., all maps of the form 𝑧 �→ exp(𝑖𝜃)𝑧 for 𝜃 ∈ ℝ.
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Let 𝒟 = (𝒟(𝑛)) be a circular noncommutative domain. Thus each 𝒟(𝑛) is
open, connected, contains 0 and is invariant under rotations. The set 𝒟(1) ⊂ ℂ𝑔

is in particular a circular domain in the classical sense and moreover Aut(𝒟(1))
contains all rotations.

Theorem 24 (A free BKU Theorem). Suppose 𝒰 and 𝒟 are bounded, circular
noncommutative domains which contain noncommutative neighborhoods of 0. If
𝒰 and 𝒟 are freely biholomorphic, then there is a linear (free) biholomorphism
𝜆 : 𝒟 → 𝒰 .

A noncommutative domain𝒟 containing 0 is convex if it is closed with respect
to conjugation by contractions; i.e., if 𝑋 ∈ 𝒟(𝑛) and 𝐶 is a 𝑚 × 𝑛 contraction,
then

𝐶𝑋𝐶∗ = (𝐶𝑋1𝐶
∗, 𝐶𝑋2𝐶

∗, . . . , 𝐶𝑋𝑔𝐶
∗) ∈ 𝒟(𝑚).

It is not hard to see, using the fact that noncommutative domains are also closed
with respect to direct sums, that each 𝒟(𝑛) is itself convex. In the case that 𝒟 is
semialgebraic, then in fact an easy argument shows that the converse is true: if each
𝒟(𝑛) is convex (𝒟 is weakly convex), then 𝒟 is convex. (What is used here is that
the domain is closed with respect to restrictions to reducing subspaces.) In fact,
in the case that 𝒟 is semialgebraic and convex, it is equivalent to being an LMI,
cf. [HM+] for precise statements and proofs; the topic is also addressed briefly
in §6.1 below. As an important corollary of Theorem 24, we have the following
nonconvexification result.

Corollary 25. Suppose 𝒰 is a bounded circular noncommutative domain which
contains a noncommutative neighborhood of 0.

(1) If 𝒰 is freely biholomorphic to a bounded circular weakly convex noncommu-
tative domain that contains a noncommutative neighborhood of 0, then 𝒰 is
itself convex.

(2) If 𝒰 is freely biholomorphic to a bounded circular LMI domain, then 𝒰 is
itself an LMI domain.

Proof. It is not hard to see that an LMI domain does in fact contain a noncommu-
tative neighborhood of the origin. Thus, both statements of the corollary follow
immediately from the theorem. □

Note that the corollary is in the free spirit of the main result of [KU76].

Remark 26. A main motivation for our line of research was investigating changes
of variables with an emphasis on achieving convexity. Anticipating that the main
result from [HM+] applies in the present context (see also §6.1), if 𝒟 is a convex,
bounded, noncommutative semialgebraic set then it is an LMI domain. In this way,
the hypothesis in the last statement of the corollary could be rephrased as: if 𝒰 is
freely biholomorphic to a bounded circular convex noncommutative semialgebraic
set, then 𝒰 is itself an LMI domain. In the context of §1.1, the conclusion is that
in this circumstance domains biholomorphic to bounded, convex, circular basic
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semialgebraic sets are already in fact determined by an LMI. Hence there no
nontrivial changes of variables in this setting.

For the reader’s convenience we include here the version of [BKU78, Theorem
1.7] needed in the proof of Theorem 24. Namely, the case in which the ambient
domain is ℂ𝑔. Closed here means closed in the topology of uniform convergence on
compact subsets. A bounded domain 𝐷 ⊂ ℂ𝑔 is symmetric if for each 𝑧 ∈ 𝐷 there
is an involutive 𝜑 ∈ Aut(𝐷) such that 𝑧 is an isolated fixed point of 𝜑 [Hg78].

Theorem 27 ([BKU78]). Suppose 𝑆 ⊂ ℂ𝑔 is a bounded circular domain and 𝐺 ⊂
Aut(𝑆) is a closed subgroup of Aut(𝑆) which contains all rotations. Then

(1) there is a closed (ℂ-linear) subspace 𝑀 of ℂ𝑔 such that 𝐴 := 𝑆 ∩ 𝑀 = 𝐺(0)
is the orbit of the origin.

(2) 𝐴 is a bounded symmetric domain in 𝑀 and coincides with

{𝑧 ∈ 𝑆 : 𝐺(𝑧) is a closed complex submanifold of 𝑆}.
In particular two bounded circular domains are biholomorphic if and only if they
are linearly biholomorphic.

We record the following simple lemma before turning to the proof of Theo-
rem 24.

Lemma 28. Let 𝐷 ⊂ ℂ𝑔 be a bounded domain and suppose (𝜑𝑗) is a sequence from
Aut(𝐷) which converges uniformly on compact subsets of 𝐷 to 𝜑 ∈ Aut(𝐷).

(1) 𝜑−1
𝑗 (0) converges to 𝜑−1(0);

(2) If the sequence (𝜑−1
𝑗 ) converges uniformly on compact subsets of 𝐷 to 𝜓, then

𝜓 = 𝜑−1.

Proof. (1) Let 𝜀 > 0 be given. The sequence (𝜑−1
𝑗 ) is a uniformly bounded sequence

and is thus locally equicontinuous. Thus, there is a 𝛿 > 0 such that if ∥𝑦− 0∥ < 𝛿,
then ∥𝜑−1

𝑗 (𝑦)−𝜑−1
𝑗 (0)∥ < 𝜀. On the other hand, (𝜑𝑗(𝜑

−1(0)))𝑗 converges to 0, so

for large enough 𝑗, ∥𝜑𝑗(𝜑−1(0)) − 0∥ < 𝛿. With 𝑦 = 𝜑𝑗(𝜑
−1(0)), it follows that

∥𝜑𝑗(𝜑−1(0))− 0∥ < 𝜀.
(2) Let 𝑓 = 𝜑(𝜓). From the first part of the lemma, 𝜓(0) = 𝜑−1(0) and

hence 𝑓(0) = 0. Moreover, 𝑓 ′(0) = 𝜑′(𝜓(0))𝜓′(0). Now 𝜑′
𝑗 converges uniformly

on compact sets to 𝜑′. Since also 𝜑′
𝑗(𝜓(0)) converges to 𝜑′(𝜓(0)), it follows that

𝜑′
𝑗(𝜑

−1
𝑗 (0)) converges to 𝜑′(𝜓(0)). On the other hand, 𝐼 = 𝜑′

𝑗(𝜑
−1
𝑗 (0))(𝜑−1

𝑗 )′(0).
Thus, 𝑓 ′(0) = 𝐼 and we conclude, from a theorem of Carathéodory-Cartan-Kaup-
Wu (see Corollary 19), that 𝑓 is the identity. Since 𝜑 has an (nc) inverse, 𝜑−1 = 𝜓.

□
Definition 29. Let Autnc(𝒟) denote the free automorphism group of the non-
commutative domain 𝒟. Thus Autnc(𝒟) is the set of all free biholomorphisms
𝑓 : 𝒟 → 𝒟. It is evidently a group under composition. Note that 𝒟 is circular
implies Autnc(𝒟) contains all rotations. Given 𝑔 ∈ Autnc(𝒟), let 𝑔 ∈ Aut(𝒟(1))
denote its commutative collapse; i.e., 𝑔 = 𝑔[1].
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Lemma 30. Suppose 𝒟 is a bounded noncommutative domain containing 0. Assume
𝑓, ℎ ∈ Autnc(𝒟) satisfy 𝑓 = ℎ̃. Then 𝑓 = ℎ.

Proof. Note that 𝐹 = ℎ−1 ∘ 𝑓 ∈ Autnc(𝒟). Further, since 𝐹 = 𝑥 (the identity), 𝐹

maps 0 to 0 and 𝐹 ′(0) = 𝐼. Thus, by Corollary 19, 𝐹 = 𝑥 and therefore ℎ = 𝑓 . □
Lemma 31. Suppose 𝒟 is a noncommutative domain which contains a noncommu-
tative neighborhood of 0, and 𝒰 is a bounded noncommutative domain. If 𝑓𝑚 : 𝒟 →
𝒰 is a sequence of free analytic maps, then there is a free analytic map 𝑓 : 𝒟 → 𝒰
and a subsequence (𝑓𝑚𝑗 ) of (𝑓𝑚) which converges to 𝑓 uniformly on compact sets.

Proof. By hypothesis, there is an 𝜀 > 0 such that 𝒩𝜀 ⊂ 𝒟 and there is a 𝐶 > 0
such that each 𝑋 ∈ 𝒰 satisfies ∥𝑋∥ ≤ 𝐶. Each 𝑓𝑚 has power series expansion,

𝑓𝑚 =
∑

𝑓𝑚(𝑤)𝑤

with ∥𝑓𝑚(𝑤)∥ ≤ 𝐶
𝜀𝑛 , where 𝑛 is the length of the word 𝑤, by Proposition 7.

Moreover, by a diagonal argument, there is a subsequence 𝑓𝑚𝑗 of 𝑓𝑚 so that

𝑓𝑚𝑗 (𝑤) converges to some 𝑓(𝑤) for each word 𝑤. Evidently, ∥𝑓(𝑤)∥ ≤ 𝐶
𝜀𝑛 and

thus,

𝑓 =
∑

𝑓(𝑤)𝑤

defines a free analytic map on the noncommutative 𝜀
𝑔 -neighborhood of 0. (See 5.)

We claim that 𝑓 determines a free analytic map on all of 𝒟 and moreover
(𝑓𝑚𝑗 ) converges to this 𝑓 uniformly on compact sets; i.e., for each 𝑛 and compact
set 𝐾 ⊂ 𝒟(𝑛), the sequence (𝑓𝑚𝑗 [𝑛]) converges uniformly to 𝑓 [𝑛] on 𝐾.

Conserving notation, let 𝑓𝑗 = 𝑓𝑚𝑗 . Fix 𝑛. The sequence 𝑓𝑗 [𝑛] : 𝒟(𝑛) → 𝒟(𝑛)
is uniformly bounded and hence each subsequence (𝑔𝑘) of (𝑓𝑗 [𝑛]) has a further
subsequence (ℎℓ) which converges uniformly on compact subsets to some analytic
function ℎ : 𝒟(𝑛) → 𝒰(𝑛). On the other hand, (ℎℓ) converges to 𝑓 [𝑛] on the 𝜀

𝑔 -

neighborhood of 0 in 𝒟(𝑛) and thus ℎ = 𝑓 [𝑛] on this neighborhood. It follows that
𝑓 [𝑛] extends to be analytic on all of 𝒟(𝑛). It follows that (𝑓𝑗 [𝑛]) itself converges
uniformly on compact subsets of 𝒟(𝑛). In particular, 𝑓 [𝑛] is analytic.

To see that 𝑓 is a free analytic function (and not just that each 𝑓(𝑛) is
analytic), suppose 𝑋Γ = Γ𝑌 . Then 𝑓𝑗(𝑋)Γ = Γ𝑓𝑗(𝑌 ) for each 𝑗 and hence the
same is true in the limit. □
Lemma 32. Suppose 𝒟 is a bounded noncommutative domain which contains a non-
commutative neighborhood of 0. Suppose (ℎ𝑛) is a sequence from Autnc(𝒟). If ℎ̃𝑛
converges to 𝑔 ∈ Aut(𝒟(1)) uniformly on compact sets, then there is ℎ ∈ Autnc(𝒟)

such that ℎ̃ = 𝑔 and a subsequence (ℎ𝑛𝑗 ) of (ℎ𝑛) which converges uniformly on
compact sets to ℎ.

Proof. By the previous lemma, there is a subsequence (ℎ𝑛𝑗 ) of (ℎ𝑛) which con-

verges uniformly on compact subsets of 𝒟 to a free map ℎ. With 𝐻𝑗 = ℎ−1
𝑛𝑗

,

another application of the lemma produces a further subsequence, (𝐻𝑗𝑘) which
converges uniformly on compact subsets of 𝒟 to some free map 𝐻 . Hence, without
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loss of generality, it may be assumed that both (ℎ𝑗) and (ℎ−1
𝑗 ) converge (in each

dimension) uniformly on compact sets to ℎ and 𝐻 respectively.

From Lemma 28, 𝐻̃ is the inverse of ℎ̃ = 𝑔. Thus, letting 𝑓 denote the analytic
free mapping 𝑓 = ℎ∘𝐻 , it follows that 𝑓 is the identity and so by Corollary 19, 𝑓 is
itself the identity. Similarly, 𝐻 ∘ℎ is the identity. Thus, ℎ is a free biholomorphism
and thus an element of Autnc(𝒟). □

Proposition 33. If 𝒟 is a bounded noncommutative domain containing an 𝜀-neigh-
borhood of 0, then the set {ℎ̃ : ℎ ∈ Autnc(𝒟)} is a closed subgroup of Aut(𝒟(1)).

Proof. We must show if ℎ𝑛 ∈ Autnc(𝒟) and ℎ̃𝑛 converges to some 𝑔 ∈ Aut(𝒟(1)),

then there is an ℎ ∈ Autnc(𝒟) such that ℎ̃ = 𝑔. Thus the proposition is an
immediate consequence of the previous result, Lemma 32. □

Proof of Theorem 24. In the BKU Theorem 27, first choose 𝑆 = 𝒟(1) and let

𝐺 = {𝑓 : 𝑓 ∈ Autnc(𝒟)}.
Note that 𝐺 is a subgroup of Aut(𝑆) which contains all rotations. Moreover, by
Proposition 33, 𝐺 is closed. Thus Theorem 27 applies to 𝐺. Combining the two
conclusions of the theorem, it follows that 𝐺(0) is a closed complex submanifold
of 𝐷.

Likewise, let 𝑇 = 𝒰(1) and let

𝐻 = {ℎ̃ : ℎ ∈ Autnc(𝒰)}
and note that 𝐻 is a closed subgroup of Aut(𝑇 ) containing all rotations. Conse-
quently, Theorem 27 also applies to 𝐻 .

Let 𝜓 : 𝒟 → 𝒰 denote a given free biholomorphism. In particular, 𝜓 : 𝑆 → 𝑇
is biholomorphic. Observe, 𝐻 = {𝜓 ∘ 𝑔 ∘ 𝜓−1 : 𝑔 ∈ 𝐺}.

The set 𝜓(𝐺(0)) is a closed complex submanifold of 𝑆, since 𝜓 is biholomor-

phic. On the other hand, 𝜓(𝐺(0)) = 𝐻(𝜓(0)). Thus, by (ii) of Theorem 27 applied

to 𝐻 and 𝑇 , it follows that 𝜓(0) ∈ 𝐻(0). Thus, there is an ℎ ∈ Autnc(𝒰) such

that ℎ̃(𝜓(0)) = 0. Now 𝜑 = ℎ ∘ 𝜓 : 𝒟 → 𝒰 is a free biholomorphism between
bounded circular noncommutative domains and 𝜑(0) = 0. Thus, 𝜑 is linear by
Theorem 21. □

5.1. A concrete example of a nonlinear biholomorphic self-map
on an nc LMI domain

It is surprisingly difficulty to find proper self-maps on LMI domains which are not
linear. In this section we present the only (up to trivial modifications) univariate
example, of which we are aware. Of course, by Theorem 21 the underlying domain
cannot be circular. In two variables, it can happen that two LMI domains are
linearly equivalent and yet there is a nonlinear biholomorphism between them
taking 0 to 0. We conjecture this cannot happen in the univariate case.



Free Analysis and LMI Domains 215

Let 𝐴 =
[
1 1
0 0

]
and let ℒ denote the univariate 2× 2 linear pencil,

ℒ(𝑥) := 𝐼 + 𝐴𝑥 + 𝐴∗𝑥∗ =

[
1 + 𝑥 + 𝑥∗ 𝑥

𝑥∗ 1

]
.

Let 𝒟ℒ = {𝑋 : ∥𝑋 − 1∥ <
√
2}. For 𝜃 ∈ ℝ consider

𝑓𝜃(𝑥) :=
exp(𝑖𝜃)𝑥

1 + 𝑥 − exp(𝑖𝜃)𝑥
.

Then 𝑓𝜃 : 𝒟ℒ → 𝒟ℒ is a proper free analytic map, 𝑓𝜃(0) = 0, and 𝑓 ′
𝜃(0) = exp(𝑖𝜃).

Conversely, every proper free analytic map 𝑓 : 𝒟ℒ → 𝒟ℒ fixing the origin equals
one of the 𝑓𝜃.

For proofs we refer to [HKM11b, §5.1].

6. Miscellaneous

In this section we briefly overview some of our other, more algebraic, results deal-
ing with convexity and LMIs. While many of these results do have analogs in
the present setting of complex scalars and analytic variables, they appear in the
literature with real scalars and symmetric free noncommutative variables.

Let ℝ⟨𝑥⟩ denote the ℝ-algebra freely generated by 𝑔 noncommuting letters
𝑥 = (𝑥1, . . . , 𝑥𝑔) with the involution ∗ which, on a word 𝑤 ∈ ⟨𝑥⟩, reverses the
order; i.e., if

𝑤 = 𝑥𝑖1𝑥𝑖2 ⋅ ⋅ ⋅𝑥𝑖𝑘 , (20)

then
𝑤∗ = 𝑥𝑖𝑘 ⋅ ⋅ ⋅𝑥𝑖2𝑥𝑖1 .

In the case 𝑤 = 𝑥𝑗 , note that 𝑥∗
𝑗 = 𝑥𝑗 and for this reason we sometimes refer to

the variables as symmetric.
Let 𝕊𝑔𝑛 denote the 𝑔-tuples 𝑋 = (𝑋1, . . . , 𝑋𝑔) of 𝑛×𝑛 symmetric real matrices.

A word 𝑤 as in equation (20) is evaluated at 𝑋 in the obvious way,

𝑤(𝑋) = 𝑋𝑖1𝑋𝑖2 ⋅ ⋅ ⋅𝑋𝑖𝑘 .

The evaluation extends linearly to polynomials 𝑝 ∈ ℝ⟨𝑥⟩. Note that the involution
on ℝ⟨𝑥⟩ is compatible with evaluation and matrix transpose in that 𝑝∗(𝑋) =
𝑝(𝑋)∗.

Given 𝑟, let 𝑀𝑟⊗ℝ⟨𝑥⟩ denote the 𝑟× 𝑟 matrices with entries from ℝ⟨𝑥⟩. The
evaluation on ℝ⟨𝑥⟩ extends to 𝑀𝑟⊗ℝ⟨𝑥⟩ by simply evaluating entrywise; and the
involution extends too by (𝑝𝑗,ℓ)

∗ = (𝑝∗
ℓ,𝑗).

A polynomial 𝑝 ∈ 𝑀𝑟⊗ℝ⟨𝑥⟩ is symmetric if 𝑝∗ = 𝑝 and in this case, 𝑝(𝑋)∗ =
𝑝(𝑋) for all 𝑋 ∈ 𝕊𝑔𝑛. In this setting, the analog of an LMI is the following. Given 𝑑
and symmetric 𝑑×𝑑 matrices, the symmetric matrix-valued degree one polynomial,

𝐿 = 𝐼 −
∑

𝐴𝑗𝑥𝑗

is a monic linear pencil. The inequality 𝐿(𝑋) ≻ 0 is then an LMI. Less formally,
the polynomial 𝐿 itself will be referred to as an LMI.
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6.1. nc convex semialgebraic is LMI

Suppose 𝑝 ∈ 𝑀𝑟 ⊗ ℝ⟨𝑥⟩ and 𝑝(0) = 𝐼𝑟 . For each positive integer 𝑛, let

𝒫𝑝(𝑛) = {𝑋 ∈ 𝕊𝑔𝑛 : 𝑝(𝑋) ≻ 0},
and define 𝒫𝑝 to be the sequence (graded set) (𝒫𝑝(𝑛))∞𝑛=1. In analogy with classical
real algebraic geometry we call sets of the form 𝒫𝑝 noncommutative basic open
semialgebraic sets. (Note that it is not necessary to explicitly consider intersections
of noncommutative basic open semialgebraic sets since the intersection 𝒫𝑝 ∩ 𝒫𝑞
equals 𝒫𝑝⊕𝑞.)
Theorem 34 ([HM+]). Every convex bounded noncommutative basic open semial-
gebraic set 𝒫𝑝 has an LMI representation; i.e., there is a monic linear pencil 𝐿
such that 𝒫𝑝 = 𝒫𝐿.

Roughly speaking, Theorem 34 states that nc semialgebraic and convex equals
LMI. Again, this result is much cleaner than the situation in the classical commu-
tative case, where the gap between convex semialgebraic and LMI is large and not
understood very well, cf. [HV07].

6.2. LMI inclusion

The topic of our paper [HKM+] is LMI inclusion and LMI equality. Given LMIs
𝐿1 and 𝐿2 in the same number of variables it is natural to ask:

(Q1) does one dominate the other, that is, does 𝐿1(𝑋) ર 0 imply 𝐿2(𝑋) ર 0?
(Q1) are they mutually dominant, that is, do they have the same solution set?

As we show in [HKM+], the domination questions (Q1) and (Q2) have elegant
answers, indeed reduce to semidefinite programs (SDP) which we show how to
construct. A positive answer to (Q1) is equivalent to the existence of matrices 𝑉𝑗
such that

𝐿2(𝑥) = 𝑉 ∗
1 𝐿1(𝑥)𝑉1 + ⋅ ⋅ ⋅+ 𝑉 ∗

𝜇𝐿1(𝑥)𝑉𝜇. (21)

As for (Q2) we show that 𝐿1 and 𝐿2 are mutually dominant if and only if, up to
certain redundancies described in the paper, 𝐿1 and 𝐿2 are unitarily equivalent.

A basic observation is that these LMI domination problems are equivalent to
the complete positivity of certain linear maps 𝜏 from a subspace of matrices to a
matrix algebra.

6.3. Convex Positivstellensatz

The equation (21) can be understood as a linear Positivstellensatz, i.e., it gives an
algebraic certificate for 𝐿2∣𝒟𝐿1

ર 0. Our paper [HKM+2] greatly extends this to
nonlinear 𝐿2. To be more precise, suppose 𝐿 is a monic linear pencil in 𝑔 variables
and let 𝒟𝐿 be the corresponding nc LMI. Then a symmetric noncommutative
polynomial 𝑝 ∈ ℝ⟨𝑥⟩ is positive semidefinite on 𝒟𝐿 if and only if it has a weighted
sum of squares representation with optimal degree bounds. Namely,

𝑝 = 𝑠∗𝑠 +
finite∑
𝑗

𝑓∗
𝑗 𝐿𝑓𝑗, (22)
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where 𝑠, 𝑓𝑗 are vectors of noncommutative polynomials of degree no greater than
deg(𝑝)
2 . (There is also a bound, coming from a theorem of Carathéodory on convex

sets in finite-dimensional vector spaces and depending only on the degree of 𝑝, on
the number of terms in the sum.) This result contrasts sharply with the commuta-
tive setting, where the degrees of 𝑠, 𝑓𝑗 are vastly greater than deg(𝑝) and assuming
only 𝑝 nonnegative yields a clean Positivstellensatz so seldom that the cases are
noteworthy [Sc09].

The main ingredient of the proof is a solution to a noncommutative moment
problem, i.e., an analysis of rank preserving extensions of truncated noncommuta-
tive Hankel matrices. For instance, any such positive definite matrix 𝑀𝑘 of “degree
𝑘” has, for each 𝑚 ≥ 0, a positive semidefinite Hankel extension 𝑀𝑘+𝑚 of degree
𝑘 + 𝑚 and the same rank as 𝑀𝑘. For details and proofs see [HKM+2].

6.4. Further topics

The reader who has made it to this point may be interested in some of the sur-
veys, and the references therein, on various aspects of noncommutative (free) real
algebraic geometry, and free positivity.

The article [HP07] treats positive noncommutative polynomials as a part of
the larger tapestry of spectral theory and optimization. In [HKM12] this topic is
expanded with further Positivstellensätze and computational aspects. The survey
[dOHMP09] provides a serious overview of the connection between noncommu-
tative convexity and systems engineering. The note [HMPV09] emphasizes the
theme, as does the body of this article, that convexity in the noncommutative
setting appears to be no more general than LMI. Finally, a tutorial with numerous
exercises emphasizing the role of the middle matrix and border vector representa-
tion of the Hessian of a polynomial in analyzing convexity is [HKM+3].
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1. Introduction

In 1972–73, I had the pleasure of collaborating with Bill Helton on a pair of
papers [HH1, HH2] studying systems of self-adjoint Hilbert space operators that
“almost commute”, in the sense that their commutators were of the Schatten-von
Neumann trace class, with some attention also to more general systems. This work
was part of a very lively research activity at SUNY Stony Brook in operator theory,
including the work of Brown, Douglas and Fillmore on extensions of commutative
𝐶∗-algebras by the compact operators, which led to 𝐾𝐾-theory [BDF, Kas, KS, R],
and the work of Pincus on his principal function and mosaic [Pin], to which our
results were strongly related. All of this work has had a significant afterlife, with
citations continuing to the present. It is another pleasure to review here some of
the work our papers have influenced. In doing this, I emphasize the non-systematic
nature of this survey, and apologize in advance to authors whose relevant papers
I have failed to identify.
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2. Trace form

I will begin with a brief summary of the results of [HH1] and [HH2]. In [HH1], the
main object of study is a pair 𝐴, 𝐵, of self-adjoint (bounded, on a Hilbert space)
operators whose commutator

[𝐴,𝐵] = 𝐴𝐵 − 𝐵𝐴

belongs to the trace class. These could be the real and imaginary parts of a non-
self adjoint operator 𝑇 = 𝐴+ 𝑖𝐵, whose “self-commutator” [𝑇 ∗, 𝑇 ] = −2𝑖[𝐴,𝐵] is
trace class; in which case 𝑇 would be a normal operator modulo the ideal of trace
class (or, a fortiori, compact) operators.

A prime example of an operator with trace class self-commutator is the unilat-
eral shift 𝑆: for a Hilbert space 𝐻 with orthonormal basis {e𝑖 : 𝑖 = 0, 1, 2, . . . ,∞},
define 𝑆(e𝑖) = 𝑒𝑖+1. Then [𝑆∗, 𝑆] is orthogonal projection to the line through e0.

The study of 𝑆 is tightly bound up with the theory of Toeplitz operators.
Recall that, if 𝐻2(T) denotes the Hardy space of the circle – the space of all square
integrable boundary values of functions holomorphic on the unit disk, and if 𝑓 is
continuous function on T, then the Toeplitz operator 𝑇𝑓 associated to 𝑓 is the
operator defined by

𝑇𝑓 (ℎ) = 𝑃+(𝑓ℎ), ℎ ∈ 𝐻2(T),

where 𝑃+ denotes orthogonal projection of 𝐿2(T) to 𝐻2, and 𝑓ℎ is just the usual
pointwise product of 𝑓 and ℎ. The precise relationship between Toeplitz operators
and the shift 𝑆 is:

a) the 𝑆 = 𝑇𝑧; and
b) the Toeplitz operators define a cross section to the compact operators in the

𝐶∗ algebra generated by 𝑆.

In thinking about Toeplitz operators, I had noticed the formula

trace[𝑇𝑓 , 𝑇𝑔] =
1

2𝜋𝑖

∫
𝐷

𝐽(𝑓, 𝑔)𝑑𝑥𝑑𝑦, (1)

where 𝑓 and 𝑔 are continuous extensions of 𝑓 and 𝑔 to the unit disk 𝐷, and

𝐽(𝑓, 𝑔) =
∂𝑓

∂𝑥

∂𝑔

∂𝑦
− ∂𝑔

∂𝑥

∂𝑓

∂𝑦

is the Jacobian of 𝑓 and 𝑔. Thus, if 𝑓 and 𝑔 (and 𝑓 and 𝑔) are real valued, the
integral in formula (1) represents the area of the image of 𝐷 under the mapping
defined by

[
𝑥
𝑦

]
→

⎡⎢⎢⎣𝑓
([

𝑥
𝑦

])
𝑔

([
𝑥
𝑦

])
⎤⎥⎥⎦ .
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When I showed this formula to Bill, he recognized immediately that, for any
almost commuting pair 𝐴, 𝐵, of operators, the bilinear form

𝐵(𝑝, 𝑞) = trace[𝑝(𝐴,𝐵), 𝑞(𝐴,𝐵)] (2)

(where 𝑝 and 𝑞 are non-commutative polynomials in 𝐴 and 𝐵) should be an impor-
tant invariant of the algebra generated by 𝐴 and 𝐵. So we joined forces to study
this bilinear form, and were quite delighted when, after several weeks of daily
discussions, we realized that a direct generalization of the formula for Toeplitz
operators would hold for any almost commuting pair. We could represent the
form 𝐵 as

𝐵(𝑝, 𝑞) =

∫
R2

𝐽(𝑝, 𝑞)𝑑𝜇, (3a)

where 𝑝 and 𝑞 are now the commutative polynomials associated to 𝑝 and 𝑞, and
𝑑𝜇 is a suitable compactly supported Borel measure on the plane. Moreover, 𝑑𝜇 is
supported on the spectrum of 𝑇 = 𝐴 + 𝑖𝐵, and at a point 𝑧 of the spectrum not
in the essential spectrum, we could show that

𝑑𝜇 = − 1

2𝜋𝑖
Ind(T− z). (3b)

Here Ind(𝐴) means the Fredholm index of the operator 𝐴. Precisely, if 𝐴 is Fred-
holm, that is, invertible modulo the compact operators, then

Ind(𝐴) = dim ker𝐴 − dim coker𝐴. (3c)

Here dim coker refers to the fact that the image of 𝐴 will be a closed subspace of
finite codimension, and this is what is signified by dim coker.

In the proof of formula (3), a key role is played by a feature of 𝐵 that we called
the collapsing property. This says that, if 𝑝 and 𝑞 are both functions of a third
polynomial ℎ, then 𝐵(𝑝, 𝑞) vanishes (for the obvious reason that two polynomials
in the same operator commute with each other). The collapsing property is the
condition that enforces the representation given in (3). We had a very awkward
argument to pass from the collapsing property to (3). We were very much indebted
to Nolan Wallach, now Bill’s colleague at UCSD, for supplying a simple proof,
which we reproduced in [HH1] as Wallach’s lemma.

We also gave in [HH1] a more abstract version of (3), in which we considered
a collection of self-adjoint operators 𝐴𝑖, the commutator of any two of which was
assumed to be trace class. The resulting bilinear form then gave a relative (de
Rham) cohomology class on the joint spectrum of the 𝐴𝑖.

Finally, somewhat as an afterthought, we gave a related formula for the mul-
tiplicative commutators of the one-parameter groups gotten by exponentiating of
the operators. Suppose that 𝑓(𝐴,𝐵) = 𝑓 is a function of 𝐴 and 𝐵 that is a Fred-
holm operator of index 0. Then for some finite rank operator 𝐹 , the perturbation
𝑓 ′ = 𝑓 + 𝐹 is invertible. Consider two such operators 𝑓 ′ and 𝑔′. Then the multi-
plicative commutator {𝑓 ′, 𝑔′} = 𝑓 ′𝑔′𝑓 ′−1𝑔′−1 will differ from the identity operator
by a trace class operator. This means that the determinant det{𝑓 ′, 𝑔′} exists. Also,
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it is easy to see that it does not depend on the choices of 𝐹 and 𝐺, but only on
the functions 𝑓 and 𝑔. It turns out that there is a formula analogous to (3):

𝛿(𝑓, 𝑔) = det{𝑓 ′, 𝑔′} = exp

(∫
R2

𝐽(𝑝, 𝑞)

𝑓𝑔
𝑑𝜇

)
(4a)

In [HH1], we reproduced a proof due to Pincus for functions of the form 𝑓 = 𝑒ℎ

for some other smooth function ℎ. The proof was based on the general formula

det
(
𝑒𝐴𝑒𝐵𝑒−𝐴𝑒−𝐵

)
= 𝑒trace[𝐴,𝐵] (4b)

for a pair of almost commuting operators, with the determinant being defined for
operators of the form 𝐼 + 𝐶, with 𝐶 trace class. This formula was established
using the first few terms of the Baker-Campbell-Hausdorff formula. I do not know
if Pincus ever published his proof separately. The formula was proven in general
by Larry Brown in a paper [Br], appearing in the same volume as [HH1].

The paper [HH2] presents an attempt, only partly successful, to extend the
results of [HH1] to more general situations. We defined a notion of cryptointegral
algebra of dimension n. Instead of assuming trace class commutators of any pair
of operators, we assumed only that commutators were in a certain Schatten-von
Neumann 𝑝-class, and that a certain 2𝑛-multilinear functional (the complete anti-
symmetrization of 2𝑛 elements) was of trace class. Unfortunately, we could give a
representation analogous to (3) for the resulting multilinear form only for dimen-
sion 1 and dimension 2. However, we did show that the algebra of pseudodifferential
operators of order 0 on a manifold satisfied our conditions to be a cryptointegral
algebra, and for this algebra, we gave a nice formula for the form, in terms of
integrating over the cotangent sphere bundle of the manifold. We also knew that
an algebra of Toeplitz operators on the (2𝑛− 1)-sphere, the boundary of the unit
ball in C𝑛, also qualified as a cryptointegral algebra, and that the multilinear form
had a similarly nice representation, in terms of integration over the sphere. This
uniform analysis of Toeplitz and pseudodifferential operators also showed that the
index theorem of U. Venugopalkrishna [V], for Toeplitz operators on 𝑆2𝑛−1 could
be folded into the Atiyah-Singer Index Theorem. The details of these facts about
higher-dimensional Toeplitz operators were published later, in [H].

3. Afterwards

Here is the beginning of the review of our paper [HH1] in Mathematical Reviews,
by James Deddens.

The authors develop a theory of traces of commutators of self-adjoint
operators, which gives explicit but elegant formulas for computation.
The work is related to index theory of Atiyah and Singer, the 𝑔-function
of Pincus, the Brown-Douglas-Fillmore theory of extensions, and the
trace norm estimates of Berger and Shaw, and Putnam.
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As this statement indicates, our results tied in very closely with contemporary
work in operator theory, and especially, with our colleagues at Stony Brook.

Indeed, Joel Pincus took an immediate interest in our results, and with his
student Richard Carey showed [CP1] that the measure 𝑑𝜇 of formula (3) had the
form

𝑑𝜇 =
1

𝜋
𝑔(𝑥, 𝑦)𝑑𝑥𝑑𝑦, (5)

where 𝑔 was a function that Pincus had constructed some years earlier in studying
a pair of non-commuting self-adjoint operators, and named the principal func-
tion [Pin]. This link gave a natural, intrinsic interpretation for the principal func-
tion, and also established that the measure 𝑑𝜇 was absolutely continuous with
respect to Lebesgue measure. Bill and I did not have strong control of 𝑑𝜇 on the
essential spectrum of 𝑇 except in the case when [𝐴,𝐵] has finite rank, in which

case we gave a simple argument showing that the Radon-Nkodym derivative 𝑑𝜇
𝑑𝑥𝑑𝑦

with respect to Lebesgue measure was bounded by half the rank of [𝐴,𝐵]. A few
years later, Pincus and Carey generalized the combined theory to the case of type
II factors [CP2].

This immediate folding in of our work into the Pincus machine somewhat
complicates the job of tracing the influence of [HH1], since that may be direct,
or indirect through the use of the trace-invariant properties of the Pincus princi-
pal function. In this note, we restrict attention primarily to papers that directly
cite [HH1, HH2] and do not try to sort out the indirect influence. Of course, some
papers cite both our results and the Carey-Pincus or Pincus-Xia papers that in-
corporated the trace functional.

Our results also fit nicely into the theory of hyponormal operators, on which
there is a very substantial literature [MP1, X1, X2]. Recall that an operator 𝑇 is
hyponormal provided that the self-commutator [𝑇 ∗, 𝑇 ] is a non-negative operator.
In particular, the unilateral shift operator 𝑆 is hyponormal. In particular, our result
meshed very well with the result of C. Berger and B. Shaw [BS], proved almost at
the same time, that a hyponormal operator satisfying a natural finiteness condition
automatically had trace class self-commutator. Hence, both from the concrete and
abstract points of view, their were many examples to which our formula applied.

Finally, our theory complemented the more general and abstract work of
L. Brown, R.G. Douglas and P. Fillmore, who considered extensions of a com-
mutative 𝐶∗ algebra by the compact operators. A pair of self-adjoint operators
will generate such an extension when their commutator [𝐴,𝐵] is compact. Our
results showed that the stronger assumption that [𝐴,𝐵] be trace class allowed
one to obtain more refined information. Although our term cryptointegral has
been quietly dropped, the theme that Schatten 𝑝-class conditions on commu-
tators are worth paying attention to has been refined and amplified over the
years [Do, DoPY, Go, Wa, Co1, Co2]. The philosophy has become that the re-
quirement of trace class of Schatten 𝑝-class commutators amounted to a kind of
“smoothness” condition, so that this kind of analysis requirement amounts to doing
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differential topology rather than continuous topology. The 𝑝 for which commuta-
tors are in 𝑇 𝑝 is related to the dimension of the algebra. More specifically, the trace
class condition is related to the fact that the essential spectrum of 𝑆 is the unit
circle, which is one-dimensional. (Or more generally, for a smooth function 𝑓 , the
essential spectrum of the Toeplitz operator 𝑇𝑓 is just the image of the circle under
𝑓 .) Later papers formulated the notion of dimension of an extension. Saying that
the dimension is 𝑝 is more or less equivalent to requiring commutators to belong
to the Schatten-von Neumann class 𝑇 𝑝 [Si1]. Eventually these ideas were incor-
porated into non-commutative geometry as formulated by A. Connes [Co1, Co2],
and formed part of the motivation for his definition of cyclic cohomology [Co1].
The tool of cyclic cohomology allowed Connes to define invariants correspond-
ing to any cocycle on the spectrum of the algebra, not just the Euler class (i.e.,
integration over the whole space), which was what was realized by our antisym-
metrization form on the pseudodifferential operators. An alternative approach to
non-commutative geometry discussed by M. Kapranov [Kap], based on expansions
modulo commutator ideals, likewise cites [HH2].

These themes are still playing out, in operator theory, in non-commutative
geometry, and also in some more surprising places. We briefly survey a few exam-
ples.

𝒑-hyponormal operators. A series of recent papers by M. Cho and several co-
authors establishes trace formulas for commutators of operators that generalize
hyponormal operators, for example, the class of 𝑝-hyponormal operators [ChHL,
ChHK, ChHKL, ChGHY, ChH]. For 0 < 𝑝 < 1, an operator 𝑇 on a Hilbert space
is called 𝑝-hyponormal if the inequality

(𝑇 ∗𝑇 )𝑝 ≥ (𝑇𝑇 ∗)𝑝

holds. The property of 𝑝-hyponormality clearly extends the long-studied property
of hyponormality. Cho and his collaborators have been extending results about
hyponormal operators to this larger class, including the theory of the trace form,
as in the papers cited.

Toeplitz operators on pseudoconvex domains. Trace invariants of operators on
pseudoconvex domains have also attracted continuing study. In [EGZ], Englis, Guo
and Zhang study commutators of Toeplitz operators on the unit ball in C𝑑. These
commutators are in the Schatten 𝑑-class 𝑇 𝑑, but the behavior of their eigenvalues
is more regular than that of arbitrary 𝑇 𝑛 operators. They belong to the Macaev
class 𝐿𝑑,∞ [Co1]. This means that the product of 𝑑 such commutators belongs
to 𝐿1,∞, and therefore has a trace in the sense of Dixmier [Di]. Englis, Guo and
Zhang compute the Dixmier trace of such a product of commutators: it is just
the integral over the unit ball of the product of the Jacobians of the symbols of
the Toeplitz operators in question (times 1

𝑑 !). This result is formally consistent
with our formula for the complete antisymmetrization, but two different notions
of trace are being used in the two formulas. In [EZ], Englis and Zhang generalize
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their formula to arbitrary pseudo-convex domains. The formula for the general case
is considerably more complex than for the ball, and involves geometric invariants
of the domain.

Szegö’s formula, and orthogonal polynomials. The formulas (4) have found con-
tinuing employment in the theory of Toeplitz operators, and related questions
about orthogonal polynomials on the circle. The connection comes mainly through
Szegö’s limit formula for Toeplitz determinants and related phenomena [Wi]. There
has been continuing interest in Szegö’s formula, and the formula (4b) has been
found a useful tool for proving it. The possibility of a connection of (4) with
Szegö was already suggested in [HH1], and this was substantiated precisely not
long after by Widom [Wi]. Related arguments have echoed through the litera-
ture [BE, BH, BW, Ehr]. This has also found interesting connections to the theory
of orthogonal polynomials on the unit circle, especially through the Geronimo-
Case-Borodin-Okounkov formula [GC, BO], which has also been a popular result
for simplification [Bö, BöW]. A derivation of the GCBO formula using (4b) is
given in [Si2], along with an account of the history. A simplified proof of formula
(4b) itself has been given by Böttcher [Bö], who used differentiation to avoid the
Baker-Campbell-Hausdorff formula.

Quadrature domains. Finally, I would like to mention a surprising connection
found by M. Putinar [Put2, Put3, Put4, Put5], [GP1, GP2, GP2] of the formulas
(3) and (4) to the theory of quadrature domains which have been the subject of
a large literature since the 1970s [AS, Sh]. A quadrature domain is a region Ω in
the complex plane for which there is a formula∫

𝐷

𝑓(𝑧)𝑑𝑥𝑑𝑦 = 𝑢(𝑓), (6)

for any function holomorphic on Ω, where 𝑢 is a distribution of finite support. That
is, 𝑢(𝑓) is a weighted sum of the values of 𝑓 and a finite number of its derivatives
at a finite number of points. Cauchy’s Formula says that disks (the interiors of a
circle around a point) are quadrature domains, but there are many others. There
is a notion of degree of a quadrature domain, defined in terms of the distribution
𝑢. Quadrature domains of degree 1 are those for which 𝑢 is a multiple of the point
mass at a given point. It is known that the only quadrature domains of degree
one are the disks. However, there are many quadrature domains of higher degree,
and the behavior of quadrature domains becomes more intricate as the degree
increases.

In general, for an almost normal operator 𝑇 , the trace functional, or equiva-
lently, the principal function, does not determine the unitary equivalence class of
𝑇 . However, when the self-commutator [𝑇 ∗, 𝑇 ] has rank one, say

[𝑇 ∗, 𝑇 ](𝑣⃗) = 𝛾(𝑣⃗, 𝜉)𝜉 (7)

for some constant 𝛾 and some unit vector 𝜉, and all vectors 𝑣⃗ in the Hilbert space,
then in fact, 𝑇 is determined by the trace functional. Indeed, you can write down
explicit models for 𝑇 in terms of the principal function. Moreover, any function
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with compact support and taking values between 0 and 1 can be the principal
function for some 𝑇 . Thus, one has a bijection between operators with rank one
self-commutator and compactly-supported, [0, 1]-valued measurable functions in
the plane. This has been understood since the beginnings of the theory, see [Pin].

In particular, given a compact domain Ω ⊂ C, there is a unique (up to unitary
equivalence) operator 𝑇Ω satisfying (7), and whose principal function is 𝜒Ω, the
characteristic function of Ω. Putinar [Put3] has shown that Ω is a quadrature
domain if and only if the 𝑇 ∗ invariant subspace generated by 𝜉 is finite dimensional.
The dimension of this space is in fact the degree of the quadrature domain. Thus,
in the notation of §1, for the shift operator 𝑆, the vector 𝜉 is just e0, and e0
spans the kernel of 𝑆∗. Operator theory has had a symbiotic relationship with
complex analysis since its origins. This consonance between the refined analysis
of the structure of planar domains and the simplest non-normal operators gives
a further example of this symbiosis, and provides a satisfying conclusion to this
brief survey.
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[Put2] M. Putinar, Linear analysis of quadrature domains. Ark. Mat. 33 (1995), 357–
376.

[Put3] M. Putinar, Extremal solutions of the two-dimensional L-problem of moments,
J. Funct. Anal. 136 (1996), 331–364.

[Put4] M. Putinar, Extremal solutions of the two-dimensional L-problem of moments
II, J. Approx. Theory 92 (1998), 38–58.

[Put5] M. Putinar, Linear analysis of quadrature domains. III. (English summary) J.
Math. Anal. Appl. 239 (1999), 101–117.



Traces of Commutators of Integral Operators 231

[R] J. Rosenberg, K and KK: topology and operator algebras. Operator theory:
operator algebras and applications, Part 1 (Durham, NH, 1988), Proc. Sympos.
Pure Math. 51, Part 1, Amer. Math. Soc., Providence, RI, 1990, 445–489.

[Sh] H. Shapiro, The Schwarz function and its generalization to higher dimensions.
University of Arkansas Lecture Notes in the Mathematical Sciences, 9. John
Wiley & Sons, Inc., New York, 1992.

[Si1] B. Simon, Trace ideals and their applications, London Mathematical Society
Lecture Note Series 35. Cambridge University Press, Cambridge-New York,
1979.

[Si2] B. Simon, Orthogonal polynomials on the unit circle. Part 2. Spectral theory.
American Mathematical Society Colloquium Publications, 54, Part 2. American
Mathematical Society, Providence, RI, 2005.

[V] U. Venugopalkrishna, Fredholm operators associated with strongly pseudocon-
vex domains in C𝑛, J. Functional Analysis 9 (1972), 349–373.

[Wa] X. Wang, Voiculescu Theorem, Sobolev lemma and extensions of smooth alge-
bras, Bull. Amer. Math. Soc. (New Series) 27 (1992), 292–297.

[Wi] H. Widom, Asymptotic behavior of block Toeplitz matrices and determinants.
II. Advances in Math. 21 (1976), 1–29

[X1] D. Xia, Trace formula for almost Lie algebra of operators and cyclic one-
cocycles, Nonlinear and convex analysis (Santa Barbara, Calif., 1985), Lecture
Notes in Pure and Appl. Math. 107, Dekker, New York, 1987, 299–308.

[X2] D. Xia, Trace formulas for almost commuting operators, cyclic cohomology and
subnormal operators, Integral Equations Operator Theory 14 (1991), 276–298.

[Y1] R. Yang, Operator theory in the Hardy space over the bidisk. III, J. Funct.
Anal. 186 (2001), 521–545.

[Y2] R. Yang, A trace formula for isometric pairs, Proc. Amer. Math. Soc. 131 (2003),
533–541.

Roger Howe
Yale University
Mathematics Department
PO Box 208283
New Haven, CT 06520-8283, USA
e-mail: howe@math.yale.edu

mailto:howe@math.yale.edu


Operator Theory:
Advances and Applications, Vol. 222, 233–246
c⃝ 2012 Springer Basel

Information States in Control Theory:
From Classical to Quantum

M.R. James

Dedicated to Bill Helton
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1. Introduction

This paper is dedicated to Bill Helton, with whom I had the honor and pleasure of
collaborating in the topic area of nonlinear 𝐻∞ control theory, [13]. We developed
in some detail the application of information state methods to the nonlinear 𝐻∞

control problem, [19, 18, 1]. In this paper I review the information state concept
for classical output feedback optimal control problems, and then discuss extensions
of this concept to quantum feedback control problems, [16, 17, 21].

Feedback is one of the most fundamental ideas in control engineering. Feed-
back control is a critical enabler for technological development, Figure 1. From its
origins in steam engine governors, through applications in electronics, aerospace,
robotics, telecommunications and elsewhere, the use of feedback control has been
essential in shaping our modern world. In the 20th century, quantum technology,
through semiconductor physics and microchips, made possible the information age.
New developments in quantum technology, which include quantum information
and computing, precise metrology, atom lasers, and quantum electromechanical
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1700’s 1960 2000

industrial
revolution aerospace

quantum
technology

Figure 1. Feedback control timeline.

systems, further exploit quantum phenomena and hold significant promise for the
future.

Optimization is basic to many fields and is widely used to design control
systems. Optimization based control system design requires specification of (i) the
objective of the control system, and (ii) the information available to the control
system. In a feedback system, Figure 2, control actions are determined on the
basis of information gained as the system operates. A key issue is how to represent
information in a feedback loop. The concept of information state was introduced
for this purpose, [22]. An information state is a statistic1 that takes into account
the performance objective in a feedback loop.

In quantum science and technology, the extraction of information about a
system, and the use of this information for estimation and control, is a topic
of fundamental importance. The postulates of quantum mechanics specify the
random nature of quantum measurements, and over a period of decades quantum
measurement theory has led to a well-developed theory of quantum conditional
expectation and quantum filtering, [3, 4, 7, 6, 29]. Quantum filtering theory may
be used as a framework for measurement feedback optimal control of quantum
systems, and we summarize how this is done in Section 3. In particular, we highlight
the role of information states in this context. However, quantum measurement
necessarily involves the loss of quantum information, which may not be desirable.
Fortunately, feedback in quantum systems need not involve measurement. In fully
quantum coherent feedback, the physical system being controlled, as well as the
device used for the controller, are quantum systems. For instance, optical beams
may be used to interconnect quantum devices and enable the transmission of
quantum information from one system to another, thereby serving as “quantum
wires”. To my knowledge, to date there has been no extension of information states
to fully quantum coherent feedback optimal control, although it has been a topic of
discussion. Instead, direct methods have been employed for special situations, [21,
25]. One of the key obstacles that makes optimal fully quantum coherent feedback

1In statistics, a statistic is a measure of some attribute of a data sample.
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control difficult is the general failure of conditioning onto non-commuting physical
observables, a difficulty of fundamentally quantum mechanical origin (conditioning
works successfully when measurements are used as then commuting observables
are involved). Section 4 discusses a possible means for abstracting the notion of
information state may provide a suitable means for approaching the solution of
optimal fully quantum feedback control problems in the context of a concrete
example.

controller

plant

control
actions

information

(feedback loop)

Figure 2. Information flow in a feedback loop.

2. Classical output feedback optimal control

In many situations, information available to the controller is often partial, and
subject to noise. In this section we look at a standard scenario using stochastic
models, and show how information states can be found for two types of perfor-
mance criteria.

Consider the following Ito stochastic differential equation model

𝑑𝑥 = 𝑓(𝑥, 𝑢)𝑑𝑡 + 𝑔(𝑥)𝑑𝑤 (1)

𝑑𝑦 = ℎ(𝑥)𝑑𝑡 + 𝑑𝑣 (2)

where (i) 𝑢 is the control input signal, (ii) 𝑦 is the observed output signal, (iii) 𝑥
is a vector of internal state variables, and (iv) 𝑤 and 𝑣 are independent standard
Wiener processes. Note that 𝑥(𝑡) is a Markov process (given 𝑢) with generator

ℒ𝑢(𝜙) = 𝑓(⋅, 𝑢)𝜙′ +
1

2
𝑔2𝜙′′

The system is shown schematically in Figure 3.
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𝑢

𝑤 𝑥 𝑦

𝑣

Figure 3. A partially observed stochastic system with control input 𝑢
and observed output 𝑦. The internal state 𝑥 is not directly accessible.

The control signal 𝑢 is determined by the controller 𝐾 using information
contained in the observation signal 𝑦. The controller is to operate in real-time, so
the controller is causal:

𝑢(𝑡) depends on 𝑦(𝑠), 0 ≤ 𝑠 ≤ 𝑡

In other words, 𝑢(𝑡) is adapted to Y𝑡 = 𝜎{𝑦(𝑠), 0 ≤ 𝑠 ≤ 𝑡}, and we may write
𝑢(𝑡) = 𝐾𝑡(𝑦(𝑠), 0 ≤ 𝑠 ≤ 𝑡), as in Figure 4.

𝑦 𝐾 𝑢

Figure 4. A controller maps measurement records to control actions
in a causal manner.

For a controller 𝐾 define the performance objective

𝐽(𝐾) = E[

∫ 𝑇

0

𝐿(𝑥(𝑠), 𝑢(𝑠))𝑑𝑠 +Φ(𝑥(𝑇 ))] (3)

where (i) 𝐿(𝑥, 𝑢) and Φ(𝑥) are suitably chosen cost functions reflecting the desired
objective (e.g., regulation to a nominal state, say 0), and (ii) E denotes expectation
with respect to the underlying probability distributions.

The optimal control problem is to minimize 𝐽(𝐾) over all admissible con-
trollers 𝐾. This is a partially observed stochastic optimal control problem: 𝐽(𝐾) is
expressed in terms of the state 𝑥 which is not directly accessible. In order to solve
this problem, we now re-express 𝐽(𝐾) in terms of a new ‘state’ that is accessible.
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Using basic properties of conditional expectation, we have

𝐽(𝐾) = E[

∫ 𝑇

0

𝐿(𝑥(𝑠), 𝑢(𝑠))𝑑𝑠 +Φ(𝑥(𝑇 ))] (4)

= E[E[

∫ 𝑇

0

𝐿(𝑥(𝑠), 𝑢(𝑠))𝑑𝑠 +Φ(𝑥(𝑇 ))∣Y𝑇 ]] (5)

= E[

∫ 𝑇

0

𝐿̃(𝜋𝑠, 𝑢(𝑠))𝑑𝑠 + Φ̃(𝜋𝑇 )] (6)

where 𝜋𝑡 is the conditional state

𝜋𝑡(𝜙) = E[𝜙(𝑥(𝑡))∣Y𝑡] (7)

and
𝐿̃(𝜋, 𝑢) = 𝜋(𝐿(⋅, 𝑢)), Φ̃(𝜋) = 𝜋(Φ). (8)

The conditional state 𝜋𝑡 has the following relevant properties: (i) 𝜋𝑡 is adapted
to Y𝑡, (ii) the objective is expressed in terms of 𝜋𝑡, (iii) 𝜋𝑡 is a Markov process
(given 𝑢), with dynamics

𝑑𝜋𝑡(𝜙) = 𝜋𝑡(ℒ𝑢(𝑡)(𝜙))𝑑𝑡 + (𝜋𝑡(𝜙ℎ)− 𝜋𝑡(𝜙)𝜋𝑡(ℎ))(𝑑𝑦(𝑡) − 𝜋𝑡(ℎ)𝑑𝑡), (9)

the equation for nonlinear filtering [9, Chapter 18]. The conditional state 𝜋𝑡 is an
example of an information state, [22].

An information state enables dynamic programming methods to be used to
solve the optimization problem. Indeed, the value function is defined by

𝑉 (𝜋, 𝑡) = inf
𝐾

E𝜋,𝑡

[∫ 𝑇

𝑡

𝐿̃(𝜋𝑠, 𝑢(𝑠))𝑑𝑠 + Φ̃(𝜋𝑇 )

]
, (10)

for which the corresponding dynamic programming equation is

∂

∂𝑡
𝑉 (𝜋, 𝑡) + inf

𝑢
{ℒ̃𝑢𝑉 (𝜋, 𝑡) + 𝐿̃(𝜋, 𝑢)} = 0,

𝑉 (𝜋, 𝑇 ) = Φ̃(𝜋).
(11)

Here, ℒ̃𝑢 is the generator for the process 𝜋𝑡.
If the dynamic programming equation has a suitably smooth solution, then

the optimal feedback control function

u★(𝜋, 𝑡) = argmin𝑢{ℒ̃𝑢𝑉 (𝜋, 𝑡) + 𝐿̃(𝜋, 𝑢)}
determines the optimal controller 𝐾★:

𝑑𝜋𝑡(𝜙) = 𝜋𝑡(ℒ𝑢(𝑡)(𝜙))𝑑𝑡 + (𝜋𝑡(𝜙ℎ) − 𝜋𝑡(𝜙)𝜋𝑡(ℎ))(𝑑𝑦(𝑡) − 𝜋𝑡(ℎ)𝑑𝑡) (12)

𝑢(𝑡) = u★(𝜋𝑡, 𝑡) (13)

The optimal controller 𝐾★ has the well-known separation structure, where
the dynamical part (the filtering equation (12) for the information state 𝜋𝑡) is
concerned with estimation, and an optimal control part u★ (13), which determines
control actions from the information state. In the special case of Linear-Quadratic-
Gaussian control, the conditional state is Gaussian, with conditional mean and
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covariance given by the Kalman filter, while the optimal feedback u★ is linear with
the gain determined from the control LQR Riccati equation.

An alternative performance objective is the risk-sensitive performance objec-
tive [15, 27, 5, 19], defined for a controller 𝐾 by

𝐽(𝐾) = E

[
exp

(
𝜇

{∫ 𝑇

0

𝐿(𝑥(𝑠), 𝑢(𝑠))𝑑𝑠 +Φ(𝑥(𝑇 ))

})]
, (14)

where 𝜇 > 0 is a risk parameter. Due to the exponential we cannot use the con-
ditional state as we did above. Instead, we define an unnormalized risk-sensitive
conditional state

𝜎𝜇𝑡 (𝜙) = E0
[
exp

(
𝜇

{∫ 𝑡

0

𝐿(𝑥(𝑠), 𝑢(𝑠))𝑑𝑠

})
Λ𝑡𝜙(𝑥(𝑡))∣Y𝑡

]
(15)

which includes the cost function 𝐿(𝑥, 𝑢). Here, the reference expectation is de-
fined by

E0[⋅] = E[⋅Λ−1
𝑇 ],

where
𝑑Λ𝑡 = Λ𝑡ℎ(𝑥(𝑡))𝑑𝑦(𝑡), Λ0 = 1.

The risk-sensitive state 𝜎𝜇𝑡 evolves according to

𝑑𝜎𝜇𝑡 (𝜙) = 𝜎𝜇𝑡 ((ℒ𝑢(𝑡) + 𝜇𝐿(⋅, 𝑢(𝑡)))𝜙)𝑑𝑡 + 𝜎𝜇𝑡 (ℎ)𝑑𝑦(𝑡). (16)

The performance objective may then be expressed as

𝐽(𝐾) = E0[𝜎𝜇𝑇 (𝑒
𝜇Φ)]. (17)

Thus 𝜎𝜇𝑡 is an information state for the risk-sensitive optimal control problem, and
we may use this quantity in dynamic programming.

The value function for the risk-sensitive problem is defined by

𝑉 𝜇(𝜎, 𝑡) = inf
𝐾

E𝜎,𝑡[𝜎
𝜇
𝑇 (𝑒

𝜇Φ)]. (18)

The corresponding dynamic programming equation is

∂

∂𝑡
𝑉 𝜇(𝜎, 𝑡) + inf

𝑢
{ℒ̃𝜇,𝑢𝑉 𝜇(𝜎, 𝑡)} = 0,

𝑉 𝜇(𝜎, 𝑇 ) = 𝜎(exp(𝜇Φ)),
(19)

where ℒ̃𝜇,𝑢 is the generator for the process 𝜎𝜇𝑡 . The optimal risk-sensitive feedback
control function is

u𝜇,★(𝜎, 𝑡) = argmin𝑢{ℒ̃𝜇,𝑢𝑉 (𝜎, 𝑡)} (20)

and so the optimal risk-sensitive controller 𝐾★ is given by

𝑑𝜎𝜇𝑡 (𝜙) = 𝜎𝜇𝑡 ((ℒ𝑢(𝑡) + 𝜇𝐿(⋅, 𝑢(𝑡)))𝜙)𝑑𝑡 + 𝜎𝜇𝑡 (ℎ)𝑑𝑦(𝑡) (21)

𝑢(𝑡) = u𝜇,★(𝜎𝜇𝑡 , 𝑡). (22)

Again, the optimal controller consists of a dynamical equation (21) and a control
function (22), but estimation is not separated from control due to the cost term
appearing in the filter (21).
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3. Quantum measurement feedback optimal control

In this section we consider an extension of the optimal control results of the previ-
ous section to quantum systems. A schematic representation of the measurement
feedback system is shown in Figure 5, where the classical system 𝐾 is the unknown
controller to be determined.

classical
measurement

signal

detector

classical
controller

classical
control
signal

out 𝑌 𝑡( )𝐵

𝐾

𝑡( ) 𝐵 𝑡( )

𝑢 𝑡( )

Figure 5. An open quantum system controlled by a classical signal
𝑢(𝑡) and interacting with a quantum field. The output component of
the field is continuously monitored producing an observation process
𝑌 (𝑡).

In what follows we make use of quantum stochastic differential equation
(QSDE) models for open quantum systems [14, 10, 26, 11], and the theory of
quantum filtering [3, 4, 7, 6, 29]. The state of an open quantum system is speci-
fied by a state 𝜌0 for the system (say atom) and a state for the environment, say
the vacuum state Φ for the field. Quantum expectation 𝔼 is given by 𝔼[𝑋 ⊗ 𝐹 ] =
Tr[(𝜌0⊗Φ)(𝑋 ⊗𝐹 )] = Tr[𝜌0𝑋 ]Tr[Φ𝐹 ] for system operators 𝑋 and field operators
𝐹 . Here, 𝜌0 and Φ are density operators defined on the appropriate subspaces
(system and environment).

In the QSDE framework for open quantum systems, dynamical evolution is
determined by the Schrödinger equation

𝑑𝑈(𝑡) = {𝐿𝑑𝐵∗(𝑡)− 𝐿∗𝑑𝐵(𝑡)− (
1

2
𝐿∗𝐿 + 𝑖𝐻(𝑢))𝑑𝑡}𝑈(𝑡) (23)

for a unitary operator 𝑈(𝑡), where 𝐵(𝑡) is a quantum Wiener process. System
operators 𝑋 and output field 𝐵out(𝑡) evolve according to the Heisenberg equations

𝑋(𝑡) = 𝑗𝑡(𝑋) = 𝑈∗(𝑡)(𝑋 ⊗ 𝐼)𝑈(𝑡) (24)

𝐵out(𝑡) = 𝑈∗(𝑡)(𝐼 ⊗ 𝐵(𝑡))𝑈(𝑡) (25)

A standard measurement device (e.g., homodyne detector) is used to measure the
following quadrature observable of the output field (see Figure 5):

𝑌 (𝑡) = 𝐵out(𝑡) + 𝐵∗
out(𝑡). (26)
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For each 𝑡, the operator 𝑌 (𝑡) is self-adjoint, and for different times 𝑡1, 𝑡2, the opera-
tors 𝑌 (𝑡1) and 𝑌 (𝑡2) commute, and so by the spectral theorem [6] 𝑌 (𝑡) is equivalent
to a classical stochastic process (physically, a photocurrent measurement signal).

Using the quantum Ito rule, the system process 𝑋(𝑡) = 𝑗𝑡(𝑋) – a quantum
Markov process (given 𝑢) – and output process 𝑌 (𝑡) are given by

𝑑𝑗𝑡(𝑋) = 𝑗𝑡(ℒ𝑢(𝑡)(𝑋))𝑑𝑡 + 𝑑𝐵∗(𝑡)𝑗𝑡([𝑋,𝐿]) + 𝑗𝑡([𝐿
∗, 𝑋 ])𝑑𝐵(𝑡) (27)

𝑑𝑌 (𝑡) = 𝑗𝑡(𝐿 + 𝐿∗)𝑑𝑡 + 𝑑𝐵(𝑡) + 𝑑𝐵∗(𝑡) (28)

where

ℒ𝑢(𝑋) = −𝑖[𝑋,𝐻(𝑢)] +
1

2
𝐿∗[𝑋,𝐿] +

1

2
[𝐿∗, 𝑋 ]𝐿. (29)

We denote by Y𝑡 the commutative ∗-algebra of operators generated by the
observation process 𝑌 (𝑠), 0 ≤ 𝑠 ≤ 𝑡. Since 𝑗𝑡(𝑋) commutes with all operators in
Y𝑡, the quantum conditional expectation

𝜋𝑡(𝑋) = 𝔼[𝑗𝑡(𝑋)∣Y𝑡] (30)

is well defined. The differential equation for 𝜋𝑡(𝑋) is called the quantum filter
[3, 4, 7, 6]:

𝑑𝜋𝑡(𝑋) = 𝜋𝑡(ℒ𝑢(𝑡)(𝑋))𝑑𝑡 (31)

+ (𝜋𝑡(𝑋𝐿 + 𝐿∗𝑋)− 𝜋𝑡(𝑋)𝜋𝑡(𝐿 + 𝐿∗))(𝑑𝑌 (𝑡)− 𝜋𝑡(𝐿 + 𝐿∗)𝑑𝑡)

We now consider a quantum measurement feedback optimal control problem
defined as follows. For a measurement feedback controller𝐾 define the performance
objective [17]2

𝐽(𝐾) = 𝔼

[∫ 𝑇

0

𝐶1(𝑠)𝑑𝑠 + 𝐶2(𝑇 )

]
, (32)

where (i) 𝐶1(𝑡) = 𝑗𝑡(𝐶1(𝑢(𝑡))) and 𝐶2(𝑡) = 𝑗𝑡(𝐶2) are non-negative observables,
and (ii) 𝔼 denotes quantum expectation with respect to the underlying states for
the system and field (vacuum). The measurement feedback quantum optimal control
problem is to minimize 𝐽(𝐾) over all measurement feedback controllers 𝐾, Figure
5. Note that information about the system observables is not directly accessible,
and so this is a partially observed optimal control problem.

Using standard properties of quantum conditional expectation, the perfor-
mance objective can be expressed in terms of the quantum conditional state 𝜋𝑡 as
follows:

𝐽(𝐾) = 𝔼

[∫ 𝑇

0

𝜋𝑠(𝐶1(𝑢(𝑠)))𝑑𝑠 + 𝜋𝑇 (𝐶2)

]
. (33)

2Earlier formulations of quantum measurement feedback optimal control problems were specified
directly in terms of conditional states [2, 8].
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Then dynamic program may be used to solve this problem, as in the classical case.
The optimal measurement feedback controller has the separation form

𝑑𝜋𝑡(𝑋) = 𝜋𝑡(ℒ𝑢(𝑡)(𝑋))𝑑𝑡 (34)

+ (𝜋𝑡(𝑋𝐿 + 𝐿∗𝑋)− 𝜋𝑡(𝑋)𝜋𝑡(𝐿 + 𝐿∗))(𝑑𝑌 (𝑡)− 𝜋𝑡(𝐿 + 𝐿∗)𝑑𝑡),

𝑢(𝑡) = u★(𝜋𝑡, 𝑡), (35)

where the feedback function u★ is determined from the solution to a dynamic
programming equation, see [17]. Again the conditional state 𝜋𝑡 serves as an infor-
mation state, this time for a quantum measurement feedback problem.

The risk-sensitive performance criterion (14) may be extended to the present
quantum context as follows, [17, 28]. Let 𝑅(𝑡) be defined by

𝑑𝑅(𝑡)

𝑑𝑡
=

𝜇

2
𝐶1(𝑡)𝑅(𝑡), 𝑅(0) = 𝐼. (36)

Then define the risk-sensitive cost to be

𝐽𝜇(𝐾) = 𝔼[𝑅∗(𝑇 )𝑒𝜇𝐶2(𝑇 )𝑅(𝑇 )]. (37)

This definition accommodates in a natural way the observables in the running
cost, which need not commute in general.

To solve this quantum risk-sensitive problem, we proceed as follows. Define
𝑉 (𝑡) by

𝑑𝑉 (𝑡) =

{
𝐿𝑑𝑍(𝑡) +

(
−1

2
𝐿∗𝐿 − 𝑖𝐻(𝑢(𝑡)) +

𝜇

2
𝐶1(𝑢(𝑡))

)
𝑑𝑡

}
𝑉 (𝑡), 𝑉 (0) = 𝐼,

where 𝑍(𝑡) = 𝐵(𝑡) +𝐵∗(𝑡) (equivalent to a standard Wiener process with respect
to the vacuum field state). The process 𝑉 (𝑡) commutes with all operators in the
commutative ∗-algebra Z𝑡 generated by 𝑍(𝑠), 0 ≤ 𝑠 ≤ 𝑡. We then have

𝐽𝜇(𝐾) = 𝔼[𝑉 ∗(𝑇 )𝑒𝜇𝐶2𝑉 (𝑇 )]. (38)

Next, define an unnormalized risk-sensitive conditional state

𝜎𝜇𝑡 (𝑋) = 𝑈∗(𝑡)𝔼[𝑉 ∗(𝑡)𝑋𝑉 (𝑡)∣Z𝑡]𝑈(𝑡) (39)

which evolves according to

𝑑𝜎𝜇𝑡 (𝑋) = 𝜎𝜇𝑡 ((ℒ𝑢(𝑡) + 𝜇𝐶1(𝑢(𝑡)))𝑋))𝑑𝑡 + 𝜎𝜇(𝑋𝐿 + 𝐿∗𝑋)𝑑𝑌 (𝑡) (40)

Then we have
𝐽𝜇(𝐾) = 𝔼0[𝜎𝜇𝑇 (𝑒

𝜇𝐶2)], (41)

and so 𝜎𝜇𝑡 serves as an information state, and the optimal risk-sensitive control
problem may be solved using dynamic programming.

The optimal risk-sensitive measurement feedback controller has the form

𝑑𝜎𝜇𝑡 (𝑋) = 𝜎𝜇𝑡 ((ℒ𝑢(𝑡) + 𝜇𝐶1(𝑢(𝑡)))𝑋))𝑑𝑡 + 𝜎𝜇𝑡 (𝐿 + 𝐿∗)𝑑𝑌 (𝑡) (42)

𝑢(𝑡) = u𝜇★(𝜎𝜇𝑡 , 𝑡), (43)

where the feedback function u𝜇★ is determined from the solution to a dynamic
programming equation, see [16, 17].
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The inclusion of a cost term in a quantum conditional state 𝜎𝜇𝑡 appears to
be new to physics, [16, 17, 28]. This state depends on (i) information gained as
the system evolves (knowledge), and (ii) the objective of the closed loop feedback
system (purpose).

4. Coherent quantum feedback control

An important challenge for control theory is to develop ways of designing signal-
based coherent feedback systems in order to meet performance specifications, [30],
[31], [21], [23], [25], [12], [24], [20]. While a detailed discussion of signal-based
coherent feedback control design is beyond the scope of this article, we briefly
describe an example from [21], [23]. In this example, the plant is a cavity with
three mirrors defining three field channels. The problem was to design a coherent
feedback system to minimize the influence of one input channel 𝑤 on an output
channel 𝑧, Figure 6. That is, if light is shone onto the mirror corresponding to the

plant
𝑃

controller
𝐾

𝑣

𝑣

𝐾1

𝑣𝐾2

𝑎

𝑎

𝐾

𝑢

𝑧 𝑤

𝑦

Figure 6. Coherent feedback control example, showing plant 𝑎 and
controller 𝑎𝐾 cavity modes, together with performance quantity 𝑧 and
the “disturbance” input 𝑤. The coherent signals 𝑢 and 𝑦 are used to
transfer quantum information between the plant and the controller. The
feedback system was designed to minimize the intensity of the light at
the output 𝑧 when an optical signal is applied at the input 𝑤.

input channel 𝑤, we would like the output channel 𝑧 to be dark. This is a simple
example of robust control, where 𝑧 may be regarded as a performance quantity (to
be minimized in magnitude), while 𝑤 plays the role of an external disturbance. In
[21], it was shown how such problems could be solved systematically by extending
methods from classical robust control theory, and importantly, taking into account
the physical realization of the coherent controller as a quantum system. Indeed,
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the controller designed turned out to be another cavity, with mirror transmissivity
parameters determined using mathematical methods. This approach was validated
by experiment [23].

Classical output feedback 𝐻∞ control problems can be solved through the use
of a suitable information state, [18, 13]. However, there is no known information
state for the quantum coherent 𝐻∞ problem discussed above, and we now con-
sider this matter more closely to see what concepts might be suitable for coherent
feedback quantum control.

Referring to Figure 6, the plant 𝑃 and controller 𝐾 are connected by direc-
tional quantum signals 𝑢 and 𝑦 (beams of light). Such quantum signals may carry
quantum information, and measurement need not be involved. The 𝐻∞ objective
for the feedback network 𝑃 ∧ 𝐾 is of the form

𝔼𝑃∧𝐾

[
𝑉 (𝑡)− 𝑉 −

∫ 𝑡

0

𝑆(𝑟)𝑑𝑟

]
≤ 0 (44)

where 𝑉 is a storage function and 𝑆 is an observable representing the supply
rate for the input signal 𝑤 and a performance variable 𝑧 (see [21, 20] for general
definitions of storage functions and supply rates). The storage function 𝑉 is a
non-negative self-adjoint operator (observable). For example, for an optical cav-
ity we may take 𝑉 = 𝑎∗𝑎, where 𝑎 and 𝑎∗ are respectively the annihilation and
creation operators of the cavity mode (note that 𝑉 has spectrum 0, 1, 2, . . ., each
value corresponds to a possible number of quanta (photons) in the cavity). A cru-
cial difference between the fully quantum coherent feedback and the measurement
feedback situation discussed in Section 3 is that the algebra of operators Y𝑡 gen-
erated by the plant output process 𝑦(𝑠), 0 ≤ 𝑠 ≤ 𝑡, is not commutative in general,
and so a conditioning approach cannot be expected to work.

The controller 𝐾 shown in Figure 6 is an open quantum system that involves
additional quantum noise inputs 𝑣𝐾 . These additional quantum noise terms are
needed to ensure that 𝐾 is realizable as an open quantum system, and may be
thought of as a “quantum randomization”(cf. classical randomized strategies). The
controller maps quantum signals as follows:

𝐾 : 𝐵𝐾,𝑖𝑛 =

⎡⎣ 𝑦
𝑣𝐾1
𝑣𝐾2

⎤⎦ �→ 𝐵𝐾,out =

⎡⎣ 𝑧𝐾1
𝑢

𝑧𝐾2

⎤⎦ (45)

As an open system not connected to the plant 𝑃 , the controller 𝐾 has unitary
dynamics given by a unitary operator 𝑈𝐾(𝑡) satisfying

𝑑𝑈𝐾(𝑡) =

{
𝐿𝐾𝑑𝐵∗

𝐾,in(𝑡)− 𝐿†
𝐾𝑑𝐵𝐾,in(𝑡)−

(
1

2
𝐿†
𝐾𝐿𝐾 + 𝑖𝐻𝐾

)
𝑑𝑡

}
𝑈𝐾(𝑡),

𝑈𝐾(0) = 𝐼,

(46)

where 𝐿𝐾 = (𝐿𝐾0, 𝐿𝐾1, 𝐿𝐾2)
𝑇 and 𝐻𝐾 are the physical parameters determining

the controller 𝐾 (an optical cavity, Figure 6). This means that the input and
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output fields of the controller are related by

𝐵𝐾,out(𝑡) = 𝑈∗
𝐾(𝑡)𝐵𝐾,in(𝑡)𝑈𝐾(𝑡), (47)

while the internal controller operators 𝑋𝐾 evolves according to

𝑋𝐾(𝑡) = 𝑗𝐾,𝑡(𝑋𝐾) = 𝑈∗
𝐾(𝑡)𝑋𝐾𝑈𝐾(𝑡).

In particular, the control field 𝑢(𝑡) is given by

𝑢(𝑡) = 𝑈∗
𝐾(𝑡)𝑣𝐾1(𝑡)𝑈𝐾(𝑡), (48)

or in differential form,

𝑑𝑢(𝑡) = 𝑗𝐾,𝑡(𝐿𝐾1)𝑑𝑡 + 𝑑𝑣𝐾1(𝑡) (49)

Thus the controller 𝐾 is an open quantum system specified as follows:

𝐾 :

{
dynamics eq. (46)
𝑢(𝑡) determined by (48) or (49)

(50)

The controller 𝐾 has the property that it satisfies a performance objective of the
form

𝔼𝐾

[
𝑉𝐾(𝑡)− 𝑉𝐾 −

∫ 𝑡

0

𝑆𝐾(𝑟)𝑑𝑟

]
≤ 0, (51)

and indeed a key step in classical approaches is such a reformulation of the original
objective (44). The expression (51) does not (directly) involve the plant 𝑃 , and
𝑆𝐾 is a suitable supply rate defined for the controller and the signals 𝑢 and 𝑦.
The expectation is with respect to a state of the controller and not the plant.
Furthermore, this property ensures that, when the controller 𝐾 is connected to
the plant 𝑃 , the feedback system 𝑃 ∧𝐾 satisfies the objective (44). In this way, the
open system defining the controller𝐾 serves as an information system, generalizing
the concept of information state discussed in previous sections.

5. Conclusion

In this paper I have described how information states may be used to solve clas-
sical and quantum measurement feedback optimal control problems. Conditional
expectation is a key mathematical tool that enables suitable information states to
be defined. However, for fully quantum coherent feedback optimal control prob-
lems, the signals in the feedback loop are in general non-commutative quantum
signals, and standard methods involving conditioning are not applicable. Accord-
ingly, I suggest that a concept of information system abstracting the notion of
information state may provide a suitable means for approaching the solution of
optimal fully quantum feedback control problems. Future work will be required to
develop this idea further.
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Abstract. Let 𝑉 be a semialgebraic set parameterized as

{(𝑓1(𝑥), . . . , 𝑓𝑚(𝑥)) : 𝑥 ∈ 𝑇}
for quadratic polynomials 𝑓0, . . . , 𝑓𝑚 and a subset 𝑇 of ℝ𝑛. This paper studies
semidefinite representation of the convex hull conv(𝑉 ) or its closure, i.e.,
describing conv(𝑉 ) by projections of spectrahedra (defined by linear matrix
inequalities). When 𝑇 is defined by a single quadratic constraint, we prove
that conv(𝑉 ) is equal to the first-order moment type semidefinite relaxation
of 𝑉 , up to taking closures. Similar results hold when every 𝑓𝑖 is a quadratic
form and 𝑇 is defined by two homogeneous (modulo constants) quadratic
constraints, or when all 𝑓𝑖 are quadratic rational functions with a common
denominator and 𝑇 is defined by a single quadratic constraint, under some
proper conditions.

Mathematics Subject Classification. 14P10, 90C22, 90C25.

Keywords. Convex sets, convex hulls, homogenization, linear matrix inequal-
ity, parametrization, semidefinite representation.

1. Introduction

A basic question in convex algebraic geometry is to find convex hulls of semialge-
braic sets. A typical class of semialgebraic sets is parameterized by multivariate
polynomial functions defined on some sets. Let 𝑉 ⊂ ℝ𝑚 be a set parameterized as

𝑉 = {(𝑓1(𝑥), . . . , 𝑓𝑚(𝑥)) : 𝑥 ∈ 𝑇 } (1)

with every 𝑓𝑖(𝑥) being a polynomial and 𝑇 a semialgebraic set in ℝ𝑛. We are in-
terested in finding a representation for the convex hull conv(𝑉 ) of 𝑉 or its closure,

The research was partially supported by NSF grants DMS-0757212 and DMS-0844775.
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based on 𝑓1, . . . , 𝑓𝑚 and 𝑇 . Since 𝑉 is semialgebraic, conv(𝑉 ) is a convex semialge-
braic set. Thus, one wonders whether conv(𝑉 ) is representable by a spectrahedron
or its projection, i.e., as a feasible set of semidefinite programming (SDP). A spec-
trahedron of ℝ𝑘 is a set defined by a linear matrix inequality (LMI) like

𝐿0 + 𝑤1𝐿1 + ⋅ ⋅ ⋅+ 𝑤𝑘𝐿𝑘 ર 0

for some constant symmetric matrices 𝐿0, . . . , 𝐿𝑘. Here the notation 𝑋 ર 0 (resp.
𝑋 ≻ 0) means the matrix 𝑋 is positive semidefinite (resp. definite). Equivalently,
a spectrahedron is the intersection of a positive semidefinite cone and an affine
linear subspace. Not every convex semialgebraic set is a spectrahedron, as found by
Helton and Vinnikov [7]. Actually, they [7] proved a necessary condition called rigid
convexity for a set to be a spectrahedron. They also proved that rigid convexity
is sufficient in the two-dimensional case. Typically, projections of spectrahedra
are required in representing convex sets (if so, they are also called semidefinite
representations). It has been found that a very general class of convex sets are
representable as projections of spectrahedra, as shown in [4, 5]. The proofs used
sum of squares (SOS) type representations of polynomials that are positive on
compact semialgebraic sets, as given by Putinar [15] or Schmüdgen [16]. More
recent work about semidefinite representations of convex semialgebraic sets can
be found in [6, 9, 10, 11, 12].

A natural semidefinite relaxation for the convex hull conv(𝑉 ) can be obtained
by using the moment approach [9, 13]. To describe it briefly, we consider the simple
case that 𝑛 = 1, 𝑇 = ℝ and (𝑓1(𝑥), 𝑓2(𝑥), 𝑓3(𝑥)) = (𝑥2, 𝑥3, 𝑥4) with 𝑚 = 3. The
most basic moment type semidefinite relaxation of conv(𝑉 ) in this case is

𝑅 =

⎧⎨⎩(𝑦2, 𝑦3, 𝑦4) :
⎡⎣ 1 𝑦1 𝑦2
𝑦1 𝑦2 𝑦3
𝑦2 𝑦3 𝑦4

⎤⎦ ર 0 for some 𝑦1 ∈ ℝ

⎫⎬⎭ .

The underlying idea is to replace each monomial 𝑥𝑖 by a lifting variable 𝑦𝑖 and to
pose the LMI in the definition of 𝑅, which is due to the fact that⎡⎣ 1𝑥

𝑥2

⎤⎦⎡⎣ 1𝑥
𝑥2

⎤⎦𝑇 =

⎡⎣ 1 𝑥 𝑥2

𝑥 𝑥2 𝑥3

𝑥2 𝑥3 𝑥4

⎤⎦ ર 0 ∀ 𝑥 ∈ ℝ.

If 𝑛 = 1, the sets 𝑅 and conv(𝑉 ) (or their closures) are equal (cf. [13]). When
𝑇 = ℝ𝑛 with 𝑛 > 1, we have similar results if every 𝑓𝑖 is quadratic or every 𝑓𝑖 is
quartic but 𝑛 = 2 (cf. [8]). However, in more general cases, similar results typically
do not exist anymore.

In this paper, we consider the special case that every 𝑓𝑖 is quadratic and 𝑇 is
a quadratic set of ℝ𝑛. When 𝑇 is defined by a single quadratic constraint, we will
show that the first-order moment type semidefinite relaxation represents conv(𝑉 )
or its closure as the projection of a spectrahedron (Section 2). This is also true
when every 𝑓𝑖 is a quadratic form and 𝑇 is defined by two homogeneous (modulo
constants) quadratic constraints (Section 3), or when all 𝑓𝑖 are quadratic rational
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functions with a common denominator and 𝑇 is defined by a single quadratic
constraint (Section 4), under some proper conditions.

Notations. The symbol ℝ (resp. ℝ+) denotes the set of (resp. nonnegative) real
numbers. For a symmetric matrix, 𝑋 ≺ 0 means 𝑋 is negative definite (−𝑋 ≻ 0);
∙ denotes the standard Frobenius inner product in matrix spaces; ∥⋅∥2 denotes the
standard 2-norm. The superscript 𝑇 denotes the transpose of a matrix; 𝐾 denotes
the closure of a set 𝐾 in a Euclidean space, and conv(𝐾) denotes the convex hull
of 𝐾. Given a function 𝑞(𝑥) defined on ℝ𝑛, denote

𝑆(𝑞) = {𝑥 ∈ ℝ𝑛 : 𝑞(𝑥) ≥ 0}, 𝐸(𝑞) = {𝑥 ∈ ℝ𝑛 : 𝑞(𝑥) = 0}.

2. A single quadratic constraint

Suppose 𝑉 ⊂ ℝ𝑚 is a semialgebraic set parameterized as

𝑉 = {(𝑓1(𝑥), . . . , 𝑓𝑚(𝑥)) : 𝑥 ∈ 𝑇 } (1)

where every 𝑓𝑖(𝑥) = 𝑎𝑖 + 𝑏𝑇𝑖 𝑥 + 𝑥𝑇𝐹𝑖𝑥 is quadratic and 𝑇 ⊆ ℝ𝑛 is defined by a
single quadratic inequality 𝑞(𝑥) ≥ 0 or equality 𝑞(𝑥) = 0. The 𝑎𝑖, 𝑏𝑖, 𝐹𝑖 are vectors
or symmetric matrices of proper dimensions. Similarly, write

𝑞(𝑥) = 𝑐 + 𝑑𝑇𝑥 + 𝑥𝑇𝑄𝑥.

For every 𝑥 ∈ 𝑇 , it always holds that for 𝑋 = 𝑥𝑥𝑇

𝑓𝑖(𝑥) = 𝑎𝑖 + 𝑏𝑇𝑖 𝑥 + 𝐹𝑖 ∙ 𝑋, 𝑞(𝑥) = 𝑐 + 𝑑𝑇𝑥 + 𝑄 ∙ 𝑋 ≥ 0,

[
1 𝑥𝑇

𝑥 𝑋

]
ર 0.

Clearly, when 𝑇 = 𝑆(𝑞), the convex hull conv(𝑉 ) of 𝑉 is contained in the convex
set

𝒲in =

⎧⎨⎩(𝑎1 + 𝑏𝑇1 𝑥 + 𝐹1 ∙ 𝑋, . . . , 𝑎𝑚 + 𝑏𝑇𝑚𝑥 + 𝐹𝑚 ∙ 𝑋)

∣∣∣∣∣∣
[
1 𝑥𝑇

𝑥 𝑋

]
ર 0,

𝑐 + 𝑑𝑇𝑥 + 𝑄 ∙ 𝑋 ≥ 0

⎫⎬⎭ .

When 𝑇 = 𝐸(𝑞), the convex hull conv(𝑉 ) is then contained in the convex set

𝒲eq =

⎧⎨⎩(𝑎1 + 𝑏𝑇1 𝑥 + 𝐹1 ∙ 𝑋, . . . , 𝑎𝑚 + 𝑏𝑇𝑚𝑥 + 𝐹𝑚 ∙ 𝑋)

∣∣∣∣∣∣
[
1 𝑥𝑇

𝑥 𝑋

]
ર 0,

𝑐 + 𝑑𝑇𝑥 + 𝑄 ∙ 𝑋 = 0

⎫⎬⎭ .

Both 𝒲in and 𝒲eq are projections of spectrahedra. One wonders whether 𝒲in or
𝒲eq is equal to conv(𝑉 ). Interestingly, this is almost always true, as given below.

Theorem 1. Let 𝑉, 𝑇,𝑊in,𝑊eq, 𝑞 be defined as above, and 𝑇 ∕= ∅.
(i) Let 𝑇 = 𝑆(𝑞). If 𝑇 is compact, then conv(𝑉 ) = 𝒲in; otherwise, conv(𝑉 ) =

𝒲in.
(ii) Let 𝑇 = 𝐸(𝑞). If 𝑇 is compact, then conv(𝑉 ) = 𝒲eq; otherwise, conv(𝑉 ) =

𝒲eq.
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To prove the above theorem, we need a result on quadratic moment prob-
lems. A quadratic moment sequence is a triple (𝑡, 𝑧, 𝑍) ∈ ℝ × ℝ𝑛 × ℝ𝑛×𝑛 with 𝑍
symmetric. We say (𝑡, 𝑧, 𝑍) admits a representing measure supported on 𝑇 if there
exists a positive Borel measure 𝜇 with its support supp(𝜇) ⊆ 𝑇 and

𝑡 =

∫
1 𝑑𝜇, 𝑧 =

∫
𝑥𝑑𝜇, 𝑍 =

∫
𝑥𝑥𝑇 𝑑𝜇.

Denote by R(𝑇 ) the set of all such quadratic moment sequences (𝑡, 𝑧, 𝑍) satisfying
the above.

Theorem 2 ([2, Theorems 4.7, 4.8]). Let 𝑞(𝑥) = 𝑐 + 𝑑𝑇𝑥 + 𝑥𝑇𝑄𝑥, 𝑇 = 𝑆(𝑞) or
𝐸(𝑞) be nonempty, and (𝑡, 𝑧, 𝑍) be a quadratic moment sequence satisfying[

1 𝑧𝑇

𝑧 𝑍

]
ર 0,

{
𝑐 + 𝑑𝑇 𝑧 + 𝑄 ∙ 𝑍 ≥ 0, if 𝑇 = 𝑆(𝑞);

𝑐 + 𝑑𝑇 𝑧 + 𝑄 ∙ 𝑍 = 0, if 𝑇 = 𝐸(𝑞).

(i) If 𝑆(𝑞) is compact, then (𝑡, 𝑧, 𝑍) ∈ R(𝑆(𝑞)); otherwise, (𝑡, 𝑧, 𝑍) ∈ R(𝑆(𝑞)).

(ii) If 𝐸(𝑞) is compact, then (𝑡, 𝑧, 𝑍) ∈ R(𝐸(𝑞)); otherwise, (𝑡, 𝑧, 𝑍) ∈ R(𝐸(𝑞)).

Proof of Theorem 1. (i) We have already seen that conv(𝑉 ) ⊆ 𝒲in, which clearly

implies conv(𝑉 ) ⊆ 𝒲in. Suppose (𝑥,𝑋) is a pair satisfying the conditions in 𝒲in.
If 𝑇 = 𝑆(𝑞) is compact, by Theorem 2, the quadratic moment sequence

(1, 𝑥,𝑋) admits a representing measure supported in 𝑇 . By the Bayer-Teichmann
Theorem [1], the triple (1, 𝑥,𝑋) also admits a measure having a finite support
contained in 𝑇 . So, there exist 𝑢1, . . . , 𝑢𝑟 ∈ 𝑇 and scalars 𝜆1 > 0, . . . , 𝜆𝑟 > 0 such
that [

1 𝑥𝑇

𝑥 𝑋

]
= 𝜆1

[
1 𝑢𝑇1
𝑢1 𝑢1𝑢

𝑇
1

]
+ ⋅ ⋅ ⋅+ 𝜆𝑟

[
1 𝑢𝑇𝑟
𝑢𝑟 𝑢𝑟𝑢

𝑇
𝑟

]
.

The above implies that

(𝑎1 + 𝑏𝑇1 𝑥 + 𝐹1 ∙ 𝑋, . . . , 𝑎𝑚 + 𝑏𝑇𝑚𝑥 + 𝐹𝑚 ∙ 𝑋) =
∑𝑟

𝑖=1
𝜆𝑖(𝑓1(𝑢𝑖), . . . , 𝑓𝑚(𝑢𝑖)).

Clearly, 𝜆1 + ⋅ ⋅ ⋅+ 𝜆𝑟 = 1. So, 𝒲in ⊆ conv(𝑉 ) and hence 𝒲in = conv(𝑉 ).

If 𝑇 = 𝑆(𝑞) is noncompact, the quadratic moment sequence (1, 𝑥,𝑋) ∈ R(𝑇 ),
and

(1, 𝑥,𝑋) = lim
𝑘→∞

(1, 𝑥(𝑘), 𝑋(𝑘)), with every (1, 𝑥(𝑘), 𝑋(𝑘)) ∈ R(𝑇 ).

As we have seen in the above, every

(𝑎1 + 𝑏𝑇1 𝑥(𝑘) + 𝐹1 ∙ 𝑋(𝑘), . . . , 𝑎𝑚 + 𝑏𝑇𝑚𝑥(𝑘) + 𝐹𝑚 ∙𝑋(𝑘)) ∈ conv(𝑉 ).

This implies

(𝑎1 + 𝑏𝑇1 𝑥 + 𝐹1 ∙ 𝑋, . . . , 𝑎𝑚 + 𝑏𝑇𝑚𝑥 + 𝐹𝑚 ∙ 𝑋) ∈ conv(𝑉 ).

So, 𝒲in ⊆ conv(𝑉 ) and consequently 𝒲in = conv(𝑉 ).
(ii) can be proved in the same way as for (i). □
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Figure 1. The dotted area is the set 𝑉 in Example 3, and the outer
curve is the boundary of the convex hull conv(𝑉 ).

Example 3. Consider the parametrization

𝑉 = {(3𝑥1 − 2𝑥2 − 4𝑥3, 5𝑥1𝑥2 + 7𝑥1𝑥3 − 9𝑥2𝑥3) : ∥𝑥∥2 ≤ 1} .

The set 𝑉 is drawn in the dotted area of Figure 1. By Theorem 1, the convex hull
conv(𝑉 ) is given by the semidefinite representation⎧⎨⎩

(
3𝑥1 − 2𝑥2 − 4𝑥3

5𝑋12 + 7𝑋13 − 9𝑋23

) ∣∣∣∣∣∣∣∣∣∣

⎡⎢⎢⎣
1 𝑥1 𝑥2 𝑥3
𝑥1 𝑋11 𝑋12 𝑋13
𝑥2 𝑋12 𝑋22 𝑋23
𝑥3 𝑋13 𝑋23 𝑋33

⎤⎥⎥⎦ ર 0,

1− 𝑋11 − 𝑋22 − 𝑋33 ≥ 0

⎫⎬⎭ .

The boundary of the above set is the outer curve in Figure 1. One can easily see
that conv(𝑉 ) is correctly given by the above semidefinite representation. □

3. Two homogeneous constraints

Suppose 𝑉 ⊂ ℝ𝑚 is a semialgebraic set parameterized as

𝑉 = {(𝑥𝑇𝐴1𝑥, . . . , 𝑥𝑇𝐴𝑚𝑥) : 𝑥 ∈ 𝑇 }. (1)

Here, every 𝐴𝑖 is a symmetric matrix and 𝑇 is defined by two homogeneous (mod-
ulo constants) inequalities/equalities ℎ𝑗(𝑥) ≥ 0 or ℎ𝑗(𝑥) = 0, 𝑗 = 1, 2. Write

ℎ1(𝑥) = 𝑥𝑇𝐵1𝑥 − 𝑐1, ℎ2(𝑥) = 𝑥𝑇𝐵2𝑥 − 𝑐2,
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for symmetric matrices 𝐵1, 𝐵2. The set 𝑇 is one of the four cases:

𝐸(ℎ1) ∩ 𝐸(ℎ2), 𝑆(ℎ1) ∩ 𝐸(ℎ2), 𝐸(ℎ1) ∩ 𝑆(ℎ2), 𝑆(ℎ1) ∩ 𝑆(ℎ2).

Note the relations:

𝑥𝑇𝐴𝑖𝑥 = 𝐴𝑖 ∙ (𝑥𝑥𝑇 ) (1 ≤ 𝑖 ≤ 𝑚), 𝑥𝑥𝑇 ર 0,

𝑥𝑇𝐵1𝑥 = 𝐵1 ∙ (𝑥𝑥𝑇 ), 𝑥𝑇𝐵2𝑥 = 𝐵2 ∙ (𝑥𝑥𝑇 ).

If we replace 𝑥𝑥𝑇 by a symmetric matrix 𝑋 ર 0, then 𝑉 , as well as conv(𝑉 ), is
contained respectively in the following projections of spectrahedra:

ℋ𝑒,𝑒 = {(𝐴1 ∙ 𝑋, . . . , 𝐴𝑚 ∙ 𝑋) : 𝑋 ર 0, 𝐵1 ∙ 𝑋 = 𝑐1, 𝐵2 ∙ 𝑋 = 𝑐2},
ℋ𝑖,𝑒 = {(𝐴1 ∙ 𝑋, . . . , 𝐴𝑚 ∙ 𝑋) : 𝑋 ર 0, 𝐵1 ∙ 𝑋 ≥ 𝑐1, 𝐵2 ∙ 𝑋 = 𝑐2},
ℋ𝑒,𝑖 = {(𝐴1 ∙ 𝑋, . . . , 𝐴𝑚 ∙ 𝑋) : 𝑋 ર 0, 𝐵1 ∙ 𝑋 = 𝑐1, 𝐵2 ∙ 𝑋 ≥ 𝑐2},
ℋ𝑖,𝑖 = {(𝐴1 ∙ 𝑋, . . . , 𝐴𝑚 ∙ 𝑋) : 𝑋 ર 0, 𝐵1 ∙ 𝑋 ≥ 𝑐1, 𝐵2 ∙ 𝑋 ≥ 𝑐2}.

(2)

To analyze whether they represent conv(𝑉 ) respectively, we need the following
conditions for the four cases:⎧⎨⎩

𝐶𝑒,𝑒 : ∃(𝜇1, 𝜇2) ∈ ℝ× ℝ, 𝑠.𝑡. 𝜇1𝐵1 + 𝜇2𝐵2 ≺ 0,

𝐶𝑖,𝑒 : ∃(𝜇1, 𝜇2) ∈ ℝ+ × ℝ, 𝑠.𝑡. 𝜇1𝐵1 + 𝜇2𝐵2 ≺ 0,

𝐶𝑒,𝑖 : ∃(𝜇1, 𝜇2) ∈ ℝ× ℝ+, 𝑠.𝑡. 𝜇1𝐵1 + 𝜇2𝐵2 ≺ 0,

𝐶𝑖,𝑖 : ∃(𝜇1, 𝜇2) ∈ ℝ+ × ℝ+, 𝑠.𝑡. 𝜇1𝐵1 + 𝜇2𝐵2 ≺ 0.

(3)

Theorem 4. Let 𝑉 ∕= ∅,ℋ𝑒,𝑒,ℋ𝑖,𝑒,ℋ𝑒,𝑖,ℋ𝑖,𝑖 be defined as above. Then we have

conv(𝑉 ) =

⎧⎨⎩
ℋ𝑒,𝑒, if 𝑇 = 𝐸(ℎ1) ∩ 𝐸(ℎ2) and 𝐶𝑒,𝑒 holds;

ℋ𝑖,𝑒, if 𝑇 = 𝑆(ℎ1) ∩ 𝐸(ℎ2) and 𝐶𝑖,𝑒 holds;

ℋ𝑒,𝑖, if 𝑇 = 𝐸(ℎ1) ∩ 𝑆(ℎ2) and 𝐶𝑒,𝑖 holds;

ℋ𝑖,𝑖, if 𝑇 = 𝑆(ℎ1) ∩ 𝑆(ℎ2) and 𝐶𝑖,𝑖 holds.

(4)

Proof. We just prove for the case that 𝑇 = 𝑆(ℎ1)∩𝑆(ℎ2) and condition 𝐶𝑖,𝑖 holds.
The proof is similar for the other three cases. The condition 𝐶𝑖,𝑖 implies that there
exist 𝜇1 ≥ 0, 𝜇2 ≥ 0, 𝜖 > 0 such that for all 𝑥 ∈ 𝑇

−𝜇1𝑐1 − 𝜇2𝑐2 ≥ 𝑥𝑇 (−𝜇1𝐵1 − 𝜇2𝐵2)𝑥 ≥ 𝜖∥𝑥∥22.
So, 𝑇 and conv(𝑉 ) are compact. Clearly, conv(𝑉 ) ⊆ ℋ𝑖,𝑖. We need to show ℋ𝑖,𝑖 ⊆
conv(𝑉 ). Suppose otherwise it is false, then there exists a symmetric matrix 𝑍
satisfying

(𝐴1 ∙ 𝑍, . . . , 𝐴𝑚 ∙ 𝑍) ∕∈ conv(𝑉 ), 𝐵1 ∙ 𝑍 ≥ 𝑐1, 𝐵2 ∙ 𝑍 ≥ 𝑐2, 𝑍 ર 0.

Because conv(𝑉 ) is a closed convex set, by the Hahn-Banach theorem, there exists
a vector (ℓ0, ℓ1, . . . , ℓ𝑚) ∕= 0 satisfying

ℓ1𝑥
𝑇𝐴1𝑥 + ⋅ ⋅ ⋅+ ℓ𝑚𝑥𝑇𝐴𝑚𝑥 ≥ ℓ0 ∀𝑥 ∈ 𝑇,
ℓ1𝐴1 ∙ 𝑍 + ⋅ ⋅ ⋅+ ℓ𝑚𝐴𝑚 ∙ 𝑍 < ℓ0.
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Consider the SDP problem

𝑝∗ := min ℓ1𝐴1 ∙ 𝑋 + ⋅ ⋅ ⋅+ ℓ𝑚𝐴𝑚 ∙ 𝑋
𝑠.𝑡. 𝑋 ર 0, 𝐵1 ∙ 𝑋 ≥ 𝑐1, 𝐵2 ∙ 𝑋 ≥ 𝑐2.

(5)

Its dual optimization problem is

max 𝑐1𝜆1 + 𝑐2𝜆2
𝑠.𝑡.
∑

𝑖 ℓ𝑖𝐴𝑖 − 𝜆1𝐵1 − 𝜆2𝐵2 ર 0, 𝜆1 ≥ 0, 𝜆2 ≥ 0.
(6)

The condition 𝐶𝑖,𝑖 implies that the dual problem (6) has nonempty interior. So, the

primal problem (5) has an optimizer. Define 𝐴0, 𝐵̃1, 𝐵̃2 and a new variable 𝑌 as:

𝐴0 =

⎡⎣∑𝑚
𝑖=1 ℓ𝑖𝐴𝑖 0 0
0 0 0
0 0 0

⎤⎦ , 𝐵̃1 =

⎡⎣𝐵1 0 0
0 −1 0
0 0 0

⎤⎦ , (7)

𝐵̃2 =

⎡⎣𝐵2 0 0
0 0 0
0 0 −1

⎤⎦ , 𝑌 =

[
𝑋 𝑌12
𝑌 𝑇
12 𝑌22

]
. (8)

They are all (𝑛+2)× (𝑛+2) symmetric matrices. Clearly, the primal problem (5)
is equivalent to

𝑝∗ := min 𝐴0 ∙ 𝑌

𝑠.𝑡. 𝑌 ર 0, 𝐵̃1 ∙ 𝑌 = 𝑐1, 𝐵̃1 ∙ 𝑌 = 𝑐2.
(9)

It must also have an optimizer. By Theorem 2.1 of Pataki [14], (9) has an extremal
solution 𝑈 of rank r satisfying

1
2𝑟(𝑟 + 1) ≤ 2.

So, we must have 𝑟 = 1 and can write 𝑌 = 𝑣𝑣𝑇 . Let 𝑢 = 𝑣(1 : 𝑛). Then 𝑢 ∈ 𝑇 and

𝑝∗ = ℓ1𝑢
𝑇𝐴1𝑢 + ⋅ ⋅ ⋅+ ℓ𝑚𝑢𝑇𝐴𝑚𝑢 ≥ ℓ0.

However, 𝑍 is also a feasible solution of (5), and we get the contradiction

𝑝∗ ≤ ℓ1𝐴1 ∙ 𝑍 + ⋅ ⋅ ⋅+ ℓ𝑚𝐴𝑚 ∙ 𝑍 < 𝑝∗.

Therefore, ℋ𝑖,𝑖 ⊆ conv(𝑉 ) and they must be equal. □

Example 5. Consider the parameterization

𝑉 =

{(
2𝑥21 − 3𝑥22 − 4𝑥23

5𝑥1𝑥2 − 7𝑥1𝑥3 − 9𝑥2𝑥3

) ∣∣∣∣ 𝑥21 − 𝑥22 − 𝑥23 = 0,
1− 𝑥𝑇𝑥 ≥ 0

}
.

The set 𝑉 is drawn in the dotted area of Figure 2. By Theorem 4, the convex hull
conv(𝑉 ) is given by the following semidefinite representation⎧⎨⎩
(
2𝑋11 − 3𝑋22 − 4𝑋33
5𝑋12 − 7𝑋13 − 9𝑋23

) ∣∣∣∣∣∣
⎡⎣𝑋11 𝑋12 𝑋13
𝑋12 𝑋22 𝑋23
𝑋13 𝑋23 𝑋33

⎤⎦ ર 0,
𝑋11 − 𝑋22 − 𝑋33 = 0,

1− 𝑋11 − 𝑋22 − 𝑋33 ≥ 0

⎫⎬⎭ .

The convex region described above is surrounded by the outer curve in Figure 2,
which is clearly the convex hull of the dotted area. □
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Figure 2. The dotted area is the set 𝑉 in Example 5, and the outer
curve surrounds its convex hull.

The conditions like 𝐶𝑖,𝑖 can not be removed in Theorem 4. We show this by
a counterexample.

Example 6. Consider the quadratically parameterized set

𝑉 = {(𝑥1𝑥2, 𝑥21) : 1− 𝑥1𝑥2 ≥ 0, 1 + 𝑥22 − 𝑥21 ≥ 0},
which is motivated by Example 4.4 of [3]. The condition 𝐶𝑖,𝑖 is clearly not satisfied.
The semidefinite relaxation ℋ𝑖,𝑖 for conv(𝑉 ) is

{(𝑋12, 𝑋11) : 𝑋 ર 0, 1− 𝑋12 ≥ 0, 1 + 𝑋22 − 𝑋11 ≥ 0}.
They are not equal, and neither are their closures. This is because 𝑉 is bounded
above in the direction (1, 1), while ℋ𝑖,𝑖 is unbounded (cf. [3, Example 4.4]). So,

conv(𝑉 ) ∕= ℋ𝑖,𝑖 for this example, which is due to the failure of the condition 𝐶𝑖,𝑖.
□

4. Rational parametrization

Consider the rationally parameterized set

𝑈 =

{(
𝑓1(𝑥)

𝑓0(𝑥)
, . . . ,

𝑓𝑚(𝑥)

𝑓0(𝑥)

)
: 𝑥 ∈ 𝑇

}
(1)

with all 𝑓0, . . . , 𝑓𝑚 being polynomials and 𝑇 a semialgebraic set in ℝ𝑛. Assume
𝑓0(𝑥) is nonnegative on 𝑇 and every 𝑓𝑖/𝑓0 is well defined on 𝑇 , i.e., the limit
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lim𝑥→𝑧 𝑓𝑖(𝑥)/𝑓0(𝑥) exists whenever 𝑓0 vanishes at 𝑧 ∈ 𝑇 . The convex hull conv(𝑈)
would be investigated through the homogenization

𝑃 =
{(

𝑓ℎ1 (𝑥
ℎ), . . . , 𝑓ℎ𝑚(𝑥ℎ)

)
: 𝑓ℎ0 (𝑥

ℎ) = 1, 𝑥ℎ ∈ 𝑇 ℎ
}

. (2)

Here 𝑥ℎ = (𝑥0, 𝑥1, . . . , 𝑥𝑛) is an augmentation of 𝑥 and

𝑓ℎ𝑖 (𝑥
ℎ) = 𝑥𝑑0𝑓𝑖(𝑥/𝑥0) (𝑑 = max

𝑖
deg(𝑓𝑖))

is a homogenization of 𝑓𝑖(𝑥), and 𝑇 ℎ is the homogenization of 𝑇 defined as

𝑇 ℎ = {𝑥ℎ : 𝑥0 > 0, 𝑥/𝑥0 ∈ 𝑇 }. (3)

The relation between conv(𝑉 ) and conv(𝑃 ) is given as below.

Proposition 7. Suppose 𝑓0(𝑥) is nonnegative on 𝑇 and does not vanish on a dense
subset of 𝑇 , and every 𝑓𝑖/𝑓0 is well defined on 𝑇 . Then

conv(𝑈) = conv(𝑃 ). (4)

Moreover, if 𝑇 ℎ ∩ {𝑓ℎ0 (𝑥ℎ) = 1} and 𝑇 are compact and 𝑓0(𝑥) is positive on 𝑇 ,
then

conv(𝑈) = conv(𝑃 ). (5)

Proof. Let 𝑇1 be a dense subset of 𝑇 such that 𝑓0(𝑥) > 0 for all 𝑥 ∈ 𝑇1. Clearly,

conv(𝑈) = conv

{(
𝑓ℎ1 (𝑥

ℎ)

𝑓ℎ0 (𝑥
ℎ)

, . . . ,
𝑓ℎ𝑚(𝑥ℎ)

𝑓ℎ0 (𝑥
ℎ)

)
: 𝑥ℎ ∈ 𝑇 ℎ

1

}
.

Since every 𝑓ℎ𝑖 is homogeneous, we can scale such that 𝑓ℎ0 (𝑥
ℎ) = 1. Then,

conv(𝑈) = conv
{(

𝑓ℎ1 (𝑥
ℎ), . . . , 𝑓ℎ𝑚(𝑥ℎ)

)
: 𝑓ℎ0 (𝑥

ℎ) = 1, 𝑥ℎ ∈ 𝑇 ℎ
1

}
.

The density of 𝑇1 in 𝑇 and the above imply (4).

When 𝑇 is compact and 𝑓0(𝑥) is positive on 𝑇 , conv(𝑈) is compact. The
conv(𝑃 ) is also compact when 𝑇 ℎ ∩ {𝑓ℎ0 (𝑥ℎ) = 1} is compact. Thus, (5) follows
from (4). □

Remark: Suppose 𝑑 = max𝑖 deg(𝑓𝑖) is even and 𝑇 is defined by polynomials of even
degrees. If

𝑇 ℎ ∩ {𝑓ℎ0 (𝑥ℎ) = 1} = {𝑥ℎ : 𝑥0 > 0, 𝑓ℎ0 (𝑥
ℎ) = 1, 𝑥/𝑥0 ∈ 𝑇 },

then we can remove the condition 𝑥0 > 0 in the definition of 𝑇 ℎ in (3) and
Proposition 7 still holds.

If every 𝑓𝑖 in (1) is quadratic, 𝑇 is defined by a single quadratic inequality,
and 𝑓0 is nonnegative on 𝑇 , then a semidefinite representation for the convex hull
conv(𝑈) or its closure can be obtained by applying Proposition 7 and Theorem 4.
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Suppose 𝑇 = {𝑥 : 𝑔(𝑥) ≥ 0}, with 𝑔(𝑥) being quadratic. Write every 𝑓ℎ𝑖 (𝑥
ℎ) =

(𝑥ℎ)𝑇𝐹𝑖 𝑥
ℎ and 𝑔ℎ(𝑥ℎ) = (𝑥ℎ)𝑇𝐺𝑥ℎ. Then

conv(𝑃 ) = conv

{(
(𝑥ℎ)𝑇𝐹1 𝑥ℎ, . . . , (𝑥ℎ)𝑇𝐹𝑚 𝑥ℎ

)
:

(𝑥ℎ)𝑇𝐹0 𝑥ℎ = 1,
𝑥0 > 0, (𝑥ℎ)𝑇𝐺𝑥ℎ ≥ 0

}
.

(6)
The forms 𝑓ℎ𝑖 and 𝑔ℎ are all quadratic. If

{𝑥ℎ : (𝑥ℎ)𝑇𝐹0𝑥
ℎ = 1, (𝑥ℎ)𝑇𝐺𝑥ℎ ≥ 0}

= {𝑥ℎ : 𝑥0 > 0, (𝑥ℎ)𝑇𝐹0𝑥ℎ = 1, (𝑥ℎ)𝑇𝐺𝑥ℎ ≥ 0},
then the condition 𝑥0 > 0 can be removed from the right-hand side of (6), and we
get

conv(𝑃 ) = conv

{(
(𝑥ℎ)𝑇𝐹1 𝑥ℎ, . . . , (𝑥ℎ)𝑇𝐹𝑚 𝑥ℎ

)
:

(𝑥ℎ)𝑇𝐹0 𝑥ℎ = 1,
(𝑥ℎ)𝑇𝐺𝑥ℎ ≥ 0

}
. (7)

If there exist 𝜇1 ∈ ℝ and 𝜇2 ∈ ℝ+ satisfying 𝜇1𝐹0 + 𝜇2𝐺 ≺ 0, then a semidefinite

representation for conv(𝑃 ) can be obtained by applying Theorem 4. The case
𝑇 = {𝑥 : 𝑔(𝑥) = 0} is defined by a single quadratic equality is similar.

Example 8. Consider the quadratically rational parametrization:

𝑈 =

{(
𝑥21 + 𝑥22 + 𝑥23 + 𝑥1 + 𝑥2 + 𝑥3

1 + 𝑥𝑇𝑥
,
𝑥1𝑥2 + 𝑥1𝑥3 + 𝑥2𝑥3

1 + 𝑥𝑇𝑥

)
: 𝑥21 + 𝑥22 + 𝑥23 ≤ 1

}
.

The dotted area in Figure 2 is the set 𝑈 above. The set 𝑃 in (2) is

𝑃 =

{(
𝑥21 + 𝑥22 + 𝑥23 + 𝑥0(𝑥1 + 𝑥2 + 𝑥3)

𝑥1𝑥2 + 𝑥1𝑥3 + 𝑥2𝑥3

) ∣∣∣∣ 𝑥20 + 𝑥21 + 𝑥22 + 𝑥23 = 1,
𝑥20 − 𝑥21 − 𝑥22 − 𝑥23 ≥ 0

}
.

By Theorem 4, the convex hull conv(𝑃 ) is given by the semidefinite representation⎧⎨⎩
(

𝑋11 + 𝑋22 + 𝑋33 + 𝑋01 + 𝑋02 + 𝑋03
𝑋12 + 𝑋13 + 𝑋23

)
∣∣∣∣∣∣∣∣∣∣∣∣

⎡⎢⎢⎣
𝑋00 𝑋01 𝑋02 𝑋03
𝑋01 𝑋11 𝑋12 𝑋13
𝑋02 𝑋12 𝑋22 𝑋23
𝑋03 𝑋13 𝑋23 𝑋33

⎤⎥⎥⎦ ર 0,

𝑋00 + 𝑋11 + 𝑋22 + 𝑋33 = 1,
𝑋00 − 𝑋11 − 𝑋22 − 𝑋33 ≥ 0

⎫⎬⎭
.

The convex region described above is surrounded by the outer curve in Figure 3,
which also surrounds the convex hull of the dotted area. Since 𝑇 is compact and the
denominator 1+𝑥𝑇𝑥 is strictly positive, conv(𝑈) = conv(𝑃 ) by Proposition 7. □
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Abstract. Helton and Vinnikov showed that every rigidly convex curve in the
real plane bounds a spectrahedron. This leads to the computational problem
of explicitly producing a symmetric (positive definite) linear determinantal
representation for a given curve. We study three approaches to this problem:
an algebraic approach via solving polynomial equations, a geometric approach
via contact curves, and an analytic approach via theta functions. These are
explained, compared, and tested experimentally for low degree instances.
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1. Introduction

The Helton-Vinnikov Theorem [16] gives a geometric characterization of two-
dimensional spectrahedra. They are precisely the subsets ofℝ2 that are bounded by
rigidly convex algebraic curves, here called Helton-Vinnikov curves. These curves
are cut out by hyperbolic polynomials in three variables, as discussed in [18]. This
theorem is a refinement of a result from classical algebraic geometry which states
that every homogeneous polynomial in three variables can be written as

𝑓(𝑥, 𝑦, 𝑧) = det(𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧) (1)

where 𝐴,𝐵 and 𝐶 are symmetric matrices. Here the coefficients of 𝑓 and the matrix
entries are complex numbers. When the coefficients of 𝑓 are real then it is desirable
to find 𝐴,𝐵 and 𝐶 with real entries. The representations relevant for spectrahedra
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knowledge support by the U.S. National Science Foundation (DMS-0757207 and DMS-0968882).
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are the real definite representations, which means that the linear span of the real
matrices 𝐴,𝐵 and 𝐶 contain a positive definite matrix. Such a representation is
possible if and only if the corresponding curve {(𝑥 : 𝑦 : 𝑧) ∈ ℙ2

ℝ
: 𝑓(𝑥, 𝑦, 𝑧) = 0} is

rigidly convex. This condition means that the curve has the maximal number of
nested ovals, namely, there are 𝑑/2 resp. (𝑑− 1)/2 nested ovals when the degree 𝑑
of 𝑓 is even resp. odd. The innermost oval bounds a spectrahedron.

Two linear matrix representations 𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧 and 𝐴′𝑥 + 𝐵′𝑦 + 𝐶′𝑧 of
the same plane curve are said to be equivalent if they lie in the same orbit under
conjugation, i.e., if there exists an invertible complex matrix 𝑈 that satisfies

𝑈 ⋅ (𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧) ⋅ 𝑈𝑇 = 𝐴′𝑥 + 𝐵′𝑦 + 𝐶′𝑧.

We call an equivalence class of complex representations real (resp. real definite)
if it contains a real (resp. real definite) representative. Deciding whether a given
complex representation is equivalent to a real or real definite one is rather difficult.

We shall see that the number of equivalence classes of complex representations
(1) is finite, and, for smooth curves, the precise number is known (Thm. 1). Using
more general results of Vinnikov [24], we also derive the number of real and real
definite equivalence classes. If a Helton-Vinnikov curve is smooth then the number
of real definite equivalence classes equals 2𝑔, where 𝑔 =

(
𝑑−1
2

)
is the genus.

This paper concerns the computational problem of constructing one represen-
tative from each equivalence class for a given polynomial 𝑓(𝑥, 𝑦, 𝑧). As a warm-up
example, consider the following elliptic curve in Weierstrass normal form:

𝑓(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑎𝑦)(𝑥 + 𝑏𝑦)(𝑥 + 𝑐𝑦)− 𝑥𝑧2.

Here 𝑎, 𝑏, 𝑐 are distinct non-zero reals. This cubic has precisely three inequivalent
linear symmetric determinantal representations over ℂ, given by the matrices
⎡
⎢⎢⎢⎣

𝑥+ 𝑎𝑦 𝑧
√

𝑏
𝑏−𝑐

𝑧
√

𝑐
𝑐−𝑏

𝑧
√

𝑏
𝑏−𝑐

𝑥+ 𝑏𝑦 0

𝑧
√

𝑐
𝑐−𝑏

0 𝑥+ 𝑐𝑦

⎤
⎥⎥⎥⎦,

⎡
⎢⎢⎢⎣

𝑥+ 𝑎𝑦 𝑧
√

𝑎
𝑎−𝑐

0

𝑧
√

𝑎
𝑎−𝑐

𝑥+ 𝑏𝑦 𝑧
√

𝑐
𝑐−𝑎

0 𝑧
√

𝑐
𝑐−𝑎

𝑥+ 𝑐𝑦

⎤
⎥⎥⎥⎦,

⎡
⎢⎢⎢⎣

𝑥+ 𝑎𝑦 0 𝑧
√

𝑎
𝑎−𝑏

0 𝑥+ 𝑏𝑦 𝑧
√

𝑏
𝑏−𝑎

𝑧
√

𝑎
𝑎−𝑏

𝑧
√

𝑏
𝑏−𝑎

𝑥+ 𝑐𝑦

⎤
⎥⎥⎥⎦

All three matrices are non-real if 𝑎, 𝑏 and 𝑐 have the same sign, and otherwise
two of the matrices are real. For instance, if 𝑎 < 0 and 0 < 𝑏 < 𝑐 then the first
two matrices are real. In that case, the cubic is a Helton-Vinnikov curve, and its
bounded region, when drawn in the affine plane {𝑥 = 1}, is the spectrahedron⎧⎨⎩ (𝑦, 𝑧) ∈ ℝ2 :

⎡⎢⎢⎢⎢⎣
1 + 𝑎𝑦 𝑧

√
𝑎

𝑎−𝑐 0

𝑧
√

𝑎
𝑎−𝑐 1 + 𝑏𝑦 𝑧

√
𝑐

𝑐−𝑎

0 𝑧
√

𝑐
𝑐−𝑎 1 + 𝑐𝑦

⎤⎥⎥⎥⎥⎦ ર 0

⎫⎬⎭ .

The symbol “ર” means that the matrix is positive semidefinite. This spectrahedron
is depicted in Figure 1 for the parameter values 𝑎 = −1, 𝑏 = 1 and 𝑐 = 2.

This article is organized as follows. In Section 2 we translate (1) into a sys-
tem of polynomial equations in the matrix entries of 𝐴,𝐵,𝐶, we determine the
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Figure 1. A cubic Helton-Vinnikov curve and its spectrahedron

number of solutions (in Theorem 1), and we discuss practical aspects of computing
these solutions using both symbolic and numeric software. Section 3 is devoted to
geometric constructions for obtaining the representation (1). Following Dixon [10],
these require finding contact curves of degree 𝑑− 1 for the given curve of degree 𝑑.

An explicit formula for (1) appears in the article of Helton and Vinnikov
[16, Eq. 4.2]. That formula requires the numerical evaluation of Abelian integrals
and theta functions. In Section 4, we explain the Helton-Vinnikov formula, and
we report on our computational experience with the implementations of [7, 8, 9]
in the Maple package algcurves. In Section 5 we focus on the case of quartic
polynomials and relate our results in [21] to the combinatorics of theta functions.
Smooth quartics have 36 inequivalent representations (1). In the Helton-Vinnikov
case, twelve of these are real, but only eight are real definite. One of our findings
is an explicit quartic in ℚ[𝑥, 𝑦, 𝑧] that has all of its 12 real representations over ℚ.

2. Solving polynomial equations

Our given input is a homogeneous polynomial 𝑓(𝑥, 𝑦, 𝑧) of degree 𝑑, usually over ℚ.
We assume for simplicity that the corresponding curve in the complex projective
plane is smooth, we normalize so that 𝑓(𝑥, 0, 0) = 𝑥𝑑, and we further assume that

the factors of the binary form 𝑓(𝑥, 𝑦, 0) =
∏𝑑

𝑖=1(𝑥+𝛽𝑖𝑦) are distinct. Under these
hypotheses, every equivalence class of representations (1) contains a representative
where 𝐴 is the identity matrix and 𝐵 is the diagonal matrix with entries 𝛽1 < 𝛽2 <
⋅ ⋅ ⋅ < 𝛽𝑑. This follows from the linear algebra fact that any two quadratic forms
with distinct eigenvalues can be diagonalized simultaneously over ℂ. See Section
IX.3 in Greub’s text book [13] or the proof of Theorem 4.3 in [21].

After fixing the choices 𝐴 = diag(1, 1, . . . , 1) and 𝐵 = diag(𝛽1, 𝛽2, . . . , 𝛽𝑑) for

the first two matrices, we are left with the problem of finding the
(
𝑑+1
2

)
entries of

the symmetric matrix 𝐶 = (𝑐𝑖𝑗). By equating the coefficients of all terms 𝑥𝛼𝑦𝛽𝑧𝛾

with 𝛾 ≥ 1 on both sides of (1), we obtain a system of
(
𝑑+1
2

)
polynomial equations
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in the
(
𝑑+1
2

)
unknowns 𝑐𝑖𝑗 . More precisely, the coefficient of 𝑥𝛼𝑦𝛽𝑧𝛾 in (1) leads to

an equation of degree 𝛾 in the 𝑐𝑖𝑗 . We are thus faced with the problem of solving a
square system of polynomial equations. The expected number of complex solutions
of that system is, according to Bézout’s Theorem,

1𝑑 ⋅ 2𝑑−1 ⋅ 3𝑑−2 ⋅ 4𝑑−3 ⋅ ⋅ ⋅ ⋅ ⋅ (𝑑 − 1)2 ⋅ 𝑑. (2)

This estimate overcounts the number of equivalence classes of representations (1)
because we can conjugate the matrix 𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧 by a diagonal matrix whose
entries are +1 or −1. This conjugation does not change 𝐴 or 𝐵 but it leads to 2𝑑−1

distinct matrices 𝐶 all of which are equivalent. Hence, we can expect the number
of inequivalent linear matrix representations (1) to be bounded above by

3𝑑−2 ⋅ 4𝑑−3 ⋅ ⋅ ⋅ ⋅ ⋅ (𝑑 − 1)2 ⋅ 𝑑. (3)

We shall refer to this number as the Bézout bound for our problem.
It is a result in classical algebraic geometry that the number of complex

solutions to our equations is finite, and the precise number of solutions is in fact
known as well. The following theorem summarizes both what is known for arbitrary
smooth curves over ℂ and what can be shown for Helton-Vinnikov curves over ℝ:

Theorem 1. The number of equivalence classes of linear symmetric determinantal
representations (1) of a generic smooth curve of degree 𝑑 in the projective plane is

2(
𝑑−1
2 )−1 ⋅ ( 2(𝑑−1

2 ) + 1
)
, (4)

unless 𝑑 ≥ 11 and 𝑑 is congruent to ±3 modulo 8, when the number drops by one.
In the case of a Helton-Vinnikov curve, the number of real equivalence classes of

symmetric linear determinantal representations (1) is either 2(
𝑑−1
2 )−1(2⌈

𝑑
2 ⌉−1+1)

or one less. The number of real definite equivalence classes is precisely 2(
𝑑−1
2 ).

Sketch of Proof. The equivalence classes of representations (1) correspond to in-

effective even theta characteristics [3] on a smooth curve of genus 𝑔 =
(
𝑑−1
2

)
. The

number of even theta characteristics is 2𝑔−1(2𝑔 +1), and all even theta character-
istics are ineffective for 𝑑 ≤ 5 and 𝑑 ≡ 0, 1, 2, 4, 6, 7 mod 8. In all other cases there
is precisely one effective even theta characteristic, provided the curve is generic.
This was shown by Meyer-Brandis in his 1998 diploma thesis [19], and it refines
results known classically in algebraic geometry [11, Chapters 4–5]. The count of
real and real definite representations will be proved at the end of Section 4. □

The following table lists the numbers in (3) and (4) for small values of 𝑑:

degree 𝑑 2 3 4 5 6 7

genus 𝑔 0 1 3 6 10 15
Bézout bound 1 3 36 2160 777600 1959552000
True number 1 3 36 2080 524800 536887296

This table shows that computing all solutions to our equations is a challenge when
𝑑 ≥ 6. Below we shall discuss some computer experiments we conducted for 𝑑 ≤ 5.
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As before, we fix 𝐴 to be the 𝑑×𝑑 identity matrix, denoted Id𝑑, and we fix
𝐵 to be the diagonal matrix with entries 𝛽1 < ⋅ ⋅ ⋅ < 𝛽𝑑. We also fix the diagonal
entries of 𝐶 since these are determined by solving the 𝑑 linear equations that arise
by comparing the coefficient of any of the 𝑑 monomials 𝑥𝑖𝑦𝑑−𝑖−1𝑧 in (1). They are
expressed in terms of 𝑓 and the 𝛽𝑖 by the following explicit formula:

𝑐𝑖𝑖 = 𝛽𝑖 ⋅
∂𝑓
∂𝑧 (−𝛽𝑖, 1, 0)
∂𝑓
∂𝑦 (−𝛽𝑖, 1, 0)

for 𝑖 = 1, 2, . . . , 𝑑. (5)

We are thus left with a system of
(
𝑑
2

)
equations in the

(
𝑑
2

)
off-diagonal un-

knowns 𝑐𝑖𝑗 . In order to remove the extraneous factor of 2𝑑−1 in the Bézout bound
(2) coming from sign changes on the rows and columns of 𝐶, we can perform a
multiplicative change of coordinates as follows: 𝑥1𝑗 = 𝑐21𝑗 for 𝑗 = 1, 2, . . . , 𝑑 and
𝑥𝑖𝑗 = 𝑐1𝑖𝑐1𝑗𝑐𝑖𝑗 for 2 ≤ 𝑖 < 𝑗 ≤ 𝑑. This translates our system of polynomial equa-
tions in the 𝑐𝑖𝑗 into a system of Laurent polynomial equations in the 𝑥𝑖𝑗 , and each
solution to the latter encodes an equivalence class of 2𝑑−1 solutions to the former.

Example 2. Let 𝑑 = 4. We shall illustrate the two distinct formulations of the
system of equations to be solved. We fix a quartic Helton-Vinnikov polynomial

𝑓(𝑥, 𝑦, 𝑧) = det

⎡
⎢⎢⎣

𝑥+ 𝛽1𝑦 + 𝛾11𝑧 𝛾12𝑧 𝛾13𝑧 𝛾14𝑧
𝛾12𝑧 𝑥+ 𝛽2𝑦 + 𝛾22𝑧 𝛾23𝑧 𝛾24𝑧
𝛾13𝑧 𝛾23𝑧 𝑥+ 𝛽3𝑦 + 𝛾33𝑧 𝛾34𝑧
𝛾14𝑧 𝛾24𝑧 𝛾34𝑧 𝑥+ 𝛽4𝑦 + 𝛾44𝑧

⎤
⎥⎥⎦

where 𝛽𝑖 and 𝛾𝑗𝑘 are rational numbers. From the quartic 𝑓(𝑥, 𝑦, 𝑧) alone we can
recover the 𝛽𝑖 and the diagonal entries 𝛾𝑗𝑗 as described above. Our aim is now to
compute all points (𝑐12, 𝑐13, 𝑐14, 𝑐23, 𝑐24, 𝑐34) ∈ ℂ6 that satisfy the identity

det

⎡
⎢⎢⎣

𝑥+ 𝛽1𝑦 + 𝛾11𝑧 𝑐12𝑧 𝑐13𝑧 𝑐14𝑧
𝑐12𝑧 𝑥+ 𝛽2𝑦 + 𝛾22𝑧 𝑐23𝑧 𝑐24𝑧
𝑐13𝑧 𝑐23𝑧 𝑥+ 𝛽3𝑦 + 𝛾33𝑧 𝑐34𝑧
𝑐14𝑧 𝑐24𝑧 𝑐34𝑧 𝑥+ 𝛽4𝑦 + 𝛾44𝑧

⎤
⎥⎥⎦ = 𝑓(𝑥, 𝑦, 𝑧).

The coefficient of 𝑧4 gives one equation of degree 4 in the six unknowns 𝑐𝑖𝑗 , the co-
efficients of 𝑥𝑧3 and 𝑦𝑧3 give two cubic equations, and the coefficient of 𝑥2𝑧2, 𝑥𝑦𝑧2

and 𝑦2𝑧2 give three quadratic equations in the 𝑐𝑖𝑗 . The number of solutions in ℂ6

to this system of equations is equal to 23324 = 288. These solutions can be found
using symbolic software, such as Singular [6]. However, the above formulation
has the disadvantage that each equivalence class of solutions appears eight times.

We note that, for generic choices of 𝛽𝑖, 𝛾𝑗𝑘, all solutions lie in the torus (ℂ∗)6

where ℂ∗ = ℂ∖{0}, and we shall now assume that this is the case. Then the 8-fold
redundancy can be removed by working with the following invariant coordinates:

𝑥12 = 𝑐212 , 𝑥13 = 𝑐213 , 𝑥14 = 𝑐214 ,

𝑥23 = 𝑐12𝑐13𝑐23 , 𝑥24 = 𝑐12𝑐14𝑐24 , 𝑥34 = 𝑐13𝑐14𝑐34.
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We rewrite our six equations in these coordinates by performing the substitution:

𝑐12 = 𝑥
1/2
12 , 𝑐13 = 𝑥

1/2
13 , 𝑐14 = 𝑥

1/2
14 ,

𝑐23 =
𝑥23

𝑥
1/2
12 𝑥

1/2
13

, 𝑐24 =
𝑥24

𝑥
1/2
12 𝑥

1/2
14

, 𝑐34 =
𝑥34

𝑥
1/2
13 𝑥

1/2
14

.

This gives six Laurent polynomial equations in six unknowns 𝑥12, 𝑥13, 𝑥14, 𝑥23, 𝑥24,
𝑥34. They have precisely 36 solutions in (ℂ∗)6, one for each equivalence class. □

While the solution of the above equations using symbolic Gröbner-based soft-
ware is easy for 𝑑 = 4, we found that this is no longer the case for 𝑑 ≥ 5. For 𝑑 = 5,
it was necessary to employ tools from numerical algebraic geometry, and we found
that Bertini [4] works well for our purpose. The computation reported below is
due to Charles Chen, an undergraduate student at UC Berkeley. This was part of
Chen’s term project in convex algebraic geometry during Fall 2010.

For a concrete example, let us consider the following polynomial which defines
a smooth Helton-Vinnikov curve of degree 𝑑 = 5:

𝑓(𝑥,𝑦,𝑧)=𝑥5+3𝑥4𝑦−2𝑥4𝑧−5𝑥3𝑦2−12𝑥3𝑧2−15𝑥2𝑦3+10𝑥2𝑦2𝑧−28𝑥2𝑦𝑧2+14𝑥2𝑧3

+4𝑥𝑦4−6𝑥𝑦2𝑧2−12𝑥𝑦𝑧3+26𝑥𝑧4+12𝑦5−8𝑦4𝑧−32𝑦3𝑧2+16𝑦2𝑧3+48𝑦𝑧4−24𝑧5.
The symmetric linear determinantal representation we seek has the form

⎡
⎢⎢⎢⎢⎣

𝑥+ 𝑦 0 0 0 0
0 𝑥+ 2𝑦 0 0 0
0 0 𝑥− 𝑦 0 0
0 0 0 𝑥− 2𝑦 0
0 0 0 0 𝑥+ 3𝑦 − 2𝑧

⎤
⎥⎥⎥⎥⎦
+ 𝐶 ⋅ 𝑧,

where 𝐶 = (𝑐𝑖𝑗) is an unknown symmetric 5×5-matrix with zeros on the diagonal.
This leads to a system of 10 polynomial equations in the 10 unknowns 𝑐𝑖𝑗 , namely,
4 quadrics, 3 cubics, 2 quartics and one quintic. The number of complex solutions
equals 16 ⋅ 2080 = 33280, which is less than the Bézout bound of 24 ⋅ 33 ⋅ 42 ⋅ 5 =
16 ⋅2160 = 34560. One of the 33280 solutions is the following integer matrix, which
we had used to construct 𝑓(𝑥, 𝑦, 𝑧) in the first place:

𝐶 =

⎡⎢⎢⎢⎢⎣
0 2 1 0 0
2 0 0 0 1
1 0 0 2 1
0 0 2 0 −1
0 1 1 −1 0

⎤⎥⎥⎥⎥⎦
Of course, the other 15 matrices in the same equivalence class have the same
friendly integer entries. The other 16 ⋅ 2079 = 33264 complex solutions were found
numerically using the software Bertini [4]. Of these, 16 ⋅ 63 are real. Chen’s code,
based on Bertini, outputs one representative per class. One of the real solutions is

𝐶 ≈

⎡
⎢⎢⎢⎢⎣

0 1.8771213868 0.1333876113 0.3369345269 0.2151885297
1.8771213868 0 1.3262201851 0.1725327846 1.0570303927
0.1333876113 1.3262201851 0 −2.0093203944 −0.8767796987
0.3369345269 0.1725327846 −2.0093203944 0 −0.7659896773
0.2151885297 1.0570303927 −0.8767796987 −0.7659896773 0

⎤
⎥⎥⎥⎥⎦
.
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3. Constructing contact curves

A result in classical algebraic geometry states that the equivalence classes of sym-
metric linear determinantal representations of a plane curve of degree 𝑑 are in
one-to-one correspondence with certain systems of contact curves of degree 𝑑− 1.
Following [11, Prop. 4.1.6], we now state this in precise terms. Suppose that our
given polynomial is 𝑓 = det(𝑀) where 𝑀 = (ℓ𝑖𝑗) is a symmetric 𝑑×𝑑-matrix of
linear forms in 𝑥, 𝑦, 𝑧. We can then form the 𝑑× 𝑑 adjoint matrix, adj(𝑀), whose
entry 𝑚𝑖𝑗 is the (𝑖, 𝑗)th (𝑑− 1)-minor of 𝑀 multiplied by (−1)𝑖+𝑗 . For any vector
of parameters 𝑢 = (𝑢1, 𝑢2, . . . , 𝑢𝑑)

𝑇 , we consider the degree 𝑑 − 1 polynomial

𝑔𝑢(𝑥, 𝑦, 𝑧) = 𝑢𝑇 adj(𝑀)𝑢 =

⎡⎢⎢⎢⎣
𝑢1
𝑢2
...

𝑢𝑑

⎤⎥⎥⎥⎦
𝑇 ⎡⎢⎢⎢⎣

𝑚11 𝑚12 ⋅ ⋅ ⋅ 𝑚1𝑑
𝑚12 𝑚22 ⋅ ⋅ ⋅ 𝑚2𝑑
...

...
. . .

...
𝑚1𝑑 𝑚2𝑑 ⋅ ⋅ ⋅ 𝑚𝑑𝑑

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑢1
𝑢2
...

𝑢𝑑

⎤⎥⎥⎥⎦ . (6)

The curve 𝒱(𝑔𝑢) has degree 𝑑−1, and it is a contact curve, which means that all in-
tersection points of 𝒱(𝑓) and 𝒱(𝑔𝑢) have even multiplicity, generically multiplicity
2. To see this, we use [11, Lemma 4.1.7], which states that, for any 𝑢, 𝑣 ∈ ℂ𝑑,

𝑔𝑢(𝑥, 𝑦, 𝑧) ⋅ 𝑔𝑣(𝑥, 𝑦, 𝑧) − (𝑢𝑇 adj(𝑀)𝑣)2 ∈ ⟨ 𝑓 ⟩ in ℂ[𝑥, 𝑦, 𝑧].

In particular, for 𝑢 = 𝑒𝑖, 𝑣 = 𝑒𝑗, this shows that both 𝒱(𝑚𝑖𝑖) and 𝒱(𝑚𝑗𝑗) are
contact curves, and 𝒱(𝑚𝑖𝑗) meets 𝒱(𝑓) in their 𝑑(𝑑 − 1) contact points.

We say that two contact curves 𝒱(𝑔1) and 𝒱(𝑔2) of degree 𝑟 lie in the same
system if there exists another curve 𝒱(ℎ) of degree 𝑟 that meets 𝒱(𝑓) precisely in
the 𝑟 ⋅𝑑 points 𝒱(𝑓, 𝑔1)∪𝒱(𝑓, 𝑔2). A system of contact curves is called syzygetic if
it contains a polynomial of the form ℓ2𝑔, where ℓ is linear and 𝑔 is a contact curve
of degree 𝑟−2, and azygetic otherwise. A contact curve of 𝒱(𝑓) is called syzygetic,
resp. azygetic, if it lies in a system that is syzygetic, resp. azygetic.

Dixon [10] proved that the contact curves 𝒱(𝑔𝑢) are azygetic and all azygetic
contact curves of degree 𝑑− 1 appear as 𝑔𝑢 for some determinantal representation
𝑓 = det(𝑀). In particular, he gives a method of constructing a determinantal
representation 𝑀 for 𝑓 starting from one azygetic contact curve of degree 𝑑 − 1.

The input to Dixon’s algorithm is an azygetic contact curve 𝑔 of degree 𝑑− 1
of the given curve 𝑓 of degree 𝑑. Given the two polynomials 𝑓 and 𝑔, the algorithm

constructs the matrix 𝑀 = adj(𝑀) in (6). It proceeds as follows. Since 𝒱(𝑔) meets
𝒱(𝑓) in 𝑑(𝑑−1)/2 points, the vector space of polynomials of degree 𝑑−1 vanishing
at these points (without multiplicity) has dimension 𝑑. Let 𝑚11 = 𝑔 and extend
𝑚11 to a basis {𝑚11,𝑚12, . . . ,𝑚1𝑑} of this vector space. For 𝑖, 𝑗 ∈ {2, 3, . . . , 𝑑},
the polynomial 𝑚1𝑖𝑚1𝑗 vanishes to order two on 𝒱(𝑓,𝑚11), so it lies in the ideal
⟨𝑚11, 𝑓⟩. Using the Extended Buchberger Algorithm, one finds a degree 𝑑 − 1

polynomial 𝑚𝑖𝑗 such that 𝑚1𝑖𝑚1𝑗 − 𝑚11𝑚𝑖𝑗 ∈ ⟨𝑓⟩. The 𝑑×𝑑-matrix 𝑀 = (𝑚𝑖𝑗)
has rank 1 modulo ⟨𝑓⟩, therefore its 2×2-minors are multiples of 𝑓 . This implies

that the adjoint matrix adj(𝑀) = det(𝑀) ⋅ 𝑀−1 has the form 𝜆𝑓𝑑−2 ⋅ 𝑀 where
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Figure 2. A quartic Helton-Vinnikov curve and four contact cubics

𝜆 ∈ ℂ∖{0} and 𝑀 is a symmetric matrix of linear forms with det(𝑀) = 𝑓 . One
could run through this construction starting from a syzygetic contact curve, but

the resulting matrix 𝑀 would have determinant zero.

The main challenge with Dixon’s algorithm is to construct its input polyno-
mial 𝑔. Suitable contact curves are not easy to find. A symbolic implementation of
the algorithm may involve large field extensions, and we found it equally difficult
to implement numerically. For further discussions see [19, §2.2] and [21, §2].

Remark 3. Starting from a real azygetic contact curve 𝑔, one can use Dixon’s
method to produce a real determinantal representation of 𝑓 . A determinantal
representation 𝑀 is equivalent to its conjugate 𝑀 if and only if the system of
contact curves {𝑢𝑇adj(𝑀)𝑢 : 𝑢 ∈ ℂ4} ⊂ ℂ[𝑥, 𝑦, 𝑧]3 is real, i.e., invariant under
conjugation. The representation 𝑀 is equivalent to a real matrix if and only if this
system contains a real contact curve. By [14, Prop 2.2], if the curve 𝒱(𝑓) has real
points, then these two notions of reality agree. However, this approach does not
easily reveal whether an equivalence class contains a real definite representative.

Example 4. The following Helton-Vinnikov quartic was studied in [21, Ex. 4.1]:

𝑓(𝑥, 𝑦, 𝑧) = 2𝑥4 + 𝑦4 + 𝑧4 − 3𝑥2𝑦2 − 3𝑥2𝑧2 + 𝑦2𝑧2.

It is shown on the left in Figure 2. It has a symmetric determinantal representation

𝑓(𝑥, 𝑦, 𝑧) = det

⎡⎢⎢⎣
𝑢𝑥 + 𝑦 0 𝑎𝑧 𝑏𝑧

0 𝑢𝑥 − 𝑦 𝑐𝑧 𝑑𝑧
𝑎𝑧 𝑐𝑧 𝑥 + 𝑦 0
𝑏𝑧 𝑑𝑧 0 𝑥 − 𝑦

⎤⎥⎥⎦ , (7)
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where 𝑎 = −0.5746 . . . , 𝑏 = 1.0349 . . . , 𝑐 = 0.6997 . . . , 𝑑 = 0.4800 . . . and 𝑢 =
√
2

are the coordinates of a real zero of the following maximal ideal in ℚ[𝑎, 𝑏, 𝑐, 𝑑, 𝑢]:〈
𝑢2 − 2, 256𝑑8 − 384𝑑6𝑢+256𝑑6−384𝑑4𝑢+672𝑑4−336𝑑2𝑢+448𝑑2−84𝑢 +121,
23𝑐+ 7584𝑑7𝑢+10688𝑑7−5872𝑑5𝑢−8384𝑑5+1806𝑑3𝑢+2452𝑑3−181𝑑𝑢−307𝑑,
23𝑏+ 5760𝑑7𝑢+8192𝑑7−4688𝑑5𝑢−6512𝑑5+1452𝑑3𝑢+2200𝑑3−212𝑑𝑢−232𝑑,
23𝑎− 1440𝑑7𝑢−2048𝑑7+1632𝑑5𝑢+2272𝑑5−570𝑑3𝑢−872𝑑3+99𝑑𝑢+81𝑑

〉
.

The principal 3×3-minors of the 4×4-matrix in (7) are Helton-Vinnikov polynomi-
als of degree 3. They are the four contact cubics shown on the right in Figure 2. □

In summary, Dixon’s method furnishes an explicit bijection between equiva-
lence classes of symmetric determinantal representations (1) of a fixed curve 𝒱(𝑓)
of degree 𝑑 and azygetic systems of contact curves of 𝒱(𝑓) of degree 𝑑 − 1.

For 𝑑 = 3, there is another geometric approach to finding representations (1).
We learned this from Didier Henrion who attributes it to Frédéric Han. Suppose
we are given a general homogeneous cubic 𝑓(𝑥, 𝑦, 𝑧). We first compute the Hessian

Hes(𝑓) = det

⎡⎣ ∂2𝑓/∂𝑥2 ∂2𝑓/∂𝑥∂𝑦 ∂2𝑓/∂𝑥∂𝑧
∂2𝑓/∂𝑥∂𝑦 ∂2𝑓/∂𝑦2 ∂2𝑓/∂𝑦∂𝑧
∂2𝑓/∂𝑥∂𝑧 ∂2𝑓/∂𝑦∂𝑧 ∂2𝑓/∂𝑧2

⎤⎦ .

This is also a cubic polynomial, and hence so is the linear combination 𝑡⋅𝑓+Hes(𝑓),
where 𝑡 is a parameter. We now take the Hessian of that new cubic, with the aim
of recovering 𝑓 . It turns out that we can do this by solving a cubic equation in 𝑡.

Proposition 5. There exist precisely three points (𝑠, 𝑡) ∈ ℂ2 such that

𝑠 ⋅ 𝑓 = Hes
(
𝑡 ⋅ 𝑓 +Hes(𝑓)

)
. (8)

The resulting three symmetric determinantal representations of 𝑓 are inequivalent.

Proof. The statement is invariant under linear changes of coordinates in ℙ2, so,
by [1, Lemma 1], we may assume that the given cubic is in Hesse normal form:

𝑓(𝑥, 𝑦, 𝑧) = 𝑥3 + 𝑦3 + 𝑧3 − 𝑚𝑥𝑦𝑧.

In that case, the result follows from the discussion in [17, page 139]. Alternatively,
we can solve the equations obtained by comparing coefficients in (8). This leads to

𝑡3 − (12𝑚4 + 2592𝑚)𝑡 − 16𝑚6 + 8640𝑚3 + 93312 = 0 and
𝑠 = (12𝑚4 + 2592𝑚)𝑡2 + (48𝑚6 − 25920𝑚3 − 279936)𝑡 + 48𝑚8 + 20736𝑚5 + 2239488𝑚2 .

This has three solutions (𝑠, 𝑡) ∈ ℂ3. The resulting representations (1) are inequiva-
lent because the Hessian normal form of a PGL(3,ℂ)-orbit of cubics is unique. □

4. Evaluating theta functions

The proof of the Helton-Vinnikov Theorem relies on a formula, stated in [16,
Eq. 4.2], that gives a positive definite determinantal representation of a Helton-
Vinnikov curve in terms of theta functions and the period matrix of the curve.
Our aim in this section is to explain this formula and to report on computational
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experiments with it. Numerical algorithms for computing theta functions, period
matrices and Abelian integrals have become available in recent years through work
of Bobenko, Deconinck, Heil, van Hoeij, Patterson, Schmies, and others [7, 8, 9].
There exists an implementation in Maple, and we used that for our computations.
Our Maple worksheet that evaluates the Helton-Vinnikov formula can be found at

www.math.uni-konstanz.de/∼plaumann/theta.html (9)

Before stating the Helton-Vinnikov formula, we review the basics on theta
functions. Our emphasis will be on clearly defining the ingredients of the formula
rather than explaining the underlying theory. For general background see [20]. Fix
𝑔 ∈ ℕ and let ℋ𝑔 be the Siegel upper half-space, which consists of all complex, sym-
metric 𝑔×𝑔-matrices whose imaginary part is positive definite. The Riemann theta
function is the holomorphic function on ℂ𝑔 ×ℋ𝑔 defined by the exponential series

𝜃(u,Ω) =
∑
𝑚∈ℤ𝑔

exp
(
𝜋𝑖(𝑚𝑇Ω𝑚 + 2𝑚𝑇u)

)
,

where 𝑖 =
√−1, u = (𝑢1, . . . , 𝑢𝑔) ∈ ℂ𝑔 and Ω ∈ ℋ𝑔. We will only need to

consider 𝜃(u,Ω) as a function in u, for a fixed matrix Ω, so we may drop Ω from
the notation. In other words, we define 𝜃 : ℂ𝑔 → ℂ by 𝜃(u) = 𝜃(u,Ω). The theta
function is quasi-periodic with respect to the lattice ℤ𝑔 +Ωℤ𝑔 ⊂ ℂ𝑔, which means

𝜃(u+m+Ωn) = exp
(
𝜋𝑖(−2n𝑇u− n𝑇Ωn)

) ⋅ 𝜃(u), for all m,n ∈ ℤ𝑔.

A theta characteristic is a vector 𝜖 = a+Ωb ∈ ℂ𝑔 with a,b ∈ {0, 12}𝑔. The function
𝜃[𝜖](u) = exp

(
𝜋𝑖(a𝑇Ωa+ 2a𝑇 (u+ b))

) ⋅ 𝜃(u+Ωa+ b)

is the theta function with characteristic 𝜖. There are 22𝑔 different theta character-
istics, indexed by ordered pairs (2a, 2b) of binary vectors in {0, 1}𝑔. We also use

the notation 𝜃

[
2a
2b

]
(u) for the function 𝜃[𝜖](u). For 𝜖 = 0 we simply recover 𝜃(u).

Let 𝑓 ∈ ℂ[𝑥, 𝑦, 𝑧]𝑑 be a homogeneous polynomial of degree 𝑑. Assume that
the projective curve 𝑋 = 𝒱ℂ(𝑓) is smooth and thus a compact Riemann surface of
genus 𝑔 = 1

2 (𝑑−1)(𝑑−2). Let (𝜔′
1, . . . , 𝜔

′
𝑔) be a basis of the 𝑔-dimensional complex

vector space of holomorphic 1-forms on 𝑋 , and let 𝛼1, . . . , 𝛼𝑔, 𝛽1, . . . , 𝛽𝑔 be closed
1-cycles on 𝑋 that form a symplectic basis of 𝐻1(𝑋,ℤ) ∼= ℤ𝑔 × ℤ𝑔. This means
that the intersection numbers of these cycles on 𝑋 satisfy (𝛼𝑗 ⋅𝛼𝑘) = (𝛽𝑗 ⋅𝛽𝑘) = 0,
and (𝛼𝑗 ⋅ 𝛽𝑘) = 𝛿𝑗𝑘 for all 𝑗, 𝑘 = 1, . . . , 𝑔. The period matrix of the curve 𝑋 with
respect to these bases is the complex 𝑔 × 2𝑔-matrix

(
Ω1 ∣Ω2

)
whose entries are

(Ω1)𝑗𝑘 =

∫
𝛼𝑘

𝜔′
𝑗 and (Ω2)𝑗𝑘 =

∫
𝛽𝑘

𝜔′
𝑗 , for 𝑗, 𝑘 = 1, . . . , 𝑔.

The 𝑔×𝑔-matrices Ω1 and Ω2 are invertible. Performing the coordinate change

(𝜔1, . . . , 𝜔𝑔) = (𝜔′
1, . . . , 𝜔

′
𝑔) ⋅ (Ω−1

1 )𝑇

leads to a basis in which the period matrix is of the form
(
Id𝑔 ∣Ω−1

1 Ω2
)
. The basis

𝜔 = (𝜔1, . . . , 𝜔𝑔) is called a normalized basis of differentials and depends uniquely

http://www.math.uni-konstanz.de/~plaumann/theta.html
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on the symplectic homology basis. The 𝑔× 𝑔-matrix Ω = Ω−1
1 Ω2 is symmetric and

lies in the Siegel upper half-spaceℋ𝑔. It is called the Riemann period matrix of the
polynomial 𝑓(𝑥, 𝑦, 𝑧) with respect to the homology basis (𝛼1, . . . , 𝛼𝑔, 𝛽1, . . . , 𝛽𝑔).

With the given polynomial 𝑓 we have now associated a system
{
𝜃[𝜖]( ⋅ ,Ω)} of

22𝑔 theta functions with characteristics. A theta characteristic 𝜖 = a+Ωb is called
even (resp. odd) if the scalar product (2a)𝑇 (2b) of its binary vector labels is an even
(resp. odd) integer. This is equivalent to 𝜃[𝜖] being an even (resp. odd) function

in u. In symbols, we have 𝜃[𝜖](−u) = (−1)4a
𝑇b𝜃[𝜖](u). Changing symplectic bases

of 𝐻1(𝑋,ℤ) corresponds to the right-action of the symplectic group Sp2𝑔(ℤ) on

the period matrix
(
Ω1 ∣Ω2

)
. This action will permute the theta characteristics. In

particular, there is no distinguished even theta characteristic 0.

Finally, we define the Abel-Jacobi map by 𝜙(𝑃 ) = (
∫ 𝑃
𝑃0

𝜔1, . . . ,
∫ 𝑃
𝑃0

𝜔𝑔)
𝑇 for

𝑃 ∈ 𝑋 , where 𝑃0 ∈ 𝑋 is any fixed base point. This is a holomorphic map, but it
is well defined only up to the period lattice Λ = ℤ𝑔 + Ωℤ𝑔 ⊂ ℂ𝑔. In other words,
the Abel-Jacobi map is a holomorphic map 𝜙 : 𝑋 → Jac(𝑋) = ℂ𝑔/Λ.

We are now ready to state the formula for (1) in terms of theta functions.

Theorem 6 (Helton-Vinnikov [16]). Let 𝑓 ∈ ℝ[𝑥, 𝑦, 𝑧]𝑑 with 𝑓(1, 0, 0) = 1 and let
𝑋 denote 𝒱ℂ(𝑓) ⊂ ℙ2. We make the following two assumptions:

1. The curve 𝑋 is a non-rational Helton-Vinnikov curve with the point (1 : 0 : 0)
inside its innermost oval. The latter means that, for all 𝑣 ∈ ℝ3∖{0}, the
univariate polynomial 𝑓(𝑣 + 𝑡 ⋅ (1, 0, 0)) ∈ ℝ[𝑡] has only real zeros.

2. The 𝑑 real intersection points of 𝑋 with the line {𝑧 = 0} are distinct non-
singular points 𝑄1, . . . , 𝑄𝑑, with coordinates 𝑄𝑖 = (−𝛽𝑗 : 1 : 0) where 𝛽𝑗 ∕= 0.

Then 𝑓(𝑥, 𝑦, 𝑧) = det(Id𝑑𝑥+𝐵𝑦+𝐶𝑧) where 𝐵 = diag(𝛽1, . . . , 𝛽𝑑) and 𝐶 is real
symmetric with diagonal entries 𝑐𝑗𝑗 as in (5). The off-diagonal entries of 𝐶 are

𝑐𝑗𝑘 =
𝛽𝑘 − 𝛽𝑗
𝜃[𝛿](0)

⋅ 𝜃[𝛿]
(
𝜙(𝑄𝑘)− 𝜙(𝑄𝑗)

)
𝜃[𝜖]
(
𝜙(𝑄𝑘)− 𝜙(𝑄𝑗)

)√ 𝜔 ⋅ ∇𝜃[𝜖](0)

−𝑑(𝑧/𝑦)
(𝑄𝑗)

√
𝜔 ⋅ ∇𝜃[𝜖](0)

−𝑑(𝑧/𝑦)
(𝑄𝑘). (10)

Here 𝜖 is an arbitrary odd theta characteristic and 𝛿 is a suitable even theta charac-
teristic with 𝜃[𝛿](0) ∕= 0. The theta functions are taken with respect to a normalized
basis of differentials 𝜔 = (𝜔1, . . . , 𝜔𝑔), and 𝜙 : 𝑋 → Jac(𝑋) is the Abel-Jacobi map.

The remarkable expression for the constants 𝑐𝑗𝑘 in (10) does not depend on
the choice of the odd characteristic 𝜖. If the curve 𝑋 is smooth, then all equiva-
lence classes of symmetric determinantal representations are obtained when 𝛿 runs
through all non-vanishing even theta characteristics. The proof of Theorem 6 given
in [16] is only an outline. It relies heavily on earlier results on Riemann surfaces
due to Ball and Vinnikov in [2, 24]. As we found these not easy to read, we were
particularly pleased to be able to verify Theorem 6 with our experiments.

The Helton-Vinnikov formula (10) remains valid when 𝑋 is a singular curve.
In that case the period matrix, the differentials, and the Abel-Jacobi map are
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meant to be defined on the desingularization of 𝑋 , a compact Riemann surface of
genus 𝑔 with 𝑔 < 1

2 (𝑑 − 1)(𝑑 − 2). The formula holds as stated, but one no longer
obtains all equivalence classes of symmetric determinantal representations.

The Riemann period matrix, the theta functions, their directional derivatives,
and the Abel-Jacobi-map can all be evaluated numerically in recent versions of
Maple. When computing the expressions under the square roots, note that both
the numerator and denominator are 1-forms on 𝑋 . Every holomorphic 1-form
on the curve 𝑋 can be written as 𝑟 ⋅ 𝑑𝑢, where 𝑢 = 𝑧/𝑥, 𝑣 = 𝑦/𝑥, and 𝑟 is a
rational function in 𝑢 and 𝑣. The algcurves package in Maple will compute 𝜔 in
this form, so we obtain 𝜔𝑗 = 𝑟𝑗(𝑢, 𝑣) ⋅ 𝑑𝑢. To evaluate the 1-form 𝑑(𝑧/𝑦), we set

ℎ(𝑢, 𝑣) = 𝑓(1, 𝑣, 𝑢) and use the identity 𝑑ℎ(𝑢, 𝑣) = ∂ℎ
∂𝑢𝑑𝑢+ ∂ℎ

∂𝑣 𝑑𝑣 = 0. This implies

𝑑(𝑧/𝑦) = 𝑑(𝑢/𝑣) =
1

𝑣
𝑑𝑢 − 𝑢

𝑣2
𝑑𝑣 =

(
1

𝑣
+

𝑢∂ℎ
∂𝑢

𝑣2 ∂ℎ∂𝑣

)
𝑑𝑢, (11)

so that 𝑑(𝑧/𝑦)(𝑄𝑗) = −𝛽𝑗𝑑𝑢. Under the square root signs in (10), the factor 𝑑𝑢
appears in the numerator 𝜔 and also in the denominator (11), and we cancel
it. Hence the expressions under the square roots are rational functions, namely
𝑟(𝑢, 𝑣) ⋅ ∇𝜃[𝜖](0) divided by the expression in parentheses on the right in (11),
where 𝑟(𝑢, 𝑣) is the vector of rational functions 𝑟𝑗(𝑢, 𝑣).

While the evaluation of theta functions is numerically stable, we found the
computation of the period matrix and the Abel-Jacobi map to be more frag-
ile. Computing the 𝑑 vectors 𝜙(𝑄𝑗) is also by far the most time-consuming step.
Nonetheless, Maple succeeded in correctly evaluating the Helton-Vinnikov formula
for a wide range of curves with 𝑑 ≤ 4, and for some of degree 𝑑 = 5. However, the
off-diagonal entries in (10) we found in our computations were sometimes wrong by
a constant factor (independent of 𝑗, 𝑘), for reasons we do not currently understand.

For a concrete example take the quartic in Example 4. Using the formula (10)
we obtained all eight definite determinantal representations det(Id𝑑𝑥+𝐵𝑦 +𝐶𝑧).
Our Maple code runs for a few minutes and finds all solutions accurately with a
precision of 20 digits. We verified this using the prime ideal in Example 4.

The case of smooth quintics (genus 6) is already a challenge. With the help of
Bernard Deconinck, we were able to compute a determinantal representation (10)
with an error of less than 10−3 for the quintic polynomial at the end of Section 2.
However, the representation we obtained was not real (see Remark 9).

We conclude this section with the proof of the second part of Theorem 1 and
discuss what are the suitable choices for the even theta characteristic 𝛿 in Theo-
rem 6 that will lead to real and real definite equivalence classes of representations.
Note that a representation obtained from the theorem is real definite if and only
if the matrix 𝐶 is real. The real non-definite equivalence classes of representations
correspond to the case when 𝐶 is a non-real matrix for which there exists a matrix
𝑈 ∈ GL𝑑(ℂ) such that 𝑈𝑈𝑇 , 𝑈𝐵𝑈𝑇 , and 𝑈𝐶𝑈𝑇 have all real entries. Whether
such 𝑈 exists for given complex symmetric matrices 𝐵 and 𝐶 is not at all obvious.
An explicit example is given in Example 11.



Linear Matrix Representations of Helton-Vinnikov Curves 271

For the proof of Theorem 1, we repeat the relevant part of the statement:

Theorem 7. Let 𝑓 ∈ ℝ[𝑥, 𝑦, 𝑧]𝑑 be homogeneous and assume that the projective
curve 𝑋 = 𝒱ℂ(𝑓) is a smooth Helton-Vinnikov curve. The number of real equiva-
lence classes of symmetric determinantal representations is generically either

2𝑔−1(2𝑘−1 + 1)

or one less, where 𝑘 = ⌈𝑑2⌉ is the number of connected components of the set of
real points 𝑋(ℝ). Of these real equivalence classes, exactly 2𝑔 are definite.

Proof. The result follows from work of Vinnikov [24] on self-adjoint determinantal
representations, which we apply here to our situation. By [24, Prop. 2.2], a sym-
plectic basis of 𝐻1(𝑋,ℤ) can be chosen in such a way that the Riemann period
matrix Ω satisfies Ω + Ω = 𝐻 , where 𝐻 is a 𝑔 × 𝑔 block diagonal matrix of rank

𝑟 = 𝑔−𝑘+1 with 𝑟/2 blocks

[
0 1
1 0

]
in the top left corner and all other entries zero.

The linear symmetric determinantal representation obtained by Theorem 6
from an even theta characteristic 𝛿 is equivalent to a real one if and only if 𝛿 is
real, i.e., invariant under the action of complex conjugation on the 𝑔-dimensional
torus Jac(𝑋). Since 𝑋(ℝ) ∕= ∅, any conjugation-invariant divisor class on 𝑋 con-
tains a real divisor (see [14, Prop. 2.2]). From such a divisor, one can construct
a symmetric determinantal representation (see [3] or [23]). When the symplectic
basis of 𝐻1(𝑋,ℤ) is chosen as above, the action of complex conjugation on Jac(𝑋)
is given by 𝜁 = u + Ωv �→ 𝜁 = u + Ω(𝐻u − v) (see [24, Prop. 2.2]). For the

even theta characteristic 𝛿 = a + Ωb, a, b ∈ {0, 12}𝑔, the condition 𝛿 = 𝛿 in
Jac(𝑋) = ℂ𝑔/(ℤ𝑔 +Ωℤ𝑔) thus becomes

𝐻a ≡ 2b mod ℤ𝑔.

This happens if and only if 𝑎1 = ⋅ ⋅ ⋅ = 𝑎𝑟 = 0. Counting the possible choices
of 𝑎𝑟+1, . . . , 𝑎𝑔 and b, we conclude that there are exactly 2𝑔−1(2𝑘−1 + 1) even
real theta characteristics. From the first part of Theorem 1, we know that when
𝑑 ≡ ±3 mod 8, exactly one even theta characteristic vanishes, i.e., 𝜃[𝛿](0) = 0.
All other even theta characteristics are non-vanishing and therefore correspond
to determinantal representations. Furthermore, by [24, Thm. 6.1], an even theta
characteristic 𝛿 = a+Ωb will correspond to a real definite equivalence class if and
only if a = 0, and all such 𝛿 are always non-vanishing [24, Cor. 4.3]. Thus there
are exactly 2𝑔 definite representations, since b can be any element of {0, 12}𝑔. □

Example 8. When 𝑔 = 3 and a homology basis has been picked as above, the even
real theta characteristics are given by the 12 binary labels[

000
000

] [
000
001

] [
000
010

] [
000
011

] [
000
100

] [
000
101

] [
000
110

] [
000
111

] [
001
000

] [
001
010

] [
001
100

] [
001
110

]
. (12)

The first eight labels correspond to the definite representations and the last four
correspond to the non-definite real equivalence classes of representations.
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Remark 9. The characterization of real and real definite even theta characteristics
provided by the proof of Theorem 7 depends on the choice of a particular sym-
plectic homology basis. Unfortunately, the current Maple code for computing the
period matrix does not give the user any control over the homology basis. This
makes it hard to find real representations using Theorem 6 in any systematic way.

5. Quartic curves revisited

In this section we focus on the case of smooth quartic curves, studied in detail
in [21], so we now fix 𝑑 = 4 and 𝑔 = 3. Quartic curves are special because they
have contact lines, i.e., bitangents, and we can explicitly write down higher degree
contact curves as products of bitangents. This was exploited in [21, §2], where we
used azygetic triples of bitangents as our input to Dixon’s algorithm (Section 3).

Plane quartics are canonical embeddings of genus 3 curves [11], and there is
a close connection between contact curves and theta functions. The 28 bitangents
of the curve are in bijection with the 28 odd theta characteristics 𝜖 = a + Ωb,
and this will be made explicit in (15) below. The 36 azygetic systems of contact
cubics correspond to the 36 even theta characteristics. As seen in Example 8, of the
resulting 36 determinantal representations, 12 are real, but only 8 are definite. We
can also derive the number 12 from the combinatorics of the bitangents as in [21].

Proposition 10. A smooth Helton-Vinnikov quartic 𝒱(𝑓) has exactly 12 inequiva-
lent representations 𝑓 = det(𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧) with 𝐴,𝐵,𝐶 symmetric and real.

Proof. This is a special case of Theorem 1, however, we here give an alternative
proof using the setup of [21]. Let 𝑀 be a symmetric linear determinantal represen-
tation of 𝑓 and ℳ the system of contact cubics {𝑢𝑇 adj(𝑀)𝑢} ⊂ ℂ[𝑥, 𝑦, 𝑧]3. The
representation 𝑀 is equivalent to its conjugate 𝑀 if and only if the system ℳ is
real, i.e., invariant under conjugation. The representation 𝑀 is equivalent to a real
matrix if and only if ℳ contains a real cubic. The matrix 𝑀 induces a labeling
of the 28 =

(
8
2

)
bitangents, 𝑏𝑖𝑗 , with 1 ≤ 𝑖 < 𝑗 ≤ 8. The system ℳ is real if and

only if conjugation acts on the bitangents via this labeling, that is, there exists
𝜋 ∈ 𝑆8 such that 𝑏𝑖𝑗 = 𝑏𝜋(𝑖)𝜋(𝑗). Since 𝑓 is a Helton-Vinnikov polynomial, this
permutation will be the product of four disjoint transpositions (see [21, Table 1]).

Supposeℳ is real, with permutation 𝜋 ∈ 𝑆8. The other 35 representations (1)
correspond to the

(
8
4

)
/2 partitions of {1, . . . , 8} into two sets of size 4. If 𝐼∣𝐼𝑐 is such

a partition then the corresponding system of contact cubics contains 56 products
of three bitangents, namely 𝑏𝑖𝑗𝑏𝑖𝑘𝑏𝑖ℓ and 𝑏𝑖𝑚𝑏𝑗𝑚𝑏𝑘ℓ where 𝑖, 𝑗, 𝑘, 𝑙,𝑚 are distinct
and {𝑖, 𝑗, 𝑘, 𝑙} = 𝐼 or 𝐼𝑐. This system is real if and only if 𝜋 fixes the partition
𝐼∣𝐼𝑐. There are exactly 11 such partitions: if 𝜋 = (12)(34)(56)(78), they are

1234∣5678, 1256∣3478, 1278∣3456, 1357∣2468, 1358∣2467, 1368∣2457
1367∣2458, 1457∣2368, 1458∣2367, 1467∣2358, and 1468∣2357. (13)

Together with the system ℳ, there are 12 real systems of azygetic contact cubics.
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Next, we will show that each of these systems actually contains a real cubic.
To do this, we use contact conics, as the product of a bitangent with a contact conic
is a contact cubic. By [21, Lemma 6.7], there exists a real bitangent 𝑏 ∈ ℝ[𝑥, 𝑦, 𝑧]1
and a real system of contact conics 𝒬 ⊂ ℂ[𝑥, 𝑦, 𝑧]2 such that their product {𝑏 ⋅ 𝑞 :
𝑞 ∈ 𝒬} lies in the system ℳ ⊂ ℂ[𝑥, 𝑦, 𝑧]3. Furthermore, by [21, Prop. 6.6], since
𝒱ℝ(𝑓) is nonempty, every real system of contact conics 𝒬 to 𝑓 contains a real conic
𝑞. The desired real contact cubic is the product 𝑏 ⋅ 𝑞. □

The technique in the last paragraph of the above proof led us to the following
result: There exists a smooth Helton-Vinnikov quartic 𝑓 ∈ ℚ[𝑥, 𝑦, 𝑧]4 that has 12
inequivalent determinantal representations (1) over the field ℚ of rational numbers.

Example 11. The special rational Helton-Vinnikov quartic we found is

𝑓(𝑥, 𝑦, 𝑧) = 93081𝑥4 + 53516𝑥3𝑦 − 73684𝑥2𝑦2 +−31504𝑥𝑦3 + 9216𝑦4

− 369150𝑥2𝑧2 − 159700𝑥𝑦𝑧2+ 57600𝑦2𝑧2 + 90000𝑧4.

This polynomial satisfies 𝑓(𝑥, 𝑦, 𝑧) = det(𝑀) where

𝑀 =

⎡
⎢⎢⎣

50𝑥 −25𝑥 −26𝑥− 34𝑦 − 25𝑧 9𝑥+ 6𝑦 + 15𝑧
−25𝑥 25𝑥 27𝑥+ 18𝑦 − 20𝑧 −9𝑥− 6𝑦

−26𝑥− 34𝑦 − 25𝑧 27𝑥+ 18𝑦 − 20𝑧 108𝑥 + 72𝑦 −18𝑥− 12𝑦
9𝑥+ 6𝑦 + 15𝑧 −9𝑥− 6𝑦 −18𝑥− 12𝑦 6𝑥+ 4𝑦

⎤
⎥⎥⎦ .

This representation is definite because the matrix 𝑀 is positive definite at the
point (1 : 0 : 0). Hence 𝒱(𝑓) is a Helton-Vinnikov curve with this point in its inner
convex oval. Rational representatives for the other seven definite classes are found
at our website (9), along with representatives for the four non-definite real classes.
One of them is the matrix

𝑀1468 =

⎡⎢⎢⎣
25𝑥 0 −32𝑥 + 12𝑦 −60𝑧
0 25𝑥 10𝑧 24𝑥 + 16𝑦

−32𝑥 + 12𝑦 10𝑧 6𝑥 + 4𝑦 0
−60𝑧 24𝑥 + 16𝑦 0 6𝑥 + 4𝑦

⎤⎥⎥⎦ . (14)

We have det(𝑀1468) = 4 ⋅𝑓(𝑥, 𝑦, 𝑧), and this matrix is neither positive definite nor
negative definite for any real values of 𝑥, 𝑦, 𝑧. Any equivalent representation of a
multiple of 𝑓 in the form det(Id4𝑥+𝐵𝑦+𝐶𝑧) considered in Sections 2 and 4 cannot
have all entries of 𝐶 real. One such representation, for a suitable 𝑈 ∈ GL4(ℂ), is

𝑈𝑇𝑀1468𝑈 =

⎡
⎢⎢⎣

𝑥+ 64
71
𝑦 0 − 23

1349

√
26980 𝑖 𝑧 −51

1633

√
16330 𝑧

0 𝑥+ 2
3
𝑦 − 2

19

√
570 𝑧 4

23

√
345 𝑖 𝑧

− 23
1349

√
26980 𝑖 𝑧 − 2

19

√
570 𝑧 𝑥− 4

19
𝑦 0

−51
1633

√
16330 𝑧 4

23

√
345 𝑖 𝑧 0 𝑥− 18

23
𝑦

⎤
⎥⎥⎦ .

The correspondence between bitangents and odd theta characteristics can be
understood abstractly via the isomorphism between the Jacobian of 𝑋 and the
divisor class group Cl0(𝑋), and can be turned into an explicit formula for the
bitangents. Let 𝑢 = 𝑧/𝑥, 𝑣 = 𝑦/𝑥 and write ℎ(𝑢, 𝑣) = 𝑓(1, 𝑣, 𝑢). Then a basis
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for the three-dimensional complex vector space of holomorphic 1-forms on 𝑋 is
given by

(𝜔1, 𝜔2, 𝜔3) =

(
𝑑𝑢

∂ℎ/∂𝑣
,

𝑣𝑑𝑢

∂ℎ/∂𝑣
,

𝑢𝑑𝑢

∂ℎ/∂𝑣

)
.

Let (Ω1∣Ω2) be the period matrix of 𝑓 with respect to (𝜔1, 𝜔2, 𝜔3) and any sym-
plectic basis of 𝐻1(𝑋,ℤ). Then given an odd theta characteristic 𝜖 = a+Ωb, the
corresponding bitangent is defined by the linear form

𝑏𝜖(𝑥, 𝑦, 𝑧) =
(∇𝜃[𝜖](0)

)𝑇 ⋅ Ω−1
1 ⋅ (𝑥, 𝑦, 𝑧)𝑇 , (15)

where ∇𝜃[𝜖] is the gradient of 𝜃[𝜖] in the three complex variables 𝑧1, 𝑧2, 𝑧3. For the
proof, see Dolgachev [11, Section 5.5.4]. This holds independently of the symplectic
basis of 𝐻1(𝑋,ℤ), but a change of that basis will permute the bitangents.

The formula (15) can be evaluated using the Maple code described in Sec-
tion 4. This allows us to compute the 8×8-bitangent matrix (𝑏𝑖𝑗) of [21, Eq. 3.4]
directly from the Riemann period matrix Ω of the curve 𝑋 , using a technique due
to Riemann described in [15, §2]. In this manner, one computes the symmetric
determinantal representations (1) of the curve 𝑋 directly from the period matrix
Ω. This computation seems to be a key ingredient in constructing explicit three-
phase solutions of the Kadomtsev-Petviashvili equation [12], and we hope that the
combinatorial tools developed here and in [21] will be useful for integrable systems.

One of the earliest papers on algorithms for theta functions in genus three was
written by Arthur Cayley in 1897. In [5] he gives a concrete bijection between the
bitangents 𝑏𝑖𝑗 of a plane quartic and the odd theta characteristics, and also between
the classes 𝐼∣𝐼𝑐 of determinantal representations and the even theta characteristics.
We here reproduce a relabeled version of the table in Cayley’s article:

2b∖2a 000 100 010 110 001 101 011 111

000 ∅ 1238 1267 1245 1468 1578 1356 1347
100 1234 48 1235 35 1457 16 1378 27
010 1256 1247 57 46 1367 1345 23 18
110 1278 37 68 1236 1358 25 14 1567
001 1357 1346 1478 1568 12 38 67 45
101 1368 26 1456 17 34 1248 58 1235
011 1458 1678 13 28 56 47 1257 1246
111 1467 15 24 1348 78 1237 1268 36

Here a partition 𝐼∣𝐼𝑐 of {1, . . . , 8} is represented by the 4-tuple 𝐼 which contains the

index 1. For instance, the 4-tuple 1238 corresponds to the even theta characteristic[
100
000

]
. Each partition 𝐼∣𝐼𝑐 represents a Cremona transformation leading to a new

representation (1) as described in [21, §3]. The twelve 4-tuples marked in bold face
are the real equivalence classes, and this gives a bijection between the lists in (12)
and in (13). Likewise, the pairs 𝑖𝑗 in Cayley’s table represent bitangents 𝑏𝑖𝑗 and
the corresponding odd theta characteristics. For instance, the odd characteristic
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Figure 3. Degeneration of a Helton-Vinnikov quartic into four lines

[
100
111

]
represents the bitangent 𝑏15. In this manner, we can parametrize the 28

bitangents of all plane quartics explicitly with odd theta functions.

Experts in moduli of curves will be quick to point out that this parametriza-
tion should extend from smooth curves to all stable curves. This is indeed the case.
For instance, four distinct lines form a stable Helton-Vinnikov quartic such as

𝑓(𝑥, 𝑦, 𝑧) = 𝑥𝑦𝑧(𝑥 + 𝑦 + 𝑧).

The bitangent matrix (𝑏𝑖𝑗) of this reducible curve has 7 distinct non-zero entries:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 𝑧 𝑦 𝑦 + 𝑧 𝑥 𝑥+ 𝑧 𝑥+ 𝑦 𝑥+𝑦+𝑧
𝑧 0 𝑦 + 𝑧 𝑦 𝑥+ 𝑧 𝑥 𝑥+𝑦+𝑧 𝑥+ 𝑦
𝑦 𝑦 + 𝑧 0 𝑧 𝑥+ 𝑦 𝑥+𝑦+𝑧 𝑥 𝑥+ 𝑧

𝑦 + 𝑧 𝑦 𝑧 0 𝑥+𝑦+𝑧 𝑥+ 𝑦 𝑥+ 𝑧 𝑥
𝑥 𝑥+ 𝑧 𝑥+ 𝑦 𝑥+𝑦+𝑧 0 𝑧 𝑦 𝑦 + 𝑧

𝑥+ 𝑧 𝑥 𝑥+𝑦+𝑧 𝑥+ 𝑦 𝑧 0 𝑦 + 𝑧 𝑦
𝑥+ 𝑦 𝑥+𝑦+𝑧 𝑥 𝑥+ 𝑧 𝑦 𝑦 + 𝑧 0 𝑧
𝑥+𝑦+𝑧 𝑥+ 𝑦 𝑥+ 𝑧 𝑥 𝑦 + 𝑧 𝑦 𝑧 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

All principal 4×4-minors of this 8×8-matrix are multiples of 𝑓(𝑥, 𝑦, 𝑧), most of
them non-zero. They are all in the same equivalence class, which is real but not
definite. The entries in the bitangent matrix indicate a partition of the 28 odd
theta characteristics into seven groups of four. For instance, the antidiagonal entry
𝑥 + 𝑦 + 𝑧 corresponds to the four entries 18, 27, 36 and 45 in Cayley’s table, and

hence to the four odd theta characteristics

[
010
111

]
,

[
100
111

]
,

[
111
111

]
and

[
001
111

]
.
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If we consider a family of smooth quartics that degenerates to the reducible
quartic 𝑓(𝑥, 𝑦, 𝑧), then its bitangent matrix will degenerate to the above 8×8-
matrix, and hence the 28 distinct bitangents of the smooth curve bunch up in
seven clusters of four. This degeneration is visualized in Figure 3. Among the
seven limit bitangents are the three lines spanned by pairs of intersection points.

Algebraically, such a degenerating family can be described as a curve over a
field with a valuation, such as the field of real Puiseux series ℝ{{𝜖}}. The notions of
spectrahedra and Helton-Vinnikov curves makes perfect sense over the real closed
field ℝ{{𝜖}}. This has been investigated from the perspective of tropical geometry
by David Speyer, who proved in [22] that tropicalized Helton-Vinnikov curves
are precisely honeycomb curves. We believe that the tropicalization in [22] offers
yet another approach to constructing linear determinantal representations (1), in
addition to the three methods presented here, and we hope to return to this topic.
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14 (2), 157–182, 1981.

[15] J. Guardia: On the Torelli problem and Jacobian Nullwerte in genus three, Michigan
Mathematical Journal 60, 51–65, 2011.

[16] J.W. Helton and V. Vinnikov: Linear matrix inequality representation of sets. Comm.
Pure Appl. Math., 60 (5), 654–674, 2007.

[17] K. Hulek: Elementary Algebraic Geometry, Student Mathematical Library, Vol. 20,
American Mathematical Society, Providence, RI, 2003.

[18] A. Lewis, P. Parrilo and M. Ramana: The Lax conjecture is true. Proceedings
Amer. Math. Soc., 133, 2495–2499, 2005.
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Abstract. We study how positive completion problems over matrices with
complex entries generalize to the setting of matrices with 𝐶∗-algebra entries.
In particular, it is observed that some 𝐶∗-algebras have the Toeplitz banded
completion property but fail to have the completion property for the complete
graph with one undirected edge missing. Positive completions in the frame-
work of multi-level Toeplitz matrices are also studied. Many open problems
are formulated.

Mathematics Subject Classification. 46L05 (47A57).

Keywords. Positive matrix completion, positive Toeplitz completion,
𝐶∗-algebra.

1. Introduction

Let 𝒜 be a (not necessarily unital) complex 𝐶∗-algebra. It will be assumed every-
where that 𝒜 ∕= {0}. An element 𝑎 ∈ 𝒜 is called positive if 𝑎 = 𝑏∗𝑏 for some 𝑏 ∈ 𝒜,
or equivalently if 𝑎 = 𝑥2 for some 𝑥 = 𝑥∗ ∈ 𝒜. If 𝒜 is unital, then 𝑎 ∈ 𝒜 is called
strictly positive if 𝑎 = 𝑏∗𝑏 for some invertible 𝑏 ∈ 𝒜.

All graphs Γ in this paper are assumed to be undirected, with finite vertex
set 𝑉 (Γ), without multiple edges, and with all loops (𝑥, 𝑥), 𝑥 ∈ 𝑉 (Γ) contained
in the set of edges 𝐸(Γ) of Γ. As Γ is undirected we have that (𝑥, 𝑦) ∈ 𝐸(Γ) if
and only if (𝑦, 𝑥) ∈ 𝐸(Γ); here 𝑥, 𝑦 ∈ 𝑉 (Γ). The condition that the graphs contain
all loops is imposed mainly for transparency of statements of theorems and open
problems; many statements can be easily generalized to graphs with not all loops
(𝑥, 𝑥) contained in 𝐸(Γ) by considering the subgraph defined by the set of vertices
𝑉0(Γ) := {𝑥 ∈ 𝑉 (Γ) : (𝑥, 𝑥) ∈ 𝐸(Γ)}.

Research of the second author is partially supported by NSF grant DMS 0901628.
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For a given graph Γ, we label the vertices 𝑉 (Γ) = {1, 2, . . . , 𝑛}. The graph Γ0
is called a subgraph of Γ if 𝑉 (Γ0) ⊆ 𝑉 (Γ) and for 𝑖, 𝑗 ∈ 𝑉 (Γ0) we have (𝑖, 𝑗) ∈ 𝐸(Γ0)
if and only if (𝑖, 𝑗) ∈ 𝐸(Γ). A complete subgraph of Γ is called a clique; that is,
𝐾 = (𝑉 (𝐾), 𝐸(𝐾)) is a clique of Γ if 𝑉 (𝐾) ⊆ 𝑉 (Γ) and 𝐸(𝐾) = 𝑉 (𝐾)×𝑉 (𝐾) ⊆
𝐸(Γ). If 𝒜 is a 𝐶∗-algebra, then we let 𝑀𝑛×𝑛(𝒜) be the 𝐶∗-algebra of 𝑛 × 𝑛
matrices with entries in 𝒜. Define the convex cone 𝑀+(Γ) ⊆ 𝑀𝑛×𝑛(𝒜) by

𝑀+(Γ) :=
{
[𝑎𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 : for every clique 𝐾 of Γ the

matrix [𝑎𝑖,𝑗 ]𝑖,𝑗∈𝐾 is positive
}
.

In particular, all diagonal elements in 𝑋 ∈ 𝑀+(Γ) are positive.
For a fixed 𝐶∗-algebra 𝒜, consider the collection of graphs 𝐺(𝒜) with the

following property: Γ ∈ 𝐺(𝒜) if and only if for every 𝑋 = [𝑥𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀+(Γ)

there exists 𝑌 = [𝑦𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀𝑛×𝑛(𝒜) such that

(𝑖, 𝑗) ∈ 𝐸(Γ) =⇒ 𝑦𝑖,𝑗 = 𝑥𝑖,𝑗

and 𝑌 is positive. We say that the element 𝑌 with these properties is a positive
completion of 𝑋 with respect to Γ. As the direct sum of positive matrices is positive,
𝐺(𝒜) always contains disconnected unions of complete graphs; in some cases 𝐺(𝒜)
contains nothing else as we will see in Theorem 10.

The following is a basic problem:

Open Problem 1. For a given 𝐶∗-algebra 𝒜, describe the set 𝐺(𝒜).

Analogously, one defines strictly positive completions 𝑌 . Namely, assuming
𝒜 is unital, let

𝑀++(Γ) :=
{
[𝑎𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 : for every clique 𝐾 of Γ the

matrix [𝑎𝑖,𝑗 ]𝑖,𝑗∈𝐾 is strictly positive
}
,

and consider the collection of graphs 𝐺+(𝒜) having the property as above for
𝐺(𝒜), but with 𝑀+(Γ) replaced by 𝑀++(Γ) and “positive” replaced by “strictly
positive”. In contrast with the positive completions case, the class 𝐺+(𝒜) is known.
The following result was proved in [13]:

Proposition 1. A graph Γ is in 𝐺+(𝒜) if and only if Γ is chordal.

Recall that a graph Γ is said to be chordal if for every loop

(𝑖1, 𝑖2), (𝑖2, 𝑖3), . . . , (𝑖𝑝−1, 𝑖𝑝), (𝑖𝑝, 𝑖1) ∈ 𝐸(Γ)

of distinct elements 𝑖1, . . . , 𝑖𝑝 ∈ 𝑉 (Γ), 𝑝 ≥ 4, there is a chord (𝑖𝑗 , 𝑖𝑘) ∈ 𝐸(Γ) for
some indices 𝑗, 𝑘 ∈ {1, 2, . . . , 𝑝}, 𝑗 < 𝑘− 1. Equivalently, Γ is chordal if it does not
contain minimal cycles of length ≥ 4. We denote by 𝒞ℎ the collection of chordal
graphs. The book [8] is a good source on chordal graphs.

The paper is organized as follows. In Section 2 we describe elementary prop-
erties of the set 𝐺(𝒜), as well as characterize the graphs in 𝐺(𝒜) for several classes
of 𝐶∗-algebras 𝒜. In Section 3 we study how 𝐺(𝒜) and 𝐺(𝑀𝑚×𝑚(𝒜)) compare.
In Section 4 we consider the special case of unital commutative 𝐶∗-algebras. In
Sections 5 and 6 we study the completion problem in the setting of Toeplitz and
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multi-level Toeplitz matrices, respectively. Throughout the paper we suggest sev-
eral open problems that require further research.

Notation: ℂ, ℤ, and ℕ stand for the field of complex numbers, the set of
integers, and the set of positive integers, respectively.

2. The set 𝑮(퓐)

We start with elementary properties of positive elements.

Lemma 2. Let 𝐴11 ∈ 𝑀𝑛×𝑛(𝒜), 𝐴12 ∈ 𝑀𝑛×𝑚(𝒜), 𝐴21 ∈ 𝑀𝑚×𝑛(𝒜), 𝐴22 ∈
𝑀𝑚×𝑚(𝒜).

(a) If [
𝐴11 𝐴12
𝐴21 𝐴22

]
∈ 𝑀 (𝑛+𝑚)×(𝑛+𝑚)(𝒜)

is positive, then 𝐴11 and 𝐴22 are positive.
(b) The matrix [

𝐴11 0
0 𝐴22

]
∈ 𝑀 (𝑛+𝑚)×(𝑛+𝑚)(𝒜)

is positive if and only if 𝐴11 and 𝐴22 are positive.
(c) The matrix [

𝐴11 𝐴12
𝐴21 0

]
∈ 𝑀 (𝑛+𝑚)×(𝑛+𝑚)(𝒜)

is positive if and only if 𝐴12 = 0, 𝐴21 = 0, and 𝐴11 is positive.

The proof is elementary using the fact that the set of positive elements is a
convex cone; see, for instance, [12].

We introduce notation for the following special graphs: 𝐶𝑛 is the loop on

𝑛 vertices (𝑛 ≥ 1); 𝐾𝑛 the complete graph on 𝑛 vertices (𝑛 ≥ 1); 𝐾
(0)
𝑛 is the

complete graph in which exactly one (undirected) edge (𝑖, 𝑗)(= (𝑗, 𝑖)), 𝑖 ∕= 𝑗, is
removed; here 𝑛 ≥ 3.

Proposition 3.
(a) If Γ ∈ 𝐺(𝒜), then every subgraph of Γ belongs to 𝐺(𝒜).
(b) If Γ1,Γ2 ∈ 𝐺(𝒜), then the disconnected union of Γ1 and Γ2 also belongs to

𝐺(𝒜).
(c) 𝐺(𝒜) consists only of disconnected unions of complete graphs if and only if

𝐾
(0)
3 ∕∈ 𝐺(𝒜).

Proof. (a) Let Γ0 be a subgraph of Γ; we may assume 𝑉 (Γ) = {1, 2, . . . , 𝑛}, 𝑉 (Γ0) =
{1, 2, . . . ,𝑚}, 𝑚 < 𝑛. Let 𝐴 ∈ 𝑀+(Γ0). Then

𝐵 :=

[
𝐴 0
0 0

]
∈ 𝑀+(Γ).

If 𝑌 =
[
𝑌11 𝑌12

𝑌21 𝑌22

] ∈ 𝑀𝑛×𝑛(𝒜) is a positive completion of 𝐵 with respect to Γ, then

by Lemma 2 𝑌11 ∈ 𝑀𝑚×𝑚(𝒜) is a positive completion of 𝐴 with respect to Γ0.
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(b) is clear.
(c) By part (a), we need only to show that if Γ is not a disconnected union

of complete graphs, then 𝐾
(0)
3 is a subgraph of Γ. Indeed, there is a connected

component Γ′ of Γ which is not a complete graph. It is easy to see that Γ′ con-
tains 𝐾

(0)
3 as a subgraph. Indeed, let 𝐶 be a maximal clique of Γ′. Because Γ′ is

connected, there exist 𝑖 ∈ 𝑉 (Γ0) ∖ 𝑉 (𝐶) and 𝑘 ∈ 𝑉 (𝐶) such that (𝑖, 𝑘) ∈ 𝐸(Γ0).
Because the clique 𝐶 is maximal, there is 𝑗 ∈ 𝑉 (𝐶) such that (𝑖, 𝑗) ∕∈ 𝐸(Γ0). The

subgraph defined by the vertices 𝑖, 𝑗, 𝑘 is 𝐾
(0)
3 . □

Theorem 4. For any 𝐶∗-algebra 𝒜, we have 𝐺(𝒜) ⊆ 𝒞ℎ.

Proof. Let Γ be a graph which is not chordal. Let 𝑉 (Γ) = {1, 2, . . . , 𝑛}. Then by [9]
there exists an 𝑛×𝑛 complex matrix 𝑄 = [𝑞𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 such that [𝑞𝑖,𝑗 ]𝑖,𝑗∈𝐾 is positive

definite for every clique 𝐾 of Γ, but

max{minimal eigenvalue of 𝑅} < 0, (1)

where the maximum is taken over all matrices 𝑅 = [𝑟𝑖,𝑗 ]
𝑛
𝑖,𝑗=1, 𝑟𝑖,𝑗 ∈ ℂ, such that

(𝑖, 𝑗) ∈ 𝐸(Γ) =⇒ 𝑟𝑖,𝑗 = 𝑞𝑖,𝑗 . Let 𝑎 be a nonzero positive element of 𝒜, and
consider

𝐴 = [𝑞𝑖,𝑗𝑎]
𝑛
𝑖,𝑗=1 ∈ 𝑀𝑛×𝑛(𝒜).

Clearly, 𝐴 ∈ 𝑀+(Γ). Let 𝑌 = [𝑦𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀𝑛×𝑛(𝒜) such that

(𝑖, 𝑗) ∈ 𝐸(Γ) =⇒ 𝑦𝑖,𝑗 = 𝑞𝑖,𝑗𝑎.

We will verify that 𝑌 is not positive, thereby proving the theorem. Regard 𝒜 as a
norm closed ∗-subalgebra of 𝐵(ℋ), for a suitable Hilbert space ℋ. Then 𝑀𝑛×𝑛(𝒜)
is a norm closed ∗-subalgebra of 𝑀𝑛×𝑛(𝐵(ℋ)). As 𝑎 is positive and nonzero there
is a vector 𝑥 ∈ ℋ such that ⟨𝑎(𝑥), 𝑥⟩ > 0 (indeed, take any 𝑥 in the range of 𝑎).
By scaling, we may choose 𝑥 so that ⟨𝑎(𝑥), 𝑥⟩ = 1. Let ℳ ⊆ ℋ𝑛 be the subspace
spanned by the vectors

(𝑥, 0, . . . , 0), (0, 𝑥, 0, . . . , 0), (0, 0, 0, . . . , 𝑥).

Then the compression of 𝐴 to ℳ is unitarily similar to 𝑄. Letting 𝑃ℳ denote the
orthogonal projection onℳ, we see by (1) that 𝑃ℳ(𝑌 )∣ℳ has negative eigenvalues,
hence 𝑌 cannot be positive. □

Corollary 5. Assume that 𝐾
(0)
𝑛 ∈ 𝐺(𝒜) for 𝑛 ≥ 3. Then 𝐺(𝒜) = 𝒞ℎ.

Proof. It follows from the well-known perfect elimination scheme property of
chordal graphs (see, e.g., [8]) that 𝐺(𝒜) ⊇ 𝒞ℎ. The other inclusion follows from
Theorem 4. □

For many 𝐶∗-algebras we have 𝐺(𝒜) = 𝒞ℎ; this was proved for complex
numbers in [9]. It turns out that all von Neumann algebras have this property.
Note that if 𝐺(𝒜) = 𝒞ℎ, then all closed two-sided ∗-ideals and corresponding
factor algebras of 𝒜 also have this property; see [13].



Positive Completion Problems Over 𝐶∗-algebras 283

The following question, posed in [13], is still open:

Open Problem 2. Characterize 𝐶∗-algebras 𝒜 for which 𝐺(𝒜) = 𝒞ℎ.

In [13] additional information regarding this open problem may be found. As
subproblems, we propose the following:

Open Problem 3. Characterize 𝐶∗-algebras 𝒜 for which 𝐺(𝒜) consists only of
disconnected unions of complete graphs.

Open Problem 4. Give examples (if they exist) of 𝐶∗-algebras 𝒜 with the property
that 𝐺(𝒜) ∕= 𝒞ℎ and 𝐺(𝒜) contains a graph which is not a disconnected union of
complete graphs.

3. 𝑮(퓐) versus 𝑮(𝑴𝒎×𝒎(퓐))

The following result addresses the relation between 𝐺(𝒜) and 𝐺(𝑀𝑚×𝑚(𝒜)).

Theorem 6. For every 𝐶∗-algebra 𝒜 we have that

𝐺(𝑀𝑚×𝑚(𝒜)) ⊆ 𝐺(𝒜), 𝑚 ∈ ℕ. (2)

Conversely, if 𝐺(𝒜) consists only of disconnected unions of complete graphs then
so does 𝐺(𝑀𝑚×𝑚(𝒜)). Also, if 𝐺(𝒜) = 𝒞ℎ, then 𝐺(𝑀𝑚×𝑚(𝒜)) = 𝒞ℎ as well.

Proof. Let Γ ∈ 𝐺(𝑀𝑚×𝑚(𝒜)), and let [𝑎𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀+(Γ). Put

𝐴𝑖,𝑗 =

⎡⎢⎢⎢⎣
𝑎𝑖,𝑗 0 ⋅ ⋅ ⋅ 0
0 0 ⋅ ⋅ ⋅ 0
...

...
...

0 0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎥⎦ ∈ 𝑀𝑚×𝑚(𝒜).

Then [𝐴𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀+(Γ), and thus there exists a positive 𝑌 = [𝑌𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 with

𝑌𝑖,𝑗 = 𝐴𝑖,𝑗 whenever (𝑖, 𝑗) ∈ 𝐸(Γ). By Lemma 2(c) we obtain that 𝑌𝑖,𝑗 must be of
the form

𝑌𝑖,𝑗 =

⎡⎢⎢⎢⎣
𝑦𝑖,𝑗 0 ⋅ ⋅ ⋅ 0
0 0 ⋅ ⋅ ⋅ 0
...

...
...

0 0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎥⎦ , 1 ≤ 𝑖, 𝑗 ≤ 𝑛,

and that [𝑦𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 is positive with 𝑦𝑖,𝑗 = 𝑎𝑖,𝑗 whenever (𝑖, 𝑗) ∈ 𝐸(Γ). This shows

that Γ ∈ 𝐺(𝒜), proving the first part of the theorem.
When 𝐺(𝒜) consists only of disconnected unions of complete graphs, it fol-

lows from (2) and the fact that every 𝐺(ℬ) contains disconnected unions of com-
plete graphs, that 𝐺(𝑀𝑚×𝑚(𝒜)) also consists only of disconnected unions of com-
plete graphs.

Next, suppose that 𝐺(𝒜) = 𝒞ℎ. Let Γ be a chordal graph with 𝑛 vertices, and

[𝐴𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀+(Γ) with 𝐴𝑖,𝑗 = [𝑎

(𝑖,𝑗)
𝑘,𝑙 ]𝑚𝑘,𝑙=1 ∈ 𝑀𝑚×𝑚(𝒜). Introduce the graph Γ̂

obtained from Γ by replacing every vertex 𝑣𝑖 of Γ by a complete graph 𝐾
(𝑖)
𝑚 with 𝑚
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vertices. In addition, for all (𝑖, 𝑗) ∈ 𝐸(Γ) put an edge between every vertex in 𝐾
(𝑖)
𝑚

and 𝐾
(𝑗)
𝑚 . This results in a chordal graph with 𝑛𝑚 vertices. Viewing [𝐴𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 =

[[𝑎
(𝑖,𝑗)
𝑘,𝑙 ]𝑚𝑘,𝑙=1]

𝑛
𝑖,𝑗=1 as a member of 𝑀𝑛𝑚×𝑛𝑚(𝒜), and since 𝐺(𝒜) = 𝒞ℎ, we have that

there is a positive [[𝑦
(𝑖,𝑗)
𝑘,𝑙 ]𝑚𝑘,𝑙=1]

𝑛
𝑖,𝑗=1 ∈ 𝑀𝑛𝑚×𝑛𝑚(𝒜) with 𝑦

(𝑖,𝑗)
𝑘,𝑙 = 𝑎

(𝑖,𝑗)
𝑘,𝑙 whenever

there is a corresponding edge in Γ̂, which exactly happens when (𝑖, 𝑗) ∈ Γ. But then
Γ ∈ 𝐺(𝑀𝑚×𝑚(𝒜)) follows. Thus, 𝒞ℎ ⊆ 𝐺(𝑀𝑚×𝑚(𝒜)), hence 𝒞ℎ = 𝐺(𝑀𝑚×𝑚(𝒜))
by Theorem 4. □

The above result provides some evidence that the answer to the following
problem may be affirmative.

Open Problem 5. Is it always true that 𝐺(𝒜) = 𝐺(𝑀𝑚×𝑚(𝒜)), 𝑚 ∈ ℕ?

Note that if no examples exist that address Open Problem 4, then we have
a positive answer to Open Problem 5. In fact, the problems are equivalent in the
following sense.

Theorem 7. If 𝒜 is such that 𝐺(𝒜) = 𝐺(𝑀𝑚×𝑚(𝒜)) for all 𝑚 ∈ ℕ, then either
𝐺(𝒜) consists only of disconnected unions of complete graphs or 𝐺(𝒜) = 𝒞ℎ.

Proof. Suppose that 𝐺(𝒜) = 𝐺(𝑀𝑚×𝑚(𝒜)) for all 𝑚 ∈ ℕ and that 𝐺(𝒜) does
not consist only of disconnected unions of complete graphs. Then, by Proposition

3(c), we have that 𝐾
(0)
3 ∈ 𝐺(𝒜). We claim that 𝐾

(0)
𝑛 ∈ 𝐺(𝒜) for all 𝑛 ≥ 3, where

𝐾
(0)
𝑛 is missing the edge (1, 𝑛) (and (𝑛, 1)). Indeed, let

[𝑎𝑖,𝑗 ]
𝑛
𝑖,𝑗=1 ∈ 𝑀+(𝐾

(0)
𝑛 ) ∩ 𝑀𝑛×𝑛(𝒜).

Let now

𝐵11 =

⎡⎢⎢⎢⎣
𝑎1,1 0 ⋅ ⋅ ⋅ 0
0 0 ⋅ ⋅ ⋅ 0
...

...
...

0 0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎥⎦ , 𝐵12 = 𝐵∗
21 =

⎡⎢⎢⎢⎣
𝑎1,2 ⋅ ⋅ ⋅ 𝑎1,𝑛−1
0 ⋅ ⋅ ⋅ 0
...

...
0 ⋅ ⋅ ⋅ 0

⎤⎥⎥⎥⎦ ,

𝐵22 = [𝑎𝑖,𝑗 ]
𝑛−1
𝑖,𝑗=2, 𝐵23 = 𝐵∗

32 =

⎡⎢⎣0 ⋅ ⋅ ⋅ 0 𝑎2,𝑛
...

...
...

0 ⋅ ⋅ ⋅ 0 𝑎𝑛−1,𝑛

⎤⎥⎦ , 𝐵33 =

⎡⎢⎢⎢⎣
0 ⋅ ⋅ ⋅ 0 0
...

...
...

0 ⋅ ⋅ ⋅ 0 0
0 ⋅ ⋅ ⋅ 0 𝑎𝑛,𝑛

⎤⎥⎥⎥⎦ .

Then ⎡⎣𝐵11 𝐵12 0
𝐵21 𝐵22 𝐵23
0 𝐵32 𝐵33

⎤⎦ ∈ 𝑀+(𝐾
(0)
3 ) ∩ 𝑀3×3(𝑀 (𝑛−2)×(𝑛−2)(𝒜)).

As 𝐾
(0)
3 ∈ 𝐺(𝒜) = 𝐺(𝑀 (𝑛−2)×(𝑛−2)(𝒜)), there exists a positive [𝐵𝑖𝑗 ]

3
𝑖,𝑗=1 ∈

𝑀 (𝑛−2)×(𝑛−2)(𝒜). It follows from Lemma 2(c) that 𝐵13 = 𝐵∗
31 must be of the
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form

𝐵11 =

⎡⎢⎢⎢⎣
0 ⋅ ⋅ ⋅ 0 𝑎1,𝑛
0 ⋅ ⋅ ⋅ 0 0
...

...
...

0 ⋅ ⋅ ⋅ 0 0

⎤⎥⎥⎥⎦ ,

for some 𝑎1,𝑛 ∈ 𝒜 (that typically is different from 𝑎1,𝑛 given before). But then

it follows that (𝑎𝑖𝑗)
𝑛
𝑖,𝑗=1 is positive in 𝑀𝑛×𝑛(𝒜). This shows that 𝐾

(0)
𝑛 ∈ 𝐺(𝒜).

Applying Corollary 5 we may now conclude that 𝐺(𝒜) = 𝒞ℎ. □

4. Unital commutative 𝑪∗-algebras

As is well known every unital commutative 𝐶∗-algebra is *-isomorphic to the
𝐶∗-algebra 𝐶(𝑋) consisting of continuous functions on a compact Hausdorff topo-
logical space 𝑋 . As it turns out, the properties of 𝐶(𝑋) with respect to positive
completions depend on topological properties of 𝑋 .

The following example was given in [13]: Let 𝑋 = 𝔻 be the closed unit disc
in the complex plane, and consider the matrix

𝐴 :=

⎡⎣ 1 𝑧 0
𝑧 ∣𝑧∣2 ∣𝑧∣
0 ∣𝑧∣ 1

⎤⎦ ∈ 𝑀3×3(𝐶(𝔻)), 𝑧 ∈ 𝔻. (3)

Clearly, 𝐴 ∈ 𝑀+(𝐾
(0)
3 ), where 𝐾

(0)
3 is realized with

𝐸(𝐾
(0)
3 ) = {(1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (3, 2), (3, 3)}.

However, there is no 𝑦(𝑧) ∈ 𝐶(𝔻) such that⎡⎣ 1 𝑧 𝑦(𝑧)
𝑧 ∣𝑧∣2 ∣𝑧∣

𝑦(𝑧) ∣𝑧∣ 1

⎤⎦
is positive (indeed, for each 0 ∕= 𝑧 ∈ 𝔻 the only option is 𝑦(𝑧) = 𝑧/∣𝑧∣, but this

does not result in an element 𝑦 of 𝐶(𝔻)). Hence 𝐾
(0)
3 ∕∈ 𝐺(𝐶(𝔻)), and therefore

by Proposition 3(c), 𝐺(𝐶(𝔻)) consists only of disconnected unions of complete
graphs. See Theorem 10 below for a generalization of this example.

Theorem 8. Let 𝑋 = 𝛽(𝒟) be the Čech-Stone compactification of a discrete topo-
logical space 𝒟. Then 𝐺(𝐶(𝑋)) = 𝒞ℎ.

For the proof we need the following fact:

Proposition 9. Let 𝑋 be a compact Hausdorff topological space.

Then 𝐴 ∈ 𝑀𝑛×𝑛(𝐶(𝑋)) is positive (in the sense of 𝐶∗-algebras) if and only
if 𝐴(𝑥) is a positive semidefinite matrix for every 𝑥 ∈ 𝑋.
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Proof. The part “only if” is obvious. Assume now that 𝐴(𝑥) is positive semidefinite
for every 𝑥 ∈ 𝑋 . Fix 𝜆 ∈ ℂ ∖ [0,∞). Then 𝐴(𝑥)− 𝜆𝐼 is invertible for every 𝑥 ∈ 𝑋 ,
thus det (𝐴(𝑥) − 𝜆𝐼) ∕= 0. The formula

(𝐴(𝑥) − 𝜆𝐼)−1 =
algebraic adjoint (𝐴(𝑥) − 𝜆𝐼)

det (𝐴(𝑥) − 𝜆𝐼)

shows that (𝐴(𝑥)− 𝜆𝐼)−1 ∈ 𝑀𝑛×𝑛(𝐶(𝑋)). Therefore 𝜆 ∕∈ 𝜎(𝐴). Now by the well-
known property that a selfadjoint element of a unital 𝐶∗-algebra is positive if and
only if its spectrum is contained in [0,∞) (use, for example, [12, Theorem 2.2.1])
we obtain that 𝐴 is positive. □
Proof of Theorem 8. In view of Corollary 5 we need only to show that 𝐾

(0)
𝑛 ∈

𝐺(𝐶(𝑋)) for 𝑛 ≥ 3 (with (1, 𝑛) (and (𝑛, 1)) as the missing edge). Let 𝐴 =
[𝑎𝑖,𝑗 ]

𝑛
𝑖,𝑗=1 ∈ 𝑀𝑛×𝑛(𝐶(𝑋)) (𝑛 ≥ 3) be such that [𝑎𝑖,𝑗 ]

𝑛−1
𝑖,𝑗=1 and [𝑎𝑖,𝑗 ]

𝑛
𝑖,𝑗=2 are both

positive. Since 𝐺(ℂ) is the class of chordal graphs, for every 𝑥 ∈ 𝒟 there exists
𝑏(𝑥) ∈ ℂ such that the matrix⎡⎢⎢⎢⎢⎢⎣

𝑎1,1(𝑥) 𝑎1,2(𝑥) ⋅ ⋅ ⋅ 𝑎1,𝑛−1(𝑥) 𝑏(𝑥)
𝑎2,1(𝑥) 𝑎2,2(𝑥) ⋅ ⋅ ⋅ 𝑎2,𝑛−1(𝑥) 𝑎2,𝑛(𝑥)

...
...

...
...

𝑎𝑛−1,1(𝑥) 𝑎𝑛−1,2(𝑥) ⋅ ⋅ ⋅ 𝑎𝑛−1,𝑛−1(𝑥) 𝑎𝑛−1,𝑛(𝑥)
𝑏(𝑥) 𝑎𝑛,2(𝑥) . . . 𝑎𝑛,𝑛−1(𝑥) 𝑎𝑛,𝑛(𝑥)

⎤⎥⎥⎥⎥⎥⎦
is positive semidefinite. Clearly {𝑏(𝑥) : 𝑥 ∈ 𝒟} is bounded; in fact,

∣𝑏(𝑥)∣ ≤ max{∥𝑎1,1∥, ∥𝑎𝑛,𝑛∥}.
Since every bounded complex-valued function on 𝒟 can be extended to a con-
tinuous function on 𝛽(𝒟), there is 𝑞 ∈ 𝐶(𝛽(𝒟)) such that 𝑞(𝑥) = 𝑏(𝑥) for every
𝑥 ∈ 𝒟. Let 𝑌 ∈ 𝑀𝑛×𝑛(𝐶(𝑋)) have its upper right corner 𝑞, lower left corner 𝑞,
and all other entries 𝑦𝑖,𝑗 equal to 𝑎𝑖,𝑗 . Then 𝑌 (𝑥) is a positive semidefinite matrix
for every 𝑥 ∈ 𝒟. Let now 𝑥0 ∈ 𝛽(𝒟). Since 𝒟 is dense in 𝛽(𝒟), there is a net
{𝑦𝛼}𝛼∈𝑆 in 𝒟 indexed by some directed set 𝑆 such that {𝑦𝛼}𝛼∈𝑆 converges to 𝑥0.
Letting 𝜆min(𝑀) denote the minimal eigenvalue of a hermitian matrix 𝑀 , we have
that 𝜆min(𝑌 (𝑦𝛼)) ≥ 0 for all 𝑛 ∈ ℕ and all 𝛼 ∈ 𝑆. But then, by the continuity
of 𝜆min(𝑌 (𝑥)) as a function of 𝑥 ∈ 𝛽(𝒟), we obtain 𝜆min(𝑌 (𝑥0)) ≥ 0. Now, by
Proposition 9, 𝑌 is positive. □
Theorem 10. Let 𝑋 be a compact Hausdorff space with a converging sequence
of distinct elements. Then 𝐺(𝐶(𝑋)) consists of disconnected unions of complete
graphs.

Proof. By Proposition 3(c) we need only to check that 𝐾
(0)
3 ∕∈ 𝐺(𝐶(𝑋)). But this

was done in [4]. □

According to [11], a description of compact Hausdorff spaces without con-
verging sequences of distinct elements is an extremely difficult problem, nearly
intractable.
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5. Positive Toeplitz completions

We consider the banded Toeplitz positive completion problem, as follows. We say
that 𝒜 is in the positive Toeplitz completion class (in short, 𝒜 ∈ 𝒫𝒯 𝒞) if for all

0 < 𝑘 < 𝑛 and [𝑎𝑖−𝑗 ]𝑘−1𝑖,𝑗=0 positive in 𝑀𝑛×𝑛(𝒜), there exists a positive Toeplitz

𝑌 = [𝑦𝑖−𝑗 ]𝑛−1𝑖,𝑗=0 ∈ 𝑀𝑛×𝑛(𝒜) with 𝑦𝑙 = 𝑎𝑙, ∣𝑙∣ ≤ 𝑘 − 1. Note that the positivity of

[𝑎𝑖−𝑗 ]𝑘−1𝑖,𝑗=0 is necessary for existence of a positive 𝑌 as above. This is an important
particular case of the general positive completion problem, and has been much
studied for 𝒜 = 𝐵(ℋ), the algebra of linear bounded operators on a Hilbert space
ℋ; see [2] and references therein.

The basic problem here is:

Open Problem 6. Describe the positive Toeplitz completion class 𝒫𝒯 𝒞.
It is straightforward to see that every 𝒜 with 𝐺(𝒜) = 𝒞ℎ is in the class 𝒫𝒯 𝒞.

The following result, in conjunction with Theorem 10, shows that there exist unital
commutative 𝐶∗-algebras 𝒜 in the class 𝒫𝒯 𝒞 for which 𝐺(𝒜) is the collection of
disconnected unions of complete graphs.

Theorem 11. Let 𝑋 be a compact Hausdorff space. Then 𝐶(𝑋) is in the positive
Toeplitz completion class.

Proof. It is sufficient to consider the case 𝑘 = 𝑛 − 1 in the definition of 𝒫𝒯 𝒞. Let
[𝑎𝑖−𝑗(𝑥)]𝑛−2𝑖,𝑗=0 ∈ 𝑀 (𝑛−1)×(𝑛−1)(𝐶(𝑋)) be positive. In particular,

𝑎ℓ(𝑥) = 𝑎−ℓ(𝑥), 𝑥 ∈ 𝑋, ℓ = 0, 1, . . . , 𝑛 − 2.

For every 𝑥 ∈ 𝑋 , consider the unique 𝑦 = 𝑦(𝑥) ∈ ℂ, so that

𝐵(𝑥) :=

⎡⎢⎢⎢⎢⎢⎣
𝑎0(𝑥) 𝑎−1(𝑥) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥) 𝑦
𝑎1(𝑥) 𝑎0(𝑥) 𝑎−1(𝑥) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥)

...
. . .

. . .
. . .

...
𝑎𝑛−2(𝑥) ⋅ ⋅ ⋅ 𝑎1(𝑥) 𝑎0(𝑥) 𝑎−1(𝑥)

𝑦 𝑎𝑛−2(𝑥) . . . 𝑎1(𝑥) 𝑎0(𝑥)

⎤⎥⎥⎥⎥⎥⎦ ,

satisfies:

(1)
(
det [𝑎𝑖−𝑗(𝑥)]𝑛−3𝑖,𝑗=0

) ⋅ det𝐵(𝑥) =
(
det [𝑎𝑖−𝑗(𝑥)]𝑛−2𝑖,𝑗=0

)2
,

(2) the matrix 𝐵(𝑥) is positive semidefinite.

This particular completion is called the central completion; see for instance, [3],
[2, Section 2.6]. Note also that 𝑦 is bounded as a function of 𝑥:

∣𝑦∣2 ≤ 𝑎0(𝑥)
2 ≤ 𝑀 := max

𝑥∈𝑋
𝑎0(𝑥)

2.

We claim that 𝑦 is a continuous function of 𝑥 ∈ 𝑋 . In view of Proposition
9 this will prove that 𝐵 is positive and thereby the proof of Theorem 11 will
be complete. Arguing by contradiction, assume 𝑦(𝑥) is not continuous at some
𝑥0 ∈ 𝑋 . (All notions and basic results on net convergence and subnets that we
use here can be found in [10], for example.) Let {𝑈𝑚}𝑚∈𝑆 be a base of open
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neighborhoods of 𝑥0, indexed by a directed set 𝑆 with the direction ર compatible
with the containment of neighborhoods: if 𝑚1,𝑚2 ∈ 𝑆 then 𝑚1 ર 𝑚2 if and only
if 𝑈𝑚1 ⊆ 𝑈𝑚2 . It follows that there exist 𝜖0 > 0 and a net {𝑥𝑚}𝑚∈𝑆 such that
𝑥𝑚 ∈ 𝑈𝑚 for every 𝑚 ∈ 𝑆 and

∣𝑦(𝑥𝑚)− 𝑦(𝑥0)∣ ≥ 𝜖0 for all 𝑚 ∈ 𝑆. (4)

Clearly the net {𝑥𝑚}𝑚∈𝑆 converges to 𝑥0. Since {𝑦(𝑥𝑚)}𝑚∈𝑆 is a net of uniformly
bounded complex numbers, hence contained in a compact set of ℂ, there is a
converging subnet of {𝑦(𝑥𝑚)}𝑚∈𝑆. In other words, there exist a net {𝑦𝑝}𝑝∈𝑆 , 𝑦𝑝 ∈ ℂ

for all 𝑝 ∈ 𝑆, where 𝑆 is a directed set with the direction given by ≥ , and a function

𝜙 : 𝑆 → 𝑆 with the following properties:

(3) 𝑦𝑝 = 𝑦(𝑥𝜙(𝑝)) for every 𝑝 ∈ 𝑆;

(4) for every 𝑚 ∈ 𝑆 there there is 𝑞 ∈ 𝑆 such that

𝑝 ≥ 𝑞, 𝑝 ∈ 𝑆 =⇒ 𝜙(𝑝) ર 𝑚.

(5) the net {𝑦𝑝}𝑝∈𝑆 converges to some 𝑦0 ∈ ℂ.

In view of (3), we have for every 𝑝 ∈ 𝑆:

(
det [𝑎𝑖−𝑗(𝑥)]𝑛−3𝑖,𝑗=0

) ⋅ det
⎡⎢⎢⎢⎢⎢⎣

𝑎0(𝑥) 𝑎−1(𝑥) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥) 𝑦
𝑎1(𝑥) 𝑎0(𝑥) 𝑎−1(𝑥) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥)

...
. . .

. . .
. . .

...
𝑎𝑛−2(𝑥) ⋅ ⋅ ⋅ 𝑎1(𝑥) 𝑎0(𝑥) 𝑎−1(𝑥)

𝑦 𝑎𝑛−2(𝑥) . . . 𝑎1(𝑥) 𝑎0(𝑥)

⎤⎥⎥⎥⎥⎥⎦
=
(
det [𝑎𝑖−𝑗(𝑥)]𝑛−2𝑖,𝑗=0

)2
, (5)

where 𝑥 = 𝑥𝜙(𝑝) and 𝑦 = 𝑦𝑝. It follows (using (4), (5), the convergence of the net
{𝑥𝑚}𝑚∈𝑆 to 𝑥0, and the continuity of the functions 𝑎𝑗(𝑥), 𝑗 = −𝑛+ 2, . . . , 𝑛 − 2)
that (

det [𝑎𝑖−𝑗(𝑥0)]𝑛−3𝑖,𝑗=0

)

⋅ det

⎡⎢⎢⎢⎢⎢⎣
𝑎0(𝑥0) 𝑎−1(𝑥0) ⋅ ⋅ ⋅ 𝑎𝑛−2(𝑥0) 𝑦0
𝑎1(𝑥0) 𝑎0(𝑥0) 𝑎−1(𝑥0) ⋅ ⋅ ⋅ 𝑎𝑛−2(𝑥0)

...
. . .

. . .
. . .

...
𝑎−𝑛+2(𝑥0) ⋅ ⋅ ⋅ 𝑎1(𝑥0) 𝑎0(𝑥0) 𝑎−1(𝑥0)

𝑦0 𝑎−𝑛+2(𝑥0) . . . 𝑎1(𝑥0) 𝑎0(𝑥0)

⎤⎥⎥⎥⎥⎥⎦
=
(
det [𝑎𝑖−𝑗(𝑥0)]𝑛−2𝑖,𝑗=0

)2
. (6)

Indeed, fix 𝜖 > 0. Then there exists 𝑞 ∈ 𝑆 such that ∣𝑦𝑝 − 𝑦0∣ < 𝜖 for all 𝑝 ≥ 𝑞,

𝑝 ∈ 𝑆 (property (5)), there exists 𝑚0 ∈ 𝑆 with the property that

∣𝑎𝑗(𝑥𝑚)− 𝑎𝑗(𝑥0)∣ < 𝜖, 𝑗 = −𝑛+2, . . . , 𝑛− 2, for all 𝑚 ∈ 𝑆 such that 𝑚 ર 𝑚0
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(continuity of the 𝑎𝑗 ’s at 𝑥0), and there exists 𝑞′ ∈ 𝑆 such that

𝑝 ≥ 𝑞′, 𝑝 ∈ 𝑆 =⇒ 𝜙(𝑝) ર 𝑚0

(property 4)). Choose 𝑞′′ ∈ 𝑆 so that 𝑞′′ ર 𝑞, 𝑞′. Then

𝑝 ≥ 𝑞′′, 𝑝 ∈ 𝑆 =⇒ ∣𝑦𝑝− 𝑦0∣ < 𝜖, ∣𝑎𝑗(𝑥𝜙(𝑝))− 𝑎𝑗(𝑥0)∣ < 𝜖, 𝑗 = −𝑛+2, . . . , 𝑛− 2.

Since 𝜖 > 0 is arbitrary, (6) follows from (5). A similar argument shows that⎡⎢⎢⎢⎢⎢⎣
𝑎0(𝑥0) 𝑎−1(𝑥0) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥0) 𝑦0
𝑎1(𝑥0) 𝑎0(𝑥0) 𝑎−1(𝑥0) ⋅ ⋅ ⋅ 𝑎−𝑛+2(𝑥0)

...
. . .

. . .
. . .

...
𝑎𝑛−2(𝑥0) ⋅ ⋅ ⋅ 𝑎1(𝑥0) 𝑎0(𝑥0) 𝑎−1(𝑥0)

𝑦0 𝑎𝑛−2(𝑥0) . . . 𝑎1(𝑥0) 𝑎0(𝑥0)

⎤⎥⎥⎥⎥⎥⎦
is positive semidefinite (we use here also the continuity of the minimal eigenvalue
of a hermitian matrix as a function of the matrix entries, analogously to the proof
of Theorem 8). By the uniqueness of the central completion we must have 𝑦0 =

𝑦(𝑥0). But now (4) gives (using (3)): ∣𝑦𝑝 − 𝑦0∣ ≥ 𝜖0 for all 𝑝 ∈ 𝑆, a contradiction
with (5). □

It should be observed that the Toeplitz property is essential when we note
that (1) and (2) above determine uniquely the central completion. Indeed, for

[𝑎𝑖,𝑗 ]
3
𝑖,𝑗=1 =

⎡⎣1 0 ?
0 0 0
? 0 1

⎤⎦
the unique central completion (found by choosing ? = 0) is not uniquely deter-
mined by requiring that [𝑎𝑖,𝑗 ]

3
𝑖,𝑗=1 is positive and

𝑎2,2 ⋅ det[𝑎𝑖,𝑗 ]3𝑖,𝑗=1 = det[𝑎𝑖,𝑗 ]
2
𝑖,𝑗=1 det[𝑎𝑖,𝑗 ]

3
𝑖,𝑗=2.

If 𝒜 is unital, then strictly positive Toeplitz completions can be considered.
Replacing “positive” by “strictly positive” in the definition of the 𝒫𝒯 𝒞 class, we
obtain the definition of the strictly positive Toeplitz completion class, in short
𝒫𝒯 𝒞+.
Proposition 12. 𝒜 ∈ 𝒫𝒯 𝒞+ for every unital 𝐶∗-algebra 𝒜.
Proof. As in the proof of Theorem 11, we consider only the case 𝑘 = 𝑛 − 1 in the
definition of 𝒫𝒯 𝒞+; thus we are given that [𝑎𝑖−𝑗 ]𝑛−2𝑖,𝑗=0 strictly positive. But then

since 𝐾
(0)
𝑛 is chordal we have by Proposition 1 that there exists a strictly positive

𝑌 = [𝑦𝑖,𝑗 ]
𝑛−1
𝑖,𝑗=0 with 𝑦𝑖,𝑗 = 𝑎𝑖−𝑗 for ∣𝑖 − 𝑗∣ ≤ 𝑛 − 2, 0 ≤ 𝑖, 𝑗 ≤ 𝑛 − 1. As 𝑌 is

automatically Toeplitz, we are done. □
We conclude this section with the following open problem.

Open Problem 7. Is it true that if 𝒜 ∈ 𝒫𝒯 𝒞, then also 𝑀𝑛×𝑛(𝒜) ∈ 𝒫𝒯 𝒞, for all
𝑛 ∈ ℕ?
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6. Multi-level positive Toeplitz completions

A 𝑑-level Toeplitz matrix is a matrix of the form [𝑎𝑘−𝑙]𝑘,𝑙∈Λ, where Λ is a finite
set of ℤ𝑑, and the entries are in a 𝐶∗-algebra 𝒜. For instance, if

Λ = {0, 1}2 = {(0, 0), (0, 1), (1, 0), (1, 1)},
then we get the two level Toeplitz matrix⎡⎢⎢⎣

𝑎00 𝑎0,−1 𝑎−1,0 𝑎−1,−1
𝑎01 𝑎00 𝑎−1,1 𝑎−1,0
𝑎10 𝑎1,−1 𝑎0,0 𝑎0,−1
𝑎11 𝑎10 𝑎01 𝑎00

⎤⎥⎥⎦ .

Since Λ is of the form 𝐾 × 𝐿 with 𝐾,𝐿 ⊆ ℤ, this matrix is a (in this case, 2 × 2)
block Toeplitz matrix where each of the blocks are themselves (2 × 2) Toeplitz
matrices.

The following problem was studied before in the context of matrices over
ℂ. Fix a 𝐶∗-algebra 𝒜. We say that a finite subset Λ of ℤ𝑑 has the 𝒜-extension
property, if whenever [𝑎𝑖−𝑗 ]𝑖,𝑗∈Λ ∈ 𝑀 ∣Λ∣×∣Λ∣(𝒜) is positive and 𝐾 ⊇ Λ is a finite
subset of ℤ𝑑, then there exist 𝑎𝑙 ∈ 𝒜, 𝑙 ∈ (𝐾 − 𝐾) ∖ (Λ− Λ) so that [𝑎𝑖−𝑗 ]𝑖,𝑗∈𝐾 ∈
𝑀 ∣𝐾∣×∣𝐾∣(𝒜) is positive. (Here, we denote by ∣𝑌 ∣ the cardinality of a finite set 𝑌 .)
Clearly, for any 𝑝 ∈ ℤ𝑑 we have that Λ has the 𝒜-extension property if and only
if 𝑝 + Λ has the 𝒜-extension property.

Theorem 11 shows that {0, . . . , 𝑘− 1} has the 𝐶(𝑋)-extension property. It is
a classical result that {0, . . . , 𝑘 − 1} has the ℂ-extension property. The following
known results all address the case when 𝒜 = ℂ.

Theorem 13. [5] Let 𝑑 = 1. Then Λ ⊆ ℤ has the ℂ-extension property if and only
if Λ = {𝑝 + 𝑘𝑞 : 𝑘 ∈ {0, . . . , 𝑛}} for some 𝑝, 𝑞, 𝑛 ∈ ℤ.

Theorem 14. [1] Let 𝑑 = 2. Let Λ ⊆ ℤ2 be so that ℤ2 is the smallest group
containing Λ. Then Λ has the ℂ-extension property if and only if for some 𝑎 ∈ ℤ2

the set Λ−𝑎 = Φ(𝑅) for some group-homomorphism Φ : ℤ2 → ℤ2 and some set 𝑅
of the form {0}×{0, . . . , 𝑛}, {0, 1}×{0, . . . , 𝑛}, or ({0, 1}×{0, . . . , 𝑛}) ∖ {(1, 𝑛)},
where 𝑛 ∈ {0, 1, 2, . . .}.
Theorem 15. [14, 15] For 𝑛1, 𝑛2, 𝑛3 ≥ 1 the set

{0, . . . , 𝑛1} × {0, . . . , 𝑛2} × {0, . . . , 𝑛3} ⊆ ℤ3

does not have the ℂ-extension property.

It is easy to see that if Λ does not have the ℂ-extension property, then it
also does not have the 𝒜-extension property for any 𝐶∗-algebra 𝒜 (indeed, if the
positive matrix [𝑐𝑖−𝑗 ]𝑖,𝑗∈Λ with 𝑐𝑘 ∈ ℂ shows that Λ does not have the ℂ-extension
property, then [𝑐𝑖−𝑗𝑎∗𝑎]𝑖,𝑗∈Λ, where 𝑎 ∈ 𝒜 ∖ {0}, will show that Λ does not have
the 𝒜-extension property).
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We have the following observation.

Proposition 16. Let 𝑑 = 1 and suppose that 𝒜 is in the class 𝒫𝒯 𝒞. Then Λ ⊆ ℤ

has the 𝒜-extension property if and only if Λ = {𝑎+ 𝑘𝑏 : 𝑘 ∈ {0, . . . , 𝑛}} for some
𝑎, 𝑏, 𝑛 ∈ ℤ.

Proof. Assume that 𝒜 is in the class 𝒫𝒯 𝒞. By definition of this class it fol-
lows immediately that {0, . . . , 𝑘} has the 𝒜-extension property. Next, if Λ =
{0, 𝑛, 2𝑛, . . . , 𝑘𝑛} and 𝑎𝑙𝑛 ∈ 𝒜, −𝑘, . . . , 𝑘, are given, one may then obtain 𝑎𝑛𝑝,
∣𝑝∣ > 𝑘, so that [𝑎𝑛(𝑝−𝑞)]𝑝,𝑞∈𝐾 is positive for every finite 𝐾. Setting 𝑎𝑙 = 0 for 𝑙 ∕∈
𝑛ℤ yields that [𝑎𝑖−𝑗 ]𝑖,𝑗∈𝐾 is positive for every finite 𝐾. Thus Λ = {0, 𝑛, 2𝑛, . . . , 𝑘𝑛}
has the 𝒜-extension property. But then it follows that Λ = {𝑝+𝑘𝑞 : 𝑘 ∈ {0, . . . , 𝑛}}
also has the 𝒜-extension property. Finally, no other finite subsets can have the
𝐶(𝑋)-extension property due to Theorem 13 (and the observation before the
proposition). □

Open Problem 8. What 𝐶∗-algebras 𝒜 have the property that Λ has the ℂ-extension
property if and only if Λ has the 𝒜-extension property?

If we restrict Open Problem 8 to Λ ⊆ ℤ the question is the same as Open
Problem 6.

Open Problem 9. What if we restrict Open Problem 8 to Λ ⊆ ℤ2? Is 𝐶(𝑋), 𝑋 a
compact Hausdorff space, one of these?

Let 𝒜 be a unital 𝐶∗-algebra. We say that a finite subset Λ of ℤ𝑑 has the
𝒜-extension property in the strict case, if whenever [𝑎𝑖−𝑗 ]𝑖,𝑗∈Λ is strictly positive

(in 𝑀 ∣Λ∣×∣Λ∣(𝒜)) and 𝐾 ⊇ Λ is a finite subset of ℤ𝑑, then there exist 𝑎𝑙 ∈ 𝒜,
𝑙 ∈ (𝐾 − 𝐾) ∖ (Λ − Λ) so that [𝑎𝑖−𝑗 ]𝑖,𝑗∈𝐾 is strictly positive.

Open Problem 10. For which unital 𝒜 is it true that Λ has the 𝒜-extension property
if and only if Λ has the 𝒜-extension property in the strict case?

As is clear from Theorem 14, there are relatively few subsets of ℤ2 that have
the ℂ-extension property. For instance

Λ = ({0, . . . , 𝑛} × {0, . . . ,𝑚}) ∖ {(𝑛,𝑚)}, (7)

fails to have the ℂ-extension property when 𝑛,𝑚 ≥ 2. Thus, the existence of a
positive completion is not guaranteed simply by the positivity of [𝑎𝑖−𝑗 ]𝑖,𝑗∈Λ. The
following result gives sufficient conditions for the existence of a positive completion
in the strictly positive case.

Theorem 17. Let 𝒜 be a unital 𝐶∗-algebra. Fix 𝑚,𝑛 ∈ ℕ, let

Λ = ({0, . . . , 𝑛} × {0, . . . ,𝑚}) ∖ {(𝑛,𝑚)}, (8)

and let 𝑎𝑘, 𝑘 ∈ Λ− Λ be given. Suppose that:

(i) [𝑎𝑘−𝑙]𝑘,𝑙∈Λ and [𝑎𝑘−𝑙]𝑘,𝑙∈−Λ are strictly positive in

𝑀 (𝑛𝑚+𝑛+𝑚)×(𝑛𝑚+𝑛+𝑚)(𝒜),
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(ii) Φ1Φ
−1Φ∗

2 = Φ∗
2Φ

−1Φ1;
(iii) 𝑎−𝑛,𝑚 = [𝑎𝑘−𝑙]𝑘=(0,𝑚−1)

𝑙∈{1,...,𝑛}×{0,...,𝑚−1}
Φ−1[𝑎𝑘−𝑙]𝑘∈{0,...,𝑛−1}×{1,...,𝑚}

𝑙=(𝑛−1,0)
.

Here

Φ = [𝑎𝑘−𝑙]𝑘,𝑙∈{0,...,𝑛−1}×{0,...,𝑚−1},

Φ1 = [𝑎𝑘−𝑙]𝑘∈{0,...,𝑛−1}×{0,...,𝑚−1}, 𝑙∈{1,...,𝑛}×{0,...,𝑚−1},

Φ2 = [𝑎𝑘−𝑙]𝑘∈{0,...,𝑛−1}×{0,...,𝑚−1}, 𝑙∈{0,...,𝑛−1}×{1,...,𝑚}.

Then for every finite 𝐾 ⊆ ℤ2 that properly contains Λ there exist 𝑎𝑙 ∈ 𝒜, 𝑙 ∈
(𝐾 − 𝐾) ∖ (Λ − Λ) such that [𝑎𝑘−𝑙]𝑘,𝑙∈𝐾 is strictly positive in 𝑀 ∣𝐾∣×∣𝐾∣(𝒜).

Proof. For 𝒜 = 𝐵(ℋ), the 𝐶∗-algebra of bounded linear operators on a Hilbert
spaceℋ, the result is a direct consequence of [7, Theorem 1.1] (see also [2, Theorem
3.3.1]) after defining

𝑎𝑛,𝑚 = [𝑎𝑘−𝑙]𝑘=(𝑛,𝑚)
𝑙∈{0,...,𝑛}×{0,...,𝑚}∖{(0,0),(𝑛,𝑚)}

×[[𝑎𝑘−𝑙]𝑘,𝑙∈{0,...,𝑛}×{0,...,𝑚}∖{(0,0),(𝑛,𝑚)}]−1[𝑎𝑘−𝑙]𝑘∈{0,...,𝑛}×{0,...,𝑚}∖{(0,0),(𝑛,𝑚)}
𝑙=(0,0)

.

For the general case, use the fact that 𝒜 is *-isomorphic to a norm-closed
selfadjoint subalgebra of 𝐵(ℋ) for a suitable Hilbert space ℋ, and observe that in
the proof of [7, Theorem 1.1] all the missing 𝑎𝑙’s are constructed using formulas of
the form 𝑎𝑙 = 𝑃𝑄−1𝑅, where 𝑃 , 𝑄, and 𝑅 are finite matrices with entries in 𝒜.
But then it follows immediately that 𝑎𝑙 ∈ 𝒜 for all 𝑙, and the proof is finished. □

Condition (i) in Theorem 17 is also a necessary condition for the existence of
a strictly positive completion. Conditions (ii) and (iii) are necessary conditions in
case the missing 𝑎𝑙’s are required to appear as moments of an 𝒜-valued Bernstein-
Szegő measure; for details, see [6], [7] or [2, Section 3.3]. For multilevel Toeplitz
matrices [𝑎𝑖−𝑗 ]𝑖,𝑗∈Λ, where now Λ ⊆ ℤ𝑑, a generalization of the above result is not
known.

Open Problem 11. Prove a result analogous to Theorem 17, where now 𝐾 is an
appropriate set in ℤ𝑑 with 𝑑 ≥ 3. Better yet, prove a 𝑑-variable generalization of
[7, Theorem 2.1] (or [2, Theorem 3.3.1]), which is the Bernstein-Szegő measure
result.
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Fractional-order Systems and
the Internal Model Principle

Mir Shahrouz Takyar and Tryphon T. Georgiou

Dedicated to Bill Helton on his 65th birthday

Abstract. We consider the fractional-integrator as a feedback design element.
It is shown, in a simple setting, that the fractional integrator ensures zero
steady-state tracking. This observation should be contrasted with the typical
formulation of the internal model principle which requires a full integrator in
the loop for such a purpose. The use of a fractional integrator allows increased
stability margin, trading-off phase margin against the rate of convergence to
steady-state. A similar rationale can be applied to tracking sinusoidal signals.
Likewise, in this case, fractional poles on the imaginary axis suffice to achieve
zero steady-state following and disturbance rejection. We establish the above
observations for cases with simple dynamics and conjecture that they hold
in general. We also explain and discuss basic implementations of a fractional
integrating element.

Mathematics Subject Classification. 93C80.

Keywords. Fractional calculus, internal model principle.

1. Introduction

Fractional derivatives have been used to model a wide range of physical systems.
In particular, they are encountered in distributed parameter models of diffusive
systems, delay lines, electromagnetic multipoles, turbulent flow, and many others
(see, e.g., [1, 2, 3]). They are also used to account for characteristic of spectra
with power decay that differs from the typical integer multiple of 20 [dB/dec].
Examples include 1/𝑓 noise, speech, music, electrocardiogram (ECG) signals, and

This work was supported in part by the National Science Foundation and by the Air Force Office
for Scientific Research.
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certain other natural processes (see, e.g., [4]). While fractional models are infinite-
dimensional, their algebraic representation is rather compact. Moreover, the al-
gebra and function theory of fractional integrators and fractional derivatives are
well developed (e.g., [5, 6]). Fractional elements have been considered in control
applications both, for modeling processes [7, 8, 9] as well as for controller design
[10]. We refer to [11] for a review of the current literature as well as for a thorough
list of references on the subject.

In this paper, we focus on a special class of dynamical systems which, in
the frequency domain, are governed by a fractional power of the Laplace variable
𝑠, focusing on the fractional integrator. Our interest in this stems from the fact
that, for control purposes, such elements provide enough gain to ensure steady-
state tracking with a more efficient compromise between the convergence rate
and phase lag of the loop gain. Indeed, in contrast to the typical statement of the
internal model principle in textbooks and publications, a full integrator in the loop
is not necessary for asymptotic tracking – a fractional integrator is sufficient. Such
fractional elements provide infinite DC-gain which is what ensures zero steady-
state error.

The transfer function of the fractional integrator in the Laplace domain is
1/𝑠𝛼 for 0 < 𝛼 < 1. For the most part we consider the case where the exponent
𝛼 is equal to 1/2. In general, 1/𝑠𝛼 for 0 < 𝛼 < 1 is positive-real very much like
1/𝑠. As a consequence, in principle, it is realizable with (infinitely many) passive
elements as in a transmission line. Obviously, a truncated transmission line as we
discuss later on, will provide an approximation. Yet, nothing precludes the physical
realization of such elements by a more compact device, like a capacitor, based on
a suitable geometry and material. Accordingly, envisioning the eventual physical
embodiment of such a device, we often refer to 1/

√
𝑠 as a half-capacitor. We present

and compare different finite-dimensional approximations. The range of frequencies
with the required “−10 [dB/dec] attenuation along with a −45∘ phase lag” depends
on the number and values of components used and the chosen geometry. The DC-
gain, while large, is necessarily finite and hence, the ideal tracking response is not
achieved. These factors and the corresponding tradeoffs in the fabrication process
may play a role in a potential choice for such designs.

The contribution of this study consists in pointing out the significance and
potential use of fractional integrators and “sinusoidal” fractional components as
feedback design elements for steady-state tracking performance. Micro-electro-
mechanical (MEMS) and integrated circuit realizations of such components may
also present interesting possibilities for future research.

2. Fractional elements in a feedback loop

2.1. The half-integrator

We consider the simple control loop in Figure 1 with the unity feedback gain, and
study the tracking behavior of this loop for a step command input 𝑟. The transfer



Fractional-order Systems and the Internal Model Principle 297

�
𝑟(𝑡)

+ � �
𝑒(𝑡)

1√
𝑠

� �
𝑦(𝑡)

�−

Figure 1. Half-integrator with negative unity feedback.

functions from 𝑟 to the “tracking error” signal 𝑒 and “output” 𝑦 are

𝑆(𝑠) =

√
𝑠√

𝑠 + 1
, and 𝑇 (𝑠) =

1√
𝑠 + 1

,

respectively. Figure 2 shows the step responses of the closed-loop system, to 𝑒
and 𝑦, obtained via taking the inverse Laplace transform. As shown later on,
𝑒(𝑡) converges to zero while the output 𝑦 follows the step input 𝑟. However, as
expected, compared to a full-integrator in the place of 1/

√
𝑠, the convergence rate

is considerably slower.
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Figure 2. Error and output signals for a step input in the feedback
system of Figure 1.

Assuming that 𝑟 is a unity step input,

ℒ{𝑒(𝑡)} =: 𝐸(𝑠)

=
1

𝑠
𝑆(𝑠) =

1√
𝑠
− 1√

𝑠 + 1
.

Since

ℒ−1
{

1√
𝑠

}
=

1√
𝜋𝑡
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(see, e.g., [12, 6, 13]), and

ℒ−1
{

1√
𝑠 + 1

}
=

1√
𝜋𝑡

− exp(𝑡)

(
1− 2√

𝜋

∫ √
𝑡

0

exp(−𝜏2)𝑑𝜏

)
,

it follows that

𝑒(𝑡) = exp(𝑡)

(
1− 2√

𝜋

∫ √
𝑡

0

exp(−𝜏2)𝑑𝜏

)
.

Now, applying L’Hospital’s rule, the steady-state value of the error is

lim
𝑡→∞𝑒(𝑡) = lim

𝑡→∞

1− 2√
𝜋

∫√𝑡
0

exp(−𝜏2)𝑑𝜏

exp(−𝑡)
= lim

𝑡→∞

1√
𝜋𝑡

exp(−𝑡)

exp(−𝑡)
= 0.

Remark 1. In order to apply the “final value theorem” and evaluate lim
𝑡→∞𝑒(𝑡) =

lim
𝑠→0

𝑠𝐸(𝑠), the time function 𝑒(𝑡) must have a limit. The above steps establish

precisely this for the special case at hand. Then, of course,

lim
𝑠→0

𝑠𝐸(𝑠) = lim
𝑠→0

√
𝑠√

𝑠 + 1
= 0

gives the same value.

2.2. A sinusoidal tracking element

We carry out a similar analysis for yet another example of a fractional-order system
– one with transfer function 1/

√
𝑠2 + 𝜔2𝑜 . This again is passive (positive real) and

infinite-dimensional. Likewise the effect of such an element within a stable feedback
loop is to ensure perfect tracking and disturbance rejection of sinusoidal signals at
frequency 𝜔𝑜. The loop gain has a singularity at 𝜔𝑜, which creates a notch in the
closed-loop response, which in turn suffices to ensure steady-state performance.

�
𝑟 + � �

𝑒
1

𝑠2+1
�+ �

𝑑
�+

� 𝑃 (𝑠) � �
𝑦

�−

Figure 3. Traditional sinusoidal tracking.

The traditional “internal model” for sinusoidal disturbance rejection/track-
ing in a feedback system is shown in Figure 3. Here, 𝑃 (𝑠) denotes the plant trans-
fer function. Assuming a stable feedback loop, the infinite loop gain at 𝜔𝑜 = 1
(rad/sec) due to 1

𝑠2+1 , ensures perfect tracking/rejection of sinusoidal inputs at
that frequency. A possible down side is of course the phase that the poles at 𝑠 = ±𝑖
introduce.
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�
𝑟 + � �

𝑒 1√
𝑠2+1

� �
𝑦

�−

Figure 4. Fractional dynamics for sinusoidal tracking.

Consider now the feedback system shown in Figure 4 with trivial plant dy-
namics. The transfer function from 𝑟 to the error signal 𝑒 is

𝑆(𝑠) =

√
𝑠2 + 1√

𝑠2 + 1 + 1
.

Then, for a sinusoidal input at frequency 𝜔𝑜 = 1 (rad/sec),

𝐸(𝑠) =
1

𝑠2 + 1
𝑆(𝑠) =

1√
𝑠2 + 1

− 1√
𝑠2 + 1 + 1

.

The first term in the equation above is the Laplace transform of 𝐽0(𝑡), the zero-
order causal Bessel function of the first kind. The asymptotic expansion of the
Bessel function 𝐽𝑘(𝑡) is well known (see [14]) and for large values of 𝑡, i.e., 𝑡 ≫
∣𝑘2 − 1

4 ∣,
𝐽𝑘(𝑡) ≈

√
2

𝜋𝑡
cos(𝑡 − 𝑘𝜋

2
− 𝜋

4
).

The second term can be shown to be analytic in the right half-plane and bounded
on the imaginary axis. These together imply that, in the time domain, both terms
of the error-signal approach zero at the steady-state and hence, lim𝑡→∞ 𝑒(𝑡) =
0. As before, the phase introduced by the fractional element is half of that of
1/(𝑠2 + 1).

�
𝑟 + � �

𝑒 1/2√
𝑠2+1

�+ �

𝑑
�+

� 1
𝑠+1

� �
𝑦

�−

Figure 5. Sinusoidal tracking and disturbance rejection in a closed-
loop system.

We offer yet another example of sinusoidal tracking using a fractional element
as in Figure 5. This is interesting for one additional reason: the feedback system
with two 1

2 -fractional poles at ±𝑖, a single pole at −1, and no zero, is stable (as
we explain below). Yet, a similar feedback system with simple poles at ±𝑖 instead
(e.g., with 𝑃 (𝑠) = 1/(𝑠 + 1) in Figure 3) is easily shown to be unstable by a
“root-locus” argument. Thus, the two 12 -fractional poles are considerably easier to
“stabilize” than simple poles on the imaginary axis!
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Returning to the system shown in Figure 5,

𝑆(𝑠) =

√
𝑠2 + 1(𝑠 + 1)√

𝑠2 + 1(𝑠 + 1) + 1/2
,

while

𝐸(𝑠) =
1

𝑠2 + 1
𝑆(𝑠) =

𝑠 + 1√
𝑠2 + 1
(√

𝑠2 + 1(𝑠 + 1) + 1/2
)

= 2

(
1√

𝑠2 + 1
+

𝑠√
𝑠2 + 1

− 1

)
︸ ︷︷ ︸

first term

− 2

(
(𝑠 + 1)2√

𝑠2 + 1(𝑠 + 1) + 1/2
− 1

)
︸ ︷︷ ︸

second term

. (1)

By taking the inverse Laplace transform of the first term of 𝐸(𝑠) we arrive at

2(𝐽0(𝑡) + 𝐽0(𝑡)
′), for 𝑡 > 0,

where 𝐽0 is a Bessel functions of the first kind of order zero and 𝐽 ′
0 its derivative.

The function 𝐽0(𝑡) is in fact holomorphic on the plane minus the negative real axis,
and both itself and its derivative approach zero as 𝑡 → ∞. In fact, 𝐽0(𝑡)

′ = −𝐽1(𝑡).
Thus, the time-domain function corresponding to this term decays as 𝑡−1/2 at
infinity.

Regarding the second term, we note that the phase of
√

𝑠2 + 1(𝑠 + 1) is less
than 𝜋 in the right half of the complex plane. Hence, this second term of 𝐸(𝑠) in
(1) is analytic in the right half-plane. In fact,

(𝑠 + 1)2√
𝑠2 + 1(𝑠 + 1) + 1/2

− 1 =

√
𝑠2 + 1(𝑠 + 1)3 − 𝑠4 − 2𝑠3 − (5/2)𝑠2 − 3𝑠 − 5/4

𝑠4 + 2𝑠3 + 2𝑠2 + 2𝑠 + 3/4

=: 𝐹 (𝑠).

Hence, it is also bounded and continuous on 𝑖ℝ, and decays as ∣𝑠∣−1 when ∣𝑠∣ → ∞.
Further, it can be easily decomposed in the form

𝐹 (𝑠) =
(√

𝑠2 + 1− 𝑠
)

𝐺(𝑠) + 𝐻(𝑠),

where 𝐺(𝑠) and 𝐻(𝑠) are strictly proper rational transfer functions with all their
poles in the left half-plane. The inverse Laplace transform of the fractional element√

𝑠2 + 1−𝑠 is 𝐽1(𝑡)/𝑡 where 𝐽1 is the Bessel function of the first kind of order one,
as before. It can be shown that 𝐽1(𝑡)/𝑡 is continuous, bounded and decays to zero
as 𝑡 → ∞, and so does the inverse Laplace transform of 𝐹 (𝑠). Thus, lim𝑡→∞ 𝑒(𝑡)
exists and it is zero as well. Therefore, the control system in Figure 5 rejects
sinusoidal disturbances at frequency 𝜔𝑜 = 1 (rad/sec) as claimed.

To recap, reference tracking and disturbance rejection for sinusoidal signals
in a closed-loop system is possible using fractional-order dynamics of the form
1/
√

𝑠2 + 𝜔2𝑜 . Thus, the dictum of the classical “internal model principle” (see [15],
also [16] and the references therein) which requires that the loop gain must contain
a model of the disturbance dynamics is not necessary. The “strength” of the pole
at ±𝑖𝜔𝑜 trades off phase against convergence rate to steady-state. It is conjectured
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that this observation holds in general, in that, infinite loop gain at 0 or at ±𝑖𝜔𝑜
provided by a fractional integrator or a fractional element is sufficient to ensure
steady-state tracking of corresponding reference signal for any plant dynamics.
However, other issues including stability and finite time behavior of such systems
need further investigation.

𝑅

𝐶 𝑅𝐶𝐶𝐶𝐶

𝑅 𝑅 𝑅 𝑛

𝑛 𝑛

−0

0

1

1

1

𝑛−1

2

2

𝐼

−

+

𝑉

Figure 6. Truncated transmission line.

3. Implementation of a half-integrator

Typically, ladder networks have irrational transfer functions which are most natu-
rally expressed in the form of continued fractions [17, 18, 5]. Approximation of such
a network can be in the form of a “truncated transmission-line model,” as shown
in Figure 6. We present such an option for approximating a fractional integrator.
Here, 𝐼 represents the input (current) and 𝑉 output (voltage). The corresponding
impedance is

𝐺(𝑠) =
𝑉 (𝑠)

𝐼(𝑠)
= 𝑅0 +

1
𝐶1𝑠+

1

𝑅1+
1

𝐶2𝑠+
1

𝑅2+
1

...+ 1

𝐶𝑛𝑠+ 1
𝑅𝑛

. (2)

We are interested in suitable choices for the resistors (𝑅’s) and capacitors (𝐶’s),
so that the truncated transmission line can approximate the half-integrator over
a given frequency band. We present three different sets of 𝑅𝑘’s and 𝐶𝑘’s for 𝑘 =
1, . . . , 𝑛 which can be used to this end. The first two sets of values are

1-st realization:

⎧⎨⎩ 𝐶1 = 𝐶2 = 𝐶3 = ⋅ ⋅ ⋅ = 𝐶𝑛 = 𝐶
𝑅1 = 𝑅2 = 𝑅3 = ⋅ ⋅ ⋅ = 𝑅𝑛 = 𝑅
𝑅0 =

1
2𝑅

, (3a)

2-nd realization:

⎧⎨⎩ 𝐶𝑘 = 𝑘 [𝜇F], for 𝑘 = 1, 2, . . . , 𝑛
𝑅𝑘 = 𝑘 [Ω], for 𝑘 = 1, 2, . . . , 𝑛
𝑅0 = 0

, (3b)

while a third suggested realization is based on the Padé approximation and will
be given later on.
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3.1. Realization based on (3a)

The truncated transmission-line in Figure 6 with parameters as in (3a) and 𝑛 =
90, 𝑅 = 100[Ω], and 𝐶 = 100[𝜇F] gives rise to impedance characteristics shown in
Figure 7. It is seen that it approximates relatively accurately 1/

√
𝑠 over the mid-
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Figure 7. Bode and Nyquist plots of the transmission line in Figure 6
with components (3a), 𝑛 = 90, 𝑅 = 100[Ω], and 𝐶 = 100[𝜇F].

range of frequencies, between 10−1 and 102 [rad/sec]. The attenuation is ≃ −10
[dB/dec] and the phase is ≃ −45∘. Poles and zeros of such a circuit are real, lie in
the left half of the complex plane, and interlace since this is an 𝑅𝐶 network; they
are shown in Figure 8 for a smaller value of 𝑛 = 10 for ease of inspection. The
expression in (2) may be viewed as the 𝑛th level truncation of a “real J-fraction”
(see [17]); it can be easily shown that all poles of this fraction are real, simple,
and have positive residues. Furthermore, once again, they all lie on the negative
half of the real axis, because the denominators of all 𝑘th approximants of (2), for
𝑘 = 1, . . . , 𝑛, are polynomials in 𝑠 with positive coefficients.

We now explain why the truncated transmission line with the choice in (3a)
provides indeed an approximation of a half-integrator. In fact, this choice of values
results in

𝐺(𝑖𝜔) ≈
√

𝑅

𝐶

1√
𝑖𝜔

, for
6

𝑛2𝑅𝐶
≤ 𝜔 ≤ 1

6𝑅𝐶
(4)

to within 2% for 𝑛 ≥ 10. We begin by dividing out the leading terms and rewriting
(2) as

𝐺(𝑠)

𝑅0
= 1 +

1
𝑅0𝐶1𝑠

1+
1

𝑅1𝐶1𝑠

1+

1
𝑅1𝐶2𝑠

1+

1
𝑅2𝐶2𝑠

...+
1+ 1

𝑅𝑛𝐶𝑛𝑠

= 1+
2𝛾

1 +
𝛾

1+ 𝛾

...+1+𝛾

, (5)
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Figure 8. Pole-Zero configuration of the truncated transmission line
in Figure 6 for 𝑛 = 10.

where the 𝑅𝑘’s and 𝐶𝑘’s have been set as in (3a), and where 𝛾 := 1/(𝑅𝐶𝑠). This
is a 2𝑛-term fraction. It can be simplified further using the following two lemmas.

Lemma 1. Consider the continued fraction

ℱ1 = 1

1− 𝜌1
1+𝜌1− 𝜌2

1+𝜌2−
𝜌3

1+𝜌3−
𝜌4

...

.

The numerator of the 𝑛th level approximant of ℱ1 is equal to the sum of the first
𝑛 terms of the infinite series 1 +

∑∞
𝑝=1 𝜌1𝜌2 . . . 𝜌𝑝, while the denominator of the

𝑛th approximant is equal to one.

Proof. The proof follows by induction (see also [17, page 18]). □

Lemma 2. The 𝑛th level approximant of the continued fraction

ℱ2 = 𝑏 +
𝑎

𝑏 + 𝑎
𝑏+ 𝑎

...

(6)

with 𝑎, 𝑏 ∕= 0, can be written in the form of

𝑢 + 𝑣 − 𝑣
𝑣
𝑢
+ 1

𝑛−1∑
𝑝=0

( 𝑣
𝑢
)𝑝

,

where 𝑢 and 𝑣 are solutions to the quadratic equation 𝑥2−𝑏𝑥−𝑎 = 0 and ∣𝑢∣ ≥ ∣𝑣∣.
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Proof. Since 𝑢 + 𝑣 = 𝑏 and 𝑢𝑣 = −𝑎, ℱ2 in (6) can be written as

ℱ2 = 𝑢 + 𝑣 − 𝑢𝑣

𝑢 + 𝑣 − 𝑢𝑣
𝑢+𝑣− 𝑢𝑣

...

.

Successive divisions by 𝑢 lead to

ℱ2 = 𝑢 + 𝑣 − 𝑣 1
𝑣
𝑢
+1− 𝑣

𝑢+𝑣− 𝑢𝑣
𝑢+𝑣− 𝑢𝑣

𝑢+𝑣− 𝑢𝑣

...

= 𝑢 + 𝑣 − 𝑣 1
𝑣
𝑢
+1−

𝑣
𝑢

1+ 𝑣
𝑢−

𝑣
𝑢

1+ 𝑣
𝑢−

𝑣
𝑢

...

. (7)

The denominator of the last term in (7) consists of two parts: 𝑣
𝑢 and

1−
𝑣
𝑢

1+ 𝑣
𝑢
−

𝑣
𝑢

1+ 𝑣
𝑢−

𝑣
𝑢

...

.

The latter is a particular case of the inverse of ℱ1 in Lemma 1 with parameters

𝜌1 = 𝜌2 = 𝜌3 = . . . =
𝑣

𝑢
.

Application of Lemma 1 now gives the 𝑛th approximant of ℱ2 as

𝑢 + 𝑣 − 𝑣
𝑣
𝑢
+ 1

1+ 𝑣
𝑢+( 𝑣𝑢 )2+⋅⋅⋅+( 𝑣𝑢 )𝑛−1

= 𝑢 + 𝑣 − 𝑣
𝑣
𝑢
+ 1

𝑛−1∑
𝑝=0

( 𝑣𝑢 )𝑝

. □

Using the notation of Lemma 2, we take 𝑢 and 𝑣 to be the roots of 𝑥2−𝑥−𝛾
with 𝛾 as in (5), i.e.,

𝑢 =
1 +

√
1 + 4𝛾

2
, 𝑣 =

1−√
1 + 4𝛾

2
. (8)

Since 𝑢 + 𝑣 = 1, we rewrite (5) as

𝐺(𝑠)

𝑅0
= 1 + 2× −𝑣

𝑣
𝑢 + 1

2𝑛−1∑
𝑝=0

( 𝑣𝑢 )
𝑝

= 1 + 2× −𝑣
𝑣
𝑢 +

1− 𝑣
𝑢

1−( 𝑣𝑢 )2𝑛

= 1 + 2

(
𝑢 − 𝑣

1− ( 𝑣𝑢 )
2𝑛+1

− 𝑢

)
. (9)
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Substituting 𝑅0, 𝑢 and 𝑣 from (3a) and (8) into (9) we have that

𝐺(𝑠)

𝑅/2
= 1 + 2

⎛⎜⎝ √
1 + 4𝛾

1 +
(

−1+√
1+4𝛾

1+
√
1+4𝛾

)2𝑛+1 − 1 +
√
1 + 4𝛾

2

⎞⎟⎠
= 2
√
1 + 4𝛾

⎛⎜⎝ 1

1 +
(

−1+√
1+4𝛾

1+
√
1+4𝛾

)2𝑛+1 − 1

2

⎞⎟⎠ .

Further simplification of this last expression leads to

𝐺(𝑠)

√
𝐶

𝑅

√
𝑠 =

√
1 +

1

4𝛾

⎛⎜⎝1−
(

−1+√
1+4𝛾

1+
√
1+4𝛾

)2𝑛+1
1 +
(

−1+√
1+4𝛾

1+
√
1+4𝛾

)2𝑛+1
⎞⎟⎠

=

√
1 +

1

4𝛾
tanh

(
2𝑛 + 1

2
log(1 +

2

−1 +
√
1 + 4𝛾

)

)
. (10)

For 𝑛 > 10 in (10), the term
√
1 + 1/4𝛾 is greater than 1, decreasing for 𝛾 ∈

[6, 𝑛2/6], and ranges to within 2% of unity (≃ 2% at the left limit 𝛾 = 6). On the
other hand, the term with the hyperbolic tangent is less than 1, also decreasing,
and ranges to within 2% of unity (≃ 2% at the right limit 𝛾 = 𝑛2/6). Hence,
the right-hand side of (10) is within 2% of unity as claimed. Finally, substituting
1/𝑅𝐶𝑠 for 𝛾 leads to (4), i.e., the truncated transmission line with quantities
proposed in (3a) follows the characteristic of a half-integrator to within 2%, over
the indicated frequency band.

3.2. Second realization

The truncated transmission-line model worked out in Section 3.1 conveys the basic
idea of building a half-integrating element via passive circuitry. The particular
choice of values for 𝑅’s and 𝐶’s in (3a) makes it a practical design. However, the
convergence appears to be slow and, hence, a significant number of elements is
needed to attain a reasonable approximation. Herein we discuss the alternative
choice of parameters in (3b). Numerical verification suggests that for this choice
of parameters the frequency response of the truncated transmission line converges
numerically considerably faster. However, because the parameters increase with the
index, the analysis is difficult and proof of convergence has not been established.

The frequency response of this circuit with the new 𝑅, 𝐶 values matches
that of a fractional integrator with exponent 1/2 quite accurately over a frequency
band. Figure 9 shows the Bode and Nyquist plots of such a transmission line with
90 pairs of (𝐶𝑘, 𝑅𝑘) for comparison. The response similarly matches that of 1/

√
𝑠

from 10−1 to 106 [rad/sec] to a similar accuracy as before. But now, interestingly,
the approximation is over a frequency band which is 3 orders of magnitude wider.
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Figure 9. Bode and Nyquist plots of the truncated transmission line
in Figure 6 with values given in (3b) for 𝑛 = 90.

3.3. Third realization based on Padé approximation

We consider the Padé approximation of 1/
√

𝑠 about 𝑠0 = 1. To this end, starting
from the Taylor series expansion of 1/

√
𝑠 we match 𝑙 +𝑚+ 1 terms by a rational

function 𝑝𝑙,𝑚(𝑠) := 𝑎𝑙(𝑠)/𝑏𝑚(𝑠), where 𝑎𝑙(𝑠), 𝑏𝑚(𝑠) are polynomials of order 𝑙 and
𝑚, respectively. To obtain their coefficients, one needs to solve linear equations (see,
e.g., [19]). For the particular case of a fractional integrator 1/

√
𝑠 and 𝑙 = 𝑚 = 5,

the Padé fraction becomes

𝑝5,5(𝑠) =
𝑠5 + 55𝑠4 + 330𝑠3 + 462𝑠2 + 165𝑠+ 11

11𝑠5 + 165𝑠4 + 462𝑠3 + 330𝑠2 + 55𝑠+ 1
.

Euclidean division allows writing this as a truncated RC-ladder network

𝐺Padé(𝑠) = 𝑝5,5(𝑠) = 𝑅0 +
1

𝐶1𝑠+
1

𝑅1+
1

𝐶2𝑠+
1

𝑅2+
1

...+ 1
𝐶5𝑠+

1
𝑅5

,

with 𝑅0 =
1
11 , and

𝑅1 =
200
429 , 𝑅2 =

128
143 , 𝑅3 =

4096
2805 , 𝑅4 =

32768
13585 , 𝑅5 =

262144
46189 ,

𝐶1 =
11
40 , 𝐶2 =

429
640 , 𝐶3 =

4719
4096 , 𝐶4 =

60775
32768 , 𝐶5 =

877591
262144 .

(11)

The Bode and Nyquist plots are shown in Figure 10. The response approximates
that of the ideal half-capacitor in the frequency range from 10−1 to 101 [rad/sec]
to within .08 dB. We have drawn in Figure 10 the response for the (5, 5)-Padé
approximant for comparison.

The following comments are in order: while Padé approximation gives a very
good approximation for a given number of components, it may not be suitable for
integrated fabrication due to the required precision on the varying values of its
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Figure 10. Bode and Nyquist plots of the truncated transmission line
in Figure 6 with values given in (11).

components. For background and references on efficient design of RC-circuits see
[20, 21, 22]. Further, the circuit appears to be quite sensitive to those values.

It should also be noted that all of the above approximations are good over
a frequency range that does not include the origin. Consequently, their use in a
feedback system will not achieve perfect tracking in response to a step reference.
In particular, for the above example the steady-state error to a step input is
1/(1 + 𝐺(0)) with

𝐺(0) = 𝑅0 + 𝑅1 + ⋅ ⋅ ⋅+ 𝑅𝑛.

Finally, likewise, approximation of elements of the form 1/
√

𝑠2 + 𝜔2𝑜 may
again be based on truncated continued fractions and Padé fractions. For similar
reasons, the quality of approximation will degrade close to the essential singularity
on 𝑖ℝ, and consequently, steady-state performance will be met only approximately.

4. Recap

We underscore the relevance of a fractional integrator as a design element for set-
point following in a control loop. The classical internal model principle requires an
integrator in the feedback loop. The magnitude of an integrator in the frequency
domain drops at a rate of 20 [dB/dec] and its phase is −90∘ throughout. This may
adversely affect stability and robustness of the closed-loop system as it directly
affects the phase margin. Yet, a fractional integrator suffices for achieving steady-
state tracking in set-point following and at the same time introduces a smaller
phase lag (compared to that of an integrator). Similar conclusions carry through
for steady-state tracking of sinusoidal inputs – this case requires fractional poles
on the imaginary axis. Besides their relevance in feedback theory and steady-
state tracking, such elements may find applications in communications. Finally, the



308 M.S. Takyar and T.T. Georgiou

realization of such elements with traditional circuitry and ladder circuits appears
challenging. Yet, it is anticipated that alternative implementations of fractional
elements will be possible using available technologies (off-chip and on-chip) for
various frequency ranges.
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Abstract. In this paper, we describe some properties of theWasserstein-2 met-
ric on the space of probability distributions of particular relevance to problems
in control and signal processing. The resulting geodesics lead to interesting
connections with Boltzmann entropy, heat equations (both linear and non-
linear), and suggest possible Riemannian structures on density functions. In
particular, we observe similarities and connections with metrics originating in
information geometry and prediction theory.
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1. Introduction

Optimal mass transport is an important problem with applications in numer-
ous disciplines including econometrics, fluid dynamics, automatic control, trans-
portation, statistical physics, shape optimization, expert systems, and meteorology
[16, 17]. The problem was first formulated by the civil engineer Gaspar Monge in
1781, and concerned finding the optimal way, in the sense of minimal transporta-
tion cost, of moving a pile of soil from one site to another. Much later the problem
was extensively analyzed by Kantorovich [13] with a focus on economic resource
allocation, and so is now known as the Monge–Kantorovich (MK) or optimal mass
transport (OMT) problem.

In the present work, via gradient flows defined by the Wasserstein 2-metric
from optimal transport theory, we will relate some key concepts in information the-
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ory with mass transport that impacts problems in control, statistical estimation,
and image analysis. A goal of our program is to understand the apparent relation-
ship between mass transport, conservation laws, entropy functionals, on one hand
and probability and power distributions and related metrics on the other.

Previously, we explored a differential-geometric structure for spectral density
functions of discrete-time random processes and the present work aims along sim-
ilar lines. Indeed, in [7] we introduced a Riemannian geometry for power spectral
densities that is quite analogous to the Riemannian structure of information ge-
ometry which is used to study perturbations of probability density functions and
relates to the Fisher information metric [1] – in contrast, the metric in [7] was
motivated by a problem in prediction theory. In the present we are motivated by
ideas in statistical mechanics and show how optimal mass transport leads in a
straightforward way to a Riemannian structure on the space of probability mea-
sures. This structure will relate in a natural manner the Wasserstein metric, Fisher
information, and Boltzmann entropy. Following Benamou and Brenier [4], optimal
mass transport allows us to define geodesics on the space of probability measures
and analogies will be drawn with the metric in [7] which is connected to problems
in statistical prediction.

This paper is dedicated to our dear friend and colleague Dr. J. William Hel-
ton. Bill has been a inspiration to us over the years: he is a great scientist, scholar,
mentor, and truly a pioneer with numerous seminal contributions in systems and
control. Happy Birthday, Bill (with many more to come)!

2. Background on Boltzmann entropy and statistical mechanics

We begin by describing some standard material about Boltzmann entropy from
statistical mechanics that will motivate our development in the sequel. For a
complete discussion on such issues in statistical mechanics, see [15]. For simplic-
ity, in this treatment we will work with probability distributions defined over a
one-dimensional continuous index, though our results are readily generalizable to
higher dimensions. Accordingly, consider a probability distribution, 𝜇(𝑥, 𝑡), defined
over the real line. We have that 𝜇(𝑥, 𝑡) ≥ 0, that the integral of 𝜇 over the real
line is 1, and we may also assume that lim𝑥→±∞ 𝜇(𝑥, 𝑡) = 0.

To determine the time evolution of 𝜇, we assume that this time evolution
is governed by a transition rate function 𝑤(𝑥, 𝑦), defined over ℝ2. We assume
that 𝑤(𝑥, 𝑦) ≥ 0, and that 𝑤(𝑥, 𝑦) = 𝑤(𝑦, 𝑥). Informally, 𝑤(𝑥, 𝑦) measures the
probability per unit time that a particle at 𝑥 will “hop” or be transported to 𝑦.
This means that, during an infinitesimal time 𝑑𝑡, the probability that a particle at
𝑥 will hop to 𝑦 is 𝑤(𝑥, 𝑦)𝑑𝑡, and accordingly, integrates to 1. Symmetry means that
a particle at 𝑥 has the same chance of being transported to 𝑦 as does a particle at
𝑦 have to be transported to 𝑥, and leads to the principle of detailed balance,

∂𝜇(𝑥, 𝑡)

∂𝑡
=

∫ ∞

−∞
𝑤(𝑥, 𝑦)[𝜇(𝑦, 𝑡) − 𝜇(𝑥, 𝑡)] 𝑑𝑦. (1)
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We now define the entropy, 𝑆 = 𝑆[𝜇], of the distribution via,

𝑆 = −
∫ ∞

−∞
𝜇(𝑥, 𝑡) log 𝜇(𝑥, 𝑡) 𝑑𝑥.

For a given distribution that evolves in time, we may consider the time-variation
of the corresponding values of 𝑆 under the action of Equation (1). We have that,

𝑑𝑆

𝑑𝑡
= −
∫ ∞

−∞
(1 + log𝜇)

∂𝜇

∂𝑡
𝑑𝑥

= −
∫ ∞

−∞

∂𝜇

∂𝑡
log𝜇 𝑑𝑥

= −
∫ ∞

−∞

∫ ∞

−∞
𝑤(𝑥, 𝑦) (𝜇(𝑦, 𝑡)− 𝜇(𝑥, 𝑡)) log 𝜇(𝑥) 𝑑𝑥 𝑑𝑦

=
1

2

∫ ∞

−∞

∫ ∞

−∞
𝑤(𝑥, 𝑦)𝜆(𝑥, 𝑦, 𝑡) 𝑑𝑥 𝑑𝑦

where

𝜆(𝑥, 𝑦, 𝑡) = (log𝜇(𝑦, 𝑡)− log𝜇(𝑥, 𝑡))(𝜇(𝑦, 𝑡) − 𝜇(𝑥, 𝑡)).

Since log 𝑥 is an increasing function of 𝑥, both log𝜇(𝑦, 𝑡)− log𝜇(𝑥, 𝑡) and 𝜇(𝑦, 𝑡)−
𝜇(𝑥, 𝑡) have the same sign, and so their product is nonnegative, which implies that
the overall expression is nonnegative. So, we have that 𝑑𝑆/𝑑𝑡 ≥ 0, which is to say
that the entropy is always either constant or increasing.

Now, over an infinitesimal time interval 𝑑𝑡, we expect that transitions are
“local”, in the sense that transitions only occur between nearby regions. In a
sense, we are assuming that a particle cannot “jump” from one point to another,
but must be transported continuously. We would therefore like to work with a
𝑤(𝑥, 𝑦) that is only non-zero within an infinitesimal neighborhood of 𝑥. A natural
function that suggests itself is the delta-function 𝛿(𝑥 − 𝑦). Plugging this value for
𝑤(𝑥, 𝑦) into equation (1) gives

∂𝜇(𝑥, 𝑡)

∂𝑡
= 𝜇(𝑥, 𝑡) − 𝜇(𝑥, 𝑡) = 0,

which is not very interesting.

The next function to try would be ∂𝛿(𝑥 − 𝑦)/∂𝑥. However, because ∂𝛿(𝑥 −
𝑦)/∂𝑥 = −∂𝛿(𝑦 − 𝑥)/∂𝑦, this is not a valid transition function. So now let us take
another derivative and look at ∂2𝛿(𝑥 − 𝑦)/∂𝑥2. It turns out that this function
does satisfy the desired symmetry property. However, there is a problem with this
function, namely, it is not everywhere positive, which can be seen by considering
the 𝛿-function as the limit of unit-normalized Gaussians. We can make this explicit.
A unit-normalized Gaussian centered at a point 𝑥 has the functional form,

𝑔(𝑦;𝑥) =
1

𝜎
√
2𝜋

exp[− (𝑦 − 𝑥)2

2𝜎2
] (2)
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where 𝜎 is the standard deviation. We then have that 𝛿(𝑦 − 𝑥) = lim𝜎→0 𝑔(𝑦;𝑥).
Differentiating once, we obtain,

𝑑𝑔

𝑑𝑦
= −𝑦 − 𝑥

𝜎2
× 1

𝜎
√
2𝜋

exp[− (𝑦 − 𝑥)2

2𝜎2
] (3)

and differentiating twice we obtain,

𝑑2𝑔

𝑑𝑦2
=

1

𝜎4
((𝑦 − 𝑥)2 − 𝜎2)× 1

𝜎
√
2𝜋

exp[− (𝑦 − 𝑥)2

2𝜎2
]. (4)

If we define ∂2𝛿(𝑦 − 𝑥)/∂𝑦2 = lim𝜎→0(𝑑2𝑔/𝑑𝑦2), then since 𝑑2𝑔/𝑑𝑦2 < 0 for ∣𝑦 −
𝑥∣ < 𝜎, we have that the doubly-differentiated 𝛿-function is negative within a
standard deviation of the 𝛿-function itself. In short, the point is that the doubly-
differentiated 𝛿-function has an infinitesimally small region where it is negative,
and in fact it is −∞ in this region, making its use problematic.

To work our way around this problem, let us consider 𝑤(𝑦, 𝑥) of the form
𝑤(𝑦 − 𝑥). Substituting into Equation (1), we have,

∂𝜇(𝑥, 𝑡)

∂𝑡
=

∫ ∞

−∞
𝑤(𝑢)[𝜇(𝑥 + 𝑢, 𝑡)− 𝜇(𝑥, 𝑡)] 𝑑𝑢.

Expanding 𝜇(𝑥 + 𝑢, 𝑡) in a Taylor-series about 𝑥, we obtain,

∂𝜇(𝑥, 𝑡)

∂𝑡
=

∫ ∞

−∞
𝑤(𝑢)

∞∑
𝑛=1

1

𝑛!

∂𝑛𝜇(𝑥, 𝑡)

∂𝑥𝑛
𝑢𝑛 𝑑𝑢.

Because 𝑤(𝑢) = 𝑤(𝑦 − 𝑥) = 𝑤(𝑦, 𝑥) = 𝑤(𝑥, 𝑦) = 𝑤(𝑥 − 𝑦) = 𝑤(−𝑢), the odd
powers drop out of the integral, giving,

∂𝜇(𝑥, 𝑡)

∂𝑡
=

∫ ∞

−∞
𝑢2𝑤(𝑢)

[
1

2

∂2𝜇(𝑥, 𝑡)

∂𝑥2
+

∞∑
𝑛=1

1

(2(𝑛 + 1))!

∂2(𝑛+1)𝜇(𝑥, 𝑡)

∂𝑥2(𝑛+1)
𝑢2𝑛

]
𝑑𝑢. (5)

Now, if 𝑤(𝑢) is very narrowly distributed, then 𝑤(𝑢) ≈ 0 outside a very small
neighborhood of 𝑢 = 0. Within this neighborhood, the higher-order terms of the
Taylor expansion are negligible. Outside this neighborhood, these terms are neg-
ligible as well, since 𝑤(𝑢) ≈ 0 and so do not contribute to the overall integral.
Indeed, the only significant contribution to the integral is from the lowest-order
term containing the second derivative of 𝜇, and only in a very small neighborhood
of 𝑢 = 0. However, because outside this neighborhood the contribution to the
integral is negligible, the integral of the lowest-order term over the small neighbor-
hood is essentially equal to the integral over the whole real line. So, for narrowly
distributed functions 𝑤(𝑢) that are positive everywhere, we have,

∂𝜇(𝑥, 𝑡)

∂𝑡
=

∫ ∞

−∞
𝑢2𝑤(𝑢)

1

2

∂2𝜇(𝑥, 𝑡)

∂𝑥2
𝑑𝑢

= 𝐷
∂2𝜇(𝑥, 𝑡)

∂𝑥2
= 𝐷Δ𝜇,
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where 𝐷 ≡ (1/2)
∫∞
−∞ 𝑢2𝑤(𝑢) 𝑑𝑢 is the diffusivity coefficient. This is exactly the

linear heat equation.

To use a specific value of 𝑤(𝑢), let us consider the function 𝑑2𝑔(𝑦;𝑥)/𝑑𝑦2 con-
sidered previously, but now let us simply remove the −𝜎2 term in the parentheses.
We then have that,

𝑤(𝑢;𝜎) =
𝑢2

𝜎4
× 1

𝜎
√
2𝜋

exp

[
− 𝑢2

2𝜎2

]
(6)

where we consider this function for very small values of 𝜎. It appears that such a
function obeys the locality property discussed above, and it is certainly positive
everywhere. Note that the justification for only considering the lowest-order term
in Equation (5) for the specific function 𝑤(𝑢;𝜎) that we chose, note that each of
the higher-order terms give a contribution of,

1

(2𝑛)!

∂2𝑛𝜇(𝑥, 𝑡)

∂𝑥2𝑛

∫ ∞

−∞
𝑢2𝑛

𝑢2

𝜎4
× 1

𝜎
√
2𝜋

exp

[
− 𝑢2

2𝜎2

]
𝑑𝑢

=
𝜎2(𝑛−1)

(2𝑛)!
√
2𝜋

∂2𝑛𝜇(𝑥, 𝑡)

∂𝑥2𝑛

∫ ∞

−∞
𝑣2(𝑛+1) exp

[
−𝑣2

2

]
𝑑𝑣

where 𝑛 ≥ 2. Note then that 2(𝑛 − 1) ≥ 2, and so the higher-order terms give a
contribution that is of order 𝜎2 or higher, so that they vanish as 𝜎 → 0, leaving
only the contribution containing the second partial of 𝜇 with respect to 𝑥.

3. Monge–Kantorovich

A modern formulation of the Monge–Kantorovich Optimal Mass Transport (OMT)
problem is as follows. Let Ω0 and Ω1 be two subdomains of ℝ𝑑, with smooth
boundaries, each with a positive density function, 𝜇0 and 𝜇1, respectively. We
assume ∫

Ω0

𝜇0 =

∫
Ω1

𝜇1 = 1

so that the same total mass is associated with Ω0 and Ω1. We consider diffeomor-
phisms 𝜙 from (Ω0, 𝜇0) to (Ω1, 𝜇1) which map one density to the other in the sense
that

𝜇0 = ∣𝐷𝜙∣𝜇1 ∘ 𝜙, (7)

which we will call the mass preservation (MP) property, and write 𝜙 ∈ 𝑀𝑃 .
Equation (7) is called the Jacobian equation. Here ∣𝐷𝜙∣ denotes the determinant
of the Jacobian map 𝐷𝜙. In particular, Equation (7) implies, for example, that
if a small region in Ω0 is mapped to a larger region in Ω1, then there must be a
corresponding decrease in density in order for the mass to be preserved. A mapping
𝜙 that satisfies this property may thus be thought of as defining a redistribution
of a mass of material from one distribution 𝜇0 to another distribution 𝜇1.
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There may be many such mappings, and we want to pick out an optimal one
in some sense. Thus, we define the 𝐿𝑝 Kantorovich–Wasserstein metric as follows:

𝑑𝑝(𝜇0, 𝜇1)
𝑝 := inf

𝜙 ∈ 𝑀𝑃

∫
∥𝜙(𝑥)− 𝑥∥𝑝𝜇0(𝑥) 𝑑𝑥. (8)

An optimal MP map, when it exists, is one which minimizes this integral. This
functional is seen to place a penalty on the distance the map 𝜙 moves each bit of
material, weighted by the material’s mass.

The case 𝑝 = 2 has been extensively studied. The 𝐿2 Monge–Kantorovich
problem has been studied in statistics, functional analysis, and the atmospheric
sciences; see [2, 4] and the references therein. A fundamental theoretical result is
that there is a unique optimal 𝜙 ∈ 𝑀𝑃 transporting 𝜇0 to 𝜇1, and that this 𝜙 is
characterized as the gradient of a convex function 𝑤, i.e., 𝜙 = ∇𝑤. Note that from
Equation (7), we have that 𝑤 satisfies the Monge–Ampère equation

∣𝐻𝑤∣𝜇1 ∘ (∇𝑤) = 𝜇0,

where ∣𝐻𝑤∣ denotes the determinant of the Hessian 𝐻𝑤 of 𝑤.
In summary, the Kantorovich–Wasserstein metric defines the distance be-

tween two mass densities, by computing the cheapest way to transport the mass
from one domain to the other with respect to the functional given in (8), the op-
timal transport map in the 𝑝 = 2 case being the gradient of a certain function.
This will be denoted by 𝜙𝑀𝐾 . The novelty of this result is that like the Riemann
mapping theorem in the plane, the procedure singles out a particular map with
preferred geometry.

4. Optimal mass transport and optimal control

The 𝐿2 Monge–Kantorovich problem may also be given an optimal control formu-
lations in the following manner [4]. Consider

inf

∫ ∫ 1
0

𝜇(𝑡, 𝑥)∥∇𝑔(𝑡, 𝑥)∥2 𝑑𝑡 𝑑𝑥 (9)

over all time varying densities 𝜇 and functions 𝑔 satisfying

∂𝜇

∂𝑡
+ div(𝜇∇𝑔) = 0, (10)

𝜇(0, ⋅) = 𝜇0, 𝜇(1, ⋅) = 𝜇1.

The functional is the kinetic energy while 𝑢 = ∇𝑔 represents velocity. One
may show that this infimum is attained for some 𝜇min and 𝑔min. We set 𝑢min =
∇𝑔min. Further, the flow 𝑋 = 𝑋(𝑥, 𝑡) corresponding to the minimizing velocity
field 𝑢min defined by

𝑋(𝑥, 0) = 𝑥, 𝑋𝑡 = 𝑢min(𝑋(𝑥, 𝑡), 𝑡) (11)

is given simply as
𝑋(𝑥, 𝑡) = 𝑥 + 𝑡 (𝜙𝑀𝐾 (𝑥)− 𝑥). (12)
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Note that when 𝑡 = 0, 𝑋 is the identity map and when 𝑡 = 1, it is the solu-
tion 𝜙𝑀𝐾 to the Monge–Kantorovich problem. This analysis provides appropriate
justification for using (12) to define our continuous warping map 𝑋 between the
densities 𝜇0 and 𝜇1.

5. Riemannian structure on probability densities

Define

𝒟 :=

{
𝜇 ≥ 0 :

∫
𝜇 = 1

}
,

the space of densities. The tangent space at a given point 𝜇 may be identified with

𝑇𝜇𝒟 ∼= {𝑢 :

∫
𝑢 = 0}.

Thus inspired by the Benamou and Brenier [4], given two “points,” 𝜇0, 𝜇1 ∈ 𝒟,
the geodesic (Wasserstein) distance is:

inf
𝜇,𝑔

{∫ ∫ 1
0

𝜇(𝑡, 𝑥)∥∇𝑔(𝑡, 𝑥)∥2 𝑑𝑡 𝑑𝑥

subject to
∂𝜇

∂𝑡
+ div(𝜇∇𝑔) = 0,

𝜇(0, ⋅) = 𝜇0, 𝜇(1, ⋅) = 𝜇1

}
(13)

In other words, we look at all curves in 𝒟 connecting 𝜇0 and 𝜇1, and take the
shortest one with respect to the Wasserstein metric.

This leads us to give𝒟 a Riemannian structure, which will induce this Wasser-
stein distance. This idea is due to Jordan et al. [12, 17]. Namely, under suitable
assumptions on differentiability for 𝜇 ∈ 𝒟, and 𝑢 ∈ 𝑇𝜇𝒟, one solves the Poisson
equation

𝑢 = −div(𝜇∇𝑔). (14)

This allows us to identify the tangent space with functions up to additive constant.
Thus, for any given 𝑢 we denote the solution of (14) by 𝑔𝑢. Then given, 𝑢1, 𝑢2 ∈
𝑇𝜇𝒟, we can define the inner product

⟨𝑢1, 𝑢2⟩𝜇 :=

∫
𝜇∇𝑔𝑢1 ⋅ ∇𝑔𝑢2 . (15)

An integration by parts argument, shows that this inner product will exactly induce
the Wasserstein distance given by Equation (13). Note also that

⟨𝑢, 𝑢⟩𝜇 =

∫
𝜇∇𝑔𝑢 ⋅ ∇𝑔𝑢

= −
∫

𝑔𝑢div(𝜇∇𝑔𝑢) (integration by parts) =

∫
𝑢𝑔𝑢. (16)
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6. Linear heat equation

We now describe a beautiful connection Boltzmann entropy and the linear heat
equation [12]. As in Section 2, we define the following:

𝑆 := −
∫

𝜇 log𝜇.

Also as above, we evaluate 𝑆 along a 1-parameter family in 𝒟, 𝜇(𝑡) (we drop the
dependence on the spatial variables 𝑥 in the notation), and take the derivative
with respect to 𝑡:

𝑑𝑆

𝑑𝑡
= −
∫
(𝜇𝑡 log𝜇 + 𝜇𝑡) = −

∫
(𝜇𝑡 log𝜇), (17)

since
∫

𝜇 = 1. Now noting the characterization of the Wasserstein norm from
Equation (16), we see that the steepest gradient direction (with respect to the
Wasserstein metric) is given by

𝜇𝑡 = div(𝜇∇ log𝜇) = Δ𝜇,

which is the linear heat equation. The diffusivity coefficient here is normalized
to 1.

If we substitute 𝜇𝑡 = Δ𝜇 into Equation (17), and integrate by parts, we get

𝑑𝑆

𝑑𝑡
=

∫ ∥∇𝜇∥2
𝜇

, (18)

which is the Fisher information metric.

7. Transportation geometry and power spectra

In an analogous manner we explore implications of using the Wasserstein geometry
on the space of power spectra of stochastic processes that, for the purposes of this
paper, are typically normalized to have integral 1. The principal reason for our
use of the Wasserstein geometry is that the corresponding metrics are weak∗-
continuous and thus capable of quantifying distances between spectral lines as
well as absolutely continuous power spectra equally well [8]. In view of this fact,
similarities that emerge between this and a metric derived in [7] that is not weak∗-
continuous, appear quite intriguing.

In this section, 𝜇 represents a spectral density of a discrete-time random
process, though extension to being a non-absolutely-continuous spectral measure
is straightforward. Thus, 𝜇 is taken to be non-negative on the unit circle – herein
identified with [0, 1). Therefore, 𝜇(0) = 𝜇(1). The integral

∫
𝜇 which is the variance

of the random process is normalized to be 1. In this context, we consider the
(differential) entropy on 𝒟:

𝑆𝑑 := −
∫

log𝜇. (19)
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As before, we evaluate 𝑆𝑑 along a 1-parameter family and take the derivative

𝑑𝑆𝑑
𝑑𝑡

= −
∫

𝜇𝑡
𝜇

. (20)

The steepest gradient direction with respect to the Wasserstein metric is now
given by

𝜇𝑡 = −div

(
𝜇∇ 1

𝜇

)
= div

(∇𝜇

𝜇

)
=

Δ𝜇

𝜇
− ∥∇𝜇∥2

𝜇2
. (21)

This is a nonlinear heat equation. We specialize to one dimension and we can write
Equation (21) explicitly using partials with respect to this one dimension

𝜇𝑡 =
𝜇𝜇𝑥𝑥 − (𝜇𝑥)

2

𝜇2
.

Upon substitution into (20), and integration by parts we obtain that

𝑑𝑆𝑑
𝑑𝑡

=

∫ ∥∇𝜇∥2
𝜇3

=

∫
(𝜇𝑥)

2

𝜇3
. (22)

Thus, equation (22) defines yet another statistical metric derived from the spectral
entropy 𝑆𝑑 via Wasserstein.

Turning to time-series and their respective power spectra, we choose to view
𝜇0, 𝜇1 as power spectral distributions (hence, possibly unnormalized). Metrics be-
tween statistical models are essential in signal processing, system identification,
and control. A classical theory for statistical models goes back to the work of C.R.
Rao, R.A. Fisher and more recently Amari [1] and is known as “information ge-
ometry”. In this, a possible starting point for the Fisher metric is the comparison
of two probability distributions in the context of source coding where their dis-
similarity quantifies the degradation of coding efficiency for a code based on one
and then applied to source following the other. In a completely analogous man-
ner [7] we compare power spectra in the context of optimal estimation: if we let
{u(𝑘), 𝑘 ∈ ℤ} be a discrete-time, zero-mean, weakly stationary stochastic process
taking values in ℂ, the least-variance linear prediction

min

{
ℰ{∣p(0)∣2} : p(0) = u(0)−

∑
𝑘>0

𝑃𝑘u(−𝑘), 𝑃𝑘 ∈ ℂ

}
, (23)

where ℰ denotes expectation, can be expressed in terms of the power spectrum 𝜇
of the stochastic process via the Szegö-Kolmogorov formula [14, p. 369]

exp

(∫
log𝜇

)
= exp(−𝑆𝑑), (24)

with 𝑆𝑑 the differential entropy in (19).
We compare two power spectra by selecting prediction coefficients optimizing

(23) based on one of the two spectra, and then evaluating the variance of the
prediction error on the other. Considering that the two spectra differ little from
one another, e.g., 𝜇1 = 𝜇0 + 𝜇𝑥𝛿𝑥 the degradation of prediction-error variance is
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quadratic in the perturbation and gives rise to a Riemannian metric. This metric,
about the point 𝜇0 =: 𝜇, takes the form∫

𝜇2𝑥
𝜇2

−
(∫

𝜇𝑥
𝜇

)2
. (25)

Aside from a normalization this can be written as∫
𝜇2𝑥
𝜇2

, (26)

This exact same expression (26) can also be obtained as a measure of dissimilarity
by comparing how close the power spectrum of the innovation process p(𝑘) (𝑘 ∈ ℤ)
is from being constant across frequencies (see [11]). The analogy between (26), (25),
(21) and the Fisher information metric∫

(𝜇𝑥)
2

𝜇
, (27)

is rather evident. Yet, their qualitative differences remain to be studied.

8. Porous medium equation and image processing

Following the earlier recipe, one can define alternative “information quantities”

𝑆𝑔 = −
∫

𝑓(𝜇),

where 𝑓 is a suitable differentiable increasing function. Then the exact computation
given earlier in Sections 5 and 6 shows that the corresponding gradient flow with
respect to the Wasserstein metric is

𝜇𝑡 = div(𝜇∇𝑓 ′(𝜇)). (28)

Moreover, we get then that

𝑑𝑆𝑔
𝑑𝑡

=

∫
𝜇∥𝑓 ′(𝜇)∥2.

As in [17], if we take 𝑓(𝑥) = 1
𝑛−1𝑥

𝑛, 𝑛 ≥ 0, then equation (28) becomes

𝜇𝑡 = Δ𝜇𝑛. (29)

In one spatial variable this reduces to

𝜇𝑡 = (𝜇𝑛)𝑥𝑥.

Now we can turn this into an equation of the form

𝑢𝑡 = (𝑢𝑥𝑥)
𝑛 (30)

as follows. Simply apply −Δ−1 to both sides, and set 𝑢 = −Δ𝜇. Interestingly, for
𝑛 = 1/3, we get the one-dimensional affine invariant heat equation [3] of great
popularity in image processing. While this equation is known not to be derivable
via any 𝐿2-based gradient flow, we have just shown that it can be derived as such
via the Wasserstein geometric structure.
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9. Unbalanced densities

General distributions (histograms, power spectra, spatio-temporal energy densi-
ties, images) may not necessarily be normalized to have the same integral. Thus,
it is imperative to devise appropriate metrics and theory. The purpose of such a
theory is to provide ways for “interpolating” data in the form of distributions,
viewed as points in a suitable metric space. The first candidate is the space of
𝐿2-integrable functions. However, as we will note next, geodesics are simply linear
intervals and fail to have a number of desirable properties [8, 10]. In particular,
the “linear average” of two unimodal distributions is typically bimodal. Thus, im-
portant features are typically “written over”. It is instructive for us to consider
this first.

One can show that

𝑑𝐿2(𝜇0, 𝜇1)
2 = inf

𝜇,𝑣

∫ ∫ 1
0

∣∂𝑡𝜇(𝑡, 𝑥)∣2 𝑑𝑡 𝑑𝑥 (31)

over all time varying densities 𝜇 and vector fields 𝑣 satisfying

∂𝜇

∂𝑡
+ div(𝜇𝑣) = 0, (32)

𝜇(0, ⋅) = 𝜇0, 𝜇(1, ⋅) = 𝜇1.

The optimality condition for the path is then given by

∂𝑡𝑡𝜇(𝑡, 𝑥) = 0,

which gives as optimal path the “interval” (𝑡 ∈ [0, 1])

𝜇(𝑡, 𝑥) = [𝜇1(𝑥)− 𝜇0(𝑥)]𝑡 + 𝜇0(𝑥).

Our claim about bi-modality of a mix of two unimodal distributions is evident. On
the other hand, OMT geodesics represent nonlinear mixing and have a considerably
different character [10].

Yet, the 𝐿2 problem can be used in conjunction with OMT in case of unbal-
anced mass distributions. Indeed, given the two unbalanced densities 𝜇0 and 𝜇1 it
is natural to seek a distribution 𝜇̃1 the closest density to 𝜇1 in the 𝐿2 sense, which
minimizes the Wasserstein distance 𝑑wass(𝜇0, 𝜇̃1)

2. The 𝐿2 perturbation can be in-
terpreted as “noise.” One can then show that this problem amounts to minimizing

inf
𝜇,𝑣,𝜇̃1

∫ ∫ 1
0

𝜇(𝑡, 𝑥)∥𝑣∥2 𝑑𝑡 𝑑𝑥 + 𝛼/2

∫
∣𝜇1(𝑥) − 𝜇̃1(𝑥)∣2 𝑑𝑥 (33)

over all time varying densities 𝜇 and vector fields 𝑣 satisfying

∂𝜇

∂𝑡
+ div(𝜇𝑣) = 0, (34)

𝜇(0, ⋅) = 𝜇0, 𝜇(1, ⋅) = 𝜇̃1 .

This idea has been taken further in [8, 10] where the two end points 𝜇0, 𝜇1 are
allowed to be perturbed slightly into 𝜇̃0, 𝜇̃1 while the perturbation equalizes their
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integrals and is accounted for in the metric. This leads to a modified Monge–
Kantorovich problem which is best expressed in terms of its dual. Recall that the
original OMT-problem of transferring (balanced) 𝜇0 into 𝜇1 has the following dual
(see, e.g., [17])

max
𝜙(𝑥)+𝜓(𝑦)≤𝜌(𝑥,𝑦)

∫
𝜙(𝑥)𝜇0(𝑥)𝑑𝑥 +

∫
𝜓(𝑦)𝜇1(𝑦)𝑑𝑦, (35)

which for the case 𝜌(𝑥, 𝑦) = ∣𝑥 − 𝑦∣ can be shown to be

max
∥𝜙∥Lip≤1

∫
𝜙(𝜇0 − 𝜇1)

with ∥𝜙∥Lip = sup ∣𝑔(𝑥)−𝑔(𝑦)∣
∣𝑥−𝑦∣ the Lipschitz norm. Replacing 𝜇0, 𝜇1 by 𝜇̃0, 𝜇̃1 in the

OMT problem while penalizing the magnitude of the errors ∥𝜇𝑖− 𝜇̃𝑖∥ leads to the
following metric:

inf
𝜇̃0(Ω)=𝜇̃1(Ω)

𝑑1(𝑑𝜇̃0, 𝑑𝜇̃1) + 𝜅

2∑
𝑖=1

𝑑TV(𝑑𝜇𝑖, 𝑑𝜇̃𝑖). (36)

This metric in fact “interpolates” the total variation (which is not weak∗ con-
tinuous) and the Wasserstein distance. The above expression has the interesting
physical interpretation where 𝜇𝑖’s are noisy version of the 𝜇̃𝑖’s. It has also a con-
siderable practical significance since it allows comparing distributions of unequal
mass in a natural manner. Further, it is weak∗ continuous in contrast to most
“distances” used in the signal processing literature (Itakura–Saito, logarithmic
spectral deviation, and Kullback–Leibler distance; see [9]). The dual formulation
(36) is particularly simple:

𝑑unbalanced(𝜇0, 𝜇1) := max
∥𝜙∥Lip≤1
∥𝜙∥∞≤𝑐

∫
𝜙(𝜇0 − 𝜇1). (37)

The constant 𝑐 depends on the penalty 𝜅. Interestingly, geodesics of this metric
average nicely several of the features of the end points [8, 10]. We also note par-
allel work on the geometry for unbalanced mass distributions using substantially
different tools in [5, 6].

10. Conclusions

The optimal mass transport problem has wide ranging ramifications for statistical
estimation, image analysis, information geometry, and control. The span of ideas
presented here draws together natural metrics in probability, statistical prediction
theory, and physics. Several new metrics may be derived in a similar manner.
Indeed, following [4] again, we can devise geodesic distances analogous to action
integrals (for pressureless fluid flow). Such integrals may be taken in the form:

inf

∫ ∫ 1
0

𝜇(𝑡, 𝑥)ℎ(𝑣(𝑡, 𝑥)) 𝑑𝑡 𝑑𝑥 (38)
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over all time-varying densities 𝜇 and vector fields 𝑣 satisfying

∂𝜇

∂𝑡
+ div(𝜇𝑣) = 0, (39)

𝜇(0, ⋅) = 𝜇0, 𝜇(1, ⋅) = 𝜇1.

Here ℎ is a strictly convex even function. (In the present paper and in [4], ℎ(𝑣) =
∥𝑣∥2/2.) One can show that this leads to the flow

𝜇𝑡 = div(𝜇∇ℎ∗(∇𝑓 ′(𝜇))),

where ℎ∗ is the Legendre transform of ℎ. It will be interesting to further unify the
study of the earlier fundamental concepts of information and prediction theory
along the above lines.
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Abstract. 10 years ago or so Bill Helton introduced me to some mathemati-
cal problems arising from semidefinite programming. This paper is a partial
account of what was and what is happening with one of these problems, in-
cluding many open questions and some new results.
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convex semialgebraic sets, determinantal representations of polynomials or
of hypersurfaces, kernel sheaves, real zero (RZ) polynomials, rigidly convex
algebraic interiors, interlacing polynomials, hyperbolic polynomials.

1. Introduction

Semidefinite programming (SDP) is probably the most important new develop-
ment in optimization in the last two decades. The (primal) semidefinite programme
is to minimize an affine linear functional ℓ on ℝ𝑑 subject to a linear matrix in-
equality (LMI) constraint

𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑 ≥ 0;

here 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛 (real symmetric 𝑛 × 𝑛 matrices) for some 𝑛 and
𝑌 ≥ 0 means that 𝑌 ∈ 𝕊ℝ𝑛×𝑛 is positive semidefinite (has nonnegative eigenval-
ues or equivalently satisfies 𝑦⊤𝑌 𝑦 ≥ 0 for all 𝑦 ∈ ℝ𝑛). This can be solved efficiently,
both theoretically (finding an approximate solution with a given accuracy 𝜖 in a
time that is polynomial in log(1/𝜖) and in the input size of the problem) and in
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many concrete situations, using interior point methods. Notice that semidefinite
programming is a far reaching extension of linear programming (LP) which corre-
sponds to the case when the real symmetric matrices 𝐴0, 𝐴1, . . . , 𝐴𝑑 commute (i.e.,
are simultaneously diagonalizable). The literature on the subject is quite vast, and
we only mention the pioneering book [40], the surveys [52] and [39], and the book
[51] for applications to systems and control.

One very basic mathematical question is which convex sets arise as feasibility
sets for SDP? In other words, given a convex set 𝒞, do there exist 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈
𝕊ℝ𝑛×𝑛 for some 𝑛 such that

𝒞 =
{
𝑥 = (𝑥1, . . . , 𝑥𝑑) ∈ ℝ𝑑 : 𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑 ≥ 0

}
? (1)

We refer to (1) as a LMI representation of 𝒞1. Sets having a LMI representation
are also called spectrahedra. This notion was introduced and studied in [49], and
the above question – which convex sets admit a LMI representation, i.e., are spec-
trahedra – was formally posed in [45]. A complete answer for 𝑑 = 2 was obtained
in [28], though there are still outstanding computational questions, see [29, 46, 47];
for 𝑑 > 2, no answer is known, though the recent results of [6, 43, 42] shed some
additional light on the problem. It is the purpose of this paper to survey some
aspects of the current state of the affairs.

Since a real symmetric matrix is positive semidefinite if and only if all of its
principal minors are nonnegative, the set on the right-hand side of (1) coincides
with the set where all the principal minors of 𝐴0+ 𝑥1𝐴1+ ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑 are nonneg-
ative. Therefore if a convex set 𝒞 admits a LMI representation then 𝒞 is a basic
closed semialgebraic set (i.e., a set defined by finitely many nonstrict polynomial
inequalities). However, as shown in [28], 𝒞 is in fact much more special: it is a
rigidly convex algebraic interior, i.e., an algebraic interior whose minimal defining
polynomial satisfies the real zero (𝑅𝑍) condition with respect to any point in the
interior of 𝒞. Furthermore, LMI representations are (essentially) positive real sym-
metric determinantal representations of certain multiples of the minimal defining
polynomial of 𝒞. This reduces the question of the existence (and a construction)
of LMI representations to an old problem of algebraic geometry – we only mention
here the classical paper [12] and refer to [5], [13, Chapter 4], and [32] for a detailed
bibliography – but with two additional twists: first, we require positivity; second,
there is a freedom provided by allowing multiples of the given polynomial.

This paper is organized as follows. In Section 2 we define rigidly convex
sets and 𝑅𝑍 polynomials, and explain why LMI representations are determinan-
tal representations. In Section 3 we discuss some of what is currently known and

1We can also consider a (complex) self-adjoint LMI representation of 𝒞, meaning that
𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ ℍℂ𝑛×𝑛 (complex hermitian 𝑛×𝑛matrices) for some 𝑛. If 𝐴 = 𝐵+𝑖𝐶 ∈ ℍℂ𝑛×𝑛

with 𝐵,𝐶 ∈ ℝ𝑛×𝑛, and we set 𝐴 =
[
𝐵 −𝐶
𝐶 𝐵

] ∈ 𝕊ℝ2𝑛×2𝑛, then 𝐴 ≥ 0 if and only 𝐴 ≥ 0 and

det𝐴 = (det𝐴)2. So a self-adjoint LMI representation gives a real symmetric LMI representation

as defined in the main text with the size of matrices doubled and the determinant of the linear
matrix polynomial squared, see [49, Section 1.4] and [43, Lemma 2.14].
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unknown about determinantal representations, with a special emphasis on posi-
tive real symmetric determinantal representations. In Section 4 we review some of
the ways to (re)construct a determinantal representation starting from its kernel
sheaf, especially the construction of the adjoint matrix of a determinantal repre-
sentation that goes back to [12] and was further developed in [53, 3, 32]. In Section
5 we show how this construction yields positive self-adjoint determinantal repre-
sentations in the case 𝑑 = 2 by using a 𝑅𝑍 polynomial that interlaces the given
𝑅𝑍 polynomial. This provides an alternative proof of the main result of [28] (in
a slightly weaker form since we obtain a representation that is self-adjoint rather
than real symmetric) which is constructive algebraic in that it avoids the use of
theta functions.

We have concentrated in this paper on the non-homogenous setting (con-
vex sets) rather than on the homogeneous setting (convex cones). In the ho-
mogeneous setting, 𝑅𝑍 polynomials correspond to hyperbolic polynomials and
rigidly convex algebraic interiors correspond to their hyperbolicity cones, see, e.g.,
[17, 18, 36, 44, 21, 7, 50]. Theorem 3 then provides a solution the Lax conjec-
ture concerning homogeneous hyperbolic polynomials in three variables, see [38],
whereas Conjecture 5, which may be called the generalized Lax conjecture, states
that any hyperbolicity cone is a semidefinite slice, i.e., equals the intersection of
the cone of positive semidefinite matrices with a linear subspace.

Finally, the LMI representation problem considered here is but one of the
several important problems of this kind arising from SDP. Other major problems
have to do with lifted LMI representations (see [35, 25, 26]) and with the free
noncommutative setting (see [24, 23]).

2. From LMI representations of convex sets to determinantal
representations of polynomials

2.1. A closed set 𝒞 in ℝ𝑑 is called an algebraic interior [28, Section 2.2] if there
is a polynomial 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] such that 𝒞 equals the closure of a connected
component of

{𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0}.
In other words, there is a 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] which vanishes on the boundary ∂𝒞 of
𝒞 and such that {𝑥 ∈ 𝒞 : 𝑝(𝑥) > 0} is connected with closure equal to 𝒞. (Notice
that in general 𝑝 may vanish also at some points in the interior of 𝒞; for example,
look at 𝑝(𝑥1, 𝑥2) = 𝑥22 − 𝑥21(𝑥1 − 1).) We call 𝑝 a defining polynomial of 𝒞. It is
not hard to show that if 𝒞 is an algebraic interior then a minimal degree defining
polynomial 𝑝 of 𝒞 is unique (up to a multiplication by a positive constant); we
call it a minimal defining polynomial of 𝒞, and it is simply a reduced (i.e., without
multiple irreducible factors) polynomial such that the real affine hypersurface

𝒱𝑝(ℝ) = {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) = 0} (2)
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equals the Zariski closure ∂𝒞Zar of the boundary ∂𝒞 in ℝ𝑑 (normalized to be
positive at an interior point of 𝒞). Any other defining polynomial 𝑞 of 𝒞 is given
by 𝑞 = 𝑝ℎ where ℎ is an arbitrary polynomial which is strictly positive on a dense
connected subset of 𝒞. An algebraic interior is a semialgebraic set (i.e., a set defined
by a finite boolean combination of polynomial inequalities) since it is the closure
of a connected component of a semialgebraic set.

Let now 𝒞 be a convex set in ℝ𝑑 that admits a LMI representation (1). We
will assume that Int 𝒞 ∕= ∅; it turns out that by restricting the LMI representation
(i.e., the matrices 𝐴0, 𝐴1, . . . , 𝐴𝑑) to a subspace of ℝ𝑛, one can assume without
loss of generality that 𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅ + 𝑥𝑑𝐴𝑑 > 0 for one and then every point
of Int 𝒞 (𝑌 > 0 means that 𝑌 ∈ 𝕊ℝ𝑛×𝑛 is positive definite, i.e., 𝑌 has strictly
positive eigenvalues or equivalently satisfies 𝑦⊤𝑌 𝑦 > 0 for all 𝑦 ∈ ℝ𝑛, 𝑦 ∕= 0).
It is then easy to see that 𝒞 is an algebraic interior with defining polynomial
det(𝐴0+𝑥1𝐴1+ ⋅ ⋅ ⋅+𝑥𝑑𝐴𝑑). Conversely, if 𝒞 is an algebraic interior with defining
polynomial det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑), and 𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑 > 0 for one
point of Int 𝒞, then it follows easily that (1) is a LMI representation of 𝒞. (See [28,
Section 2.3] for details.)

Let 𝑞(𝑥) = det(𝐴0+𝑥1𝐴1+ ⋅ ⋅ ⋅+𝑥𝑑𝐴𝑑), let 𝑥0 = (𝑥01, . . . , 𝑥
0
𝑑) ∈ Int 𝒞, and let

us normalize the LMI representation by 𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅+ 𝑥0𝑑𝐴𝑑 = 𝐼. We restrict
the polynomial 𝑞 to a straight line through 𝑥0, i.e., for any 𝑥 ∈ ℝ𝑑 we consider the
univariate polynomial 𝑞𝑥(𝑡) = 𝑞(𝑥0 + 𝑡𝑥). Because of our normalization, we can
write

𝑞𝑥(𝑡) = det(𝐼 + 𝑡(𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑)),

and since all the eigenvalues of the real symmetric matrix 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑 are
real, we conclude that 𝑞𝑥 ∈ ℝ[𝑡] has only real zeroes.

A polynomial 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] is said to satisfy the real zero (𝑅𝑍) condition
with respect to 𝑥0 ∈ ℝ𝑑, or to be a 𝑅𝑍𝑥0 polynomial, if for all 𝑥 ∈ ℝ𝑑 the univariate
polynomial 𝑝𝑥(𝑡) = 𝑝(𝑥0 + 𝑡𝑥) has only real zeroes. It is clear that a divisor of a
𝑅𝑍𝑥0 polynomial is again a 𝑅𝑍𝑥0 polynomial. We have thus arrived at the following
result of [28].

Theorem 1. If a convex set 𝒞 with 𝑥0 ∈ Int 𝒞 admits a LMI representation, then 𝒞
is an algebraic interior whose minimal defining polynomial 𝑝 is a 𝑅𝑍𝑥0 polynomial.
(1) is a LMI representation of 𝒞 (that is positive definite on Int 𝒞) if and only if
𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅+ 𝑥0𝑑𝐴𝑑 > 0 and

det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑) = 𝑝(𝑥)ℎ(𝑥),

where ℎ ∈ ℝ[𝑥1, . . . , 𝑥𝑑] satisfies ℎ > 0 on Int 𝒞.

2.2. The definition of a 𝑅𝑍𝑥0 polynomial has a simple geometric meaning ([28,
Section 3]). Assume for simplicity that 𝑝 is reduced (i.e., without multiple irre-
ducible factors) of degree 𝑚. Then 𝑝 is a 𝑅𝑍𝑥0 polynomial if and only if a general
straight line through 𝑥0 in ℝ𝑑 intersects the corresponding real affine hypersurface
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𝒱𝑝(ℝ) (see (2)) in 𝑚 distinct points. Alternatively, every straight line through 𝑥0

in the real projective space ℙ𝑑(ℝ) intersects the projective closure 𝒱𝑃 (ℝ) of 𝒱𝑝(ℝ),
𝒱𝑃 (ℝ) = {[𝑋 ] ∈ ℝ𝑑 : 𝑃 (𝑋) = 0}, (3)

in exactly 𝑚 points counting multiplicities. Here we identify as usual the 𝑑-
dimensional real projective space ℙ𝑑(ℝ) with the union of ℝ𝑑 and of the hyperplane
at infinity 𝑋0 = 0, so that the affine coordinates 𝑥 = (𝑥1, . . . , 𝑥𝑑) and the projective
coordinates 𝑋 = (𝑋0, 𝑋1, . . . , 𝑋𝑑) are related by 𝑥1 = 𝑋1/𝑋0, . . . , 𝑥𝑑 = 𝑋𝑑/𝑋0;
we denote by [𝑋 ] ∈ ℙ𝑑(ℝ) the point with the projective coordinates 𝑋 ; and we let
𝑃 ∈ ℝ[𝑋0, 𝑋1, . . . , 𝑋𝑑] be the homogenization of 𝑝,

𝑃 (𝑋0, 𝑋1, . . . , 𝑋𝑑) = 𝑋𝑚
0 𝑝(𝑋1/𝑋0, . . . , 𝑋𝑑/𝑋0). (4)

Notice that if 𝑋 = (1, 𝑥) and 𝑋0 = (1, 𝑥0),

𝑃 (𝑋 + 𝑠𝑋0) = (𝑠 + 1)𝑚𝑝(𝑥0 + (𝑠 + 1)−1(𝑥 − 𝑥0)). (5)

It turns out that if 𝑝 is a 𝑅𝑍𝑥0 polynomial with 𝑝(𝑥0) > 0, and if 𝑥′ belongs to
the interior of the closure of the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0},
then 𝑝(𝑥′) > 0 and 𝑝 is also a 𝑅𝑍𝑥′ polynomial ([28, Section 5.3]). We call an
algebraic interior 𝒞 whose minimal defining polynomial satisfies the 𝑅𝑍 condition
with respect to one and then every point of Int 𝒞 a rigidly convex algebraic interior.

As simple examples, we see that the circle {(𝑥1, 𝑥2) : 𝑥21+𝑥22 ≤ 1} is a rigidly
convex algebraic interior, while the “flat TV screen” {(𝑥1, 𝑥2) : 𝑥41+𝑥42 ≤ 1} is not.
Theorem 1 tells us that a necessary condition for 𝒞 to admit a LMI representation
is that 𝒞 is a rigidly convex algebraic interior, and the size 𝑛 of the matrices in a
LMI representation is greater than or equal to the degree 𝑚 of a minimal defining
polynomial 𝑝 of 𝒞.

Rigidly convex algebraic interiors are always convex sets ([28, Section 5.3]).
They are also basic closed semialgebraic sets, as follows ([41, Remark 2.6] following
[50]). Let 𝑝 be a minimal defining polynomial of a rigidly convex algebraic interior
𝒞, of degree 𝑚, and let 𝑥0 ∈ Int𝒞. We set

𝑃
(𝑘)
𝑥0 (𝑋) =

𝑑𝑘

𝑑𝑠𝑘
𝑃 (𝑋 + 𝑠𝑋0)

∣∣
𝑠=0

, 𝑝
(𝑘)
𝑥0 (𝑥) = 𝑃

(𝑘)
𝑥0 (1, 𝑥1, . . . , 𝑥𝑑), (6)

where 𝑃 is the homogenization of 𝑝 (see (4)) and 𝑋0 = (1, 𝑥0); 𝑝
(𝑘)
𝑥0 is called the

𝑘th Renegar derivative of 𝑝 with respect to 𝑥0. Then 𝑝
(𝑘)
𝑥0 is a 𝑅𝑍𝑥0 polynomial

with 𝑝
(𝑘)
𝑥0 (𝑥

0) > 0 for all 𝑘 = 1, . . . ,𝑚 − 1. The rigidly convex algebraic interiors

𝒞(𝑘) containing 𝑥0 with minimal defining polynomials 𝑝
(𝑘)
𝑥0 (i.e., the closures of the

connected components of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝
(𝑘)
𝑥0 (𝑥) > 0}) are increasing: 𝒞 = 𝒞(0) ⊆

𝒞(1) ⊆ ⋅ ⋅ ⋅ ⊆ 𝒞(𝑚−1), and

𝒞 = {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) ≥ 0, 𝑝
(1)
𝑥0 (𝑥) ≥ 0, . . . , 𝑝

(𝑚−1)
𝑥0 (𝑥) ≥ 0}. (7)

𝑅𝑍 polynomials can be also characterized by a very simple global topology of
the corresponding real projective hypersurface 𝒱𝑃 (ℝ) (see (3); readers who prefer
can assume that the corresponding real affine hypersurface 𝒱𝑝(ℝ) is compact in ℝ𝑑
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– this implies that the degree 𝑚 of 𝑝 is even – and replace in the following the real
projective space ℙ𝑑(ℝ) by the affine space ℝ𝑑). We call 𝑊 ⊆ ℙ𝑑(ℝ) an ovaloid if 𝑊
is isotopic in ℙ𝑑(ℝ) to a sphere 𝑆 ⊂ ℝ𝑚 ⊂ ℙ𝑚(ℝ), i.e., there is a homeomorphism
𝐹 of ℙ𝑑(ℝ) with 𝐹 (𝑆) = 𝑊 , and furthermore 𝐹 is homotopic to the identity, i.e.,
there is a homeomorphism 𝐻 of [0, 1] × ℙ𝑑(ℝ) such that 𝐻𝑡 = 𝐻 ∣{𝑡}×ℙ𝑑(ℝ) is a

homeomorphism of ℙ𝑑(ℝ) for every 𝑡, 𝐻0 = Idℙ𝑑(ℝ), and 𝐻1 = 𝐹 . Notice that

ℙ𝑑(ℝ) ∖ 𝑆 consists of two connected components only one of which is contractible,
hence the same is true of ℙ𝑑(ℝ) ∖ 𝑊 ; we call the contractible component the
interior of the ovaloid 𝑊 , and the non-contractible component the exterior. We
call 𝑊 ⊆ ℙ𝑑(ℝ) a pseudo-hyperplane if 𝑊 is isotopic in ℙ𝑑(ℝ) to a (projective)
hyperplane 𝐻 ⊆ ℙ𝑑(ℝ). In the case 𝑑 = 2 we say oval and pseudo-line instead of
ovaloid and pseudo-hyperplane. We then have the following result; we refer to [28,
Sections 5 and 7] for proof, discussion, and implications.

Proposition 2. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be reduced of degree 𝑚 and assume that the
corresponding real projective hypersurface 𝒱𝑃 (ℝ) is smooth. Then 𝑝 satisfies 𝑅𝑍𝑥0

with 𝑝(𝑥0) ∕= 0 if and only if

a. if 𝑚 = 2𝑘 is even, 𝒱𝑃 (ℝ) is a disjoint union of 𝑘 ovaloids 𝑊1, . . . ,𝑊𝑘, with
𝑊𝑖 contained in the interior of 𝑊𝑖+1, 𝑖 = 1, . . . , 𝑘 − 1, and 𝑥0 lying in the
interior of 𝑊1;

b. if 𝑚 = 2𝑘 + 1 is odd, 𝒱𝑃 (ℝ) is a disjoint union of 𝑘 ovaloids 𝑊1, . . . ,𝑊𝑘,
with 𝑊𝑖 contained in the interior of 𝑊𝑖+1, 𝑖 = 1, . . . , 𝑘 − 1, and 𝑥0 lying in
the interior of 𝑊1, and a pseudo-hyperplane 𝑊𝑘+1 contained in the exterior
of 𝑊𝑘.

Let us denote by ℐ the interior of 𝑊1, let us normalize 𝑝 by 𝑝(𝑥0) > 0, and
let 𝐻∞ = {𝑋0 = 0} be the hyperplane at infinity in ℙ𝑑(ℝ). If ℐ ∩ 𝐻∞ = ∅, then
the closure of ℐ in ℝ𝑑 is a rigidly convex algebraic interior with a minimal defining
polynomial 𝑝. If ℐ∩𝐻∞ ∕= ∅, then ℐ∖ℐ∩𝐻∞ consists of two connected components,
the closure of each one of them in ℝ𝑑 being a rigidly convex algebraic interior with
a minimal defining polynomial 𝑝 (if 𝑚 is even) or 𝑝 for one component and −𝑝 for
the other component (if 𝑚 is odd).

3. Determinantal representations of polynomials: some of the
known and of the unknown

3.1. The following is proved in [28, Section 5] (based on the results of [54] and
[4], see also [14]).

Theorem 3. Let 𝑝 ∈ ℝ[𝑥1, 𝑥2] be a 𝑅𝑍𝑥0 polynomial of degree 𝑚 with 𝑝(𝑥0) = 1.
Then there exist 𝐴0, 𝐴1, 𝐴2 ∈ 𝕊ℝ𝑚×𝑚 with 𝐴0 + 𝑥01𝐴1 + 𝑥02𝐴2 = 𝐼 such that

det(𝐴0 + 𝑥1𝐴1 + 𝑥2𝐴2) = 𝑝(𝑥). (8)
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We will review the proof of Theorem 3 given in [28] in Section 4 below,
and then present in Section 5 an alternate proof for positive self-adjoint (rather
than real symmetric) determinantal representations that avoids the transcendental
machinery of Jacobian varieties and theta functions (though it still involves, to a
certain extent, meromorphic differentials on a compact Riemann surface).

Theorem 3 tells us that a necessary and sufficient condition for 𝒞 ⊆ ℝ2 to
admit a LMI representation is that 𝒞 is a rigidly convex algebraic interior, and the
size of the matrices in a LMI representation can be taken equal to be the degree 𝑚
of a minimal defining polynomial 𝑝 of 𝒞.

There can be no exact analogue of Theorem 3 for 𝑑 > 2. Indeed, we have

Proposition 4. A general polynomial 𝑝 ∈ ℂ[𝑥1, . . . , 𝑥𝑑] of degree 𝑚 does not admit
a determinantal representation

det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑) = 𝑝(𝑥), (9)

with 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ ℂ𝑚×𝑚, for 𝑑 > 3 and for 𝑑 = 3, 𝑚 ≥ 4.

Since for any fixed 𝑥0 ∈ ℝ𝑑 the set of 𝑅𝑍𝑥0 polynomials of degree 𝑚 with
𝑝(𝑥0) > 0 such that the corresponding real projective hypersurface 𝒱𝑃 (ℝ) is
smooth is an open subset of the vector space of polynomials over ℝ of degree
𝑚 (see [28, Sections 5 and 7] following [44]), it follows that a general 𝑅𝑍𝑥0 polyno-
mial 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] of degree 𝑚 with 𝑝(𝑥0) > 0 does not admit a determinantal
representation (9) with 𝑚×𝑚 matrices – even without requiring real symmetry or
positivity – for 𝑑 > 3 and for 𝑑 = 3, 𝑚 ≥ 4. (For the remaining cases when 𝑑 = 3,
the case 𝑚 = 2 is straightforward and the case 𝑚 = 3 is treated in details in [8]
when the corresponding complex projective cubic surface 𝒱𝑃 in ℙ3(ℂ) is smooth;
in both cases there are no positive real symmetric determinantal representations
of size 𝑚 as in Theorem 3, but there are positive self-adjoint determinantal rep-
resentations of size 𝑚, i.e., representations (9) with 𝑚 × 𝑚 self-adjoint matrices
such that 𝐴0 + 𝑥01𝐴1 + 𝑥02𝐴2 + 𝑥03𝐴3 = 𝐼.)

Proposition 4 follows by a simple count of parameters, see [11]. It also follows
from Theorem 11 below using the Noether–Lefschetz theory [37, 22, 20], since for
a general homogeneous polynomial 𝑃 ∈ ℂ[𝑋0, 𝑋1, . . . , 𝑋𝑑] of degree 𝑚 with 𝑑 > 3
or with 𝑑 = 3, 𝑚 ≥ 4, the only line bundles on 𝒱𝑃 are of the form 퓞𝒱𝑃 (𝑗) and
these obviously fail the conditions of the theorem.

The following is therefore the “best possible” generalization of Theorem 3 to
the case 𝑑 > 2.

Conjecture 5. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be a 𝑅𝑍𝑥0 polynomial of degree 𝑚 with 𝑝(𝑥0) =
1. Then there exists a 𝑅𝑍𝑥0 polynomial ℎ ∈ ℝ[𝑥1, . . . , 𝑥𝑑] of degree ℓ with ℎ(𝑥0) = 1
and with the closure of the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : ℎ(𝑥) > 0}
containing the closure of the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0},
and 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛, 𝑛 ≥ 𝑚 + ℓ, with 𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅+ 𝑥0𝑑𝐴𝑑 = 𝐼, such
that

det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑) = 𝑝(𝑥)ℎ(𝑥). (10)
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Notice that is enough to require that ℎ is a polynomial that is strictly positive
on the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : ℎ(𝑥) > 0}, since it then follows
from (10) that ℎ is a 𝑅𝑍𝑥0 polynomial with ℎ(𝑥0) = 1 and with the closure of the
connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : ℎ(𝑥) > 0} containing the closure of the
connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0}.

Conjecture 5 tells us that a necessary and sufficient condition for 𝒞 ⊆ ℝ𝑑 to
admit a LMI representation is that 𝒞 is a rigidly convex algebraic interior.

We can also homogenize (10),

det(𝑋0𝐴0 + 𝑋1𝐴1 + ⋅ ⋅ ⋅+ 𝑋𝑑𝐴𝑑) = 𝑃 (𝑋)𝐻̃(𝑋), (11)

where 𝐻̃(𝑋) = 𝐻(𝑋)𝑋𝑛−𝑚−ℓ
0 and 𝑃 and 𝐻 are the homogenizations of 𝑃 and 𝐻

respectively (see (4)).

3.2. The easiest way to establish Conjecture 5 would be to try taking ℎ = 1 in
(10) bringing us back to (9); in the homogeneous version, 𝐻̃ = 𝑋𝑛−𝑚

0 in (11). This
was the form of the conjecture stated in [28]. It was given further credence by the
existence of real symmetric determinantal representations without the requirement
of positivity.

Theorem 6. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑]. Then there exist 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛 for
some 𝑛 ≥ 𝑚 such that 𝑝 admits the determinantal representation (9).

Theorem 6 was first established in [27] using free noncommutative techniques.
More precisely, the method was to take a lifting of 𝑝 to the free algebra and to ap-
ply results of noncommutative realization theory to first produce a determinantal
representation with 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ ℝ𝑛×𝑛 and then to show that it is symmetriz-
able; see [27, Section 14] for details and references. An alternate proof of Theorem
(6) that uses more elementary arguments was given in [48]. As it turns out, de-
terminantal representations also appear naturally in algebraic complexity theory,
and a proof of Theorem (6) from this perspective was given in [19].

Unfortunately, the analogue of Theorem 6 for positive real symmetric (or
positive self-adjoint) determinantal representations fails. Counterexamples were
first established in [6], and subsequently in [43]. Indeed we have

Proposition 7. A general 𝑅𝑍𝑥0 polynomial 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] of degree 𝑚 with
𝑝(𝑥0) = 1 does not admit a determinantal representation (9), where 𝐴0, 𝐴1, . . .,
𝐴𝑑 ∈ ℍℂ𝑛×𝑛 for some 𝑛 ≥ 𝑚 with 𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅ + 𝑥0𝑑𝐴𝑑 = 𝐼, for any fixed
𝑚 ≥ 4 and 𝑑 large enough or for any fixed 𝑑 ≥ 3 and 𝑚 large enough.

Here “large enough” means that 𝑑3𝑚2 <
(
𝑚+𝑑
𝑚

)− 1. We refer to [43, Section
3] for details and numerous examples of 𝑅𝑍 polynomials that do not admit a
positive self-adjoint determinantal representation as in Proposition 7. One simple
example is

𝑝 = (𝑥1 + 1)2 − 𝑥22 − ⋅ ⋅ ⋅ − 𝑥2𝑑 (12)

for 𝑑 ≥ 5 (for 𝑑 = 4 this polynomial admits a positive self-adjoint determinantal
representation but does not admit a positive real symmetric determinantal repre-
sentation). The proofs are based on the fact that a positive self-adjoint (or real
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symmetric) determinantal representation of size 𝑛 always contains, after a unitary
(or orthogonal) transformation of the matrices 𝐴0, 𝐴1, . . . , 𝐴𝑑, a direct summand
𝐼𝑛−𝑛′+𝑥10𝑛−𝑛′+ ⋅ ⋅ ⋅+𝑥𝑑0𝑛−𝑛′ – yielding a determinantal representation of size 𝑛′

– for relatively small 𝑛′: one can always take 𝑛′ ≤ 𝑚𝑑 and in many instances one
can actually take 𝑛′ = 𝑚, see [43, Theorems 2.4 and 2.7]. It would be interesting
to compare these results with the various general conditions for decomposability
of determinantal representations obtained in [33, 32].

3.3. The next easiest way to establish Conjecture 5 is to try taking ℎ in (10) to
be a power of 𝑝, ℎ = 𝑝𝑟−1, so that we are looking for a positive real symmetric
determinantal representation of 𝑝𝑟,

det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑) = 𝑝(𝑥)𝑟; (13)

in the homogeneous version, 𝐻̃ = 𝑃 𝑟−1 ⋅𝑋𝑛−𝑚𝑟
0 in (11). If we do not require posi-

tivity or real symmetry, then at least for 𝑝 irreducible, 𝑝𝑟 admits a determinantal
representation (13) with 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ ℂ𝑛×𝑛, 𝑛 = 𝑚𝑟, for some 𝑟 ∈ ℕ; this
follows by the theory of matrix factorizations [16], since 𝑝𝐼𝑟 can be written as a
product of matrices with linear entries, see [2, 30] (and also the references in [43]).

As established in [6], the answer for positive real symmetric determinantal
representations is again no. Namely, let 𝑝 be a polynomial of degree 4 in 8 variables
labeled 𝑥𝑎, 𝑥𝑏, 𝑥𝑐, 𝑥𝑑, 𝑥𝑎′ , 𝑥𝑏′ , 𝑥𝑐′ , 𝑥𝑑′ , defined by

𝑝 =
∑

𝑆∈ℬ(𝑉8)

∏
𝑗∈𝑆

(𝑥𝑗 + 1), (14)

where ℬ(𝑉8) is the set consisting of all 4-element subsets of {𝑎, 𝑏, 𝑐, 𝑑, 𝑎′, 𝑏′, 𝑐′, 𝑑′}
except for

{𝑎, 𝑎′, 𝑏, 𝑏′}, {𝑏, 𝑏′, 𝑐, 𝑐′}, {𝑐, 𝑐′, 𝑑, 𝑑′}, {𝑑, 𝑑′, 𝑎, 𝑎′}, {𝑎, 𝑎′, 𝑐, 𝑐′}.

ℬ(𝑉8) is the set of bases of a certain matroid 𝑉8 on the set {𝑎, 𝑏, 𝑐, 𝑑, 𝑎′, 𝑏′, 𝑐′, 𝑑′}
called the Vamos cube. Then

Theorem 8. 𝑝 is 𝑅𝑍 with respect to 0, and for all 𝑟 ∈ ℕ, the polynomial 𝑝𝑟 does
not admit a determinantal representation (13) where 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛 for
some 𝑛 ≥ 𝑚𝑟 with 𝐴0 = 𝐼.

This follows since on the one hand, 𝑉8 is a half-plane property matroid, and
on the other hand, it is not representable over any field, more precisely its rank
function does not satisfy Ingleton inequalities. See [6, Section 3] for details. Notice
that it turns out that one can take without loss of generality 𝑛 = 𝑚𝑟 in Theorem
8, see the paragraph following Proposition 7 above. Notice also that because of
the footnote on page 326, it does not matter here whether we are considering real
symmetric or self-adjoint determinantal representations.
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The polynomial (14) remains so far the only example of a 𝑅𝑍 polynomial no
power of which admits a positive real symmetric determinantal representation2.
For instance, we have

Theorem 9. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be a 𝑅𝑍𝑥0 polynomial of degree 2 with 𝑝(𝑥0) = 1.
Then there exists 𝑟 ∈ ℕ and 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛, 𝑛 = 𝑚𝑟, with 𝐴0 + 𝑥01𝐴1 +
⋅ ⋅ ⋅+ 𝑥0𝑑𝐴𝑑 = 𝐼, such that 𝑝𝑟 admits the determinantal representation (13).

Theorem 9 has been established in [43] using Clifford algebra techniques.
More precisely, one associates to a polynomial 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] of degree 𝑚 a uni-
tal ∗-algebra as follows. Let ℂ⟨𝑧1, . . . , 𝑧𝑑⟩ be the free ∗-algebra on 𝑑 generators, i.e.,
𝑧1, . . . , 𝑧𝑑 are noncommuting self-adjoint indeterminates. For the homogenization
𝑃 of 𝑝, we can write

𝑃 (−𝑥1𝑧1 − ⋅ ⋅ ⋅ − 𝑥𝑑𝑧𝑑, 𝑥1, . . . , 𝑥𝑑) =
∑

𝑘∈ℤ𝑑
+, ∣𝑘∣=𝑚

𝑞𝑘(𝑧)𝑥
𝑘,

for some 𝑞𝑘 ∈ ℂ⟨𝑧1, . . . , 𝑧𝑑⟩, where 𝑘 = (𝑘1, . . . , 𝑘𝑑), ∣𝑘∣ = 𝑘1 + ⋅ ⋅ ⋅ + 𝑘𝑑, and

𝑥𝑘 = 𝑥𝑘11 ⋅ ⋅ ⋅𝑥𝑘𝑑𝑑 . We define the generalized Clifford algebra associated with 𝑝 to
be the quotient of ℂ⟨𝑧1, . . . , 𝑧𝑑⟩ by the two-sided ideal generated by {𝑞𝑘}∣𝑘∣=𝑚.
It can then be shown that at least if 𝑝 is irreducible, 𝑝𝑟 admits a self-adjoint
determinantal representation (13) of size 𝑚𝑟 with 𝐴0 = 𝐼 for some 𝑟 ∈ ℕ if
and only if the generalized Clifford algebra associated with 𝑝 admits a finite-
dimensional unital ∗-representation. In case 𝑚 = 2 and 𝑝 is an irreducible 𝑅𝑍0
polynomial, the generalized Clifford algebra associated with 𝑝 turns out to be
“almost” the usual Clifford algebra, yielding the proof of Theorem 9. For details
and references, see [43, Sections 4 and 5]. It would be interesting to investigate the
generalized Clifford algebra associated with the polynomial (14).3

A new obstruction to powers of 𝑝 admitting a positive real symmetric determi-
nantal representation has been recently discovered in [42]. It is closely related to the
question of how to test a polynomial for the 𝑅𝑍 condition, see [29]. For any monic
polynomial 𝑓 ∈ ℝ[𝑡] of degree 𝑚 with zeroes 𝜆1, . . . , 𝜆𝑚, let us define the matrix

𝐻(𝑓) = [ℎ𝑖𝑗 ]𝑖,𝑗=1,...,𝑚 by ℎ𝑖𝑗 =
∑𝑑

𝑘=1 𝜆𝑖+𝑗−2𝑘 ; notice that ℎ𝑖𝑗 are actually polyno-

mials in the coefficients of 𝑓 . 𝐻(𝑓) is called the Hermite matrix of 𝑓 , and it is pos-
itive semidefinite if and only if all the zeroes of 𝑓 are real. Given 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑]
of degree 𝑚 with 𝑝(𝑥0) = 1, we now consider 𝐻(𝑝𝑥) where 𝑝𝑥(𝑡) = 𝑡𝑚𝑝(𝑥0+ 𝑡−1𝑥);
it is a polynomial matrix that we call the Hermite matrix of 𝑝 with respect to
𝑥0 and denote 𝐻(𝑝;𝑥0). 𝑝 is a 𝑅𝑍𝑥0 polynomial if and only if 𝐻(𝑝;𝑥0)(𝑥) ≥ 0

2Added in proof.
Peter Brändén noticed (see http://www-e.uni-magdeburg.de/ragc/talks/branden.pdf) that
one can use the symmetry of the polynomial (14) to produce from it a 𝑅𝑍 polynomial in 4
variables no power of which admits a positive real symmetric determinantal representation.
3Added in proof.
Tim Netzer recently reported (see http://www-e.uni-magdeburg.de/ragc/talks/netzer.pdf)

that for an irreducible 𝑅𝑍0 polynomial 𝑝 with 𝑝(0) = 1, Conjecture 5 holds (with 𝑥0 = 0) if and
only if −1 is not a sum of hermitian squares in the generalized Clifford algebra associated with 𝑝.

http://www-e.uni-magdeburg.de/ragc/talks/branden.pdf
http://www-e.uni-magdeburg.de/ragc/talks/netzer.pdf
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for all 𝑥 ∈ ℝ𝑑. Now, it turns out that if there exists 𝑟 ∈ ℕ such that 𝑝𝑟 admits
a determinantal representation (13) with 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ𝑛×𝑛, 𝑛 = 𝑚𝑟, and
𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅ + 𝑥0𝑑𝐴𝑑 = 𝐼, then 𝐻(𝑝;𝑥0) can be factored: 𝐻(𝑝;𝑥0) = 𝑄⊤𝑄
for some polynomial matrix 𝑄, i.e., 𝐻(𝑝;𝑥0) is a sum of squares. We notice that
𝐻(𝑝;𝑥0) can be reduced by homogeneity to a polynomial matrix in 𝑑−1 variables,
implying that the sum of squares decomposition (factorization) is not an obstruc-
tion in the case 𝑑 = 2, but it is in the case 𝑑 > 2. In particular, there is numerical
evidence that for the polynomial 𝑝 of (14) the Hermite matrix (with respect to 0)
is not a sum of squares. We refer to [42] for details. It would be very interesting
to use these ideas in the case 𝑑 = 2 to obtain a new proof of a weakened version
of Theorem 3 that gives a positive real symmetric determinantal representation of
𝑝𝑟 (of size 𝑚𝑟) for some 𝑟 ∈ ℕ.

3.4. There have been so far no attempts to pursue Conjecture 5 with other choices
of ℎ than 1 or a power of 𝑝. Two natural candidates are products of (not neces-
sarily distinct) linear forms (that are nonnegative on the closure of the connected
component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0}), and products of powers of Renegar
derivatives of 𝑝 with respect to 𝑥0 (see (6)).

Conjecture 5 is a reasonable generalization of Theorem 3 for the purposes of
LMI representations of convex sets (provided the solution gives a good hold of the
extra factor ℎ and of the size 𝑛). It is less satisfactory as a means of describing
or generating 𝑅𝑍 polynomials. The following alternative conjecture, that was pro-
posed informally by L. Gurvits, might be more useful for that purpose. It is based
on the fact that we have two systematic ways of generating 𝑅𝑍 polynomials: pos-
itive real symmetric (or self-adjoint) determinantal representations and Renegar
derivatives.

Conjecture 10. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be a 𝑅𝑍𝑥0 polynomial of degree 𝑚 with
𝑝(𝑥0) = 1. Then there exist 𝑘 ∈ ℤ+, a 𝑅𝑍𝑥0 polynomial 𝑞 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] of

degree 𝑚 + 𝑘 such that 𝑝 = 𝑞
(𝑘)
𝑥0 , and 𝐴0, 𝐴1, . . . , 𝐴𝑑 ∈ 𝕊ℝ(𝑚+𝑘)×(𝑚+𝑘) with

𝐴0 + 𝑥01𝐴1 + ⋅ ⋅ ⋅+ 𝑥0𝑑𝐴𝑑 = 𝐼, such that

det(𝐴0 + 𝑥1𝐴1 + ⋅ ⋅ ⋅+ 𝑥𝑑𝐴𝑑) = 𝑞(𝑥).

4. Determinantal representations of homogeneous polynomials and
sheaves on projective hypersurfaces

The kernel of a determinantal representation of a homogeneous polynomial is a
sheaf on the corresponding projective hypersurface from which the representation
itself can be reconstructed. We consider here the ways to do so that use the duality
between the kernel and the left kernel; this gives the only known approaches to
the proof of Theorem 3. For a different way using the resolution of the kernel sheaf
see [5]; we refer also to the bibliography in [5, 32] and to [13, Chapter 4] and the
references therein for more about this old topic in algebraic geometry.
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4.1. Let 𝑃 ∈ ℂ[𝑋0, 𝑋1, . . . , 𝑋𝑑] (𝑑 > 1) be a reduced (i.e., without multiple
irreducible factors) homogeneous polynomial of degree 𝑚, and let

𝒱𝑃 = {[𝑋 ] ∈ ℂ𝑑 : 𝑃 (𝑋) = 0} (15)

be the corresponding complex projective hypersurface. Notice that when 𝑃 is a
polynomial over ℝ, 𝒱𝑃 is naturally endowed with an antiholomorphic involution 𝜏
(the complex conjugation or the Galois action of Gal(ℂ/ℝ)) and the set of fixed
points of 𝜏 is exactly the real projective hypersurface 𝒱𝑃 (ℝ) as in (3). Let

det(𝑋0𝐴0 + 𝑋1𝐴1 + ⋅ ⋅ ⋅+ 𝑋𝑑𝐴𝑑) = 𝑃 (𝑋),

𝐴𝛼 = [𝐴𝛼,𝑖𝑗 ]𝑖,𝑗=1,...,𝑚 ∈ ℂ𝑚×𝑚, 𝛼 = 0, 1, . . . , 𝑑, (16)

be a determinantal representation of 𝑃 , and let

𝑈 = 𝑋0𝐴0 + 𝑋1𝐴1 + ⋅ ⋅ ⋅+ 𝑋𝑑𝐴𝑑, 𝑉 = [𝑉𝑖𝑗 ]𝑖,𝑗=1,...,𝑚 = adj𝑈, (17)

where adj𝑌 denotes the adjoint matrix of a 𝑚 × 𝑚 matrix 𝑌 , i.e., the matrix
whose (𝑖, 𝑗) entry is (−1)𝑖+𝑗 times the determinant of the matrix obtained from 𝑌
by removing the 𝑗th row and the 𝑖th column, so that 𝑌 ⋅ adj𝑌 = det𝑌 ⋅ 𝐼. Notice
that

det𝑉 = 𝑃𝑚−1, (18)

adj𝑉 = 𝑃𝑚−2 ⋅ 𝑈. (19)

Notice also that using the formula for the differentiation of a determinant and row
expansion,

∂𝑃

∂𝑋𝛼
=

𝑛∑
𝑙,𝑘=1

𝐴𝛼,𝑙𝑘𝑉𝑘𝑙. (20)

In particular, 𝑉 (𝑋) is not zero for a smooth point [𝑋 ] of the hypersurface 𝒱𝑃 , so
that 𝑉 (𝑋) has rank 1 there and 𝑈(𝑋) has rank 𝑚 − 1.

4.2. We restrict our attention now to the case 𝑑 = 2, i.e., 𝒱𝑃 is a projective plane
curve. Let us assume for a starter that 𝑃 is irreducible and that 𝒱𝑃 is smooth – we
will explain how to relax this assumption in Section 4.7 below. Then we conclude
that 퓛([𝑋 ]) = ker𝑈(𝑋) is a one-dimensional subspace of ℂ𝑚 for all points [𝑋 ]
on 𝒱𝑃 , and these subspaces glue together to form a line bundle 퓛 on 𝒱𝑃 ; more
precisely, 퓛 is a subbundle of the trivial rank 𝑚 vector bundle 𝒱𝑃×ℂ𝑚 whose fiber
at the point [𝑋 ] equals 퓛([𝑋 ]). It is convenient to twist and define 퓔 = 퓛(𝑚− 1).
More algebraically, 퓔 is determined by the exact sequence of sheaves on 𝒱𝑃

0 −→ 퓔 −→ 퓞⊕𝑚
𝒱𝑃

(𝑚 − 1)
𝑈−→ 퓞⊕𝑚

𝒱𝑃
(𝑚) −→ coker(𝑈) −→ 0, (21)

where 𝑈 denotes the operator of right multiplication by the matrix acting on
columns. The following are some of the properties of the kernel line bundle.

1. The determinantal representation is determined up to a natural equivalence
(multiplication on the left and on the right by constant invertible matrices)
by the isomorphism class of the line bundle 퓔.
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2. The columns 𝐹𝑗 = [𝑉𝑖𝑗 ]𝑖=1,...,𝑚 of the adjoint matrix 𝑉 form a basis for the

space 𝐻0(퓔,𝒱𝑃 ) of global sections of 퓔.
3. 퓔 satisfies ℎ0(퓔(−1)) = ℎ1(퓔(−1)) = 0.

See [9, 53, 5] for details. By the Riemann–Roch theorem, 퓔(−1) is a line bundle of
degree 𝑔− 1 on 𝒱𝑃 (where 𝑔 denotes the genus), and it is general in that it has no
global sections, i.e., it lies on the complement of the theta divisor in the Jacobian
of 𝒱𝑃 .

There is a similarly defined line bundle 퓛ℓ on 𝒱𝑃 with fibres 퓛ℓ([𝑋 ]) =
kerℓ 𝑈(𝑋), where kerℓ denotes the left kernel of a matrix (a subspace of ℂ1×𝑚);
we set, analogously, 퓔ℓ = 퓛ℓ(𝑚− 1). 퓔ℓ is defined by an exact sequence similar to
(21) except that 𝑈 is now acting as the operator of left multiplication by the matrix
on rows. The rows 𝐺𝑖 = [𝑉𝑖𝑗 ]𝑗=1,...,𝑚 of the adjoint matrix 𝑉 form a basis for the

space 𝐻0(퓔ℓ,𝒱𝑃 ) of global sections of 퓔ℓ. There is furthermore a nondegenerate
pairing 퓔 × 퓔ℓ → 퓚𝒱𝑃 (2) (here 퓚𝒱𝑃

∼= 퓞𝒱𝑃 (𝑚 − 3) is the canonical line bundle
on 𝒱𝑃 ), i.e., 퓔ℓ(−1) is isomorphic to the Serre dual (퓔(−1))∗ ⊗ 퓚𝒱𝑃 of 퓔(−1),
which is key to the reconstruction of the determinantal representation from the
corresponding line bundle.

Notice that if 𝑃 is a polynomial over ℝ and the determinantal representation
is self-adjoint then 퓔ℓ ∼= 퓔𝜏 , whereas if the determinantal representation is real
symmetric, then 퓔ℓ ∼= 퓔𝜏 ∼= 퓔. (In fact, in the real symmetric case the line bundle
퓔 is defined over ℝ which is a somewhat stronger condition than 퓔𝜏 ∼= 퓔 but the
two actually coincide if 𝒱𝑃 (ℝ) ∕= ∅, see [54] and the references there.)

4.3. There are two ways to define the pairing 퓔 × 퓔ℓ → 퓚𝒱𝑃 (2). One way, origi-
nating in multivariable operator theory and multidimensional system theory, sim-
ply pairs the right and left kernels of the matrix 𝑈(𝑋) against appropriate lin-
ear combinations of the coefficient matrices 𝐴0, 𝐴1, 𝐴2; see [3]. This leads to
explicit formulae for the coefficient matrices in terms of theta functions, given
a line bundle 퓔(−1) on 𝒱𝑃 with ℎ0(퓔(−1)) = ℎ1(퓔(−1)) = 0, see [4, Theo-
rems 4.1 and 5.1]. It is obvious from these formulae that choosing 퓔(−1) with
(퓔(−1))∗ ⊗ 퓚𝒱𝑃

∼= 퓔(−1)𝜏 ∼= 퓔(−1) (i.e., 퓔(−1) is a real theta characteristic
on 𝒱𝑃 ) yields a real symmetric determinantal representation (at least in the case
𝒱𝑃 (ℝ) ∕= ∅). [28, Section 4] verifies (using the tools developed in [54]) that in
case the dehomogenization 𝑝(𝑥1, . . . , 𝑥𝑑) = 𝑃 (1, 𝑥1, . . . , 𝑥𝑑) of the original poly-
nomial 𝑃 is 𝑅𝑍, appropriate choices of 퓔(−1) will yield a positive determinantal
representation (to be more precise, the positivity is “built in” [28, (4.1)–(4.3)]).
“Appropriate choices” means that the line bundle 퓔(−1) of degree 𝑔 − 1 (more
precisely, its image under the Abel–Jacobi map) has to belong to a certain distin-
guished real 𝑔-dimensional torus 𝑇0 in the Jacobian of 𝒱𝑃 , see [54, Sections 3 and
4]; accidentally, this already forces 퓔(−1) to be in the complement of the theta
divisor, i.e., the condition ℎ0(퓔(−1)) = ℎ1(퓔(−1)) = 0 becomes automatic. It is
interesting to notice that recent computational advances in theta functions on Rie-
mann surfaces make this approach possibly suitable for computational purposes,
see [47].
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4.4. Another way to define the pairing 퓔 × 퓔ℓ → 퓚𝒱𝑃 (2) is more algebraic and
goes back to the classical paper [12]; it uses the adjoint matrix 𝑉 of the determi-
nantal representation. This leads to the following construction of the determinantal
representation given a line bundle 퓔(−1) on 𝒱𝑃 with ℎ0(퓔(−1)) = ℎ1(퓔(−1)) = 0,
see [12, 53, 3]. Take bases {𝐹1, . . . , 𝐹𝑚} and {𝐺1, . . . , 𝐺𝑚} for the spaces of global
sections of 퓔 and of 퓔ℓ, respectively, where 퓔ℓ(−1) := (퓔(−1))∗ ⊗ 퓚𝒱𝑃 is the
Serre dual. Then 𝑉𝑖𝑗 := ⟨𝐹𝑗 , 𝐺𝑖⟩ is a global section of 퓚𝒱𝑃 (2)

∼= 퓞𝒱𝑃 (𝑚 − 1),
hence a homogeneous polynomial in 𝑋0, 𝑋1, 𝑋2 of degree 𝑚 − 1. It can be shown
that the matrix 𝑉 = [𝑉𝑖𝑗 ]𝑖,𝑗=1,...,𝑚 has rank 1 on 𝒱𝑃 , implying that (18) holds,

up to a constant factor 𝑐, and that every entry of adj𝑉 is divisible by 𝑃𝑚−2. We
can now define a matrix 𝑈 of linear homogeneous forms by (19), and it will be
a determinantal representation of 𝑃 , up to the constant factor 𝑐𝑚−1. It remains
only to show that the constant factor is not zero, i.e., that det𝑉 is not identically
zero. This follows by choosing the bases for the spaces of global sections adapted
to a straight line, so that 𝑉 becomes diagonal along that line, and uses essentially
the condition ℎ0(퓔(−1)) = ℎ1(퓔(−1)) = 0.

It is quite straightforward that if 퓔 satisfies (퓔(−1))∗ ⊗퓚𝒱𝑃
∼= (퓔(−1))𝜏 ∼=

퓔(−1) we obtain a real symmetric determinantal representation (at least in the
case 𝒱𝑃 (ℝ) ∕= ∅, since we really need 퓔 to be defined over ℝ), whereas if (퓔(−1))∗⊗
퓚𝒱𝑃

∼= 퓔(−1)𝜏 we obtain a self-adjoint determinantal representation.

4.5. The above procedure can be written down more explicitly in terms of divisors
and linear systems. We recall that for a homogeneous polynomial 𝐹 ∈ ℂ[𝑋0, 𝑋1,
𝑋2], the divisor (𝐹 ) of 𝐹 on 𝒱𝑃 is the formal sum of the zeroes of 𝐹 on 𝒱𝑃 with the
orders of the zeroes as coefficients (the order of the zero equals also the intersection
multiplicity of the curves 𝒱𝑄 and 𝒱𝑃 – here 𝑄 can have multiple irreducible factors
so that the curve 𝒱𝑄 can have multiple components, i.e., it may be a non-reduced
subscheme of ℙ2 over ℂ).

Let 𝑄 ∈ ℂ[𝑋0, 𝑋1, 𝑋2] be an auxiliary homogeneous polynomial of degree
𝑚−1, together with a decomposition (𝑄) = 𝐷+𝐷ℓ, deg𝐷 = deg𝐷ℓ = 𝑚(𝑚−1)/2.
We assume that 𝐷 and 𝐷ℓ satisfy the condition that 𝐷 − (𝐿) or equivalently
𝐷ℓ− (𝐿) is not linearly equivalent to an effective divisor on 𝒱𝑃 , where 𝐿 is a linear
form.

Take a basis {𝑉11, . . . , 𝑉𝑚1} of the vector space of homogeneous polynomials
of degree 𝑚 − 1 that vanish on 𝐷, with 𝑉11 = 𝑄, and a basis {𝑉11, . . . , 𝑉1𝑚} of
the vector space of homogeneous polynomials of degree 𝑚 − 1 that vanish on 𝐷ℓ.
Write (𝑉𝑖1) = 𝐷 + 𝐷ℓ,𝑖 and (𝑉1𝑗) = 𝐷𝑗 + 𝐷ℓ, where 𝐷1 = 𝐷 and 𝐷ℓ,1 = 𝐷ℓ.
Define homogeneous polynomials 𝑉𝑖𝑗 of degree 𝑚 − 1 for 𝑖 > 1 and 𝑗 > 1 by
(𝑉𝑖𝑗) = 𝐷𝑗 + 𝐷ℓ,𝑖. We then set 𝑉 = [𝑉𝑖𝑗 ]𝑖,𝑗=1,...,𝑚, and obtain a determinantal

representation 𝑈 of 𝑃 by (19).

To be able to obtain a real symmetric determinantal representation of a
polynomial 𝑃 over ℝ, we need 𝒱𝑄 to be a real contact curve of 𝒱𝑃 , i.e., to be
defined by a polynomial 𝑄 over ℝ and to have even intersection multiplicity at all
points of intersection (in this case 𝐷 = 𝐷ℓ is uniquely determined). To be able to
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obtain a self-adjoint determinantal representation we need 𝒱𝑄 to be a real curve
that is contact to 𝒱𝑃 at all real points of intersection (in this case the real points
of 𝐷 and of 𝐷ℓ = 𝐷𝜏 are uniquely determined whereas the non-real points can be
shuffled between the two).

4.6. Unlike the approach of Section 4.3, the approach of Sections 4.4–4.5 does not
produce directly the coefficient matrices of the determinantal representation, so it
is not clear a priori how to obtain a real symmetric or self-adjoint representation
that is positive. A delicate calculation with differentials carried out in [54, Sections
4–6] shows that this will happen exactly in case the original polynomial 𝑝 is 𝑅𝑍
and 퓔(−1) (more precisely, its image under the Abel–Jacobi map) belongs to the
distinguished real 𝑔-dimensional torus 𝑇0 in the Jacobian of 𝒱𝑃 . We will obtain
a corresponding result in terms of the auxiliary curve 𝒱𝑄 in Section 5 below by
elementary methods.

4.7. We consider now how to relax the assumption that 𝒱𝑃 is irreducible and
smooth. A full analysis of determinantal representations for a general reduced
polynomial 𝑃 involves torsion free sheaves of rank 1 on a possibly reducible and
singular curve; see [32] and the references therein. However one can get far enough
to obtain a full proof of Theorem 3 by considering a restricted class of determi-
nantal representations.

Let 𝜈 : 𝒱𝑃 → 𝒱𝑃 be the normalization or equivalently the desingularization.

𝒱𝑃 is a disjoint union of smooth complex projective curves (or compact Riemann
surfaces) corresponding to the irreducible factors of 𝑃 (the irreducible components
of 𝒱𝑃 ) and

𝜈
∣∣∣𝒱𝑃 ∖𝜈−1((𝒱𝑃 )sing)

: 𝒱𝑃 ∖ 𝜈−1((𝒱𝑃 )sing) → 𝒱𝑃 ∖ (𝒱𝑃 )sing
is a (biregular or complex analytic) isomorphism, where (𝒱𝑃 )sing denotes the set
of singular points of 𝒱𝑃 . Let 𝜆 ∈ (𝒱𝑃 )sing; we assume that 𝜆 lies in the affine
plane ℂ2 ⊆ ℙ2(ℂ) (otherwise we just choose different affine coordinates near 𝜆).
For every 𝜇 ∈ 𝜈−1(𝜆) (i.e., for every branch of 𝒱𝑃 at 𝜆), the differential

𝜈∗
(

𝑑𝑥1
∂𝑝/∂𝑥2

)
= −𝜈∗

(
𝑑𝑥2

∂𝑝/∂𝑥1

)
on 𝒱𝑃 has a pole at 𝜇; we denote the order of the pole by 𝑚𝜇. We define

Δ𝜆 =
∑

𝜇∈𝜈−1(𝜆)

𝑚𝜇𝜇

(the adjoint divisor of 𝜆), and

Δ =
∑

𝜆∈(𝒱𝑃 )sing

Δ𝜆 (22)

(the adjoint divisor, or the divisor of singularities, of 𝒱𝑃 ); see, e.g., [1, Appen-
dix A2].
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A determinantal representation 𝑈 of 𝑃 is called fully saturated (or 𝒱𝑃 /𝒱𝑃
saturated) if all the entries of the adjoint matrix 𝑉 vanish on the adjoint divisor:
(𝜈∗𝑉𝑖𝑗) ≥ Δ for all 𝑖, 𝑗 = 1, . . . ,𝑚. This is a somewhat stronger condition than
being a maximal (or maximally generated) determinantal representation, which
means that for every 𝜆 ∈ (𝒱𝑃 )sing, dim ker𝑈(𝜆) has the maximal possible dimen-
sion equal to the multiplicity of 𝜆 on 𝒱𝑃 . We refer to [32, 33] for details. If 𝑃
is reducible than a fully saturated determinantal representation always decom-
poses, up to equivalence, as a direct sum of determinantal representations of the
irreducible factors of 𝑃 ; hence we can assume that 𝑃 is irreducible.

For a fully saturated determinantal representation 𝑈 of 𝑃 , we can define

a line bundle 퓛̃ on 𝒱𝑃 ∖ 𝜈−1((𝒱𝑃 )sing) with fibres 퓛̃([𝑋 ]) = ker𝑈(𝑋) and then

extend it uniquely to all of 𝒱𝑃 ; we then define 퓔̃ = 퓛̃(𝑚 − 1)(−Δ), see [3] – here

퓛̃(𝑚 − 1) = 퓛̃ ⊗ 𝜈∗퓞𝒱𝑃 (𝑚 − 1). Alternatively, we can define 퓔̃ = 𝜈∗퓔, where
the sheaf 퓔 on 𝒱𝑃 is still defined by (21), see [32]. We introduce similarly the left

kernel line bundle 퓔̃ℓ. Most of Sections 4.2–4.4 and 4.6 now carry over for a fully

saturated determinantal representation 𝑈 of 𝑃 and line bundles 퓔̃ and 퓔̃ℓ on 𝒱𝑃 ;
notice that the canonical line bundle on 𝒱𝑃 is given by퓚𝒱𝑃

∼= 𝜈∗퓞𝒱𝑃 (𝑚−3)(−Δ).

In Section 4.5, we have to take the auxiliary polynomial 𝑄 to vanish on
the adjoint divisor: (𝜈∗𝑄) ≥ Δ, with a decomposition (𝜈∗𝑄) = 𝐷 + 𝐷ℓ + Δ. We
then take a basis {𝑉11, . . . , 𝑉𝑚1} of the vector space of homogeneous polynomials of
degree 𝑚−1 that vanish on 𝐷 and on the adjoint divisor, with 𝑉11 = 𝑄, and a basis
{𝑉11, . . . , 𝑉1𝑚} of the vector space of homogeneous polynomials of degree 𝑚 − 1
that vanish on 𝐷ℓ and on the adjoint divisor; we write (𝑉𝑖1) = 𝐷 + 𝐷ℓ,𝑖 +Δ and
(𝑉1𝑗) = 𝐷𝑗 +𝐷ℓ +Δ, where 𝐷1 = 𝐷 and 𝐷ℓ,1 = 𝐷ℓ; and we define homogeneous
polynomials 𝑉𝑖𝑗 of degree 𝑚 − 1 for 𝑖 > 1 and 𝑗 > 1 by (𝑉𝑖𝑗) = 𝐷𝑗 + 𝐷ℓ,𝑖 +Δ.

4.8. The recent work [32] extends the construction of the adjoint matrix of a
determinantal representation outlined in Section 4.4 to the most general higher-
dimensional situation. Let 𝑃 = 𝑃 𝑟1

1 ⋅ ⋅ ⋅𝑃 𝑟𝑘
𝑘 ∈ ℂ[𝑋0, 𝑋1, . . . , 𝑋𝑑], where 𝑃1, . . . , 𝑃𝑘

are (distinct) irreducible polynomials, and let

𝒱𝑃 = Projℂ[𝑋0, 𝑋1, . . . , 𝑋𝑑]/⟨𝑃 ⟩ (23)

be the corresponding closed subscheme of ℙ𝑛 over ℂ; of course 𝒱𝑃 is in general
highly non-reduced. Let 𝑈 be a determinantal representation of 𝑃 as in (16)–
(17); we define the kernel sheaf 퓔 on 𝒱𝑃 by the exact sequence (21), as before. 퓔
is a torsion-free sheaf on 𝒱𝑃 of multirank (𝑟1, . . . , 𝑟𝑘) (these notions have to be
somewhat carefully defined), and we have

ℎ0(퓔(−1)) = ℎ𝑑−1(퓔(1 − 𝑑)) = 0, ℎ𝑖(퓔(𝑗)) = 0, 𝑖 = 1, . . . , 𝑑 − 2, 𝑗 ∈ ℤ. (24)

Conversely,

Theorem 11. Let 퓔 be a torsion-free sheaf on 𝒱𝑃 of multirank (𝑟1, . . . , 𝑟𝑘) satis-
fying the vanishing conditions (24); then 퓔 is the kernel sheaf of a determinantal
representation of 𝑃 .
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As in Section 4.4, Theorem 11 is proved by taking bases of 𝐻0(퓔,𝒱𝑃 ) and
of 𝐻0(퓔ℓ,𝒱𝑃 ), 퓔ℓ = 퓔∗ ⊗ 𝝎𝒱𝑃 (𝑑) (here 𝝎𝒱𝑃 = 퓞𝒱𝑃 (𝑚 − 𝑑 − 1) is the dualizing
sheaf), pairing these bases to construct a matrix 𝑉 of homogeneous polynomials
of degree 𝑚 − 1, and then defining the determinantal representation 𝑈 by (19);
there are quite a few technicalities, especially because the scheme is non-reduced.
For 𝑃 a polynomial over ℝ, the determinantal representation can be taken to be
self-adjoint if (and only if) 퓔𝜏 ∼= 퓔∗ ⊗ 𝝎𝒱𝑃 (𝑑) where 𝜏 is again the complex con-
jugation. It should be also possible to characterize real symmetric determinantal
representations. (Complex symmetric determinantal representations correspond to
퓔 ∼= 퓔∗ ⊗ 𝝎𝒱𝑃 (𝑑).)

Theorem 11 provides a new venue for pursuing Conjecture 5. To make it
effective requires progress in two directions:

1. Given a reduced homogeneous polynomial 𝑃 , characterize large classes of
homogeneous polynomials 𝐻̃ such that the scheme 𝒱𝑃𝐻̃ admits torsion free
sheaves of correct multirank satisfying the vanishing conditions (24).

2. If 𝑝 is 𝑅𝑍, characterize positive real symmetric or self-adjoint determinantal
representations of 𝑃 in terms of the kernel sheaf 퓔. This is interesting not
only for the general conjecture but also for special cases, compare the recent
paper [10] dealing with singular nodal quartic surfaces in ℙ3. It could be that
the results of Section 5 below admit some kind of a generalization.

5. Interlacing 𝑹𝒁 polynomials and positive self-adjoint
determinantal representations

5.1. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be a reduced (i.e., without multiple factors) 𝑅𝑍𝑥0

polynomial of degree 𝑚 with 𝑝(𝑥0) ∕= 0, and let 𝑃 be the homogenization of
𝑝 (see (4)). Let 𝑄 ∈ ℝ[𝑋0, 𝑋1, . . . , 𝑋𝑑] be a homogeneous polynomial of degree
𝑚− 1 that is relatively prime with 𝑃 . We say that 𝑄 interlaces 𝑃 if for a general
𝑋 ∈ ℝ𝑑+1, there is a zero of the univariate polynomial 𝑄(𝑋 + 𝑠𝑋0) in the open
interval between any two zeroes of the univariate polynomial 𝑃 (𝑋 + 𝑠𝑋0), where
𝑋0 = (1, 𝑥0). Alternatively, for any 𝑋 ∈ ℝ𝑑+1,

𝑠1 ≤ 𝑠′1 ≤ 𝑠2 ≤ ⋅ ⋅ ⋅ ≤ 𝑠𝑚−1 ≤ 𝑠′𝑚−1 ≤ 𝑠𝑚, (25)

where 𝑠1, . . . , 𝑠𝑚 are the zeroes of 𝑃 (𝑋 + 𝑠𝑋0) and 𝑠′1, . . . , 𝑠
′
𝑚−1 are zeroes of

𝑄(𝑋 + 𝑠𝑋0), counting multiplicities. Notice (see (5)) that we can consider instead
the zeroes of the univariate polynomials 𝑝𝑥(𝑡) = 𝑡𝑚𝑝(𝑥0 + 𝑡−1𝑥) and ˇ̃𝑞𝑥(𝑡) =
𝑡𝑚−1𝑞(𝑥0+ 𝑡−1𝑥) for a general or for any 𝑥 ∈ ℝ𝑑, where 𝑞(𝑥) = 𝑄(1, 𝑥1, . . . , 𝑥𝑑). It
follows that 𝑞 is a 𝑅𝑍𝑥0 polynomial with 𝑞(𝑥0) ∕= 0, and (upon normalizing 𝑝(𝑥0) >
0, 𝑞(𝑥0) > 0) the closure of the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑞(𝑥) > 0}
contains the closure of the connected component of 𝑥0 in {𝑥 ∈ ℝ𝑑 : 𝑝(𝑥) > 0}. The
degree of 𝑞 is either 𝑚 − 1 (in which case 𝑄 is the homogenization of 𝑞) or 𝑚 − 2
(in which case 𝑄 is the homogenization of 𝑞 times 𝑋0).

Geometrically, let ℒ be a general straight line through [𝑋0] in ℙ𝑑(ℝ). Then 𝑄
interlaces 𝑃 if and only if any there is an intersection of ℒ with the real projective
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hypersurface 𝒱𝑄(ℝ) in any open interval on ℒ ∖ [𝑋0] between two intersections
of ℒ with the real projective hypersurface 𝒱𝑃 (ℝ). If 𝑄 does not contain 𝑋0 as a
factor, we can consider instead of ℒ ∖ [𝑋0] the two open rays ℒ± starting at 𝑥0 of
a general straight line through 𝑥0 in ℝ𝑑 and their intersections with the real affine
hypersurfaces 𝒱𝑞(ℝ) and 𝒱𝑝(ℝ).

An example of a polynomial 𝑄 interlacing 𝑃 is the first directional derivative

𝑃
(1)
𝑥0 , see (6) (in this case 𝑞 = 𝑝

(1)
𝑥0 is the first Renegar derivative).

It is not hard to see that (upon normalizing 𝑝(𝑥0) > 0) the definition of
interlacing is independent of the choice of a point 𝑥0 in a rigidly convex algebraic
interior with a minimal defining polynomial 𝑝. In case the real projective hyper-
surfaces 𝒱𝑃 (ℝ) and 𝒱𝑄(ℝ) are both smooth, the interlacing of polynomials simply
means the interlacing of ovaloids, see Proposition 2. More precisely, in this case 𝑄
interlaces 𝑃 if and only if

a. If 𝑚 = 2𝑘 is even and 𝒱𝑃 (ℝ) = 𝑊1

∐ ⋅ ⋅ ⋅∐𝑊𝑘 and 𝒱𝑄(ℝ) = 𝑊 ′
1

∐ ⋅ ⋅ ⋅∐𝑊 ′
𝑘

are the decompositions into connected components, then the ovaloid 𝑊 ′
𝑖 is

contained in the “shell” obtained by removing the interior of the ovaloid 𝑊𝑖

from the closure of the interior of the ovaloid 𝑊𝑖+1, 𝑖 = 1, . . . , 𝑘 − 1, and
the pseudo-hyperplane 𝑊 ′

𝑘 is contained in the closure of the exterior of the
ovaloid 𝑊𝑘;

b. If 𝑚 = 2𝑘 + 1 is odd and 𝒱𝑃 (ℝ) = 𝑊1

∐ ⋅ ⋅ ⋅∐𝑊𝑘

∐
𝑊𝑘+1 and 𝒱𝑄(ℝ) =

𝑊 ′
1

∐ ⋅ ⋅ ⋅∐𝑊 ′
𝑘 are the decompositions into connected components, then the

ovaloid 𝑊 ′
𝑖 is contained in the “shell” obtained by removing the interior of the

ovaloid 𝑊𝑖 from the closure of the interior of the ovaloid 𝑊𝑖+1, 𝑖 = 1, . . . , 𝑘−1,
and the ovaloid 𝑊 ′

𝑘 is contained in the closure of the exterior of the ovaloid𝑊𝑘

and the pseudo-hyperplane 𝑊𝑘+1 is contained in the closure of the exterior
of 𝑊 ′

𝑘.

Interlacing can be tested via the Bezoutiant, similarly to testing the 𝑅𝑍
condition via the Hermite matrix. For polynomials 𝑓, 𝑔 ∈ ℝ[𝑡] with 𝑓 of degree
𝑚 and 𝑔 of degree at most 𝑚, we define the Bezoutiant of 𝑓 and 𝑔, 𝐵(𝑓, 𝑔) =
[𝑏𝑖𝑗 ]𝑖,𝑗=1,...,𝑚, by the identity

𝑓(𝑡)𝑔(𝑠)− 𝑓(𝑠)𝑔(𝑡)

𝑡 − 𝑠
=

𝑚−1∑
𝑖,𝑗=0

𝑏𝑖𝑗𝑡
𝑖𝑠𝑗 ;

notice that the entries of 𝐵(𝑓, 𝑔) are polynomials in the coefficients of 𝑓 and of 𝑔.
The nullity of 𝐵(𝑓, 𝑔) equals the number of common zeroes of 𝑓 and of 𝑔 (counting
multiplicities), and (assuming that the degree of 𝑔 is at most 𝑚 − 1), 𝐵(𝑓, 𝑔) > 0
if and only if 𝑓 has only real and distinct zeroes and there is a zero of 𝑔 in the
open interval between any two zeroes of 𝑓 ; see, e.g., [34]. Given 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑]
a reduced polynomial of degree 𝑚 with 𝑝(𝑥0) ∕= 0, with homogenization 𝑃 , and
𝑄 ∈ ℝ[𝑋0, 𝑋1, . . . , 𝑋𝑑] a homogeneous polynomial of degree 𝑚 − 1 that is rela-
tively prime with 𝑃 , we now consider 𝐵(𝑝𝑥, ˇ̃𝑞𝑥), where 𝑝𝑥, ˇ̃𝑞𝑥 are as before; it is a
polynomial matrix that we call the Bezoutiant of 𝑃 and 𝑄 with respect to 𝑥0 and
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denote 𝐵(𝑃,𝑄;𝑥0). We see that 𝑝 is a 𝑅𝑍𝑥0 polynomial and 𝑄 interlaces 𝑃 if and
only if 𝐵(𝑃,𝑄;𝑥0)(𝑥) ≥ 0 for all 𝑥 ∈ ℝ𝑑.

5.2. Before stating and proving the main result of this section, we make some
preliminary observations.

Let 𝑃 ∈ ℂ[𝑋0, 𝑋1, . . . , 𝑋𝑑] be a reduced homogeneous polynomial of degree
𝑚 with the corresponding complex projective hypersurface 𝒱𝑃 (see (15), and let 𝑈
be a determinantal representation of 𝑃 with the adjoint matrix 𝑉 as in (17). Since
dimker𝑈(𝑋) = 1 for a general point [𝑋 ] of any irreducible component of 𝒱𝑃 ,
the rows of 𝑉 are proportional along 𝒱𝑃 and so are the columns. An immediate
consequence is that no element of 𝑉 can vanish along 𝒱𝑃 : otherwise, because of
the proportionality of the rows, a whole row or a whole column of 𝑉 would vanish
along 𝒱𝑃 , hence be divisible by 𝑃 , hence be identically 0 (since all the elements
have degree 𝑚 − 1 which is less than the degree of 𝑃 ), implying that det𝑉 is
identically 0, a contradiction. Another consequence is that every minor of order 2
in 𝑉 , 𝑉𝑖𝑗𝑉𝑘𝑙 − 𝑉𝑘𝑗𝑉𝑖𝑙, vanishes along 𝒱𝑃 .
Lemma 12. Let 𝐹𝑗 = [𝑉𝑖𝑗 ]𝑖=1,...,𝑚, 𝑗 = 1, . . . ,𝑚, and 𝐺𝑖 = [𝑉𝑖𝑗 ]𝑗=1,...,𝑚, 𝑖 =

1, . . . ,𝑚, be the columns and the rows of the adjoint matrix 𝑉 , respectively, let
𝑋0 = (𝑋0

0 , 𝑋
0
1 , . . . , 𝑋

0
𝑑) ∈ ℂ𝑑+1 ∖ {0}, and let

𝑃 ′
𝑋0(𝑋) =

𝑑

𝑑𝑠
𝑃 (𝑋 + 𝑠𝑋0)

∣∣
𝑠=0

=

𝑑∑
𝛼=0

𝑋0
𝛼

∂𝑃

∂𝑋𝛼
(𝑋) (26)

be the directional derivative. Then

𝐺𝑖 𝑈(𝑋0)𝐹𝑗 = 𝑉𝑖𝑗 𝑃 ′
𝑋0 (27)

along 𝒱𝑃 .
The result follows immediately by substituting (20) into (26) to calculate

the directional derivative in terms of the entries of the adjoint matrix and of the
coefficient matrices of the determinantal representation, and using the vanishing
of the minors of order 2 in 𝑉 along 𝒱𝑃 . A version of (27) was established in
[54, Corollary 5.8] in case 𝑑 = 2 and 𝒱𝑃 is smooth (the proof given there works
verbatim for fully saturated determinantal representations, see Section 4.7, when
𝒱𝑃 is possibly singular and/or reducible) using essentially the pairing between the
kernel and the left kernel alluded to in Section 4.3.

Assume now that the dehomogenization 𝑝(𝑥1, . . . , 𝑥𝑑) = 𝑃 (1, 𝑥1, . . . , 𝑥𝑑) is
a 𝑅𝑍𝑥0 polynomial with 𝑝(𝑥0) ∕= 0, let 𝑋0 = (1, 𝑥0), and let 𝑈 be a self-adjoint
determinantal representation. Let ℒ be a straight line through [𝑋0] in ℙ𝑑(ℝ) in-
tersecting 𝒱𝑃 (ℝ) in 𝑚 distinct points [𝑋1], . . . , [𝑋𝑚]. Then we have

Lemma 13. 𝑈(𝑋0) > 0 if and only if the compression of 𝑈(𝑋0) to ker𝑈(𝑋 𝑖) is
positive definite for 𝑖 = 1, . . . ,𝑚.

This is just a special case of [54, Proposition 5.5]: the statement there is for
𝑑 = 2 but the proof for general 𝑑 is exactly the same (it amounts to restricting the
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determinantal representation 𝑈 to the straight line ℒ, and looking at the canonical
form of the resulting hermitian matrix pencil). We give a direct argument in our
situation.

Proof of Lemma 13. Choose 𝑋 ∈ ℝ𝑑+1 so that ℒ ∖ [𝑋0] = {𝑋 − 𝑠𝑋0}𝑠∈ℝ. Then
𝑋 𝑖 = 𝑋−𝑠𝑖𝑋

0, where 𝑠𝑖, 𝑖 = 1, . . . ,𝑚, are the zeroes of the univariate polynomial
𝑃 (𝑋 − 𝑠𝑋0), i.e., the eigenvalues of the generalized eigenvalue problem(

𝑈(𝑋)− 𝑠𝑈(𝑋0)
)
𝑣 = 0.

The corresponding eigenspaces are precisely ker𝑈(𝑋 𝑖); since there are 𝑚 distinct
eigenvalues, these eigenspaces span all of ℂ𝑚,

ℂ𝑚 = ker𝑈(𝑋1)+̇ ⋅ ⋅ ⋅ +̇ ker𝑈(𝑋𝑚).

The lemma now follows since the different eigenspaces are orthogonal with respect
to 𝑈(𝑋0): if 𝑣𝑖 ∈ ker𝑈(𝑋 𝑖), 𝑣𝑗 ∈ ker𝑈(𝑋𝑗), 𝑖 ∕= 𝑗, then

𝑠𝑖𝑣
∗
𝑗𝑈(𝑋0)𝑣𝑖 = 𝑣∗

𝑗𝑈(𝑋)𝑣𝑖 = 𝑠𝑗𝑣
∗
𝑗𝑈(𝑋0)𝑣𝑖

(since 𝑠𝑗 ∈ ℝ), implying that 𝑣∗
𝑗𝑈(𝑋0)𝑣𝑖 = 0 (since 𝑠𝑖 ∕= 𝑠𝑗). □

We notice that Lemma 13 remains true for non-reduced polynomials 𝑃 pro-
vided the determinantal representation 𝑈 is generically maximal (or generically
maximally generated) [32]: if 𝑃 = 𝑃 𝑟1

1 ⋅ ⋅ ⋅𝑃 𝑟𝑘
𝑘 , where 𝑃1, . . . , 𝑃𝑘 are distinct irre-

ducible polynomials, this means that dimker𝑈(𝑋) = 𝑟𝑖 at a general point [𝑋 ]
of 𝒱𝑃𝑖 , 𝑖 = 1, . . . , 𝑘. Since positive self-adjoint determinantal representations are
always generically maximal, this may open the possibility of generalizing Theorem
14 below to the non-reduced setting.

Theorem 14. Let 𝑝 ∈ ℝ[𝑥1, . . . , 𝑥𝑑] be an irreducible 𝑅𝑍𝑥0 polynomial of degree 𝑚
with 𝑝(𝑥0) ∕= 0, let 𝑃 be the homogenization of 𝑝, and let 𝑋0 = (1, 𝑥0). Let 𝑈 be a
self-adjoint determinantal representation of 𝑃 with adjoint matrix 𝑉 , as in (17).
Then 𝑈(𝑋0) is either positive or negative definite if and only if the polynomial 𝑉𝑗𝑗
interlaces 𝑃 ; here 𝑗 is any integer between 1 and 𝑚.

Proof. The fact that 𝑈(𝑋0) > 0 implies the interlacing follows immediately from
Cauchy’s interlace theorem for eigenvalues of Hermitian matrices, see, e.g., [31].
We provide a unified proof for both directions.

Let ℒ be a straight line through [𝑋0] in ℙ𝑑(ℝ) intersecting 𝒱𝑃 (ℝ) in 𝑚
distinct points 𝑋1, . . . , 𝑋𝑚 none of which is a zero of 𝑉𝑗𝑗 . Lemma 12 implies that
for any [𝑋 ] ∈ 𝒱𝑃 (ℝ),

𝐹𝑗(𝑋)∗ 𝑈(𝑋0)𝐹𝑗(𝑋) = 𝑃 ′
𝑋0(𝑋)𝑉𝑗𝑗(𝑋).

Lemma 13 then shows that 𝑈(𝑋0) is positive or negative definite if and only if
𝑃 ′
𝑋0𝑉𝑗𝑗 has the same sign (positive or negative, respectively) at𝑋 𝑖 for 𝑖 = 1, . . . ,𝑚.

Similarly to the proof of Lemma 13, let us choose 𝑋 ∈ ℝ𝑑+1 so that ℒ ∖
[𝑋0] = {𝑋 + 𝑠𝑋0}𝑠∈ℝ, so that 𝑋 𝑖 = 𝑋 + 𝑠𝑖𝑋

0, where 𝑠1 < ⋅ ⋅ ⋅ < 𝑠𝑚 are the
zeroes of the univariate polynomial 𝑃 (𝑋 + 𝑠𝑋0). It follows from Rolle’s Theorem



Determinantal Representations: Past, Present, and Future 345

that
𝑑

𝑑𝑠
𝑃 (𝑋 + 𝑠𝑋0) = 𝑃 ′

𝑋0(𝑋 + 𝑠𝑋0) has exactly one zero in each open interval

(𝑠𝑖, 𝑠𝑖+1), 𝑖 = 1, . . . ,𝑚 − 1, hence has opposite signs at 𝑠𝑖 and at 𝑠𝑖+1. Therefore
𝑈(𝑋0) is positive or negative definite if and only if 𝑉𝑗𝑗(𝑋 + 𝑠𝑋0) has opposite
signs at 𝑠𝑖 and at 𝑠𝑖+1, i.e., if and only if 𝑉𝑗𝑗 interlaces 𝑃 . □

It would be interesting to find an analogue of Theorem 14 for other signatures
of a self-adjoint determinantal representation, similarly to [54, Section 5].

Combining Theorem 14 with the construction of determinantal representa-
tions that was sketched in Section 4.5 (see also Section 4.7 for the extension of the
construction to the singular case) then yields the following result.

Theorem 15. Let 𝑝 ∈ ℝ[𝑥1, 𝑥2] be an irreducible 𝑅𝑍𝑥0 polynomial of degree 𝑚 with

𝑝(𝑥0) = 1, let 𝑃 be the homogenization of 𝑝, let 𝜈 : 𝒱𝑃 → 𝒱𝑃 be the desingulariza-
tion of the corresponding complex projective curve, and let Δ be the adjoint divisor

on 𝒱𝑃 . Let 𝑄 ∈ ℝ[𝑋0, 𝑋1, 𝑋2] be a homogeneous polynomial of degree 𝑚 − 1 that
interlaces 𝑃 and that vanishes on the adjoint divisor: (𝜈∗𝑄) ≥ Δ. Then there exist
𝐴0, 𝐴1, 𝐴2 ∈ ℍℂ𝑚×𝑚 with 𝐴0+𝑥01𝐴1+𝑥02𝐴2 = 𝐼 such that det(𝐴0+𝑥1𝐴1+𝑥2𝐴2) =
𝑝(𝑥) and such that the first principal minor of 𝐴0+𝑥1𝐴1+𝑥2𝐴2 equals 𝑄(1, 𝑥1, 𝑥2).

We emphasize that the determinantal representation𝐴0+𝑥1𝐴1+𝑥2𝐴2 is given
by an explicit algebraic construction starting with 𝑃 and 𝑄. Theorem 15 implies a
version of Theorem 3 for positive self-adjoint determinantal representations since
there certainly exist interlacing polynomials vanishing on the adjoint divisor: we

can take the directional derivative 𝑄 = 𝑃
(1)
𝑥′ for any interior point 𝑥′ of the rigidly

convex algebraic interior containing 𝑥0 with a minimal defining polynomial 𝑝. The
two basic open questions here are:

1. “How many” positive self-adjoint determinantal representations does one ob-
tain starting with directional derivatives as above?

2. What other methods are there to produce interlacing polynomials (vanishing
on the adjoint divisor)?

Proof of Theorem 15. It is not hard to see that 𝑄 interlacing 𝑃 implies that 𝒱𝑄
is contact to 𝒱𝑃 at real points of intersection, and that we can write (𝜈∗𝑄) =
𝐷+𝐷𝜏 +Δ. It only remains to show that 𝐷− (𝐿) is not linearly equivalent to an
effective divisor, where 𝐿 is a linear form.

Notice that 𝜏 lifts to an antiholomorphic involution on the desingularization
(this was already implied when we wrote, e.g., 𝐷𝜏 ). Furthermore, the fact that 𝑝

is a 𝑅𝑍 polynomial, implies that 𝒱𝑃 is a compact real Riemann surface of dividing

type, i.e., 𝒱𝑃 ∖ 𝒱𝑃 (ℝ) consists of two connected components interchanged by 𝜏 ,

where 𝒱𝑃 (ℝ) is the fixed point set of 𝜏 , see [54] and the references therein and

[28]. We orient 𝒱𝑃 (ℝ) as the boundary of one of these two connected components.
It is now convenient to change projective coordinates so that [𝑋0] = [1, 𝑥0]

becomes [0, 0, 1]. It is not hard to see that in the new coordinates, both the mero-

morphic differential 𝜈∗𝑑𝑥1 and the function 𝜈∗ 𝑄(1, 𝑥1, 𝑥2)

∂𝑝/∂𝑥2
have constant sign (are
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either everywhere nonnegative or everywhere nonpositive) on 𝒱𝑃 (ℝ). It follows

that so is the meromorphic differential 𝜔 = 𝜈∗ 𝑄(1, 𝑥1, 𝑥2)𝑑𝑥1
∂𝑝/∂𝑥2

. We have (see, e.g.,

[1, Appendix A2]) (𝜔) = (𝑄) −Δ − 2(𝑋0) = 𝐷 + 𝐷𝜏 − 2(𝑋0). If there existed a

rational function 𝑓 and an effective divisor 𝐸 on 𝒱𝑃 so that (𝑓) +𝐷 − (𝑋0) = 𝐸,
we would have obtained that (𝑓𝜔𝑓 𝜏 ) = 𝐸 + 𝐸𝜏 , i.e., 𝑓𝜔𝑓 𝜏 is a nonzero holo-
morphic differential that is everywhere nonnegative or everywhere nonpositive on

𝒱𝑃 (ℝ), a contradiction since its integral over 𝒱𝑃 (ℝ) has to vanish by Cauchy’s
Theorem. □

Notice that this proof is essentially an adaptation of [54, Proposition 4.2]
which is itself an adaptation of [15]; it would be interesting to find a more elemen-
tary argument.
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Abstract. I describe a verifiable criterion for the solvability of the 2×2 spectral
Nevanlinna-Pick problem with two interpolation points, and likewise for three
other special cases of the 𝜇-synthesis problem. The problem is to construct an
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1. Introduction

It is a pleasure to be able to speak at a meeting in San Diego in honour of Bill
Helton, through whose early papers, especially [31], I first became interested in ap-
plications of operator theory to engineering. I shall discuss a problem of Heltonian
character: a hard problem in pure analysis, with immediate applications in control
engineering, which can be addressed by operator-theoretic methods. Furthermore,
the main advances I shall describe are based on some highly original ideas of Jim
Agler, so that San Diego is the ideal place for my talk.

The 𝜇-synthesis problem is an interpolation problem for analytic matrix func-
tions, a generalization of the classical problems of Nevanlinna-Pick, Carathéodory-
Fejér and Nehari. The symbol 𝜇 denotes a type of cost function that generalizes
the operator and 𝐻∞ norms, and the 𝜇-synthesis problem is to construct an ana-
lytic matrix function 𝐹 on the unit disc satisfying a finite number of interpolation
conditions and such that 𝜇(𝐹 (𝜆)) ≤ 1 for ∣𝜆∣ < 1. The precise definition of 𝜇 is
in Section 4 below, but for most of the paper we need only a familiar special case
of 𝜇 – the spectral radius of a square matrix 𝐴, which we denote by 𝑟(𝐴).
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The purpose of this lecture is to present some cases of the 𝜇-synthesis problem
that are amenable to analysis. I shall summarize some results that are scattered
through a number of papers, mainly by Jim Agler and me but also several others
of my collaborators, without attempting to survey all the literature on the topic.
I shall also say a little about recent results of some specialists in several complex
variables which bear on the matter and may lead to progress on other instances
of 𝜇-synthesis.

Although the cases to be described here are too special to have significant
practical applications, they do throw some light on the 𝜇-synthesis problem. More
concretely, the results below could be used to provide test data for existing nu-
merical methods and to illuminate the phenomenon (known to engineers) of the
numerical instability of some 𝜇-synthesis problems.

We are interested in citeria for 𝜇-synthesis problems to be solvable. Here is an
example. We denote by 𝔻 and 𝕋 the open unit disc and the unit circle respectively
in the complex plane ℂ.

Theorem 1. Let 𝜆1, 𝜆2 ∈ 𝔻 be distinct points, let𝑊1,𝑊2 be nonscalar 2×2 matrices
of spectral radius less than 1 and let 𝑠𝑗 = tr𝑊𝑗 , 𝑝𝑗 = det𝑊𝑗 for 𝑗 = 1, 2. The
following three statements are equivalent:

(1) there exists an analytic function 𝐹 : 𝔻 → ℂ2×2 such that

𝐹 (𝜆1) = 𝑊1, 𝐹 (𝜆2) = 𝑊2 and 𝑟(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻;

(2) max
𝜔∈𝕋

∣∣∣∣ (𝑠2𝑝1 − 𝑠1𝑝2)𝜔
2 + 2(𝑝2 − 𝑝1)𝜔 + 𝑠1 − 𝑠2

(𝑠1 − 𝑠2𝑝1)𝜔2 − 2(1− 𝑝1𝑝2)𝜔 + 𝑠2 − 𝑠1𝑝2

∣∣∣∣ ≤ ∣∣∣∣ 𝜆1 − 𝜆2

1− 𝜆̄2𝜆1

∣∣∣∣;
(3)

[
(2− 𝜔𝑠𝑖)(2− 𝜔𝑠𝑗)− (2𝜔𝑝𝑖 − 𝑠𝑖)(2𝜔𝑝𝑗 − 𝑠𝑗)

1− 𝜆̄𝑖𝜆𝑗

]2
𝑖,𝑗=1

≥ 0 for all 𝜔 ∈ 𝕋.

The paper is organised as follows. Section 2 contains the definition of the
spectral Nevanlinna-Pick problem, sketches the ideas that led to Theorem 1 –
reduction to the complex geommetry of the symmetrized bidisc 𝔾, the associated
“magic functions” Φ𝜔 and the calculation of the Carathéodory distance on 𝔾 –
and fills in the final details of the proof of Theorem 1 using the results of [11].
It also discusses ill-conditioning and the possibility of generalization of Theorem
1. In Section 3 there is an analogous solvability criterion for a variant of the
spectral Nevanlinna-Pick problem in which the two interpolation points coalesce
(Theorem 10). In Section 4, besides the definition of 𝜇 and 𝜇-synthesis, there is
some motivation and history. Important work by H. Bercovici, C. Foiaş and A.
Tannenbaum is briefly described, as is Bill Helton’s alternative approach to robust
stabilization problems. In Section 5 we consider an instance of 𝜇-synthesis other
than the spectral radius. Here we can only obtain a solvability criterion in two
very special circumstances (Theorems 11 and 12). The paper concludes with some
speculations in Section 6.

We shall denote the closed unit disc in the complex plane by Δ.
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2. The spectral Nevanlinna-Pick problem

A particularly appealing special case of the 𝜇-synthesis problem is the spectral
Nevanlinna-Pick problem:

Problem SNP Given distinct points 𝜆1, . . . , 𝜆𝑛 ∈ 𝔻 and 𝑘×𝑘 matrices 𝑊1, . . . ,𝑊𝑛,
construct an analytic 𝑘 × 𝑘 matrix function 𝐹 on 𝔻 such that

𝐹 (𝜆𝑗) = 𝑊𝑗 for 𝑗 = 1, . . . , 𝑛 (1)

and

𝑟(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻. (2)

When 𝑘 = 1 this is just the classical Nevanlinna-Pick problem, and it is well
known that a suitable 𝐹 exists if and only if a certain 𝑛 × 𝑛 matrix formed from
the 𝜆𝑗 and 𝑊𝑗 is positive (this is Pick’s Theorem). We should very much like to
have a similarly elegant solvability criterion for the case that 𝑘 > 1, but strenuous
efforts by numerous mathematicians over three decades have failed to find one.

About 15 years ago Jim Agler and I devised a new approach to the problem
in the case 𝑘 = 2 based on operator theory and a dash of several complex variables
([5] to [13]). Since interpolation of the eigenvalues fails, how about interpolation of
the coefficients of the characteristic polynomials of the 𝑊𝑗 , or in other words of the
elementary symmetric functions of the eigenvalues? This thought brought us to the
study of the complex geometry of a certain set Γ ⊂ ℂ2, defined below. By this route
we were able to analyse quite fully the simplest then-unsolved case of the spectral
Nevanlinna-Pick problem: the case 𝑛 = 𝑘 = 2. For the purpose of engineering
application this is a modest achievement, but it nevertheless constituted progress.
It had the merit of revealing some unsuspected intricacies of the problem, and may
yet lead to further discoveries.

2.1. The symmetrized bidisc Γ

We introduce the notation

Γ = {(𝑧 + 𝑤, 𝑧𝑤) : 𝑧, 𝑤 ∈ Δ}, (3)

𝔾 = {(𝑧 + 𝑤, 𝑧𝑤) : 𝑧, 𝑤 ∈ 𝔻}.
Γ and 𝔾 are called the closed and open symmetrized bidiscs respectively. Their
importance lies in their relation to the sets

Σ
def
= {𝐴 ∈ ℂ2×2 : 𝑟(𝐴) ≤ 1},

Σ𝑜 def= {𝐴 ∈ ℂ2×2 : 𝑟(𝐴) < 1}.
Σ and its interior Σ𝑜 are sometines called “spectral unit balls”, though the termi-
nology is misleading since they are not remotely ball-like, being unbounded and
non-convex. Observe that, for a 2× 2 matrix 𝐴,

𝐴 ∈ Σ ⇔ the zeros of the polynomial 𝜆2 − tr𝐴𝜆 + det𝐴 lie in Δ

⇔ tr𝐴 = 𝑧 + 𝑤, det𝐴 = 𝑧𝑤 for some 𝑧, 𝑤 ∈ Δ.
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We thus have the following simple assertion.

Proposition 2. For any 𝐴 ∈ ℂ2×2

𝐴 ∈ Σ if and only if (tr𝐴, det𝐴) ∈ Γ,

𝐴 ∈ Σ𝑜 if and only if (tr𝐴, det𝐴) ∈ 𝔾.

Consequently, if 𝐹 : 𝔻 → Σ is analytic and satisfies the equations (1) above,

where 𝑘 = 2, then ℎ
def
= (tr𝐹, det𝐹 ) is an analytic map from 𝔻 to Γ satisfying the

interpolation conditions

ℎ(𝜆𝑗) = (tr𝑊𝑗 , det𝑊𝑗) for 𝑗 = 1, . . . , 𝑛. (4)

Let us assume that none of the target matrices 𝑊𝑗 is a scalar multiple of the
identity. On this hypothesis it is simple to show the converse [16] by similarity
transformation of the 𝑊𝑗 to companion form.

Proposition 3. Let 𝜆1, . . . , 𝜆𝑛 be distinct points in 𝔻 and let 𝑊1, . . . ,𝑊𝑛 be non-
scalar 2 × 2 matrices. There exists an analytic map 𝐹 : 𝔻 → 𝐶2×2 such that
equations (1) and (2) hold if and only if there exists an analytic map ℎ : 𝔻 → Γ
that satisfies the conditions (4).

We have therefore (in the case 𝑘 = 2) reduced the given analytic interpolation
problem for Σ-valued functions to one for Γ-valued functions (the assumption on
the 𝑊𝑗 is harmless, since any constraint for which 𝑊𝑗 is scalar may be removed
by the standard process of Schur reduction).

Why is it an advance to replace Σ by Γ? For one thing, of the two sets, the
geometry of Γ is considerably the less rebarbative. Σ is an unbounded, non-smooth
4-complex-dimensional set with spikes shooting off to infinity in many directions. Γ
is somewhat better: it is compact and only 2-complex-dimensional, though Γ too is
non-convex and not smoothly bounded. But the true reason that Γ is amenable to
analysis is that there is a 1-parameter family of linear fractional functions, analytic
on 𝔾, that has special properties vis-à-vis Γ. For 𝜔 in the unit circle 𝕋 we define

Φ𝜔(𝑠, 𝑝) =
2𝜔𝑝 − 𝑠

2− 𝜔𝑠
. (5)

We use the variables 𝑠 and 𝑝 to suggest “sum” and “product”. The Φ𝜔 determine
𝔾 in the following sense.

Proposition 4. For every 𝜔 ∈ 𝕋, Φ𝜔 maps 𝔾 analytically into 𝔻. Conversely, if
(𝑠, 𝑝) ∈ ℂ2 is such that ∣Φ𝜔(𝑠, 𝑝)∣ < 1 for all 𝜔 ∈ 𝕋, then (𝑠, 𝑝) ∈ 𝔾.

Both statements can be derived from the identity

∣2− 𝑧 − 𝑤∣2 − ∣2𝑧𝑤 − 𝑧 − 𝑤∣2 = 2(1− ∣𝑧∣2)∣1− 𝑤∣2 + 2(1− ∣𝑤∣2)∣1 − 𝑧∣2.
See [11, Theorem 2.1] for details.

There is an analogous statement for Γ, but there are some subtleties. For one
thing Φ𝜔 is undefined at (2𝜔̄, 𝜔̄2) ∈ Γ when 𝜔 ∈ 𝕋.
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Proposition 5. For every 𝜔 ∈ 𝕋, Φ𝜔 maps Γ ∖ {(2𝜔̄, 𝜔̄2)} analytically into Δ.
Conversely, if (𝑠, 𝑝) ∈ ℂ2 is such that ∣Φ𝜔(𝑟𝑠, 𝑟

2𝑝)∣ < 1 for all 𝜔 ∈ 𝕋 and 0 < 𝑟 < 1
then (𝑠, 𝑝) ∈ Γ.

In the second statement of the proposition the parameter 𝑟 is needed: it does
not suffice that ∣Φ𝜔(𝑠, 𝑝)∣ ≤ 1 for all 𝜔 ∈ 𝕋 (in the case that 𝑝 = 1 the last
statement is true if and only if 𝑠 ∈ ℝ, whereas for (𝑠, 𝑝) ∈ Γ, of course ∣𝑠∣ ≤ 2).

We found the functions Φ𝜔 by applying Agler’s theory of families of operator
tuples [5, 6]. We studied the family ℱ of commuting pairs of operators for which
Γ is a spectral set, and its dual cone ℱ⊥ (that is, the collection of hereditary
polynomials that are positive on ℱ). Agler had previously done the analogous
analysis for the bidisc, and shown that the dual cone was generated by just two
hereditary polynomials; this led to his celebrated realization theorem for bounded
analytic functions on the bidisc. On incorporating symmetry into the analysis we
found that the cone ℱ⊥ had the 1-parameter family of generators 1−Φ∨

𝜔Φ𝜔, 𝜔 ∈ 𝕋.
From this fact many conclusions follow: see [13] for more on these ideas.

Operator theory played an essential role in our discovery of the functions Φ𝜔.
Once they are known, however, the geometry of 𝔾 and Γ can be developed without
the use of operator theory.

2.2. A necessary condition

Suppose that 𝐹 is a solution of the spectral Nevanlinna-Pick problem (1), (2) with
𝑘 = 2. Let us write 𝑠𝑗 = tr𝑊𝑗 , 𝑝𝑗 = det𝑊𝑗 for 𝑗 = 1, . . . , 𝑛. For any 𝜔 ∈ 𝕋 and
0 < 𝑡 < 1 the composition

𝔻
𝑡𝐹−→ Σ𝑜 (tr,det)−→ 𝔾

Φ𝜔−→ 𝔻

is an analytic self-map of 𝔻 under which

𝜆𝑗 �→ Φ𝜔(𝑡𝑠𝑗 , 𝑡
2𝑝𝑗) =

2𝜔𝑡2𝑝𝑗 − 𝑡𝑠𝑗
2− 𝜔𝑡𝑠𝑗

for 𝑗 = 1, . . . , 𝑛.

Thus, by Pick’s Theorem,[
1− Φ𝜔(𝑡𝑠𝑖, 𝑡

2𝑝𝑖)Φ𝜔(𝑡𝑠𝑗 , 𝑡
2𝑝𝑗)

1− 𝜆̄𝑖𝜆𝑗

]𝑛
𝑖,𝑗=1

≥ 0. (6)

On conjugating this matrix inequality by diag{2 − 𝜔𝑡𝑠𝑗} and letting 𝛼 = 𝑡𝜔 we
obtain the following necessary condition for the solvability of a 2 × 2 spectral
Nevanlinna-Pick condition [5, Theorem 5.2].

Theorem 6. If there exists an analytic map 𝐹 : 𝔻 → Σ satisfying the equations

𝐹 (𝜆𝑗) = 𝑊𝑗 for 𝑗 = 1, . . . , 𝑛

and

𝑟(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻
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then, for every 𝛼 such that ∣𝛼∣ ≤ 1,[
(2− 𝛼𝑠𝑖)(2− 𝛼𝑠𝑗)− ∣𝛼∣2(2𝛼𝑝𝑖 − 𝑠𝑖)(2𝛼𝑝𝑗 − 𝑠𝑗)

1− 𝜆̄𝑖𝜆𝑗

]𝑛
𝑖,𝑗=1

≥ 0 (7)

where

𝑠𝑗 = tr𝑊𝑗 , 𝑝𝑗 = det𝑊𝑗 for 𝑗 = 1, . . . , 𝑛.

In the case that the 𝑊𝑗 all have spectral radius strictly less than one, the
condition (7) holds for all 𝛼 ∈ Δ if and only if it holds for all 𝛼 ∈ 𝕋, and hence
the condition only needs to be checked for a one-parameter pencil of matrices.
It is of course less simple than the classical Pick condition in that it comprises
an infinite collection of algebraic inequalities, but it is nevertheless checkable in
practice with the aid of standard numerical packages. Its major drawback is that
it is not sufficient for solvability of the 2× 2 spectral Nevanlinna-Pick problem.

Example 7. Let 0 < 𝑟 < 1 and let

ℎ(𝜆) =

(
2(1− 𝑟)

𝜆2

1 + 𝑟𝜆3
,
𝜆(𝜆3 + 𝑟)

1 + 𝑟𝜆3

)
.

Let 𝜆1, 𝜆2, 𝜆3 be any three distinct points in 𝔻 and let ℎ(𝜆𝑗) = (𝑠𝑗 , 𝑝𝑗) for 𝑗 =
1, 2, 3. We can prove [3] that, in any neighbourhood of (𝑠1, 𝑠2, 𝑠3) in (2𝔻)3, there
exists a point (𝑠′1, 𝑠

′
2, 𝑠

′
3) such that (𝑠′𝑗 , 𝑝𝑗) ∈ 𝔾, the Nevanlinna-Pick data

𝜆𝑗 �→ Φ𝜔(𝑠
′
𝑗 , 𝑝𝑗), 𝑗 = 1, 2, 3,

are solvable for all 𝜔 ∈ 𝕋, but the Nevanlinna-Pick data

𝜆𝑗 �→ Φ𝑚(𝜆𝑗)(𝑠
′
𝑗 , 𝑝𝑗), 𝑗 = 1, 2, 3,

are unsolvable for some Blaschke factor 𝑚. It follows that the interpolation data

𝜆𝑗 �→ (𝑠′𝑗 , 𝑝𝑗), 𝑗 = 1, 2, 3,

satisfy the necessary condition of Theorem 6 for solvability, and yet there is no
analytic function ℎ : 𝔻 → Γ such that ℎ(𝜆𝑗) = (𝑠′𝑗 , 𝑝𝑗) for 𝑗 = 1, 2, 3.

Hence, if we choose nonscalar 2× 2 matrices 𝑊1,𝑊2,𝑊3 such that

(tr𝑊𝑗 , det𝑊𝑗) = (𝑠𝑗 , 𝑝𝑗),

then the spectral Nevanlinna-Pick problem with data 𝜆𝑗 �→ 𝑊𝑗 satisfies the nec-
essary condition of Theorem 6 and yet has no solution.

See also [22] for another example.
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2.3. Two points and two-by-two matrices

When 𝑛 = 𝑘 = 2 the condition in Theorem 6 is sufficient for the solvability of the
spectral Nevanlinna-Pick problem.

We shall now prove the main theorem from Section 1. Recall the statement:

Theorem 1.1. Let 𝜆1, 𝜆2 ∈ 𝔻 be distinct points, let 𝑊1,𝑊2 be nonscalar 2 × 2
matrices of spectral radius less than 1 and let 𝑠𝑗 = tr𝑊𝑗 , 𝑝𝑗 = det𝑊𝑗 for 𝑗 = 1, 2.
The following three statements are equivalent:

(1) there exists an analytic function 𝐹 : 𝔻 → ℂ2×2 such that

𝐹 (𝜆1) = 𝑊1, 𝐹 (𝜆2) = 𝑊2

and

𝑟(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻;

(2)

max
𝜔∈𝕋

∣∣∣∣ (𝑠2𝑝1 − 𝑠1𝑝2)𝜔
2 + 2(𝑝2 − 𝑝1)𝜔 + 𝑠1 − 𝑠2

(𝑠1 − 𝑠2𝑝1)𝜔2 − 2(1− 𝑝1𝑝2)𝜔 + 𝑠2 − 𝑠1𝑝2

∣∣∣∣ ≤ ∣∣∣∣ 𝜆1 − 𝜆2

1− 𝜆̄2𝜆1

∣∣∣∣ ; (8)

(3) [
(2 − 𝜔𝑠𝑖)(2− 𝜔𝑠𝑗)− (2𝜔𝑝𝑖 − 𝑠𝑖)(2𝜔𝑝𝑗 − 𝑠𝑗)

1− 𝜆̄𝑖𝜆𝑗

]2
𝑖,𝑗=1

≥ 0 (9)

for all 𝜔 ∈ 𝕋.

The proof depends on some elementary notions from the theory of invariant
distances. A good source for the general theory is [35], but here we only need the
following rudiments.

We denote by 𝑑 the pseudohyperbolic distance on the unit disc 𝔻:

𝑑(𝜆1, 𝜆2) =

∣∣∣∣ 𝜆1 − 𝜆2

1− 𝜆̄2𝜆1

∣∣∣∣ for 𝜆1, 𝜆2 ∈ 𝔻.

For any domain Ω ∈ ℂ𝑛 we define the Lempert function 𝛿Ω : Ω× Ω → ℝ+ by

𝛿Ω(𝑧1, 𝑧2) = inf 𝑑(𝜆1, 𝜆2) (10)

over all 𝜆1, 𝜆2 ∈ 𝔻 such that there exists an analytic map ℎ : 𝔻 → Ω such that
ℎ(𝜆1) = 𝑧1 and ℎ(𝜆2) = 𝑧2. We define1 the Carathéodory distance 𝐶Ω : Ω×Ω → ℝ+

by

𝐶Ω(𝑧1, 𝑧2) = sup 𝑑(𝑓(𝑧1), 𝑓(𝑧2)) (11)

over all analytic maps 𝑓 : Ω → 𝔻. If Ω is bounded then 𝐶Ω is a metric on Ω.
It is not hard to see (by the Schwarz-Pick Lemma) that 𝐶Ω ≤ 𝛿Ω for any

domain Ω. The two quantities 𝐶Ω, 𝛿Ω are not always equal – the punctured disc
provides an example of inequality. The question of determining the domains Ω for
which 𝐶Ω = 𝛿Ω is one of the concerns of invariant distance theory.

1Conventionally the definition of the Carathéodory distance contains a tanh−1 on the right-hand
side of (11). For present purposes it is convenient to omit the tanh−1.
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Proof. Let 𝑧𝑗 = (𝑠𝑗 , 𝑝𝑗) ∈ 𝔾.

(1)⇔(2) In view of Proposition 3 we must show that the inequality (8) is equivalent
to the existence of an analytic ℎ : 𝔻 → Γ such that ℎ(𝜆𝑗) = 𝑧𝑗 for 𝑗 = 1, 2. By
definition of the Lempert function 𝛿𝔾, such an ℎ exists if and only if

𝛿𝔾(𝑧1, 𝑧2) ≤ 𝑑(𝑧1, 𝑧2).

By [11, Corollary 5.7] we have 𝛿𝔾 = 𝐶𝔾, and by [11, Theorem 1.1 and Corollary 3.4],

𝐶𝔾(𝑧1, 𝑧2) = max
𝜔∈𝕋

𝑑(Φ𝜔(𝑧1),Φ𝜔(𝑧2)) (12)

= max
𝜔∈𝕋

∣∣∣∣ (𝑠2𝑝1 − 𝑠1𝑝2)𝜔
2 + 2(𝑝2 − 𝑝1)𝜔 + 𝑠1 − 𝑠2

(𝑠1 − 𝑠2𝑝1)𝜔2 − 2(1− 𝑝1𝑝2)𝜔 + 𝑠2 − 𝑠1𝑝2

∣∣∣∣ .
Thus the desired function ℎ exists if and only if the inequality (8) holds.

(2)⇔(3) By equation (12), the inequality (8) is equivalent to

𝑑(Φ𝜔(𝑧1),Φ𝜔(𝑧2)) ≤ 𝑑(𝜆1, 𝜆2) for all 𝜔 ∈ 𝕋.

By the Schwarz-Pick Lemma, this inequality holds if and only if, for all 𝜔 ∈ 𝕋,
there exists a function 𝑓𝜔 in the Schur class such that 𝑓𝜔(𝜆𝑗) = Φ𝜔(𝑧𝑗) for 𝑗 = 1, 2.
By Pick’s Theorem this in turn is equivalent to the relation[

1− Φ̄𝜔(𝑧𝑖)Φ𝜔(𝑧𝑗)

1− 𝜆̄𝑖𝜆𝑗

]2
𝑖,𝑗=1

≥ 0.

Conjugate by diag{2− 𝜔𝑠1, 2− 𝜔𝑠2} to obtain (2)⇔(3). □

Remark 8. If one removes the hypothesis that 𝑊1,𝑊2 be nonscalar from Theorem
1 one can still give a solvability criterion. If both of the 𝑊𝑗 are scalar matrices
then the problem reduces to a scalar Nevanlinna-Pick problem. If 𝑊1 = 𝑐𝐼 and 𝑊2

is nonscalar then the corresponding spectral Nevanlinna-Pick problem is solvable
if and only if

𝑟((𝑊2 − 𝑐𝐼)(𝐼 − 𝑐𝑊2)
−1) ≤ 𝑑(𝜆1, 𝜆2)

(see [7, Theorem 2.4]). This inequality can also be expressed as a somewhat cum-
bersome algebraic inequality in 𝑐, 𝑠2, 𝑝2 and 𝑑(𝜆1, 𝜆2) [7, Theorem 2.5(2)].

2.4. Ill-conditioned problems

The results of the preceding subsection suggest that solvability of spectral Nevan-
linna-Pick problems depends on the derogatory structure of the target matrices –
that is, in the case of 2× 2 matrices, on whether or not they are scalar matrices.
It is indeed so, and in consequence problems in which a target matrix is close to
scalar can be very ill-conditioned.

Example 9. [7, Example 2.3] Let 𝛽 ∈ 𝔻 ∖ {0} and, for 𝛼 ∈ ℂ let

𝑊1(𝛼) =

[
0 𝛼
0 0

]
, 𝑊2 =

[
0 𝛽

0 2𝛽
1+𝛽

]
.
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Consider the spectral Nevanlinna-Pick problem with data 0 �→ 𝑊1(𝛼), 𝛽 �→ 𝑊2.
If 𝛼 = 0 then the problem is not solvable. If 𝛼 ∕= 0, however, by Proposition 3 the
problem is solvable if and only if there exists an analytic function 𝑓 : 𝔻 → Γ such
that

𝑓(0) = (0, 0) and 𝑓(𝛽) =
2𝛽

1 + 𝛽
.

It may be checked [8] that

𝑓(𝜆) =

(
2(1− 𝛽)𝜆

1− 𝛽𝜆
,
𝜆(𝜆 − 𝛽)

1− 𝛽𝜆

)
is such a function. Thus the problem has a solution 𝐹𝛼 for any 𝛼 ∕= 0. Consider
a sequence (𝛼𝑛) of nonzero complex numbers tending to zero: the functions 𝐹𝛼𝑛

cannot be locally bounded, else they would have a cluster point, which would
solve the problem for 𝛼 = 0. If 𝛼 is, say, 10−100 then any numerical method for the
spectral Nevanlinna-Pick problem is liable to run into difficulty in this example.

2.5. Uniqueness and the construction of interpolating functions

Problem SNP never has a unique solution. If 𝐹 is a solution of Problem SNP then
so is 𝑃−1𝐹𝑃 for any analytic function 𝑃 : 𝔻 → ℂ𝑘×𝑘 such that 𝑃 (𝜆) is nonsingular
for every 𝜆 ∈ 𝔻 and 𝑃 (𝜆𝑗) is a scalar matrix for each interpolation point 𝜆𝑗 . There
are always many such 𝑃 that do not commute with 𝐹 , save in the trivial case that
𝐹 is scalar. Nevertheless, the solution of the corresponding interpolation problem
for Γ can be unique. Consider again the case 𝑛 = 𝑘 = 2 with 𝑊1,𝑊2 nonscalar.
By Theorem 1, the problem is solvable if and only if inequality (8) holds. In fact it
is solvable uniquely if and only if inequality (8) holds with equality. This amounts
to saying that each pair of distinct points of 𝔾 lies on a unique complex geodesic
of 𝔾, which is true by [12, Theorem 0.3]. (An analytic function ℎ : 𝔻 → 𝔾 is a
complex geodesic of 𝔾 if ℎ has an analytic left-inverse). Moreover, in this case the
unique analytic function ℎ : 𝔻 → 𝔾 such that ℎ(𝜆𝑗) = (𝑠𝑗 , 𝑝𝑗) for 𝑗 = 1, 2 can be
calculated explicitly as follows [11, Theorem 5.6].

Choose an 𝜔0 ∈ 𝕋 such that the maximum on the left-hand side of (8) is
attained at 𝜔0. Since equality holds in (8), we have

𝑑(Φ𝜔0(𝑧1),Φ𝜔0(𝑧2)) = 𝑑(𝜆1, 𝜆2),

where 𝑧𝑗 = (𝑠𝑗 , 𝑝𝑗). Thus Φ𝜔0 is a Carathéodory extremal function for the pair of
points 𝑧1, 𝑧2 in 𝔾. It is easy (for example, by Schur reduction) to find the unique
Blaschke product 𝑝 of degree at most 2 such that

𝑝(𝜆1) = 𝑝1, 𝑝(𝜆2) = 𝑝2 and 𝑝(𝜔̄0) = 𝜔̄20).

Define 𝑠 by

𝑠(𝜆) = 2
𝜔0𝑝(𝜆)− 𝜆

1− 𝜔0𝜆
for 𝜆 ∈ 𝔻.

Then ℎ
def
= (𝑠, 𝑝) is the required complex geodesic.
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Note that ℎ is a rational function of degree at most 2. It can also be expressed
in the form of a realization: ℎ(𝜆) = (tr𝐻(𝜆), det𝐻(𝜆)) where 𝐻 is a 2×2 function
in the Schur class given by

𝐻(𝜆) = 𝐷 + 𝐶𝜆(1 − 𝐴𝜆)−1𝐵

for a suitable unitary 3× 3 or 4× 4 matrix

[
𝐴 𝐵
𝐶 𝐷

]
given by explicit formulae

(see [4], [12, Theorem 1.7]).

2.6. More points and bigger matrices

Our hope in addressing the case 𝑛 = 𝑘 = 2 of the spectral Nevanlinna-Pick problem
was of course that we could progress to the general case. Alas, we have not so far
managed to do so. We have some hope of giving a good solvability criterion for
the case 𝑘 = 2, 𝑛 = 3, but even the case 𝑛 = 4 appears to be too complicated for
our present methods.

The case of two points and 𝑘×𝑘 matrices, for any 𝑘, looks at first sight more
promising. There is an obvious way to generalize the symmetrized bidisc: we define
the open symmetrized polydisc 𝔾𝑘 to be the domain

𝔾𝑘 = {(𝜎1(𝑧), . . . , 𝜎𝑘(𝑧)) : 𝑧 ∈ 𝔻𝑘} ⊂ ℂ𝑘

where 𝜎𝑚 denotes the elementary symmetric polynomial in 𝑧 = (𝑧1, . . . , 𝑧𝑘) for
1 ≤ 𝑚 ≤ 𝑘. Similarly one defines the closed symmetrized polydisc Γ𝑘. As in the
case 𝑘 = 2, one can reduce Problem SNP to an interpolation problem for functions
from 𝔻 to Γ𝑘 under mild hypotheses on the target matrices 𝑊𝑗 (specifically, that
they be nonderogatory). However, the connection between Problem SNP and the
corresponding interpolation problems for Γ𝑘 are more complicated for 𝑘 > 2,
because there are more possibilities for the rational canonical forms of the target
matrices [37]. The analogues for Γ𝑘 of the Φ𝜔 were described by D.J. Ogle [39] and
subsequently other authors, e.g., [23, 29]. Ogle generalized to higher dimensions
the operator-theoretic method of [6] and thereby obtained a necessary condition
for solvability analogous to Theorem 6.

The solvability of Problem SNP when 𝑛 = 2 is generically equivalent to the
inequality

𝛿𝔾𝑘
(𝑧1, 𝑧2) ≤ 𝑑(𝜆1, 𝜆2)

where 𝑧𝑗 is the 𝑘-tuple of coefficients in the characteristic polynomial of 𝑊𝑗 . All
we need is an effective formula for 𝛿𝔾𝑘

. It turns out that this is a much harder
problem for 𝑘 > 2. In particular, it is false that 𝛿𝔾𝑘

= 𝐶𝔾𝑘
when 𝑘 > 2. This

discovery [38] was disappointing, but not altogether surprising.
There is another type of solvability criterion for the 2×2 spectral Nevanlinna-

Pick problem with general 𝑛 [10, 14], but it involves a search over a nonconvex
set, and so does not count for the purpose of this paper as an analytic solution of
the problem. Another paper on the topic is [24].

It is heartening that the study of the complex geometry and analysis of the
symmetrized polydisc has been taken up by a number of specialists in several
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complex variables, including G. Bharali, C. Costara, A. Edigarian, M. Jarnicki, L.
Kosinski, N. Nikolov, P. Pflug, P. Thomas and W. Zwonek. Between them they
have made many interesting discoveries about these and related domains. There
is every hope that some of their results will throw further light on the spectral
Nevanlinna-Pick problem.

3. The spectral Carathéodory-Fejér problem

This is the problem that arises from the spectral Nevanlinna-Pick problem when
the interpolation points coalesce at 0.

Problem SCF. Given 𝑘 × 𝑘 matrices 𝑉0, 𝑉1, . . . , 𝑉𝑛, find an analytic function 𝐹 :
𝔻 → ℂ𝑘×𝑘 such that

𝐹 (𝑗)(0) = 𝑉𝑗 for 𝑗 = 0, . . . , 𝑛 (13)

and

𝑟(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻. (14)

This problem also can be converted to an interpolation problem for analytic
functions from 𝔻 into Γ𝑘 [34, Theorem 2.1], [37]. However, the resulting problem
is again hard when 𝑘 ≥ 2, and the only truly explicit solution we have is in the
case 𝑘 = 2, 𝑛 = 1 [34, Theorem 1.1].

Theorem 10. Let

𝑉𝑚 = [𝑣𝑚𝑖𝑗 ]
2
𝑖,𝑗=1 for 𝑚 = 0, 1

and suppose that 𝑉0 is nonscalar. There exists an analytic function 𝐹 : 𝔻 → ℂ2×2

such that

𝐹 (0) = 𝑉0, 𝐹 ′(0) = 𝑉1 and 𝑟(𝐹 (𝜆)) < 1 for all 𝜆 ∈ 𝔻 (15)

if and only if

max
∣𝜔∣=1

∣∣∣∣ (𝑠1𝑝0 − 𝑠0𝑝1)𝜔
2 + 2𝜔𝑝1 − 𝑠1

𝜔2(𝑠0 − 𝑠0𝑝0)− 2𝜔(1− ∣𝑝0∣2) + 𝑠0 − 𝑠0𝑝0

∣∣∣∣ ≤ 1, (16)

where

𝑠0 = tr 𝑉0, 𝑝0 = det𝑉0,

𝑠1 = tr 𝑉1, 𝑝1 =

∣∣∣∣ 𝑣011 𝑣112
𝑣021 𝑣122

∣∣∣∣+ ∣∣∣∣ 𝑣111 𝑣012
𝑣121 𝑣022

∣∣∣∣ .
The proof of this theorem in [34] again depends on the calculation in [11] of

the Carathéodory metric on 𝔾, but this time on the infinitesimal version 𝑐𝔾 of the
metric: the left-hand side of inequality (16) is the value of 𝑐𝔾 at (𝑠0, 𝑝0) in the
direction (𝑠1, 𝑝1). This fact is [11, Corollary 4.4], but unfortunately there is an 𝜔
missing in the statement of Corollary 4.4. The proof shows that the correct formula
is as in (16). An important step is the proof that the infinitesimal Carathéodory
and Kobayashi metrics on 𝔾 coincide.
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The ideas behind Theorem 10 can be used to find solutions of Problem SCF:
see [34, Section 6]. The ideas can also be used to derive a necessary condition for
the spectral Carathéodory-Fejér problem (13), (14) in the case that 𝑛 = 1 and
𝑘 > 2 [34, Theorem 4.1], but there is no reason to expect this condition to be
sufficient.

4. The structured singular value

The structured singular value of a matrix relative to a space of matrices was in-
troduced by J.C. Doyle and G. Stein in the early 1980s [25, 26] and was denoted
by 𝜇. It is a refinement of the usual operator norm of a matrix and is motivated
by the problem of the robust stabilization of a plant that is subject to structured
uncertainty. Initially, in the 𝐻∞ approach to robustness, the uncertainty of a plant
was modelled by a meromorphic matrix function (on a disc or half-plane) that is
subject to an 𝐿∞ bound but is otherwise completely unknown. The problem of the
simultaneous stabilization of the resulting collection of plant models could then be
reduced to some classical analysis and operator theory, notably to the far-reaching
results of Adamyan, Arov and Krein from the 1970s [30].

In practice one may have some structural information about the uncertainty
in a plant – for example, that certain entries are zero. By incorporating such
structural information one should be able to achieve a less conservative stabilizing
controller. The structured singular value was devised for this purpose. A good
account of these notions is in [27, Chapter 8]. Unfortunately, the behaviour of 𝜇
differs radically from that of the operator norm – for one thing, 𝜇 is not in general
a norm at all, and none of the relevant classical theorems (such as Pick’s theorem)
or methods appear to extend to the corresponding questions for 𝜇. This provides
a challenge for mathematicians: we should help out our colleagues in engineering
by creating an AAK-type theory for 𝜇.

For any 𝐴 ∈ ℂ𝑘×ℓ and any subspace 𝐸 of ℂℓ×𝑘 we define the structured
singular value 𝜇𝐸(𝐴) by

1

𝜇𝐸(𝐴)
= inf{∥𝑋∥ : 𝑋 ∈ 𝐸, 1− 𝐴𝑋 is singular} (17)

with the understanding that 𝜇𝐸(𝐴) = 0 if 1− 𝐴𝑋 is always nonsingular.

Two instances of the structured singular value are the operator norm ∥.∥
(relative to the Euclidean norms on ℂ𝑘 and ℂℓ) and the spectral radius 𝑟. If we
take 𝐸 = ℂℓ×𝑘 then we find that 𝜇𝐸(𝐴) = ∥𝐴∥. On the other hand, if 𝑘 = ℓ and we
choose 𝐸 to be the space of scalar multiples of the identity matrix, then 𝜇𝐸(𝐴) =
𝑟(𝐴). These two special 𝜇s are in a sense extremal: it is always the case, for any
𝐸, that 𝜇𝐸(𝐴) ≤ ∥𝐴∥. If 𝑘 = ℓ and 𝐸 contains the identity matrix, then 𝜇𝐸(𝐴) ≥
𝑟(𝐴). A comprehensive discussion of the properties of 𝜇 can be found in [40].

Here is a formulation of the 𝜇-synthesis problem [26, 27].
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Given positive integers 𝑘, ℓ, a subspace 𝐸 of ℂℓ×𝑘 and analytic functions
𝐴,𝐵,𝐶 on 𝔻 of types 𝑘 × ℓ, 𝑘 × 𝑘 and ℓ × ℓ respectively, construct an analytic
function 𝐹 : 𝔻 → ℂ𝑘×ℓ of the form

𝐹 = 𝐴 + 𝐵𝑄𝐶 for some analytic 𝑄 : 𝔻 → ℂ𝑘×ℓ (18)

such that

𝜇𝐸(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻. (19)

The condition (18), that 𝐹 be expressible in the form 𝐴 + 𝐵𝑄𝐶 for some
analytic 𝑄, can be regarded as an interpolation condition on 𝐹 . In the event that
𝑘 = ℓ, 𝐵 is the scalar polynomial

𝐵(𝜆) = (𝜆 − 𝜆1) . . . (𝜆 − 𝜆𝑛)𝐼

with distinct zeros 𝜆𝑗 ∈ 𝔻 and 𝐶 is constant and equal to the identity, then 𝐹 is
expressible in the form 𝐴 + 𝐵𝑄𝐶 if and only if

𝐹 (𝜆1) = 𝐴(𝜆1), . . . , 𝐹 (𝜆𝑛) = 𝐴(𝜆𝑛).

With this choice of 𝐵 and 𝐶, if we take 𝐸 to be the space of scalar matrices, we
obtain precisely the spectral Nevanlinna-Pick problem. If we now replace 𝐵 by the
polynomial 𝜆𝑛, we get the spectral Carathéodory-Fejér problem.

In engineering applications 𝜇-synthesis problems arise after some analysis is
carried out on the plant model to produce the 𝐴,𝐵 and 𝐶 in condition (18), and
the resulting 𝐵 and 𝐶 will not usually be scalar functions. Nevertheless, explicit
pointwise interpolation conditions provide a class of easily-formulated test cases,
and it is arguable that such problems are the hardest cases of 𝜇-synthesis.

Conditions of the form (18) are said to be of model matching type [30].
The most sustained attempt to develop an AAK-type theory for the struc-

tured singular value in full generality is due to H. Bercovici, C. Foiaş and A.
Tannenbaum ([15] to[21]). They have a far-reaching theory: inter alia they have
constructed many illuminating examples, found properties of extremal solutions
and obtained a type of solvability criterion for 𝜇-synthesis problems. The cri-
terion results from a combination of the Commutant Lifting Theorem with the
application of similarity transformations. To apply the criterion to a concrete
spectral Nevanlinna-Pick problem one must solve an optimization problem over
a high-dimensional unbounded and non-convex set. We can certainly hope that
this is not the last word on the subject of solvability. Despite the achievements of
Bercovici, Foiaş and Tannenbaum, there is still plenty of room for further study
of 𝜇-synthesis.

One of their examples [18, Section 7, Example 5] exhibits an important fact
about the spectral Nevanlinna-Pick problem: diagonalization does not work. It
shows that diagonalization of the target matrices 𝑊𝑗 in Problem SNP by similarity
transformations, even when possible, does not help solve the problem. One could
hope that if the 𝑊𝑗 were diagonal one might be able to decouple the problem into
a series of scalar interpolation problems, but they show that such a hope is vain.
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Bill Helton himself, along with collaborators, has developed an alternative ap-
proach to the refinement of 𝐻∞ control; his viewpoint is set out in [32]. His part
in the introduction of the results of Adamyan, Arov, Krein and other operator-
theorists into robust control theory in the early 1980s is well known. He subse-
quently worked extensively (with OrlandoMerino, TrentWalker and others) during
the 1990s on the more delicate optimization problems that arise from refinements
of the basic 𝐻∞ picture of modelling uncertainty. As in the 𝜇 approach, the aim is
to incorporate more subtle specifications and robustness conditions into methods
for controller design. He developed a very flexible formulation of such problems as
optimization problems over spaces of vector-valued analytic functions on the disc,
and devised an algorithm for their numerical solution – see [33] and several other
papers. The authors proved convergence results and described numerical trials.
However, the spectral Nevanlinna-Pick problem cannot be satisfactorily treated
by the Helton scheme. Although it can be cast in the basic problem formulation
[32, Chapter 2], solution algorithms require smoothness properties (of the function
“Γ”) which the spectral radius does not possess.

5. The next case of 𝝁

After the two extremes 𝜇 = ∥.∥𝐻∞ and 𝜇 = 𝑟 the next natural case to consider is
the one in which, in (17), 𝑘 = ℓ and 𝐸 is the space Diag(𝑘) of diagonal matrices.
For the rest of this section 𝜇 will denote 𝜇Diag(2) and we shall study the following
problem:

Given distinct points 𝜆1, . . . , 𝜆𝑛 ∈ 𝔻 and 2×2 matrices𝑊1, . . . ,𝑊𝑛, construct
an analytic function 𝐹 : 𝔻 → ℂ2×2 such that

𝐹 (𝜆𝑗) = 𝑊𝑗 for 𝑗 = 1, . . . , 𝑛 (20)

and

𝜇(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻. (21)

For the 2 × 2 spectral Nevanlinna-Pick problem we had some modest suc-
cess through reduction to an interpolation problem for Γ-valued functions. In
the present case we tried an analogous approach, with still more modest success
[1, 2, 41]. The following result is [2, Theorem 9.4 and Remark 9.5(iii)].

Theorem 11. Let 𝜆0 ∈ 𝔻, 𝜆 ∕= 0, let 𝜁 ∈ ℂ and let

𝑊1 =

[
0 𝜁
0 0

]
, 𝑊2 =

[
𝑎 ∗
∗ 𝑏

]
. (22)

Suppose that ∣𝑏∣ ≤ ∣𝑎∣ and let 𝑝 = det𝑊2. There exists an analytic function 𝐹 :
𝔻 → ℂ2×2 such that

𝐹 (𝜆1) = 𝑊1, 𝐹 (𝜆2) = 𝑊2 and 𝜇(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻 (23)
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if and only if ∣𝑝∣ < 1 and⎧⎨⎩
∣𝑎 − 𝑏̄𝑝∣+ ∣𝑎𝑏 − 𝑝∣

1− ∣𝑝∣2 ≤ ∣𝜆0∣ if 𝜁 ∕= 0

∣𝜆0∣4 − (∣𝑎∣2 + ∣𝑏∣2 + 2∣𝑎𝑏 − 𝑝∣)∣𝜆0∣2 + ∣𝑝∣2 ≥ 0 if 𝜁 = 0.

The stars in the formula for 𝑊2 in (22) denote arbitrary complex numbers.
What is the analog of Γ for this case of 𝜇? To determine whether a 2 × 2

matrix 𝐴 = [𝑎𝑖𝑗 ] satisfies 𝑟(𝐴) ≤ 1 one needs to know only the two numbers
tr𝐴 and det𝐴; this fact means that the spectral Nevanlinna-Pick problem can
generically be reduced to an interpolation problem for Γ. To determine whether
𝜇(𝐴) ≤ 1 one needs to know the three numbers 𝑎11, 𝑎22, det𝐴. This led us to
introduce a domain 𝔼 which we call the tetrablock:

𝔼 = {𝑥 ∈ ℂ3 : 1− 𝑥1𝑧 − 𝑥2𝑤 + 𝑥3𝑧𝑤 ∕= 0 whenever ∣𝑧∣ ≤ 1, ∣𝑤∣ ≤ 1}. (24)

Its closure is denoted by 𝔼̄. The name reflects the fact that the intersection of 𝔼
with ℝ3 is a regular tetrahedron. The domain 𝔼 is relevant because 𝜇(𝐴) < 1 if
and only if (𝑎11, 𝑎22, det𝐴) ∈ 𝔼. There exists a solution of the 2-point 𝜇-synthesis
problem (23) if and only if the corresponding interpolation problem for analytic
functions from 𝔻 to 𝔼 is solvable [2, Theorem 9.2], and accordingly the solvability
problem for this 𝜇-synthesis problem is equivalent to the calculation of the Lempert
function 𝛿𝔼. As far as I know no one has yet computed 𝛿𝔼 for a general pair of
points of 𝔼, but we did calculate it in the case that one of the points is the origin
in ℂ3, that is, we proved a Schwarz lemma for 𝔼. The result is Theorem 11.

Observe that ill-conditioning appears in this instance of 𝜇-synthesis too [2,
Remark 9.5(iv)]. If, in Theorem 11, 𝑎 = 𝑏 = 𝑝 = 1

2 then there exists a solution 𝐹𝜁
of the problem if and only if

∣𝜆0∣ ≥
{ 2

3 if 𝜁 ∕= 0

1√
2

if 𝜁 = 0

Thus if 23 < ∣𝜆0∣ < 1√
2
, the 𝐹𝜁 are not locally bounded as 𝜁 → 0, and so are

sensitive to small changes in 𝜁 near 0.
The complex geometry of 𝔼 has also proved to be of interest to researchers

in several complex variables. To my surprise, it was recently shown [28] that the
Lempert function and the Carathéodory distance on 𝔼 coincide. This might be a
step on the way to the derivation of a formula for 𝛿𝔼. It would suffice to compute
𝛿𝔼 in the case that one of the two points is of the form (0, 0, 𝜆) for some 𝜆 ∈ [0, 1),
since every point of 𝔼 is the image of such a point under an automorphism of 𝔼
[41, Theorem 5.2].

The fourth and final special case of 𝜇-synthesis in this paper is the 𝜇-analog
of the 2× 2 Carathéodory-Fejér problem:

Given 2×2 matrices 𝑉0, . . . , 𝑉𝑛, construct an analytic function 𝐹 : 𝔻 → ℂ2×2

such that

𝐹 (𝑗)(0) = 𝑉𝑗 for 𝑗 = 0, . . . , 𝑛 and 𝜇(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻.
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Again the problem can be reduced to an interpolation problem for 𝔼, but the
resulting problem has only been solved in an exceedingly special case.

Theorem 12. Let 𝑉0, 𝑉1 be 2× 2 matrices such that

𝑉0 =

[
0 𝜁
0 0

]
for some 𝜁 ∈ ℂ and 𝑉1 = [𝑣𝑖𝑗 ] is nondiagonal. There exists an analytic function
𝐹 : 𝔻 → ℂ2×2 such that

𝐹 (0) = 𝑉0, 𝐹 ′(0) = 𝑉1 and 𝜇(𝐹 (𝜆)) ≤ 1 for all 𝜆 ∈ 𝔻

if and only if

max{∣𝑣11∣, ∣𝑣22∣}+ ∣𝜁𝑣21∣ ≤ 1.

This result follows from [41, Theorem 2.1].

6. Conclusion

Although 𝜇-analysis remains a useful tool, it is fair to say that 𝜇-synthesis, as a
major technique for robust control system design, has been something of a disap-
pointment up to now. The trouble is that the 𝜇-synthesis problem is difficult. It is
a highly non-convex problem. There do exist heuristic numerical methods for ad-
dressing particular 𝜇-synthesis problems, notably a Matlab toolbox [36] based on
the “𝐷𝐾 algorithm” [27, Section 9.3], but there is no practical solvability criterion,
no fast algorithm nor any convergence theorem for any known algorithm. For these
reasons engineers have largely turned to other approaches to robust stabilization
over the past 20 years. If, however, a satisfactory analytic theory of the problem is
developed, engineers’ attention may well return to 𝜇-synthesis as a promising de-
sign tool. We are still far from having such a theory, but perhaps these special cases
and the interest of the several complex variables community may yet lead to one.
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