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Preface

This book is intended for use both as a textbook and as a source for self-study.
As a textbook: My experience teaching courses related to Thermodynamics

and Statistical Mechanics at Temple university has guided its writing. The Ther-
modynamics course is offered to under-graduates in their junior or senior year.
These undergraduates have either a single or a double major in Physics, Biology,
Chemistry, Engineering, Earth Sciences or Mathematics. The course on Statistical
Mechanics is attended by graduate students in their second year. Feeling that a
robust study of statistical thermodynamics appropriately belongs in a senior level
graduate course, only relatively simple aspects of Statistical Mechanics are included
here.

As a source for self study: Years of teaching have taught me a thing or two
about what works for students and what does not. In particular, I have learned that
the more attention a student pays to taking notes, the less he understands of the
subject matter of the lecture being delivered. Further, I have noticed that when,
a few days in advance of the delivery of the lecture, a student is provided with
details of the algebra to be used, solutions to the problems to be discussed, and
some brief information about the physics that is central to the lecture to be given, it
obviates much of the need for note-taking during the delivery of the lecture. Another
important experience that has guided the writing of this textbook is the pedagogical
benefit that accrues from an occasional, quick, recapitulation of the relevant results
that have already been presented in an earlier lecture. All this usually results in a
better comprehension of the subject matter. Both for purposes of elucidation of the
concepts introduced in the text and for providing practical problem solving support,
a large number of solved examples have been included. Many of the solutions
provided include greater detail than would be necessary for presentation in a lecture
itself or needed by teachers or more advanced practitioners. They are there in the
given form to offer encouragement and support both for self-study and indeed also
to allow for fuller understanding of the subject matter. Therefore, it is as important
to read through and understand these solutions as it is to learn the rest of the text.

Part of the vocabulary of thermodynamics are such terms as: A thermodynamic
system; an adiabatic enclosure; an adiabatically isolated and adiabatically enclosed
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system; conducting and diathermal walls; isobaric, isochoric, isothermal, quasi-
static, non-quasi-static, reversible, and irreversible processes. Also, there are the
concepts of thermal and thermodynamic equilibria. These terms and concepts are
commonly used in thermodynamic analyses. Study of thermodynamics is greatly
assisted by standard mathematical techniques. In particular, exact differentials, and
some well known identities of differential calculus, are central to the theoretical
description of the subject. Temperature is not only a word in normal daily use
it also sits at the core of thermodynamics. The Zeroth law brings to fore one of
the multivarious reasons for its relevance to the physics of thermal equilibria. The
foregoing are discussed in Chap. 1.

Arguably, the emphasis on constructing simple models with the hope that they
may pertain to real – and necessarily more complicated – systems of interest is
unique to the discipline of Physics. Usually, these models are uncomplicated and
lacking of the complexity of the real systems. But because they can often be exactly
solved and understood, the hope always is that the predicted results for the model
systems will give insight into the physics of real systems.

A “Perfect Gas” represents an idealized model system. The model was originally
motivated by experimental observation, and constructed to understand the behavior
of real gases. It has had a long and illustrious history and a great deal of success.
We describe and discuss its implications in Chap. 2.

Caloric was thought to be a massless fluid whose increase warmed an object. Just
like a fluid, it was thought to flow from a hot object – where there was more of it –
to a cold one until the amounts of caloric in the two objects equalized. Also, like
fluids, caloric could neither be created nor destroyed. Therefore, the reason a cannon
muzzle got hot when it was being bored is that the chips that were created carried
less caloric so more was left behind for the muzzle. While supervising the boring of
a cannon, the Count Rumford of Bavaria noticed that the duller the boring bits the
hotter the muzzles. In other words, less chips, but more caloric! Rumford came to
the obvious conclusion: Heat energy is not exchanged by the transfer of Caloric but
rather by the expenditure of work that has to be done for the drilling of the cannon.
Thus work was empirically observed to be related to heat energy.

Conservation of energy is a concept as old as Aristotle.1 The first law of
thermodynamics recognizes this concept as well as Count Rumford’s observations
that heat energy and work are related. If some work is performed upon adding a
given amount of heat energy to a system, the portion of heat energy that is left
over is called the change in the internal energy of the system. And while both the
amounts of heat energy added to a system and the work done by it depend on the
details of how they were carried out2 the first law asserts that their difference, which
is the change in the internal energy, is completely path independent. These issues are
discussed in detail in Chap. 3 and solutions to many helpful problems are provided.

1Approximately 350 BC.
2Meaning they both depend on the physical paths that were taken in executing the two processes.
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Clearly, the hallmark of the first law of thermodynamics is its recognition of the
path independent function: the “internal energy.” Arguably, the second law has even
more to boast about: namely the identification of the state function the “entropy,”
and its familial relationship with Carnot’s ideas about maximum possible efficiency
of heat engines. These ideas and their various aftereffects are discussed and treated
in Chap. 4.

In Chap. 5, we marry the first and the second laws of thermodynamics in a manner
that achieves “a perfect union” of the two: a union that provides great insights into
the workings of thermodynamics.

Many hold to the view that Johannes Diderik Van der Waals’ derivation of
a possible equation of state for imperfect gases was the first ever significant
contribution to predictive statistical thermodynamic. He noted that any interaction
between microscopic constituents of a body must have two distinct features.
Because these constituents congregate to form macroscopic entities, the overall
inter-particle interaction must be attractive. Yet, because matter does condense to
finite densities, at small enough distances the interaction must become strong and
repulsive: meaning it must have a hard core.

He assumed both these interactions to be “short ranged.” It turns out, however,
that his equation of state is somewhat more meaningful for a gas that has both a hard
core – much as he assumed – but, unlike his assumption, has attractive interaction
which is long ranged. These ideas as well as the many physical consequence of the
Van der Waals equation of state are extensively studied and analyzed in Chap. 6.

State variables such as the volume, pressure, and temperature are easy to
measure. In contrast, thermodynamic state functions such as the internal energy
and the enthalpy cannot be measured by straightforward procedures. Generally,
therefore, one needs to follow somewhat circuitous routes for their measurement.

The famous Gay–Lussac–Joule experiment attempted to measure the internal
energy. The experiment was based on determining the amount of heat energy that
is produced by free-expansion of a gas enclosed in vessels submerged in water.
Unfortunately, the heat capacities of the water that needed to be used plus that of
the enclosing core were vastly greater than that of the gas being used. As a result no
reliable measurement could be made.

Joule and Kelvin devised an experiment that overcame this difficulty. The
experiment shifted the focus from the internal energy to the enthalpy. Additionally,
rather than dealing with a fixed amount of gas that is stationary, it used a procedure
that involved “steady-flow.” As a result, reliable measurements could be made. The
related issues and results are presented in Chap. 7.

Chapter 8 deals with: the Euler equation – namely the Complete Fundamental
Equation – and its dependence on the chemical potential; the Gibbs-Duhem relation
in both the energy and the entropy representations; and the three possible equations
of state for the ideal gas, again in both the entropy and the energy representations.

Several important issues are broached in Chap. 9. For instance, we recall that
all spontaneous processes in isolated thermodynamic systems increase their total
entropy and this fact follows from the second law. Of course, spontaneous processes
continue until the system ceases to change: meaning, until it achieves thermal
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equilibrium. Accordingly, subject to the constraints under which the system has
been maintained, and for the given value of its various extensive properties, its
total entropy in thermodynamic equilibrium is the maximum possible. With this
knowledge in hand, coupled with the concept of the fundamental equation, we are
able to more fully examine the nature of the zeroth law.

Entropy extremum also helps explain the direction of thermodynamic motive
forces. Namely: Why heat energy flows from the warm to the cold; why, at constant
temperature and pressure, molecules flow from regions of higher chemical potential
to those of lower chemical potential; and why the fact that if two macroscopic
systems in thermal contact are placed together in an adiabatically isolated chamber,
and if their total volume is constant, their chemical potentials are equal, they are
at the same temperature, and they can freely affect each other’s volume then the
requirement that the total entropy increase in any isothermal spontaneous process
ensures that the side with originally lower pressure will shrink in volume? And, why
if the process is allowed to continue, the shrinking of the side with originally lower
pressure, and the expansion in volume of the side with originally greater pressure,
continues until the two pressures become equal?

Much like the entropy, the system energy also obeys an extremum principle.
For given value of the entropy and the equilibrium values of various extensive
parameters, the energy of a system is a minimum. And it turns out that the energy
extremum leads to the same physical predictions that does the entropy extremum.

These extremum principles make important statements about issues that relate
to intrinsic stability of thermodynamic systems. In particular, they help determine
the requirement that for intrinsic stability the specific heat cv and the isothermal
compressibility �T must always be greater than zero.

Also discussed in Chap. 9 is the Le Ch Oatelier principle which asserts that
spontaneous processes caused by displacements from equilibrium help restore the
system back to equilibrium.

The analyses presented in Chap. 9 were guided by the use of the extremum
principles obeyed by the internal energy and the entropy. An important consequence
of either of these two extremum principles is the occurrence of other extrema that
are related to the Helmholtz potential, the Gibbs free energy, and the enthalpy.
These are identified and some of their consequences predicted in Chap. 10. Legendre
transformations provide an essential tool for these studies. The issue of meta-stable
equlibrium is commented upon. Also Maxwell relations, the Clausius–Clapeyron
and its use in the study of thermodynamic phases, and the Gibbs phase rule are
described in Chap. 10.

Much of what is written in the preceding chapters has been gleaned from standard
procedures which do not attempt to carry out exact numerical calculation of state
functions such as the entropy and the internal energy. Indeed, the focus mainly
has been on understanding the rates of change of state functions and their inter-
relationships. This is because, unlike statistical mechanics, thermodynamics itself
does not have any convenient method for performing these calculations.

Chapter 11 deals with Statistical Thermodynamics. Analyzed first are the
classical monatomic perfect gases with constant numbers of particles. Results of
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their mixing under a variety of ambient circumstances are described. Diatomic
gases are treated next. Statistical mechanics of harmonic and anharmonic simple
oscillators; the Langevin paramagnet; extremely relativistic ideal gas; gases with
interaction; and issues relating to Mayer’s cluster expansion and the Lennard–Jones
potential are analyzed. Studied next are the differences between the thermodynamics
of classical and the quasi-classical quantum systems. Quasi-classical analyses of
diatoms with rigid bonds, and others that admit vibrational motion, are described.
Nernst’s heat theorem, unattainability of zero temperature, the Third Law, and ideed
the concept of negative temperature are described next. Finally, the Richardson
effect, the Fermi–Dirac and Bose–Einstein quantum gases, “Black Body Radiation,”
and the thermodynamics of phonons are presented.

Most users of this textbook should want to read the relevant appendices. The
usefulness of an appendix lies in it containing more detail than is originally provided
in the body of the text. For instance, the notion that thermodynamics refers to
systems that contain very large number of atoms is explained with great simplicity
in appendix A: as also is the rationale for the validity of the Gaussian approximation.
Appendix B is equally helpful. The re-derivation of the perfect gas law is done with
straightforward argumentation: this time by using elementary statistical mechanics.
Appendix C provides details of an important argument that asserts that the Carnot
version of the second law leads to the Clausius version. Other appendices provide
solutions to various problems that are identified in the text.

Unlike a novel, which is often read continuously – and the reading is completed
within a couple of days – this book is likely to be read piecemeal – a chapter or so
a week. At such slow rate of reading, it is often hard to recall the precise form of a
relationship that appeared in a previous chapter or sometimes even in the earlier
part of the same chapter. To help relieve this difficulty, when needed the most
helpful explanation of the issue at hand is repeated briefly and the most relevant
expressions are mentioned by their equation numbers. Throughout the book, for
efficient reading, most equations are numbered in seriatim. When needed, they can
be accessed quickly.

A fact well known to researchers is that when a physics problem is analyzed
in more ways than one, its understanding is often greatly enhanced. Similar
improvement in comprehension is achieved when students are also provided access
to alternate, yet equivalent, explanations of the subject matter relating to important
physical concepts. To this end, effort has been made to provide – wherever possible –
additional, alternate solutions to given problems and also to the derivation of
noteworthy physical results. Occasionally, brief historical references have also been
included in the text.

Most of the current knowledge of thermodynamics is much older than the
students who study it. Numerous books have been written on the subject. While
the current book owes greatly to three well known texts on thermodynamics3 and

3Namely: Herbert B. Callen, John Wiley Publishers (1960); D. ter Haar and H. Wergeland,
Addison-Wesley Publishing Company (1966); F. W. Sears and G. L. Salinger, Addison-Wesley
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one on statistical mechanics,4 its import is different: it is offered as much for use in
formal lectures as for self-study.5;6

Many thanks are due to Dr. Claus Ascheron for suggestion and advice. Finally,
but for the help and support of my colleagues, Robert Intemann and Peter Risebor-
ough, this book could not have been written.

April 2011 R.A. Tahir-Kheli, Philadelphia, Pennsylvania

Publishing Company – Third Edition (1986). Herbert B. Callen, John Wiley Publishers (1960);
D. ter Haar and H. Wergeland, Addison-Wesley Publishing Company (1966); F. W. Sears and
G. L. Salinger, Addison-Wesley Publishing Company – Third Edition (1986).
4Namely: R. K. Pathria, Pergamon Press (1977).
5Callen, Herbert B (1919)–(5/22/1993).
6ter Haar, Dirk (4/22/1919)–(9/3/2002).
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Chapter 1
Introduction and Zeroth Law

Much like other scientific disciplines, thermodynamics also has its own vocabulary.
For instance, while dealing with objects composed of very large numbers of parti-
cles, one might use terms like: thermodynamic system; adiabatically isolating and
adiabatically enclosing walls; adiabatic and non-adiabatic enclosures; conducting
and/or diathermal walls; isothermal, isobaric, isochoric, quasi-static, reversible,
and irreversible processes; state functions and state variables; thermodynamic
equilibrium; and, of course, temperature in its various representations.

Central to the understanding of temperature and its relationship to thermody-
namic equilibrium is the Zeroth Law of thermodynamics.

Just as driving an automobile gets one much farther than walking, thermody-
namics is greatly helped by the use of mathematics. And there are a few simple
mathematical techniques that are particularly useful.

An attempt at treating the foregoing issues is made in the current chapter.
For instance, Sect. 1.1 deals with definitions of the terms that are often used;
Sect. 1.2 with the need for large numbers in thermodynamic systems and their
effect on the most probable state; Sect. 1.3 with the zeroth law; Sect. 1.4 with
helpful mathematical procedures; Sect. 1.5 deals with the cyclic identity, with exact
and inexact differentials, and their relevance to state variables and state functions;
Sect. 1.6 with the use of simple Jacobian techniques; and finally, Sect. 1.7, with
the re-derivation of the cyclic identity and the introduction of other well known
identities.

1.1 Some Definitions

1.1.1 A Thermodynamic System

A thermodynamic system – sometime also called an “object” – comprises a
collection of very large numbers of atoms and/or electromagnetic field quanta.
In general, in addition to being subject to internal effects, a system may also be
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1
1, © Springer-Verlag Berlin Heidelberg 2012



2 1 Introduction and Zeroth Law

affected from the outside. Further, it may be of liquid, solid, gaseous, or even some
other exotic form.

1.1.2 Adiabatic Enclosure

Generally the walls of an enclosure in which a system is placed allow for the transfer
and exchange of translational momentum, electro-magnetic and gravitational fields,
heat energy, and sometime even molecules, etc. It is, however, possible to build walls
that greatly reduce such transfers and exchanges. Exceptionally, one can imagine the
construction of walls that reduce all of the aforementioned transfers and exchanges
a 100%. These are called “adiabatic” walls.

Built entirely from such adiabatic walls, an enclosure, that completely encloses
a (thermodynamic) system, is called an “adiabatic” enclosure.

1.1.3 Adiabatically Isolated System

An adiabatically isolated system exists within an adiabatic enclosure and it inter-
changes no energy, and no information, with the environment(meaning, the rest of
the universe).

1.1.4 Adiabatically Enclosed System

While an adiabatically enclosed system does not interchange any energy with
the environment, unlike an adiabatically isolated system it may be subject to
interchanging some information with the environment.

1.1.5 Conducting Walls

Walls that are not adiabatic and freely allow for the transfer of momentum, energy,
etc., are called “conducting.” In a word, they are “open.” This open-ness can take
several forms. Particularly relevant to the study of thermodynamics is the open-ness
to the transfer and exchange of “thermal energy,” “mass,” “electromagnetic fields
and charges, etc.,” and momentum.

1.1.6 Diathermal Walls

If a wall allows for the transfer of heat energy, it is called a “diathermal,” or
equivalently, a “heat energy conducting,” or a “thermally open,” wall.
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1.1.7 Isobaric Process

A process that occurs while the pressure remains unchanged is called an “isobaric
process.”

1.1.8 Isochoric Process

An “isochoric process” occurs at constant volume.

1.1.9 Thermal Equilibrium

We all know when we feel “hot” or “cold.” Also that given two objects, one “hot”
and the other “cold,” bringing them into contact generally cools-down the hot object
and warms-up the cold object.

When a thermometer is used to take a reading of the hot object “h,” it registers a
number, Th, that is higher than that, that is, Tc, registered for the cold object “c.”

Let identical thermometers be placed in two objects as they are brought into
“thermal contact.” Now let both the objects, with their thermometers, be placed
inside an adiabatic enclosure. Assume that the thermometer readings can be
observed. These readings, Th and Tc, begin to move toward an intermediate number.
Indeed, as the contact time increases, the readings move ever closer. Eventually, they
stop changing and attain – what should be – the same reading. When that happens
we say that the thermometers and the systems have reached – both by themselves
and with each-other – a state of “thermal equilibrium.”

1.1.10 Quasi-Static Process

A quasi-static process proceeds extremely – in principle, infinitely – slowly: almost
as if it were static when in fact it is proceeding. Generally, it passes through
a very long – in principle, infinitely long – series of equilibrium states that are
infinitesimally close to each other. In contrast, real processes proceed at finite speeds
and pass through states that depart from the equilibrium.

For instance, during a quasi-static transfer of heat energy, both the relevant
thermodynamic systems – that is, the one delivering the heat energy as well as
the one receiving it – pass through only those states that are in thermodynamic
equilibrium.

In contrast, a real process both proceeds at non-zero speed and the intermediate
states that it passes through may often depart from the equilibrium. Thus a
quasi-static process is an idealization and, in practice, is at best achieved only
approximately. Yet, in thermodynamics, the concept is of great theoretical value.
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1.1.11 Reversible and Irreversible Processes

A reversible process is one that occurs with such little “enthusiasm” that it can be
reversed with merely an infinitesimal amount of effort. A signature example of such
a process would be provided by quasi-static transfer of heat energy from a reservoir
to an object that is almost exactly at the same temperature. In this way, the process
can proceed in either direction with only an infinitesimal change in the temperature.
Note, a reversible process is necessarily quasi-static.

1.2 Thermodynamics: Large Numbers

Thermodynamics deals with macroscopic systems. Any such system comprises very
large number of particles. For instance, one gram of hydrogen has approximately
6 � 1023 atoms. Considering that the age of the Universe is thought to be less than
�1018 seconds, 6 � 1023 is a very large number.

Owing to inter-particle interaction, theoretical analysis of most such systems
is very complicated and can at best be carried out only approximately. Indeed,
unlike statistical mechanics, thermodynamics itself does not even attempt to per-
form “a priori” theoretical calculations. Rather, it deals with inter-relationships of
observed physical properties of macroscopic systems. In so far as such knowledge
can often help relate easily measurable physical properties to those that are hard to
measure, thermodynamics plays an important role in scientific disciplines.

1.2.1 Remark: Most Probable State

As elucidated in appendix A, large numbers are fundamental to the accuracy of
thermodynamic relationships. Indeed, systems with small numbers of atoms do not
satisfy thermodynamic identities.

Macroscopic systems contain very large number of particles. For large numbers,
the most probable occurrence is overwhelmingly so. As such, the result of any
thermodynamic – that is, a “macroscopic” – measurement is extremely well
described by the configuration that refers to the most probable state. Therefore, quite
appropriately, thermodynamics focuses primarily on the most probable state.

1.3 Zeroth Law of Thermodynamics

Insert identical thermometers into three different objects (that is, systems) called
A; B and C . Place the trio in an adiabatic enclosure.

Bring A into thermal contact separately with B and C . But make sure that the
objects B and C are not placed in direct mutual thermal contact.
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Let the two contacts – namely A ! B and A ! C – last for an extended period
of time. As noted before, this causes the objects A and B , as well as the duo A
and C , to reach mutual thermal equilibrium.

The zeroth law now makes a seemingly un-surprising prediction: namely that
the above two equilibrating processes also ensure that B and C – which are not
in direct thermal contact with each other – will also have reached mutual thermal
equilibrium. Considering that elementary rules of algebra require B to be equal to
C whenever A D B and A D C , one might laughingly assert that there is nothing
special about this prediction !

But this assertion is fallacious, because we are not dealing with the rules of
algebra here. For instance, consider two persons, “a” and “b,” who are good friends.
If “a” is also good friends with another person named “c,” then is it always the case
that “b” is good fiends with “c” ? Indeed, if that should be the case, then the trio may
be thought to have some common “chemistry” together!

Below we follow an argument, given by Pippard, to show that the zeroth law
predicts the trioA,B , andC to have a common state variable. The relevant common
state variable is normally called the “temperature.”1;2

1.3.1 Empirical Temperature

A “simple” system is defined such that a given amount – say, a single mole3;4 – can
be5 completely specified by two state variables: pressure p and volume v. Further,
with appropriate effort, the magnitude of either, or indeed both, of these variables
may be changed. Consider three such systems – one mole each – labeled A; B ,
and C . What happens if all three are placed within the same adiabatic enclosure in
such a way that A is separately in thermal contact with B , on one side, and C , on
the other. In this fashion, because B and C themselves remain physically separated
from each other, they are not in direct thermal contact.

Over time, the pressures and volumes settle down at three pairs of values – say,
.pA; vA/, .pB; vB/, and .pC ; vC / – that are relevant to the achieved state of mutual
thermal equilibrium of A separately with B and C .

1A. B. Pippard in “Classical Thermodynamics,” pages 7–11, Cambridge University Press, 1957.
2Pippard, Alfred Brian (9/7/1920)–(9/21/2008).
3By international agreement, the relative atomic mass of NA carbon-12 atoms is chosen to be
exactly equal to 12. Note that a carbon-12, that is, 12C6, atom has six protons, and six neutrons.
The Avogadro’s number, NA, is so chosen that the mass of NA carbon-12 atoms is exactly equal to
12 grams. Measured, thus, NA is equal to 6:02214179.30/ � 1023 mol�1. References to one mole
always specify NA particles whether they be atoms or molecules.
4Avogadro, Lorenzo Romano Amadeo Carlo (8/9/1776)–(6/9/1856).
5Note that both carbon and helium molecules are monatomic.
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An interesting result is that now the values .pA; vA/, .pB; vB/, .pC ; vC /
arbitrarily cannot be adjusted. It is important to note that such an inability did
not exist when A and B , and A and C , were not in thermal contact. In fact, it is now
found that only three of the four variables of a pair of systems in thermal equilibrium
can be chosen arbitrarily. The fourth variable is then completely specified.

In other words, the two pairs .pA; vA/ and .pB; vB/ – or similarly, the pairs
.pA; vA/ and .pC ; vC / – have only three independent variables. The fourth variable
is dependent on the other three.

Mathematically, this fact can be expressed as follows.6

pA D f1.vA; pB; vB/: (1.1)

Let us treat next the second pair of systems in thermal equilibrium: namely,A andC .
Again, noting that of the four variables .pA; vA/ and .pC ; vC / only three are
independent, we can write7

pA D f2.vA; pC ; vC /: (1.2)

Equating pA in (1.1) and (1.2) yields

f1.vA; pB; vB/ D f2.vA; pC ; vC /: (1.3)

Let us now remind ourselves of the assertion made by the zeroth law. Because the
objects A and B , as well as A and C , are in mutual thermal equilibrium; therefore,
it is asserted that B and C must also be in mutual thermal equilibrium.

Should the above assertion – namely that B and C are also in mutual thermal
equilibrium – be correct, then much as noted earlier, of the four variables .pB; vB/
and .pC ; vC /, only three would be independent. Thus, any of these four variables
depends on the other three: for example,8

pB D f3.vB; pC ; vC /: (1.4)

Equation (1.4) is more conveniently written as follows:

G.pB; vB; pC ; vC / D f3.vB ; pC ; vC / � pB
D 0: (1.5)

6Although we have chosen to represent pA as a function of .vA; pB; vB/, any other of these four
variables could equally well have been chosen as a function of the remaining three.
7It bears noting that f1.x; y; z/ and f2.x; y; z/ are, in all likelihood, not the same functions. This
is especially true if B and C are physically different systems.
8Note f3.x; y; z/, a function of the three variables x; y and z, is in all likelihood different from
f1.x; y; z/ and f2.x; y; z/ encountered in (1.3) above.
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1.3.2 Taking Stock

Let us take stock of what has been achieved so far. Equation (1.3) acknowledges
the fact that the pairs, .A;B/ as well as .A; C /, have been brought into mutual
thermal equilibrium while the systemsB andC have been kept physically separated.
Consequent to this happenstance, (1.5) records the prediction – which is actually an
assertion – of the zeroth law.

In other words, the zeroth law asserts that (1.5) – which signifies mutual thermal
equilibrium for systems B and C – follows from (1.3).

But how can this be true considering (1.3) is a function of five variables, vA,
.pB; vB/, and .pC ; vC /, while (1.5) depends only on the four variables .pB; vB/
and .pC ; vC /‹ In order for this to happen, in (1.3), there must occur a complete
self-cancelation of the fifth variable, vA. The most general choice for f1 and f2 that
satisfies this requirement is the following:

f1.vA; pB; vB/ D ˛.vA/J.pB; vB/C ˇ.vA/I
f2.vA; pC ; vC / D ˛.vA/K.pC ; vC /C ˇ.vA/: (1.6)

It is important to note that the functions J.x; y/ and K.x; y/ are neither required,
nor are they expected to be the same.

The equality of f1.vA; pB; vB/ and f2.vA; pC ; vc/, demanded by (1.3), that is,

˛.vA/J.pB; vB/C ˇ.vA/ D ˛.vA/K.pC ; vC /C ˇ.vA/; (1.7)

yields

J.pB; vB/ D K.pC ; vC / � TB�C .empirical/: (1.8)

Equation (1.8) is of central importance. The assertion of the zeroth law that
systemsB andC are also in thermal equilibrium demands that bothB and C lead to
a common value of a parameter, TB�C .empirical/, that we shall call their empirical
temperature.9

Analogously, we can conclude that because we started with the knowledge that
A andB are in thermal equilibrium, they too must lead to the existence of a common
empirical temperature. Let us call that TA�B.empirical/.

Equivalently, the same must be true for the duo A and C who also were stated
to be in thermal equilibrium. As a result we must have an empirical temperature,
TA�C .empirical/, that is common to the two systems A and C .

Therefore, using basic rules of algebra, all of the three systems, A, B , and C ,
have in common the same empirical temperature T .empirical/. That is

9Such an empirical temperature could be defined by any appropriate thermometric property that
both the systems share.
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T .empirical/ D TA�B.empirical/

D TA�C .empirical/

D TB�C .empirical/: (1.9)

1.3.3 Isothermal Process

A process that occurs at constant temperature is called an “isothermal process.”

1.3.4 Equation of State

Relationships of the type given in (1.8), for example,

J.p; v/ D T .empirical/; (1.10)

where J.p; v/ represents a function of the pressure p and the volume v, are often
referred to as equations of state of a simple thermodynamic system.

1.3.5 Remark

The zeroth law leads to a result that equates a function of the pressure and the
volume of a “simple”10 thermodynamic system to a single parameter that is the
same for any two systems in thermal equilibrium. This parameter can be labeled
the “empirical temperature.” Note that there are also other important consequences
of the zeroth law. Under the heading: “Zeroth Law Revisited,” these consequences
are discussed in detail in Chap. 9 that in the table of contents is titled “Zeroth Law;
Motive Forces; Stability.”

1.4 Useful, Simple Mathematical Procedures

Readers of this text are likely to be familiar with elementary differential and
integral calculus. Many will also have been introduced to partial differentiation and
possibly also to the use of Jacobians. Experience suggests that at least for some the

10It should be noted that the implications of the zeroth law are not limited to just simple
thermodynamic systems. Systems with an arbitrary number of thermodynamic state variables also
obey the zeroth law equally well.
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knowledge will have become rusty. Therefore, a quick review of the mathematical
procedures, that are most needed for an adequate study of Thermodynamics, is often
helpful. Salient features of such a review are recorded below. In order to keep the
review simple, proofs are not provided and issues of mathematical rigor are not
tackled.

1.5 Exact Differential

Thermodynamics deals with macroscopic systems that can be described in terms of
state variables. For a given amount – such as one mole, for example – of a simple
system, there are three such variables: pressure p, volume v, and temperature T .
As mentioned above, in general, these three variables are related through an equation
of state of the form

f .p; v; T / D 0; (1.11)

making only two of them independent. For notational convenience let us denote the
two independent variables X and Y .

Given Z is a function of X and Y ,

Z D Z.X; Y /;

and dZ is an exact differential,11 then the line integral in the .X; Y / plane,

Z .Xf;Yf/

.Xi;Yi/

dZ.X; Y /;

depends only on the initial, i � .Xi; Yi/, and the final, f � .Xf; Yf/, positions and
thereby is totally independent of the path traversed between i and f .

1.5.1 Exercise I-a

Show that

dZ.X; Y / D �
2AXY 2 C BY 2 C 2CXY CD

�
dX

C �
2AX2Y C 2BXY C CX2 C E

�
dY; (1.12)

is an exact differential.

11Note: some authors – for example, D. ter Haar and H. Wergeland, op. cit. – prefer to use the term
total differential.
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Fig. 1.1 Paths traveled. The paths traveled are: (First): From the point (0,0) up to (0,2) and then
to (2,2). (Second): Another possibility is to travel directly from (0,0) across to the point (2,2)

1.5.1.1 Solution

Let us try to determine whether the line-integral,

Z .X2;Y2/

.X1;Y1/

dZ.X; Y /;

between any two points, .X1; Y1/ and .X2; Y2/, is path independent. To this end, set
.X1; Y1/ D .0; 0/ and .X2; Y2/ D .2; 2/. A simple check is provided by choosing
two different paths – as in Fig. 1.1 – that use straight-lines. Because, in principle,
there are infinitely many different paths in the .X; Y / plane that can connect the
given two points, the use of only two paths, while being indicative of the result, can
by no means be considered a proof. A convincing proof is provided in Exercise I-b
below.

Route I: First travel from .0; 0/ to .0; 2/ and then from .0; 2/ to .2; 2/. According
to (1.12) we get

Z .0;2/

.0;0/

dZ.X; Y / D
Z .0;2/

.0;0/

�
2AXY 2 C BY 2 C 2 C XY CD

�
dX

C
Z .0;2/

.0;0/

�
2AX2Y C 2BXY C C X2 CE

�
dY

D 0C
Z 2

0

.E/ dY D 2E: (1.13)

Note, in the above, X D 0, and also dX D 0.
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Next, we need the integral from .0; 2/ to .2; 2/, that is,

Z .2;2/

.0;2/

dZ.X; Y / D
Z .2;2/

.0;2/

�
2AXY 2 C BY 2 C 2 C XY CD

�
dX

C
Z .2;2/

.0;2/

�
2AX2Y C 2BXY C C X2 C E

�
dY

D
Z 2

0

.8AX C 4B C 4C X CD/ dX C 0

D .16AC 8B C 8C C 2D/: (1.14)

Note, in the above, Y D 2. Additionally, dY D 0. Thus, the total value of the line
integral along route I is

Z .2;2/

.0;0/

dZ.X; Y / D
Z .0;2/

.0;0/

dZ.X; Y /C
Z .2;2/

.0;2/

dZ.X; Y /

D .2E C 16AC 8B C 8C C 2D/: (1.15)

Route II: Travel directly along the straight line from .0; 0/ to .2; 2/. In order to
work out the line integral – as always – we need to arrange things so that any of the
integrals used involves only one variable. Because the equation for the relevant path
is X D Y , and also because both X and Y extend from 0 to 2, one gets:

Z .2;2/

.0;0/

dZ.X; Y / D
Z .2;2/

.0;0/

�
2AXY 2 C BY 2 C 2 C XY CD

�
dX

C
Z .2;2/

.0;0/

�
2AX2Y C 2BXY C C X2 C E

�
dY

D
Z 2

0

.2AX3 C BX2 C 2 C X2 CD/ dX

C
Z 2

0

.2AY 3 C 2BY 2 C C Y 2 CE/ dY

D .16AC 8B C 8C C 2D C 2E/: (1.16)

As expected, this result is identical to that noted in (1.15).

1.5.2 Notation

Because for an exact differential

Z .Xf;Yf/

.Xi;Yi/

dZ.X; Y / D ˛.Xf; Yf/� ˛.Xi; Yi/;
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and similarly Z .Xi;Yi/

.Xf;Yf/

dZ.X; Y / D ˛.Xi; Yi/ � ˛.Xf; Yf/;

therefore, adding the two gives

Z

i!f!i

dZ.X; Y / D
Z .Xf;Yf/

.Xi;Yi/

dZ.X; Y /C
Z .Xi;Yi/

.Xf;Yf/

dZ.X; Y /

D ˛.Xf; Yf/� ˛.Xi; Yi/C ˛.Xi; Yi/ � ˛.Xf; Yf/

D 0 : (1.17)

This is valid for all paths of the integration, which lie within the .X; Y / plane, and
form a closed loop. Such a loop starts off at some arbitrary initial location i within
the X; Y plane, travels within the plane to some arbitrary final point f , and at the
end returns to the initial location i .

Accordingly, the usual notation for displaying an exact differential dZ is the
following:

I
dZ.X; Y / D

I
dZ D 0: (1.18)

In general, such an exact differential can be expressed as

dZ D dZ.X; Y / D N.X; Y /dX CM.X; Y /dY; (1.19)

where N.X; Y / and M.X; Y / are functions of X and Y and obey the so called
“integrability” requirement

N.X; Y / D
�
@Z

@X

�

Y

I M.X; Y / D
�
@Z

@Y

�

X

; (1.20)

which holds if the second mixed derivatives of Z are equal. That is:12

@2Z

@Y @X
D
�
@N

@Y

�

X

D
�
@M

@X

�

Y

D @2Z

@X@Y
: (1.21)

Thus, the standard representation for an exact differential – in two dimensions – is

dZ D
�
@Z

@X

�

Y

dX C
�
@Z

@Y

�

X

dY: (1.22)

12Beginners usually benefit by being reminded that the operation
�
@Z
@X

�
Y

consists in finding a
derivative of Z with respect to X while holding the variable Y constant.
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1.5.3 Exercise I-b

Rigorous method to show that

dZ.X; Y / D �
2AXY 2 C BY 2 C 2CXY CD

�
dX

C �
2AX2Y C 2BXY C CX2 C E

�
dY; (1.23)

is an exact differential.

1.5.3.1 Solution

Calculus tells us that a necessary and sufficient condition for

dZ.x; y/ D M.x; y/dx CN.x; y/dy (1.24)

to be an exact differential is the requirement that the following equality hold:

�
@M.x; y/

@y

�

x

D
�
@N.x; y/

@x

�

y

:

Thus, for dZ.X; Y / to be an exact differential, we must have

 
@
�
2AXY 2 C BY 2 C 2CXY CD

�

@Y

!

X

D 4AXY C 2BY C 2CX;

equal to

 
@
�
2AX2Y C 2BXY C CX2 C E

�

@X

!

Y

D 4AXY C 2BY C 2CX:

Which is the case.

1.5.4 Inexact Differential

Let us look at the differential

dZ.X; Y / D �
BY 2 C 2 C XY CD

�
dX

C �
2AX2Y C 2BXY C C X2 C E

�
dY

� N.X; Y / dX CM.X; Y / dY: (1.25)
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Clearly, this differential is inexact because

�
@N

@Y

�

X

D 2BY C 2CX

¤
�
@M

@X

�

Y

D 4AXY C 2BY C 2CX: (1.26)

Of course, information about the inexactness of this differential can also be
obtained by integrating along route I – similar to the way it was done in (1.15) –
and route II – much as was done in (1.16). As behoves an inexact differen-
tial, these two results are not the same. Being equal to .8B C 8C C 2D C 2E/

and .8AC 8B C 8C C 2D C 2E/, respectively, they differ by an amount equal
to 8A.

1.5.5 State Function and State Variables

Any thermodynamics function, Z, which admits of an exact differential, dZ, is
vested with the special title: state function.

As mentioned earlier, for a “simple” thermodynamic system, variables X and
Y may represent any of the three pairs p; v; p; t ; or v; t . These pairs are called
state variables. An obvious property of these variables is that their differentials
dpD dp.v; t/; dv D dv.p; t/; or dt D dt.p; v/, are also exact.

An essential attribute of a state function Z.X; Y / (for a simple thermodynamic
system), therefore, is that for any thermodynamic equilibrium state, the state
function depends only on the value of the given pair of state variables,X and Y . As
a result, when a thermodynamic system travels from an initial position specified by a
given initial value of the relevant state variables, namely .Xi; Yi/, to another position
specified by a given final value, say .Xf; Yf/, of the same two state variables, the
resultant change in any state function, namelyZ.Xf; Yf/�Z.Xi; Yi/, is independent
of the path taken. Furthermore, as a necessary consequence, any travel that takes the
system completely around a closed loop, leaves the value of the state function, Z,
unchanged.

1.5.6 Cyclic Identity

Much of the work involved in the study of elementary thermodynamics consists in
deriving relationships between quantities that are easy to access experimentally and
others that are less so. This is not an idle exercise. Specific heat, compressibility,
expansivity, etc., are quantities that are readily measurable under most ambient
experimental environments. Their relationships to various derivatives of important
thermodynamic state functions, that may not be so easy to measure, help in the
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evaluation of these functions. Examples of these are the system internal energy,
enthalpy, entropy, etc.

The establishment of such relationships can often be accomplished by the use of
exact differentials of the state functions themselves as well as those of the relevant
state variables. Such procedures involve the use of (1.22).

Noting that dp.v; t/ and dv.p; t/ are exact differentials, we can use (1.22) and
write

dp D
�
@p

@v

�

t

dv C
�
@p

@t

�

v

dt I

dv D
�
@v

@p

�

t

dp C
�
@v

@t

�

p

dt: (1.27)

Eliminating dv between these two equations yields:

	
1 �

�
@p

@v

�

t

�
@v

@p

�

t



dp D

"�
@p

@v

�

t

�
@v

@t

�

p

C
�
@p

@t

�

v

#
dt: (1.28)

Consider two neighboring equilibrium states of a simple thermodynamic system
at temperature t . Recall that the thermodynamics of a simple system depends only
on three state variable p; v and t . The fixing of one of these specifies the inter-
dependence of the other two. For example, given any two neighboring equilibrium
states that are both at the same temperature, that is, dt D 0, then according to (1.28),

	
1�

�
@p

@v

�

t

�
@v

@p

�

t



dp D 0:

And unless the two “neighboring” states are identical – in which case dp; dv are
both vanishing – generally dp and dv are ¤ 0. Therefore, in general, we must have:

1 �
�
@p

@v

�

t

�
@v

@p

�

t

D 0:

This, of course, is the un-surprising statement that

�
@p

@v

�

t

D 1�
@v
@p

�
t

: (1.29)

Next, consider two neighboring states with the same pressure. Here dp D 0 but
dv and dt are in general not equal to zero. Therefore, (1.28), namely

	
1 �

�
@p

@v

�

t

�
@v

@p

�

t



� 0 D

"�
@p

@v

�

t

�
@v

@t

�

p

C
�
@p

@t

�

v

#
dt;
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leads to the result

0 D
�
@p

@v

�

t

�
@v

@t

�

p

C
�
@p

@t

�

v

: (1.30)

Using (1.29), (1.30) can also be written as

�
@p

@v

�

t

�
@v

@t

�

p

�
@t

@p

�

v

D �1: (1.31)

Equation (1.31) – or, equivalently (1.30) – will be referred to as the “cyclic
identity.”

1.5.7 Exercise II-a

(1) Instead of dv, eliminate dp from the two equations in (1.27), and re-derive the
cyclic identity. (2) Also, do the same by eliminating dt .

1.5.7.1 Remark

In the following chapters, we shall make much use of the cyclic identity and the
formula introduced in (1.22). Also, occasionally we shall work with an easy to use
“Jacobian Determinant” – (JD) – procedure.

1.6 Jacobians: A Simple Technique

The (JD) offers an easy, and often-time an efficient, procedure for establishing
thermodynamic inter-relationships. Below we describe its use in treating state
functions A.X; Y / and B.X; Y / of a simple thermodynamic system where X and
Y are any two of the three state variables. The relevant (JD) makes use of a 2 � 2

Jacobian of the general form @.A;B/

@.X;Y /
. That is:

@ .A; B/

@ .X; Y /
D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

�
@A

@X

�

Y

�
@A

@Y

�

X�
@B

@X

�

Y

�
@B

@Y

�

X

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

�
@A

@X

�

Y

�
@B

@X

�

Y�
@A

@Y

�

X

�
@B

@Y

�

X

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

D
�
@A

@X

�

Y

�
@B

@Y

�

X

�
�
@A

@Y

�

X

�
@B

@X

�

Y

: (1.32)
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Clearly, therefore, by exchanging A and B , and/or X and Y , we find the relation-
ships:

@ .A; B/

@ .X; Y /
D � @ .B; A/

@ .X; Y /
D @ .B; A/

@ .Y; X/
D � @ .A; B/

@ .Y; X/
: (1.33)

In other words, a single reversal in the order of the entries at the top or the bottom
of @.A;B/

@.X;Y /
causes a (single) change of sign of the Jacobian. Similarly, if the number of

reversals is two it causes (two changes in sign which amounts to) no change in sign.
An important property of the Jacobian determinant, that will be found very useful,
is the following:

@ .A; B/

@ .X; Y /
D @ .A; B/

@ .C; D/
� @ .C; D/
@ .X; Y /

: (1.34)

An easy way to remember this is the following: what you add at the bottom here,
you add “next-door” at the top.

It is clear that in a fashion similar to (1.34), we can extend the process further.
That is:

@ .A; B/

@ .C; D/
� @ .C; D/
@ .X; Y /

D @ .A; B/

@ .C; D/
� @ .C; D/
@ .E; F /

� @ .E; F /
@ .X; Y /

D @ .A; B/

@ .C; D/
� @ .C; D/
@ .E; F /

� @ .E; F /
@ .G; H/

� @ .G; H/
@ .X; Y /

D etc:; etc: (1.35)

1.6.1 Exercise II-b

Prove the following equality (which is similar to (1.34)).

@ .x1; x2/

@ .z1; z2/
D @ .x1; x2/

@ .y1; y2/
� @ .y1; y2/
@ .z1; z2/

: (1.36)

1.6.1.1 Solution

Here, x1 and x2 depend on two variables z1 and z2, each of which also happens
to depend on two other variables y1 and y2. For such a case the “chain rule” of
differential calculus tells us that:13

13See any text on Differential Calculus, or see M. L. Boas in “Mathematical Methods in the
Physical Sciences,” John Wiley, Publishers.
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�
@xi

@z1

�

z2

D
�
@xi

@y1

�

y2

�
@y1

@z1

�

z2

C
�
@xi

@y2

�

y1

�
@y2

@z1

�

z2

; (1.37)

and
�
@xi

@z2

�

z1

D
�
@xi

@y1

�

y2

�
@y1

@z2

�

z1

C
�
@xi

@y2

�

y1

�
@y2

@z2

�

z1

; (1.38)

where i D 1, or 2. Equations (1.37) and (1.38) prove the desired equality 1.36.14

1.6.2 Jacobian Employed

As noted earlier, partial derivatives of the form
�
@Z
@X

�
Y

play an important role in the
study of thermodynamics. The (JD) provides a convenient representation for such
derivatives. For example, in (1.32), simple notational change A to Z and B to Y
yields

@ .Z; Y /

@ .X; Y /
D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

�
@Z

@X

�

Y

�
@Z

@Y

�

X�
@Y

@X

�

Y

�
@Y

@Y

�

X

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ
: (1.39)

Because
�
@Y

@X

�

Y

D 0I
�
@Y

@Y

�

X

D 1;

equation (1.39) gives

@ .Z; Y /

@ .X; Y /
D

ˇ̌
ˇ̌
ˇ̌
ˇ

�
@Z

@X

�

Y

�
@Z

@Y

�

X

0 1

ˇ̌
ˇ̌
ˇ̌
ˇ

D
�
@Z

@X

�

Y

: (1.40)

The significance of (1.40) should be emphasized: it connects the typical partial
derivative,

�
@Z
@X

�
Y

, that is often used in thermodynamics, with a simple (JD), @.Z;Y /
@.X;Y /

,
which is easy to manipulate. An aid to memory:

14Note, in order to convince oneself of the above statement one needs first to write down the two
2 � 2 determinants on the right hand side of (1.36); next to multiply them and write the result
naturally as a 2 � 2 determinant. This resultant determinant consists of the four terms given as
(1.37) and (1.38). It should be identical to the 2� 2 determinant on the left hand side of (1.36).
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The essential feature of the derivative
�
@Z
@X

�
Y

, is that Z is being varied as a

function of X , while Y is being kept constant. Accordingly, in @.Z;Y /

@.X;Y /
, Z occurs

at the top left, X at the bottom left, and Y occurs to the right both at the top and the
bottom.

1.7 Useful Identities

Consider variables X; Y and Z where only two are independent. According
to (1.40)

@ .X; Z/

@ .X; Z/
D
�
@X

@X

�

Z

: (1.41)

Following the procedure described in (1.34), the left-hand side of (1.41) can be
extended to

@ .X; Z/

@ .Y; Z/
� @ .Y; Z/
@ .X; Z/

D @ .X; Z/

@ .X; Z/

D
�
@X

@X

�

Z

D 1: (1.42)

Indeed, we can continue to extend the left hand side and write:

@ .X; Z/

@ .Y; Z/
� @ .Y; Z/
@ .X; Y /

� @ .X; Y /
@ .X; Z/

D 1:

Now, as explained earlier, if we reverse the order in three of the six factors, the
overall sign will get reversed three times – which is equivalent to a single reversal
of sign, that is,

@ .X; Z/

@ .Y; Z/
� @ .Z; Y /
@ .X; Y /

� @ .Y; X/
@ .Z; X/

D �1: (1.43)

1.7.1 Cyclic Identity: Re-Derived

Using the transliteration embodied in (1.40), the above can be represented as
follows:

�
@X

@Y

�

Z

�
�
@Z

@X

�

Y

�
�
@Y

@Z

�

X

D �1:
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The mutual interchange of the last two terms makes this equation easier to
memorize. That is,

�
@X

@Y

�

Z

�
�
@Y

@Z

�

X

�
�
@Z

@X

�

Y

D �1: (1.44)

Aid to memory: think of the cyclical order,v

.X ! Y ! Z ! X ! Y /

Often, it is helpful to recast the cyclic identity in the following form:
�
@X

@Y

�

Z

D �
�
@X

@Z

�

Y

�
�
@Z

@Y

�

X

: (1.45)

The cyclic identity given in (1.44) and (1.45) is identical to that given earlier in
(1.31) and (1.30). Recall that this identity represent an important relationship and
will be put to good use in this text.

1.7.2 Simple Identity

Another identity that is worth noting is obtained straight forwardly when Jacobian
representation is employed.

@ .A; G/

@ .B; G/
D @ .A; G/

@ .†; G/
� @ .†; G/
@ .B; G/

: (1.46)

Equivalently, it reads

�
@A

@B

�

G

D
�
@A

@†

�

G

�
�
@†

@B

�

G

: (1.47)

We shall call this the simple identity.15

1.7.3 Mixed Identity

As stated earlier, all thermodynamic functions that refer to (a given quantity of) a
simple system depend on the variables P; V and T . While only two of these three
variables are linearly independent, occasionally it is useful to work with all three.
For instance, consider a function A

15Some students may prefer to use (1.47) as a calculus identity and work backwards to (1.46) as a
useful Jacobian identity.
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A D A.X; Y;Z/:

Treating the pair X and Y as the independent variables we have

dA D
�
@A

@X

�

Y

dX C
�
@A

@Y

�

X

dY: (1.48)

Because Y and Z can also, just as well, be treated as the independent pair, X can
be represented in terms of them.

X D X.Y;Z/:

Thus,

dX D
�
@X

@Y

�

Z

dY C
�
@X

@Z

�

Y

dZ:

When introduced on the right hand side of (1.48) this gives

dA D
	�
@A

@X

�

Y

�
@X

@Y

�

Z

C
�
@A

@Y

�

X



dY C

�
@A

@Z

�

Y

dZ:

Comparing this relationship with one where Y;Z are treated as the independent pair,
that is,

dA D
�
@A

@Y

�

Z

dY C
�
@A

@Z

�

Y

dZ;

we get an identity

�
@A

@Y

�

Z

D
�
@A

@Y

�

X

C
�
@A

@X

�

Y

�
@X

@Y

�

Z

: (1.49)

By making a cyclic change of the variables – such that, Y goes to Z, Z goes to X,
and X goes to Y – we get two other equivalent relationships:

�
@A

@Z

�

X

D
�
@A

@Z

�

Y

C
�
@A

@Y

�

Z

�
@Y

@Z

�

X

; (1.50)

and
�
@A

@X

�

Y

D
�
@A

@X

�

Z

C
�
@A

@Z

�

X

�
@Z

@X

�

Y

: (1.51)

For future reference, these will be called mixed identities.



Chapter 2
Perfect Gas

Physics is arguably unique in its emphasis on constructing models that may pertain
to systems of interest. Often, these models are simple and lacks of the complexity
of the real systems. But the payoff of such simplicity is the ability to fully predict
and understand the model system. The hope always is that such understanding will
give insight into the physics of the real system of interest.

“Perfect Gas” is a model of an idealized gas. As is customary, it was constructed
to understand the behavior of real gases. Originally motivated by experimental
observation, the model has had a long and illustrious history, and a great deal of
success. In Sect. 2.1, the model is introduced and using standard thermodynamics
techniques the role of pressure and volume described. A brief introduction to the
statistical techniques is given in Sect. 2.2. Back to using the standard procedures,
in Sect. 2.3 the equation of state is derived. Section 2.4 refers to the intensive and
extensive properties. A thermodynamic approach to the concept of temperature is
given in Sect. 2.5. Diatoms and diatomic perfect gas are discussed in Sect. 2.6.
Dalton’s law and mixtures of ideal gases is referred to in Sect. 2.7. Perfect gas
atmospheres of various varieties are discussed in section in Sect. 2.8 and a perfect
gas of extremely relativistic particle is treated in Sect. 2.9. Various solves examples
and exercises are discussed in Sects. 2.10 and 2.11.

2.1 Model of a Perfect Gas

A perfect gas of volume V consists of a large number of atoms. There is no inter-
atomic coupling; the size of the atoms is vanishingly small; the containing walls
of the vessel are smooth and featureless. All collisions between the atoms and the
walls are perfectly elastic; effects of gravity are absent; also no other external forces
are present. The gas is in thermal equilibrium. Further, all N atoms are in random
motion.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3
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2, © Springer-Verlag Berlin Heidelberg 2012
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2.1.1 Pressure

Imagine the gas consists only of atoms that have the same mass,m: It is contained in
a vessel that is shaped as a perfect cube.1 For convenience, arrange the sides of the
cube, each of lengthL; to lie along the x; y; z axes of a Cartesian coordinate system.

Set the origin of the Cartesian coordinates at the bottom left-hand corner of the
cube – that is, at the position (0,0,0) – and the positive direction of the axes along
the three edges. As such, the top corner, diagonally opposite to the origin, is at the
point .L;L;L/:

Examine the course of events involved in atomic collisions against the two walls
that are perpendicular to the x-axis. Denote the x-component of the velocity of the
i -th atom – i D 1; 2; : : : ; N – as vi;x .

Perfect elasticity of collisions requires that upon striking the right-hand wall with
x component of momentum,m � vi;x; the atom gets perfectly reflected. As a result, the
x component of its momentum becomes �m � vi;x: Accordingly, the change in the x
component of momentum of the atom after one collision of the right-hand wall is:

final momentum of colliding molecule � its initial momentum

D Œ�m � vi;x� � Œm � vi;x�
D �2m � vi;x : (2.1)

Because there are no external forces, the total momentum in any direction is
conserved. Invoking this fact for the x-direction leads to the requirement:

change in total momentum

D change in particle momentum C change in momentum of wall

D �2m � vi;x C .change in momentum of wall/i;x

D 0 : (2.2)

That is, the i th atom, by a single collision of the wall perpendicular to the x-axis,
causes a change in the x-component of the momentum of the wall equal to

.change in momentum of wall/i;x D 2m � vi;x: (2.3)

The absence of slowing down mechanisms insures that after traversing across the
cube to the left-hand side wall placed at x D 0 this atom returns for another
collision against the original wall at x D L. Such a round-trip – from the right-hand
side wall to the wall on the left and then back to the wall on the right – is of

1Gas in a more general shaped vessel is analyzed in appendix B . A beneficial payback of that
analysis is its agreement with Pascal’s law. From Pascal’s law it can be concluded that in the
absence of external, space and direction dependent, forces the pressure of a fluid is constant
throughout the vessel.
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length 2L: Further, it is traversed at constant speed jvi;xj. Therefore, the time, t ,
taken by the atom for the round trip travel is

t D Distance traveled

Speed of travel

D 2 L=jvi;xj: (2.4)

As a result, the rate of transfer of momentum perpendicular to the wall by a collision
with one atom is the following:

.Change in momentum of wall/i;x
t

D 2m � jvi;xj
f 2L=jvi;xj g

D
�m
L

�
v2i;x : (2.5)

Summing this over all the atoms – that is, for i =1! N – within the cube gives the total
transfer rate of momentum to the right-hand side wall perpendicular to the x-axis.

According to Newton’s second law of motion, such transfer rate of momentum is
equal to the force, F , exerted by the gas on the relevant wall of the cube.

F D
NX
iD1

.Change in momentum of wall/i;x
t

D
�m
L

� NX
iD1

v2i;x: (2.6)

The force F acts normal to the wall under consideration. Accordingly, it exerts
pressure P; defined as the perpendicular force per unit area,

P D F=.Area of the wall/ D F

L2
: (2.7)

Combining this with (2.6) yields

P D 1

L2

�m
L

� NX
iD1

v2i;x D
�m
V

� NX
iD1

v2i;x D
�m
V

�
N < v2x >: (2.8)

Here, V is the volume of the cubic container that encloses the gas – that is, V DL3 –
andN <v2x > is the average – meaning, the observed – value of the sum:

PN
iD1 v2i;x:

That is

N < v2x >D
NX
iD1

v2i;x: (2.9)



26 2 Perfect Gas

The gas is isotropic. Therefore,

< v2x >D< v2y >D< v2z > D 1

3
Œ< v2x > C < v2y > C < v2z > �

D 1

3
< v2 >: (2.10)

In the above, v represents the three dimensional vector

v D ivx C jvy C k vz;

and the pair of pointed brackets, for example, < : : : >; represent an average over
all the N atoms. Equation (2.8) can be re-cast as:

PV D mN < v2x > D m

3
N < v2 > : (2.11)

Note, with the system being isotropic, all the four quantities – V;m;N; and < v2>

– are independent of the direction x; y or z . It is traditional to specify the quantity
of gas in mole numbers, n. That is, by measuring the total number of molecules2 N

in units of the Avogadro’s number 3, NA, that is,

N D nNANA D 6:02214179.30/� 1023mol�1: (2.12)

Having derived (2.11), we are confronted with a hurdle that disappoints the users
of thermodynamics. Namely, even if the inter-particle interaction is exactly known,4

standard thermodynamics does not provide tools for calculating the state functions.
And because it does not have, as it were, an appropriate “arrow in its quiver,” one
seeks the assistance of “statistical thermodynamics” to possibly hit the target.

2.2 Temperature: A Statistical Approach

2.2.1 Boltzmann–Maxwell–Gibbs Distribution: Perfect Gas
with Classical Statistics

Atoms in a perfect gas are all of infinitesimal size and are totally non-interacting.
Physically, this is equivalent to saying that no atom is aware of the presence of the
others.

2The molecule being considered here is monatomic, that is, a single atom constitutes a molecule.
3For values of the physical constants, see http://physics.nist.gov/cuu/Constants. Note that the
numbers in the parenthesis represent the standard uncertainty corresponding to the last digits
shown.
4As is the case here, there is no interaction!
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In three dimensions, the location and momentum of an infinitesimal sized atom
is specified by three position co-ordinates, for example, .qx; qy; qz/ D q; and three
components of its momentum vector: p D .px; py; pz/: The relevant Boltzmann–
Maxwell–Gibbs (BMG) distribution factor,5 f .q;p/; for the given atom is the
following:6

f .q;p/ D exp Œ�ˇHO.q;p/�R
q0

R
p0

exp Œ�ˇHO.q0;p0/� � dq0 � dp0 : (2.13)

Here, HO.q;p/ is the Hamiltonian – that is, the functional form of the energy of
the given atom in terms of its six variables q and p – and

ˇ D 1

kBT
D NA

RT
: (2.14)

The parameter T represents the statistical–thermodynamical temperature – usually
called the Kelvin temperature and labeled as K: NA is a constant, called the
Avogadro number, which has already been defined in (2.12). Additionally, kB;

and therefore R; are also constants. That is,

R D 8:3144 72.15/J mol�1 K�1;

kB D 1:38065 04.24/� 10�23 J K�1: (2.15)

Note, R is called the “molar gas constant” and kB is known as the Boltzmann
constant.

In accordance with the BMG postulates, in thermodynamic equilibrium the
normalized average (that is, the observed value < � >) of any thermodynamic
function,�.q;p/; for the specified single atom is given by the following integral7

< � >D
Z

q

Z

p
�.q;p/ � f.q;p/ � dq � dp: (2.16)

(Note: f .q;p/ is as defined in (2.13).) The integrations over the three position
variables, q; occur over the maximum (three dimensional) volume V available to the
given atom. Each of the three momentum variables p is integrated over the infinite
range from �1 ! C1:

The Hamiltonian HO.q;p/ does not depend on the position vector q: Rather, it
contains just the kinetic energy of the given atom. Therefore, it depends only on its
mass m and the square of its momentum. That is

5Maxwell, J. Clerk (6/13/1831–11/5/1879); Gibbs, Josiah Willard (2/11/1839)–(4/28/1903); Boltz-
mann, Ludwig Eduard (2/20/1844)–(9/5/1906).
6A more complete analysis is given in (11.80)–(11.81).
7Note, normalized average of any constant, say ˛, is equal to itself, that is, < ˛ > D ˛:
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HO.q;p/ D 1

2m

�
p2x C p2x C p2x

� D p2

2m
: (2.17)

Because there are no direction dependent forces8 present, the atom behaves
isotropically. As a result we have:

<
�
p2x
�
> D <

�
p2y

�
>D< �p2z

�
>D

<
�
p2x
�
>C<

�
p2y

�
>C< �p2z

�
>

3
: (2.18)

2.2.2 Energy in the Perfect Gas

According to the argument given earlier, and (2.17) and (2.18), the average value
of the energy – to be called the internal energy and denoted as U – of a perfect
gas of N; non-interacting infinitesimal sized atoms each of mass m; is given by the
relationships

U D N < HO >D N
< p2 >

2m
D 3N

<
�
p2x
�
>

2m
: (2.19)

According to (2.13) and 2.16, the observed value <
�
p2x
�
> is the following:

<
�
p2x
�
> D

R
q dq � Rp p

2
x � exp Œ�ˇHO.q;p/� � dpx � dpy � dpzR

q0

dq0 � Rp exp Œ�ˇHO.q0;p0/� � dp0
x � dp0

y � dp0
z

: (2.20)

Because HO as well as p2x do not depend on q; the integral
R

q dq is equal to just
the maximum volume V available for the motion of the molecule. Therefore, the
integral

R
q dq in the numerator and

R
q0

dq0 in the denominator is, of course, the
same. As a result they cancel out and we are left with the relationship:

<
�
p2x
�
> D

R
p p

2
x � exp Œ�ˇHO.q;p/� � dpx � dpy � dpzR

p exp Œ�ˇHO.q0;p0/� � dp0
x � dp0

y � dp0
z

: (2.21)

The remaining integrals in (2.21) are of a standard form and are worked out in detail
in (A.18)–(A.22). In particular, it is shown that the following is true:

Z C1

�1
exp

��˛ �2� d� D
r
	

˛
;

Z C1

�1
�2 exp

��˛�2� d� D 1

2

r
	

˛3
: (2.22)

8For example, such as gravity.
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Now let us first look at the denominator in (2.21).

Z

p
exp Œ�ˇHO.q;p/� � dpx � dpy � dpz

D
Z 1

�1
dpx

Z 1

�1
dpy

Z 1

�1
dpz � exp

	
� ˇ

2m

�
p2x C p2y C p2z

�

: (2.23)

The three integrals in (2.23) that are being multiplied together are all equal.
Therefore, we have

Z

p
exp Œ�ˇHO.q;p/� � dpx � dpy � dpz

D
	Z 1

�1
dp � exp

��ˇp2
2m

�
3
D
�
2m	

ˇ

� 3
2

: (2.24)

Equation 2.24 is the denominator of the right hand side of (2.21). To deal with the
numerator of (2.21), let us separate out the integral over the variable px; that is,

Z 1

�1
p2x exp

��ˇp2x
2m

�
dpx;

from the rest of the two integrals.

Z

p
p2x � exp Œ�ˇHO.q;p/� dpx � dpy � dpz

D
�Z 1

�1
p2x exp

	�ˇp2x
2m



dpx

�
�

"Z 1

�1
exp

 �ˇp2y
2m

!
dpy

Z 1

�1
exp

��ˇp2z
2m

�
dpz

#

D

0
B@1
2

vuut
	�
ˇ

2m

�3

1
CA �

"
	
ˇ

2m

# 2
2

D
 
1

2

p
	

�
2m

ˇ

� 3
2

!	
2m	

ˇ



: (2.25)

Equation (2.25) gives the numerator of the right hand side of (2.21). In order to
determine the thermodynamic average< p2x >, we need to divide the result obtained
in (2.25) by that found in (2.24).
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< p2x >D

 
1

2

p
	

�
2m

ˇ

� 3
2

!
�
	
2m	

ˇ




�
2m	

ˇ

� 3
2

D m

ˇ
D kBTm: (2.26)

The internal energy U; of the perfect gas consisting of N atoms that are all identical
to the given atom being studied here, is specified by (2.19) and (2.26). Accordingly,
we have

U D mN
< v2 >

2
D N

	
3
< p2x >

2m



D 3N

2
kBT: (2.27)

2.3 Equation of State

According to (2.11) and (2.27), for a perfect gas the product of the gas pressure P
and volume V is directly related to the parameter T:

PV D m

3
N < v2 >D NkBT D nRT: (2.28)

Remember, the number of moles of the perfect gas being treated here is n:
Let us recall a finding of the zeroth law – see (1.10). For a simple thermodynamic

system, an equation of state can be defined which relates a function of its pressure
and volume to its empirical temperature. In the absence of magnetic and electric
effects, and gravity etc., for simple isotropic systems composed of a fixed number
of moles, only two of the three parameters P; V; and T that occur in (2.28) are
independent. In that spirit, this defines the equation of state of the perfect gas. There
are other equations that also qualify for the title “Equations of State.” More general
discussion of this subject is given in the chapter titled: “Fundamental Equation and
The Equations of State.”

2.4 Intensive and Extensive Properties

The parameters P; V and T that appear in the equation of state (2.28) are examples
of State Variables. Similarly, the function U is an example of a State Function.

2.4.1 Extensive

For a macroscopic system, any quantity that is proportional to the system size is
called extensive.
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2.4.2 Intensive

For a macroscopic system, those thermodynamic properties that are independent of
the system size are called intensive.

To determine whether we are dealing with an extensive or an intensive property,
we need to consider whether it doubles or remains largely unchanged when the
system size – that is, the number of particles in the system – is doubled. Clearly,
all things being equal, a system with twice as many particles will have twice the
volume. Also it will have twice the mass and therefore twice the kinetic energy.

Thus, the volume V and the internal energy U are extensive.
On the other hand, a consequence of the zeroth-law is that once an iso-

lated macroscopic system has reached thermodynamic equilibrium its temperature
becomes uniform.9 Similarly, while in thermodynamic equilibrium, in the absence
of gravity or other external fields, we are assured by Pascal’s law that a fluid at
rest has uniform pressure. The same applies to isotropic solids under “hydrostatic”
pressure.10 Thus, a thought experiment that divides such systems into two parts
would leave both T and the pressure P unaffected.

Therefore, the temperature and the pressure are examples of intensive properties.

2.5 Temperature: Thermodynamic Approach

Statistical mechanical considerations helped define a precise quantity T: Addition-
ally, purely thermodynamic description of the temperature is available from the
work of N. L. Sadi Carnot11 and Lord Kelvin.12;13

Also, there is substantial historical information that thermodynamics, in different
ways, has played an important role in the identification of the temperature, and
indeed that the temperature so identified is identical to the parameter T suggested
by statistical mechanics.

Robert Boyle,14 working with a given amount of gas – that is, keeping the number
of atoms N; or equivalently the mole number n; constant – at room temperature,
observed that the product of pressure P and the volume V remained unchanged as
one or the other, or both, were varied.

9Different macroscopic parts of a thermodynamic system are in equilibrium. Therefore, they have
the same temperature. See, for example, the section on the “Zeroth Law, Revisited” in the chapter
titled: “Equilibrium, Motive Forces, and Stability.”
10Of course, gravity and other external fields are assumed to be absent.
11See, for example, (4.2) and the description provided in the following parts of that chapter.
12See the related (7.56) and the associated discussion in the section titled: From Empirical to
Thermodynamic Temperature.
13Carnot, N. L. Sadi (6/1/1796)–(8/24/1832).
14Boyle, Robert (1/25/1627)–(12/31/1691).
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Let us look at the equation of state (2.28) above, and note the fact that
when measurements are made for a given number of moles at some given room
temperature, it is found that the product of the pressure and the volume, that is,
PV; remains unchanged. As a result the parameter T that occurs in (2.28), is
constant. Clearly, the constancy of T must then be identified with the constancy
of the room temperature. And the temperature T – estimated initially in the classic
work attributed to J.A.C. Charles – was found15 to depend on what – originally
proposed by Anders Celsius – is now known as the Celsius temperature16 
c: That is

T D 
c C T0;

where T0 is a constant.
For air – assumed here to be a perfect gas – kept in a vessel (i.e., at constant

volume) a plot of pressure P versus the Celsius temperature 
c is a straight line
that, on lowering the pressure, heads toward lower temperature. In this spirit,
zero pressure for a gas implied that it had reached “zero temperature:” that is,
T D 0: When experimental results on different low-density gases were extrapolated
far down to zero pressure, they tended to a result for the Celsius temperature
which was � �270ı. Interpreting Charles’ observations, this would indicate that
� �270ı is the value, of the Celsius temperature, 
c, when the true thermodynamic
temperature, T, is equal to zero: that is: 0 � �270ı C T0, or equivalently T0 �
270ı: In recent years, by formal international agreement, the value of T0 has been
fixed at exactly 273:15ı. A schematic description of the process which led to this
determination is as follows:

Because only two parameters are needed to specify a straight line, both the
dictates of the Celsius scale as well as the experiment can be fixed by the satisfaction
of two constraints. These constraints arise because 100ı difference on the Celsius
scale is equal to the temperature difference between the so called “ice point”17 and
the “steam point.”18 Accordingly, we proceed as follows:

1. At fixed volume V; let the pressure in a perfect gas, for the ice and the steam
points be Pi and Ps; respectively. Then, according to the ideal gas equation of
state �

Ps

Pi

�

V

D T0 C 100

T0
; (2.29)

15Charles, Jacques Alexander César (11/12/1746)–(4/7/1823).
16Celsius, Anders (11/27/1701)–(4/25/1744).
17On the Celsius scale, the temperature of the ice-point T is 0ı. Note, the ice-point is represented
by the equilibrium state of a mixture of pure water, fully saturated with air at pressure of exactly
one atmosphere, and pure ice.
18The steam-point refers to the equilibrium state of pure water boiling under one atmosphere of
air. On the Celsius scale the temperature of the steam-point is set at 100ı.



2.5 Temperature: Thermodynamic Approach 33

or equivalently,

T0 D 100�
Ps
Pi

�
V

� 1
; (2.30)

where T0 is the – perfect gas – temperature at the ice point.

2. Experimentally, measure as accurately as possible the ratio
�
Ps
Pi

�
V

.

The choice T0 D 273:15 corresponds to
�
Ps
Pi

�
V

being equal to 1:3661.

It is worth mentioning that rather than the ice point – the exact reproducibility
of which is hard to achieve – the triple point19 of pure water is the more reliable
reference point to use.

2.5.1 Attainment of Thermodynamic Equilibrium
by a Perfect Gas

Implicit in the specification of a “temperature,” or the quantity T if we prefer, is
the assumption of thermodynamic equilibrium. Given the vanishingly small particle
size and absence of mutual interaction in a perfect gas, one may legitimately ask as
to how such equilibrium can be brought about?

Clearly, inter-particle communication has to be mediated by the walls of the
container with which the particles collide. Because such equilibrating tendency is
proportional to the area of the containing walls, its rate is necessarily very slow. For
instance, if L is a typical dimension of the containing vessel, then its volume V and
the area A have the following dependence on L:

V / L3I A / L2:

For any given particle density
V / N:

Hence,
A / N

2
3 :

Therefore, for large N , such equilibrating processes are much slower than those
involving direct inter-particle communication which are / N:

19The triple point is where water vapor, pure liquid water, and pure ice all coexist in thermodynamic
equilibrium. At this temperature, defined to be exactly equal to 273:16K, the sublimation pressure
of pure ice equals the vapor pressure of pure water.
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2.6 Diatoms

2.6.1 Monatomic and Diatomic Perfect Gases

2.6.1.1 Monatomic Perfect Gas

Quite clearly, the perfect gas is an idealization. Indeed, it is often called an “Ideal
Gas.”20 In practice, gases are “real” and there is enough interaction to obtain thermal
equilibrium fairly quickly. For instance, in the limit of low densities, many gases are
found to behave much like a perfect gas that has achieved thermal equilibrium.

Because there are no external and internal forces, the physical energy – to
be called the internal energy U – consists only of the kinetic energy of the N
monatomic molecules.

U D 1

2
mN < v2 >D

�
3

2
nR

�
T D

�
3

2
N kB

�
T � CVT: (2.31)

In the above we have used (2.28). Also we have introduced the notation CV which
stands for the specific heat at constant volume of n moles of a monatomic ideal gas.
While a more complete description of specific heat is best deferred till later, it is
convenient to refer to a single mole and instead represent the molar specific heat
Cv as21

Cv D CV

n
� f

2
R: (2.32)

The number of degrees of freedom of a molecule is denoted as f . As is clear from
(2.31), for a monatomic molecule f D 3: If an atom that constitutes a monatomic
molecule is itself of infinitesimal size – as it is supposed to be in a perfect gas –
by fiat any notion of it rotating around its own center can be dropped. Legitimately,
therefore, it can possess only three translational degrees of freedom. Accordingly,
the motion of such a monatomic molecule is fully described by its momentum vector
which has three components in the three dimensional physical space.

20For this reason, when referring to a gas we shall use the terms “perfect” and “ideal” synony-
mously.
21Usually, thermodynamic quantities for one mole will be denoted by lower case subscripts while
upper case subscripts will refer to systems of general size. Thus, the specific heat CV is n times
the molar specific heat which in turn is denoted as Cv . The same applies to CP and Cp: While we
shall make an effort to follow this rule about the subscripts, often-times, for convenience, Cv will
equivalently be denoted as cv; and Cp as cp: And occasionally – hopefully not often – we may
mistakenly even forget to follow this rule!
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2.6.1.2 Diatomic Perfect Gas

A monatomic molecule in a perfect gas – that is, a single zero-sized atom – by
definition, cannot have any intra-atomic (that is, intra-molecular) vibrational or
rotational motion.

On the other hand, if the gas consisted of diatomic molecules, this would not be
the case. Here, depending on the temperature, both molecular rotation as well as
intra-molecular vibration would occur.

Indeed, owing to the presence of two atoms, each of which has – under the above
assumption – only three degrees of freedom, a diatomic molecule in a perfect, totally
non-interacting gas – with no associated electronic or nuclear dynamics whatever –
can, in principle, have up to six degrees of freedom. Alternatively, one can also
represent six degrees of freedom in terms of three translational degrees of freedom
of the center of mass of the diatom, two mutually perpendicular rotational degrees
of freedom for rotation around the center of mass, and one intra-molecular – that is,
intra-diatomic – vibrational degree of freedom. (See Chap. 11, section titled “Perfect
Gas of Classical Diatoms,” (11.34)–(11.71), for a more complete discussion of this
subject.)

At laboratory temperatures, light diatomic ideal gases generally show only five
degrees of freedom: that is, the five degrees without the intra-diatomic vibration.
This is so because, in practice, contribution of the sixth degree of freedom –
namely the intra-diatomic vibrational degree of freedom – in typical, nearly perfect,
light diatomic gases appears only when the temperature rises well above the room
temperature.

Accordingly, when the intra-molecular vibrational energies for light diatoms are

measured in units of the Boltzmann constant kB D
�
R
NA

�
, they correspond to

values of the temperature T that are much higher than those normally used in the
laboratory. In contrast, heavy diatoms get their vibrational modes excited at much
lower temperatures.

2.7 Mixture of Perfect Gases: Temperature and Pressure

Let us pose the question: When a quantity of a perfect gas – say, n2 moles – is
introduced into a thermally isolated – that is, adiabatic – chamber that already
contains some amount – say, n1 moles – of a different perfect gas, how are the
temperature and pressure affected? For notational convenience, let us denote the
parameters of the original gas with index: 1, for example m1; T1; Cv.1/ etc., and
those referring to the additional gas with index 2.

For a given perfect gas the presence of additional molecules of another perfect
gas gets noticed only through the intermediation of the containing walls. If T2 > T1,
the newly added molecules will heat up the walls. And for the same reason, if
T2 < T1, their net effect will be to cool the walls down. In due course, this process
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will affect the average kinetic energies of both the original and the newly introduced
molecules and when thermal equilibrium is reached there will be a common final
temperature, say T . Furthermore, because the chamber containing the gases is
thermally isolated and does not permit exchange of energy with the environment,
there will be no net change in the total energy of the two gases contained therein.
Therefore, the final value, Uf ; of the internal energy of the mixture will be equal
to the sum of the energies of the components (1) and (2). Thus, according to (2.31)
and (2.32), we have

Uf D n1Cv.1/T1 C n2Cv.2/T2 D Œn1Cv.1/C n2Cv.2/� T; (2.33)

where the common final temperature T is

T D n1Cv.1/T1 C n2Cv.2/T2

n1Cv.1/C n2Cv.2/
: (2.34)

2.7.1 Dalton’s Law of Partial Pressures

After the temperature has equilibrated to its final value T , let the volume occupied
by the mixture of the two gases be V: Because the gases are perfect, molecules roam
around, in volume V; independently of each other. As such the pressure exerted
on the enclosing walls is caused by impacts of all individual molecules: that is
pressure P1 is caused by N1 molecules of variety (1) and P2 by N2 molecules
of variety (2). These pressures act independently and additively. Thus, the total
pressure, P; experienced by the enclosing walls is the sum, that is,

P D P1 C P2: (2.35)

The pressure P1 is specified according to the relationship:

P1V D
�m1

3

�
N1 < v2

1 >D
�m1

3

�
n1NA < v2

1 >

D N1kBT D n1NAkBT D n1RT: (2.36)

Similarly, the corresponding relationship for the molecules of variety (2) is:

P2V D
�m2

3

�
N2 < v2

2 >D
�m2

3

�
n2NA < v2

2 >

D N2kBT D n2NAkBT D n2RT: (2.37)

Adding the two together gives

.P1 C P2/V D PV D .n1 C n2/RT: (2.38)
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From (2.35) to (2.38), we have

P1

n1
D P2

n2
D RT

V
D P

n1 C n2
;

which leads to the useful result:

P1 D
�

n1

n1 C n2

�
P I P2 D

�
n2

n1 C n2

�
P: (2.39)

To recapitulate: The total pressure, exerted by two different perfect gases when
placed together in a given volume and kept at a given temperature, is the sum of the
partial pressures, P1 and P2: These pressures would have been exerted individually
by the two perfect gases if they had separately been placed in the same volume V
and kept at the same temperature T: Another important feature of the above set of
results is that on the average, the kinetic energy per molecule is the same for the two
gases: that is22

�m1

2

�
< v2

1 >D
�m2

2

�
< v2

2 >D
�
3

2

��
R

NA

�
T D

�
3

2

�
kBT: (2.40)

Finally, we note that the above analysis can readily be extended to the case where
more than two different perfect gases are mixed together. Thus,

�m1

2

�
< v2

1 > D
�m2

2

�
< v2

2 >D
�m3

2

�
< v2

3 > : : :

D
�
3

2

��
R

NA

�
T D

�
3

2

�
kBT; (2.41)

and
P D P1 C P2 C P3 C � � � ; (2.42)

where

Pi D
�

ni

n1 C n2 C n3 C � � �
�
P: (2.43)

As long as the gases being mixed are perfect, (2.41)–(2.43) hold. This is true
irrespective of the complexity of the molecules, or the differences in their masses.

It is important to note that on the average the translational kinetic energy of all
molecules is equal. To a layman, this result might appear counter-intuitive, or at a
minimum somewhat surprising. This would especially be so if the molecular masses
of the gases being mixed are very different.

22Dalton, John (9/6/1766)–(7/27/1844).
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2.8 Perfect Gas Atmosphere

Treat air in the atmosphere as perfect diatomic gas. The mass of a single molecule
is equal to m:

2.8.1 The Barometric Equation for Isothermal Atmosphere

Assume the air temperature, T K, and the acceleration due to gravity, g meters/
(second)2; do not depend on the altitude. With these assumptions, the relationship
between the air pressure at height h and the temperature is:

Ph D P0 exp

�
�NAmgh

RT

�
: (2.44)

Here P0 and Ph are the atmospheric pressures at sea level and at height hm,
respectively, and (2.44) is the so-called “barometric equation” for the isothermal
atmosphere.

2.8.1.1 Analysis

Imagine a massless, elementary tablet of base areaA placed horizontally at height y
in the atmosphere. The thickness of the tablet is �y. Although �y is considered to
be very small, the volume of the tablet, A ��y; is assumed to be sufficiently large so
that it encloses enough air molecules that their number is large compared to unity.

Assume the density of the gas at this height is �.y/. The part of the downward
force provided by the air contained within volume A � �y is its weight, which is
equal to (density)�(volume)�(acceleration due to gravity): that is, �.y/ � A�y � g:

The total downward force, Fdown; on the tablet is, of course, caused by the gas
pressure P acting on the top horizontal surface of area A plus the weight of the air
contained inside the elementary tablet. Consequently,

Fdown D PAC �.y/gA ��y: (2.45)

The upward force, Fup; is caused only by the gas pressure .P � �P/ acting at
the bottom of the tablet, that is,

Fup D .P ��P/A:

In dynamical equilibrium, the upward force acting at the base of the tablet must
exactly counterbalance the downward force acting at the top of the tablet. That is,

Fup D Fdown;
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or equivalently
.P ��P/A D PAC �.y/gA ��y:

Therefore, upon cancelingPA and dividing the remainder byA on both sides, we get

��P D �.y/g ��y: (2.46)

Remember that �y � 1: Therefore, without too much loss of generality we can
replace�y; and as a result �P; by dy and dP; respectively. That is, we can write,

� dP D �.y/g � dy: (2.47)

Because of the occurrence of dy and dP in the above equation, it is clear that in
order to make any headway towards a solution, one needs to know �.y/ as a function
either of y or of P . Fortunately, the ideal gas equation of state allows �.y/ to be
expressed in terms of the relevant pressure P . To this end, consider some arbitrary
volume, V.y/ at height y. Then according to (2.28)

PV.y/ D N.y/kBT; (2.48)

whereN.y/ is the total number of molecules contained in the chosen volume V.y/.
The mass density for this volume is �.y/

�.y/ D mN.y/

V.y/
: (2.49)

Using (2.48) we can write this as

�.y/ D mP

kBT
: (2.50)

Thus, from (2.47) we have

� dP D P �
�
mg

kBT

�
dy: (2.51)

Now divide both sides by P and set the integration from 0 ! h:

�
Z Ph

P0

dP

P
D
Z h

0

�
mg

kBT

�
dy: (2.52)

Note the pressures at heights 0 and h are denoted as P0 and Ph; respectively.
Carrying out the above integration, multiplying both sides by �1; that is,

ln

	
Ph

P0



D �

�
mgh

kBT

�
; (2.53)
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and exponentiating both sides, leads to the desired barometric equation:

Ph D P0 exp

�
�mgh
kBT

�
D P0 exp

�
�NAmgh

RT

�
: (2.54)

2.8.2 A Related Calculation

Air is composed mostly of diatomic nitrogen and oxygen gases with molar masses of
28 and 32 g, respectively. Therefore, with appropriate ratio of nitrogen and oxygen
present, its molar massM is 	 29�10�3 kg. Assume that the average temperature in
the atmosphere is T: Empirically, we know that T decreases with increasing altitude.
An average of the ground temperature, 	300ı K, and the temperature 	240K at
height 	10 km, suggests a value for T 	 270K.

In terms of the molar mass, M D NAm, (2.54) can be written as

Ph

P0
D exp

�
�NAmgh

RT

�
D exp

�
�Mgh
RT

�
; (2.55)

and we get23 for h D 10 km, which is equal to 104 m,

Ph

P0
D exp

	
� .29 � 10�3/ � .9:8/ � 104

8:3 � 270



D 0:28: (2.56)

For an ideal gas at temperature T we have

�
P

RT

�
D
� n
V

�
:

The volume V contains n moles of air each of mass M . Hence, its density is

� D
�
nM

V

�
D
�

P M

RTs

�
: (2.57)

Note, in the present problem,
�
M
RT

�
is a constant.

As a result, the pressure Py at any height y is directly proportional to the density
�y at that height. Therefore, we have for the ratio of the densities at heights 104 and

23When mass M is measured in kg, g in meters/second2; and h in meters, then the dimensions of
the numerator of the exponent are: Mgh D kg� m2/s2 D J.

The denominator, that is, RT; should be considered to be nRT where the number of moles n
is equal to 1. Accordingly, the denominator translates into the following units: mol for 1, J K�1

mol�1 for R; and K for the temperature T: Thus, the dimensions of the denominator are: mol �
JK�1 mol�1� K D J.
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0 the result
�104=�0 D P104=P0 D 0:28: (2.58)

(Note: The relevant factor 0:28 is given in (2.56).)

2.8.3 Height Below Which a Specified Percentage of Molecules
are Found

Let us calculate the altitude, hc , below which a specified fraction – say, 90% – of the
air molecules in the earth’s atmosphere are found. To this end, we use the notation
described above.

In accord with (2.55) and (2.58), we have the relationship

Py

P0
D �y

�0
D exp

	
�Mgy
RT



: (2.59)

Thus, the total mass of air contained in a cylinder of base area A rising all the way
to infinity is

mass.1/ D
Z 1

0

dm D
Z 1

0

�y � Ady D A�0

Z 1

0

exp

	
�Mgy
RT



dy

D A�0.RT=Mg/: (2.60)

Similarly, the mass of the column rising to height h is

mass.h/ D A

Z h

0

�ydy D A�0

Z h

0

exp

	
�Mgy
RT



dy

D A�0.RT=Mg/Œ1 � exp.�Mgh=RT /�
D mass.1/Œ1 � exp.�Mgh=RT /�: (2.61)

When
mass.hc/=mass.1/ D 0:90;

equation (2.61) leads to the result:

exp

�
�Mghc
RT

�
D 0:10:

Therefore,

hc D .RT=Mg/ ln.1=0:10/
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D 8:3 � 270
29 � 10�3 � 9:8 ln.10/

D 18 km: (2.62)

2.8.4 Energy of Isothermal Atmosphere

Treat, as before, the atmosphere as an ideal gas and assume that the acceleration
due to gravity, g; is independent of the height h: Then calculate the total energy of
a column of area A and height h of the isothermal atmosphere at temperature T0 K:

To this end, we consider an elementary tablet of gas with base areaA, a tiny
thickness,�y; and mass density �.y/ at altitude y. Its mass,�m; being proportional
to �y; is also tiny, that is,

�m D A�.y/�y; (2.63)

as is its gravitational potential energy,

�Ugrav D gy ��m D gy � A�.y/�y:

In the limit �y � 1; the sum where y goes from 0 ! h is well approximated by
appropriate integrals on both sides of the equation, that is,

Z Ugrav.h/

0

dUgrav D Ag

Z h

0

y�.y/dy;

which leads to

Ugrav.h/ D Ag

Z h

0

y�.y/dy: (2.64)

According to (2.59)

�.y/ D �.0/ exp

	
�
�
Mg

RT

�
y



:

Therefore, setting T D T0; (2.64) can be written as

Ugrav.h/ D Ag�.0/

Z h

0

y exp.�˛y/dy; (2.65)

where

˛ D Mg

RT0
: (2.66)

Also, because P0V0 D nRT0; we can write

P0M D RT0

�
nM

V0

�
D RT0 �.0/:
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Thus, the atmospheric density at the ground level is24

�.0/ D .P0M=RT0/; (2.67)

where P0 is the corresponding pressure.
The integral in (2.65) can be done “by parts” as follows:

Ugrav.h/=ŒAg�.0/� D
 

�exp.�˛y/y
˛

ˇ̌
ˇ̌
h

0

!
�
 

exp.�˛y/
˛2

ˇ̌
ˇ̌
h

0

!

D � exp.�˛h/ � h
˛

C 1 � exp.�˛h/
˛2

: (2.68)

Let us next look at the internal energy, Uint of the same column. For the
elementary tablet of air, of mass �m; the internal energy is �Uint

�Uint D Cv T0 �n; (2.69)

where�n are the number of moles of air contained in the tablet.

�n D �m

M
D A

M
�.y/�y: (2.70)

Thus, using (2.70), (2.69) and 2.59 we can write

Uint.h/ D
Z h

0

dUint D CvT0

Z h

0

dn D CvT0
A

M
�.0/

Z h

0

dy exp.�˛y/

D
�
ACvT0�.0/

M˛

�
Œ1 � exp.�˛h/�: (2.71)

Before we enter any numerical values it is helpful to organize the expressions for
Ugrav.h/ and Uint.h/ into simpler form. To this end, introduce the notation ˛h D !

and write

Ugrav.h/ D
�
AP0T0

Mg

�
R Œ�! exp.�!/C 1 � exp.�!/� I (2.72)

Uint.h/ D
�
AP0T0

Mg

�
Cv Œ1 � exp.�!/�

D f

2
�
�
AP0T0

Mg

�
R Œ1 � exp.�!/�: (2.73)

24Compare (2.57).
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Here, f is the number of degrees of freedom of a single molecule. Note, for diatomic
atmosphere at temperature well below 5,000 K, f is D 5.

Let us calculate the result for A D 106m2; h D 104m, T0 D 290K and P0 is
105N:m�2. We get

! D ˛h D Mgh

RT0
D 29 � 10�3 � 9:8 � 104

8:3 � 290 D 9:8

8:3
D 1:2; (2.74)

and
AP0T0R

Mg
D 106 � 105 � 290 � 8:3

29 � 10�3 � 9:8 D 8:5 � 1014 J: (2.75)

Using the results of the above equations, namely (2.74) and (2.75), the following
are readily calculated.

Ugrav.h/ D 2:9 � 1014 JI Uint.h/ D 1:5 � 1015 J:

It is interesting to note that if h were very large – still assuming that g is constant –
then exp.�˛h/ � 1 and we would have

Uint.h 
 1/ �
�
AP0T0

Mg

�
Cv; (2.76)

and

Ugrav.h 
 1/ �
�
AP0T0

Mg

�
R: (2.77)

2.8.5 Barometric Equation for Atmosphere with Height
Dependent Temperature

Again treat the acceleration due to gravity as being independent of the altitude h.
Ask the question: how does the barometric equation change if the atmospheric
temperature is not constant but varies with the height h?

Assume the atmospheric temperature T is 300K at the ground level and 240K at
a height of 104 m. Also, assume that the decrease in T is linear with the rise in the
altitude.

Begin with (2.50) but in addition to P also treat T as being dependent on the
altitude y. That is

�.y/ D mP.y/

kBT .y/
D NAmP.y/

NAkBT .y/
D MP.y/

RT .y/
: (2.78)
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Thus,

P.y/ D R �.y/ T .y/

M
: (2.79)

Differentiating with respect to y and using (2.47) gives

dP

dy
D R

M

	
�.y/

dT .y/

dy
C T .y/

d�.y/

dy



D ��.y/g;

which is readily re-organized as

� dT .y/

dy
D gM

R
C T .y/

�.y/
� d�.y/

dy
: (2.80)

According to the description provided, ˛, the rate of decrease of temperature per
unit increase in the altitude is constant. Thus,

� dT .y/

dy
D ˛: (2.81)

Combining (2.80) and (2.81) yields

1

�.y/
� d�.y/ D Œ˛ � .gM=R/�

dy

T .y/
:

Upon integration we get

ln
�.y/

�.0/
D Œ1 � .Mg=R˛/� � ln

�
T .0/

T .0/� ˛y

�
: (2.82)

If T .0/ D 300 K and T .104/ D 240 K,

˛ D 6 � 10�3K:m�1:

Therefore, we get

ln
�.104/

�.0/
D
	
1 �

�
29 � 10�3 � 9:8
8:3 � 6 � 10�3

�

� ln

�
300

240

�
;

which yields
�.104/

�.0/
D 0:35:

Indeed, at any height above sea level, the current atmosphere is cooler, and
denser, than the isothermal atmosphere.
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2.9 Perfect Gas of Extremely Relativistic Particles

A crude, approximate treatment of such a gas is presented below.25

According to the special theory of relativity a particle with rest mass m0 and
velocity vi has energy

Ei D mi c
2 D

0
B@ m0q

1 � vi2

c2

1
CA c2; (2.83)

and momentum

pi D mi vi D

0
B@ m0q

1 � vi2

c2

1
CA vi; (2.84)

where c is the velocity of light. Combining these equations leads to

Ei D
q
c2pi

2 Cm2
0c
4: (2.85)

In the extreme relativistic limit,

c2pi
2 
 m2

0 c
4: (2.86)

Accordingly, in (2.85) we can ignore m2
0c
4 and retain only the much larger term

c2pi
2: This leads to the result:

Ei � c pi: (2.87)

ConsiderN such particles, enclosed in a box of volumeV . For simplicity, assume
the box to be a cube of side lengthL. Perpendicular collision of the i th particle with
a wall transfers momentum � 2pi. Because the particle is moving almost as fast as
c, it returns for another collision in a time

� � 2

�
L

c

�
:

Thus, the rate of transfer of momentum to the wall per particle moving in the x-
direction, that is,

25For a more complete analysis, which also includes calculation of thermodynamic potentials, see
(11.100)–(11.108).
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� 2 pi

�
;

is equal to the force exerted on the wall that is perpendicular to the x-direction. The
corresponding contribution to the pressure is, therefore,

Pi D Force

Area
�
 
2 pi
�

L2

!
D c pi

L3
D c pi

V
: (2.88)

Assuming the particles are evenly distributed along the three orthogonal directions,
on the average one-third of the particles would be traveling in any one direction.
Summing Pi over .N=3/ particles gives the total pressure, P; on the wall perpen-
dicular to the x-axis.

P D
N
3X
i

Pi D V �1
0
@

N
3X
i

c pi

1
A D V �1

0
@

N
3X
i

Ei

1
A D V �1

 
1

3

NX
i

Ei

!
(2.89)

Of course, in equilibrium this pressure is uniform throughout the gas.
Thus, for an extreme relativistic ideal gas our simple minded analysis leads to

the result:

.PV /extremelyrelativistic D 1

3

NX
i

Ei D U

3
: (2.90)

This result should be contrasted with that for an ordinary monatomic ideal gas for
which the multiplying factor on the right hand side of (2.90) is two-thirds rather
than on-third,26 that is,

.PV /non�relativistic D 2

3
U: (2.91)

2.10 Examples I–VII

2.10.1 I: Partial Pressure of Mixtures

At room temperature, 	20ıC, and under atmospheric pressure, Po 	 105 Pascal,
N2 and O2 may be treated as diatomic ideal gases.

26Compare with (2.31). Indeed, all non-relativistic monatomic ideal gases, whether they be
classical or quantum, obey this two-thirds U relationship.
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(a) Calculate their partial pressures in a mixture containing 56 g of nitrogen and
80 g of oxygen.

(b) What is the volume, V; that the mixture occupies?

2.10.1.1 Solution

The mixture contains n1 moles of nitrogen and n2 of oxygen. These are calculated
as follows:

n1 D 56

28
D 2I n2 D 80

32
D 2:5: (2.92)

Their partial pressures, P1 and P2; are

P1 D
�

n1

n1 C n2

�
Po D 0:444PoI P2 D

�
n2

n1 C n2

�
Po D 0:556Po: (2.93)

The mixture satisfies the ideal gas equation of state. Therefore, it occupies volume
V given below:

V D .n1 C n2/ �R �
�
T

Po

�
D .4:5/ � 8:31 �

�
273C 20

105

�
D 0:110m3: (2.94)

2.10.2 II: Dissociating Tri-Atomic Ozone

A massMtotal of ozone gas, which is tri-atomic oxygen, is contained in a chamber of
volume V: The temperature in the chamber is raised to some high temperature TH.
As a result, some of the tri-atomic ozone dissociates into diatomic and monatomic
oxygen. The mass of one mole of monatomic oxygen is Mo. At temperature TH it
is found that within the chamber the masses of monatomic, diatomic, and tri-atomic
components are M1, M2, and M3, respectively.

Defining the ratios Mi=Mtotal D i , where i D 1; 2; 3, and treating the mixture
as an ideal gas show that

PV D RTH

�
Mtotal

3Mo

��
1C 2 1 C 1

2
2

�
:

2.10.2.1 Solution

We are told:
3X
iD1

�
Mi

Mtotal

�
D

3X
iD1

i D 1: (2.95)
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If the number of moles of the component i is ni ; then

n1 D M1

M0

In2 D M2

2M0

In3 D M3

3M0

: (2.96)

Also, if the partial pressure of the i -th component is Pi ; then the equation of state
of the i th component is

PiV D niRTH; i D 1; 2; 3: (2.97)

Adding these and using (2.42), (2.95), and (2.96) gives

.P1 C P2 C P3/V D PV

D RTH.n1 C n2 C n3/ D RTH

3M0

�
3M1 C 3M2

2
CM3

�

D RTH

�
Mtotal

3Mo

��
31 C 3

2
2 C 3

�

D RTH

�
Mtotal

3Mo

��
1C 21 C 1

2
2

�
: (2.98)

Q.E.D. 27

2.10.3 III: Energy Change in Leaky Container

(a) A leaky container of volume V0 is placed in contact with a thermal reservoir
that contains a large amount of air at temperature T0 and pressure P0: After the
pressure and the temperature inside the vessel have equilibrated to those of the
reservoir, what is the internal energy, U0, of the air inside the vessel? Treat air
as a diatomic ideal gas and assume that each molecule has f D 5 degrees of
freedom.

(Note: part (b) is a slightly different problem.)
(b) Air at pressure P0; and temperature T0; is enclosed in a container of volume V0:

All the walls of the container, except one, are made of heat energy non-
conducting material. The remaining wall, which is a conductor of heat energy
and also leaks air – both in and out of the vessel – is brought into contact with
a thermal air reservoir at pressure P0 but a lower temperature Tc . Calculate the
resulting change in the internal energy.

27“Q.E.D.” stands for the Latin: “Quod Erat Demonstrandum,” meaning “Which Was To Be
Proven.”
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2.10.3.1 Solution

(a) The ideal gas equation of state tells us that

P0 V0 D n0RT0: (2.99)

where n0 is the number of moles initially present inside the vessel. Accordingly,
if the number of degrees of freedom “f ” is D 5, the initial value of the internal
energy is

U0 D f

2
n0RT0 D f

2
P0V0 D 5

2
P0V0: (2.100)

(b) When the heat energy conducting wall is brought into contact with the reservoir
at the lower temperature Tc; upon equilibration the temperature of the air inside
the vessel falls to that of the reservoir. That is, it becomes equal to Tc. If, as a
result, the number of moles of air inside the vessel changes to nc , the equation
of state becomes

P0V0 D ncRTc: (2.101)

Note, the volume of the vessel, V0, is fixed and because of the leakiness the
pressure inside the vessel equilibrates back to the pressure P0 of the air outside
in the reservoir. Thus, despite the cooling, the internal energy

Uc D f

2
ncRTc D f

2
P0V0 D 5

2
P0V0; (2.102)

is unchanged and Uc is the same as U0 given in (2.100).

2.10.3.2 Remark

To a layman, the above result would appear counter-intuitive. But, on closer
examination, he/she should notice that while the temperature inside the vessel has
fallen, because of its leakiness additional molecules – carrying their kinetic energy
with them – have entered the vessel. As a result, the total kinetic energy, 5

2
�nc �RTc;

of all the molecules that are now inside has remained constant at its initial value
5
2

� n0 �RT0: Hence, the result ncTc D n0T0, or equivalently Uc D U0:

2.10.4 IV: Mixture of Carbon and Oxygen

Burning of 1.20 kg of carbon28 in an atmosphere of 1.92 kg of pure oxygen29 creates
a mixture of n1 moles of carbon monoxide and n2 moles of carbon dioxide. In the
process all of the 1.92 kg of oxygen is used up.

28One mole of the abundant isotope contains exactly 12 g of carbon.
29The mass of one mole of diatomic oxygen is 16 g.
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(a) Calculate n1 and n2.
(b) If the total pressure of the mixture is 1 bar, and its volume 3:00m3, what is its

temperature?

2.10.4.1 Solution

(a) The mixture, that is, n1 moles of carbon monoxide and n2 moles of carbon
dioxide contains only 1,200 g – which is equal to n moles – of carbon where n
is given as follows:

n D 1;200 g

12 g
D 100: (2.103)

Because carbon is monatomic and all atoms of carbon monoxide and carbon
dioxide contain only one atom each of carbon, the total number of moles of the
mixture of the two gases is equal to the number of moles of their constituent
element carbon. That is,

n1 C n2 D n D 100: (2.104)

Next, we note that the total mass of the oxygen, that is, 1,920 g, used in the
mixture is made up as follows: n1 � 16 g in carbon monoxide and n2 � 32 g in
carbon dioxide. Thus,

16n1 C 32n2 D 1920: (2.105)

Solving (2.104) and (2.105) together readily leads to the result

n1 D 80In2 D 20:

(b) Treating the mixture as an ideal gas, its pressure, volume, and temperature are
related through the equation of state

PV D .n1 C n2/RT D 100RT:

Therefore,

T D PV

100R
D 105 � 3:00
100 � 8:31 D 361K: (2.106)

2.10.5 V : Carbon on Burning

Upon burning 1.44 kg of carbon in an atmosphere of pure oxygen, a mixture of n1
moles of carbon monoxide and n2 moles of carbon dioxide is created. The total mass
of the mixture is 4.08 kg.

(a) Calculate n1 and n2.
(b) If the total pressure of the mixture is 1:5 bar, and its volume 2:00m3, what is its

temperature T ?
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2.10.5.1 Solution

Using the notation of the preceding example, the total number of moles n1 C n2 of
carbon is

n1 C n2 D 1440

12
D 120:

Also, because the mixture is constituted of n1 moles of carbon monoxide and n2
moles of carbon dioxide, its total mass can be expressed as follows:

4:08 kg D 4; 080 g D n1 � .12C 16/ g C n2 � .12C 32/ g:

That is,
28 n1 C 34 n2 D 4; 080:

Solving the above two linear equations in the variables n1 and n2 readily gives

n1 D 75In2 D 45

and

T D PV

120R
D .1:5 � 105/ � 2

120 � 8:31 D 301K:

2.10.6 VI : Pressure, Volume and Temperature

A vertical cylinder with base area A D 0:01m2 has a freely moveable piston of
massm1 D 10 kg and encloses n D 20mol of air, which may be treated as a perfect
gas of molal mass M D 29 g, at initial volume V1 D 0:44m3. The cylinder and its
contents are thermally isolated. The atmospheric pressure is P0 D 105N=m2.

(a) Calculate the pressure P1 and the corresponding temperature T1 of the gas.
(b) What is the root-mean-square velocity, vrms, of the molecules?

2.10.6.1 Solution

(a) Pressure P1 is the sum of the pressure created by the weight of the piston and
the atmospheric pressure being exerted on top of the piston.

P1 D P0 C m1g

A

D 105 C 10 � 9:8
0:01

D 1:1 � 105N=m2 : (2.107)
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The corresponding temperature of the enclosed air, that is, T1, is now readily
found

T1 D P1V1

nR

D .1:1 � 105/ � 0:44
20 � 8:3 D 29 � 10K: (2.108)

(b) We have the relationships:

1

2
mNA < v2 > D M

2
< v2 >

D 3

2
NAkBT1 D 3

2
RT1: (2.109)

Since M D 29 � 10�3 kg and R D 8:3 J k�1mol�1, (2.109) gives

< v2 > D 3RT1

M
D 3 � 8:3 � 290

.29 � 10�3/

D 25 � 104 .m=s/2 ; (2.110)

and
vrms D

p
< v2 > D 5 � 102 m=s : (2.111)

2.10.7 VII: Addition to Example VI

After doing (a) and (b) of Example VI, do the part (c) described below:
(c) A mass m2 D 150 kg, initially at temperature T1, is placed on top of the

piston. The total heat energy capacity of the cylinder, piston, and the mass m2

(excluding the enclosed air) is Cetc D 500 J/K. Assuming the piston moves inside
the cylinder without friction, calculate the final volume V2 and the temperature T2
of the enclosed air.

2.10.7.1 Solution

(c) When the massm2 is added it increases the pressure felt by the contained air(gas)
from P1 to P2.

P2 D P1 C m2g

A
D 1:1 � 105 C 150 � 9:8

0:01
D 2:6 � 105 N=m2: (2.112)
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Under this increased pressure the volume of the enclosed gas decreases fromV1 to
V2. Consequently, the piston moves down a distance �y where

�y D .V1 � V2/

A
: (2.113)

This motion occurs under the influence of the downward force

Fdown D P2A;

and as a result work �W is done on the gas.30

�W D Fdown ��y D P2A ��y D P2.V1 � V2/: (2.114)

In turn, �W causes the system temperature to rise from T1 to T2. Here, one part of
�W is used up in increasing the energy of the gas by an amount

.dU /gas D ncv.T2 � T1/;

and the other,
.dU /etc D cetc.T2 � T1/;

in increasing the temperature of the cylinder, piston and the weights. Thus, because
the system is thermally isolated, the work done �W is equal to the sum of the two
increases in the energy. That is,

P2.V1 � V2/ D .dU /gas C .dU /etc

D ncv.T2 � T1/C Cetc.T2 � T1/: (2.115)

In the above, the only unknowns are V2 and T2. Another linear relationship
involving these two is available from the equation of state.

P2V2 D nRT2: (2.116)

Adding the left- and the right-hand-sides of (2.115) and (2.116) gives

P2V1 D .nR C ncv C Cetc/T2 � .ncv C Cetc/T1:

This, in turn, leads to

T2 D P2V1 C .ncv C Cetc/T1

n.RC cv/C Cetc
: (2.117)

30Or equivalently, work ��W is done by the gas.
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Because cv D .5R=2/ per mole per degree Kelvin, we have

T2 D 2:6 � 105 � 0:44C Œ20 � .5=2/� 8:3C 500� � 290
Œ20 � .7=2/� 8:3C 500�

D 35 � 10 K: (2.118)

Using the above value of T2, V2 is calculated in the usual fashion. That is,

V2 D nRT2=P2

D 20 � 8:3 � 35 � 10=.2:6 � 105/ D 0:22 m3: (2.119)

2.11 Exercises

2.11.1 I: Where 90% Molecules Are Found in Atmosphere
with Decreasing Temperature

Calculate the effective altitude in the atmosphere below which 90% of the air
molecules are found. Assume that the temperature decreases linearly with the
altitude.

2.11.2 II: Total Energy of a Column in Atmosphere
with Decreasing Temperature

Assuming that the temperature decreases linearly with the altitude, construct an
expression for the total energy of a column of area A and height h:



Chapter 3
The First Law

That mechanical work generated heat energy was empirically known to the cave-
man who rubbed rough dry kindling against each other to produce fire. Yet an
understanding of what constituted heat energy did not come for aeons.

The so called caloric theory of “heat” held sway until the eighteenth century.
Caloric was thought to be a massless fluid whose increase warmed an object. Just
like a fluid, it was allowed to flow from a hot object – where there was more of
it – to a cold object until the amounts in the two objects equalized. Also, like fluids,
caloric could neither be created nor destroyed. The invisible particles of the Caloric
were self-repellent but were positively attracted by the constituents of the system
to which the Caloric was added. These properties ensured that the Caloric spread
evenly, etc.

All this offered a handy explanation for the empirical fact that two objects in
contact equalize their level of warmth. Yet, for inexplicable reasons, nobody thought
of how the cave-man had created fire! Because Caloric could not be created, when
he rubbed his sticks of dry wood he would clearly have to have been transferring it
from the thinner wood to the thicker one: or perhaps, vice versa!

The chapter begins with a discussion of the heat energy, work, and internal energy
in Sect. 3.1. Specific heat is examined in Sect. 3.2, while Sect. 3.3 is devoted to
introducing the notation used in the text. Some applications of the first law – when t
and v are the two independent variables – are identified in Sect. 3.4 and solutions to
several related problems are provided in Sect. 3.5. Sections 3.6 and 3.7 are devoted
to discussing the cases when the two independent variables are t and p, and p and v,
respectively. Enthalpy is discussed in Sect. 3.8 and some solved examples are given
in Sect. 3.9 Hess’ rules for chemo-thermal reactions are mentioned in Sect. 3.10,
while Sects. 3.11 and 3.12 contain solved examples that relate to oxidation and latent
heat of vaporization as well as a variety of matters relating to adiabatic processes
in ideal gases and non-conducting cylinders. Ideal gas polytropics are treated in
Sect. 3.13 and problems related to inter-relationships between several different
thermodynamic equations are given in Sect. 3.14. The derivation of equation of
state from the knowledge of bulk and elastic moduli is analyzed in several solved
examples in Sect. 3.15. Section 3.16 deals with Newton’s law of cooling, and the
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volume dependence of single particle energy levels is discussed in the concluding
Sect. 3.17.

3.1 Heat Energy, Work and Internal Energy

3.1.1 Caloric Theory of Heat

Indeed, it was not until the end of the eighteenth century that an observant military
commander, Count Rumford of Bavaria (Germany),1 noticed something badly amiss
with the Caloric theory. While supervising the drilling of cannon muzzles he noticed
that they got hot. The erstwhile explanation of that phenomenon would be that the
small chips – i.e., the shavings – that were bored off the cannon lost their Caloric
to the large remaining part. But not all the boring bits were sharp. And, indeed, the
duller the bits – i.e., the greater effort it took to bore through the muzzle – the hotter
the muzzles got. In other words: less chips, but more caloric!

Rumford’s obvious conclusion: heat energy was not exchanged by the transfer
of the Caloric but rather by the expenditure of the work that had to be done for the
drilling of the cannon.

3.1.2 Later Ideas

It was later, somewhere in the middle of the nineteenth century, that J.P. Joule2 was
able to demonstrate that a given amount of work – electrical and/or mechanical –
could be used to cause a reproducible change in the state of a thermally isolated
system.

Apparently, Joule’s earliest experimentation employed the electric heating effects
of resistors immersed in various quantities of water in an adiabatically isolated
calorimeter. The current was supplied by a generator. Joule estimated the mechan-
ical work needed to operate the electric generator and measured the consequent
rise in the temperature of the contents of the calorimeter. For obvious reasons, such
experimentation was subject to a variety of errors. Thus, it is remarkable that he was
able to estimate approximately 4:6 J3 – or rather, 4:6 � 107 ergs4 – are needed to
generate one calorie5 equivalent of heat energy.

1Rumford, Benjamin Thompson, Count of Bavaria (3/26/1753)–(8/21/1814).
2Joule, James Prescott (12/24/1818)–(10/11/1889).
3One Joule is equal to one Newton.meter, or equivalently, one Watt.second � one kilogram.
.meter=second/2:
4There are 107 ergs in one Joule.
5One “thermochemical” calorie is exactly equal to 4:184 J.
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Joule’s later experiments utilized purely mechanical means. Known weights were
dropped from measured heights. The decrease in their gravitational potential energy
was converted into kinetic energy of churning paddles placed in given amounts of
water initially at room temperature. The entire system was thermally isolated.

The kinetic energy imparted to the paddles is transferred to water. There it is
dissipated through viscous forces in the body of the water and drag at the surfaces
in contact with the container walls. The process results in raising the temperature of
the system.

The temperature rise was carefully measured. Similar experiments were also
performed in which mercury was substituted for water.

These later experiments were subject to less uncertainty and yielded a result for
the one-gram water/degree calorie equivalent closer to its currently accepted value
of 4:184000 J.

Observations made in the foregoing experiments need to be formalized. When a
thermally isolated system in equilibrium is acted upon by externally supplied work,
its internal energy increases an equivalent amount. And this increase is independent
of any intermediate states that the system may have to pass through.

Outwardly, therefore, it would appear that both work and internal energy are
thermodynamic state functions. A closer examination does suggest that internal
energy is indeed a state function. But the same is not true for work.

Consider, a vanishingly small, quasi-static,6 volume expansion dV; that occurs
under pressure P . In the process, the system does an infinitesimal amount of work
equal to7

dW D P dV: (3.1)

In order to determine whether W is a state function, we ask the question: Is dW an
exact differential? The reason we ask this question is, that according to (1.18), a
functionZ is a state function if and only if dZ is an exact differential.

In “simple” systems being treated here, the variables V and P can always be
considered as the two independent variables. Thus, if dW were an exact differential,
and it explicitly involved dV and dP; it would have had the following form:

6Quasi-Static processes have already been described in the introductory chapter. They proceed
extremely slowly and result in long series of equilibrium states. In contrast, real processes proceed
at finite speeds and result in states that depart from the equilibrium.
7For example, consider a friction free piston, with base area A; placed on top of some liquid of
volume V contained in a cylinder. Assume that just under the piston the liquid is under pressure
P and the system is in thermodynamic and mechanical equilibrium. If the pressure of the liquid
should increase by an infinitesimal amount dP; the piston will ever so slowly move upwards, say
by an infinitesimal distance dZ; thereby increasing the volume, say by an infinitesimal amount
dV: Because the pressure is defined as the perpendicular force per unit area, therefore the upward
force on the piston is Fup D .P C dP/A: Accordingly, the work done in the extension of the
piston upwards is dW D Fup � dZ D .P C dP/A � dZ D .P A dZ C A dP dZ/: Because
the increase in the volume is dV D A dZ the work done dW D .P dV C dP � dV � P dV /:
Integrating the two sides leads to the total work done, “by the liquid,” during a finite expansion:
W D R

dW D R
P dV : Note the work done ‘on the liquid’ is equal to � R

dW D � R
P dV .
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dW !
�
@W

@V

�

P

dV C
�
@W

@P

�

V

dP:

Accordingly, (3.1) would imply

�
@W

@V

�

P

D P I
�
@W

@P

�

V

D 0: (3.2)

Because
@2W

@P@V
D
 
@
�
@W
@V

�
P

@P

!

V

D 1;

and
@2W

@V @P
D
 
@
�
@W
@P

�
V

@V

!

P

D 0;

therefore, the integrability requirement

@2W

@P@V
D @2W

@V @P
;

which is necessary for an exact differential, would not be satisfied.
Thus, the irrefutable conclusion: dW is not an exact differential. Yet, the

experiments of Joule have demonstrated that for thermally isolated systems, in
proceeding from the initial state, initial; to the final state, final; the work done “on
the system” is equal to the corresponding increase in the internal energy, i.e.,

�
Z final

initial
dW D

Z final

initial
dU D Ufinal � Uinitial: (3.3)

Consequently,

�
Z final

initial
dW �

Z initial

final
dW D Ufinal � Uinitial C Uinitial � Ufinal D 0

D
Z final

initial
dU C

Z initial

final
dU D

I
dU: (3.4)

This result appears to be paradoxical. Despite the fact that dW is not an exact
differential, here we have found a relationship of the form

�
Z final

initial
dW �

Z initial

final
dW D 0; (3.5)

which is normally satisfied only by an exact differential. But a close consideration
shows that the essential requirement for dW to be an exact differential is indeed not
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satisfied. For an exact differential, (3.5) is required to be valid for all cyclic paths.
But (3.5) is not so valid. The paths traveled during the round-trip integration of dW
given in (3.4) and (3.5) are required to be “quasi-static.” Thus, their sum is vanishing
for only a limited group of paths traveled from initial ! final and final ! initial
states. Because all the required conditions for dW to be an exact differential, and
consequently forW to be a state function, are not satisfied, we can confidently state
that in general dW is not exact differential. But the given work dW has been done
in the purest of all possible ways: that is, it was done quasi-statically. Therefore,
any non-quasi-static work8 done, namely dW 0, also cannot possibly be an exact
differential. That is, I

dW 0 ¤ 0: (3.6)

As usual the prime on dW indicates that the work dW may have been done wholly
or partially non-quasi-statically.

We note that immersion of a hot object into a fluid raises the temperature of the
fluid and this can happen without any application of work. Therefore, it is clear that
in addition to the input of work, the exchange of heat energy must also affect the
change in the internal energy.

To investigate this point further let us add, possibly non-quasi-statically, some
heat energy to the system and also do some work on the system. Armed with a
conversion factor that relates work to heat energy, this can be displayed in the form
of an equation. To this end, heat energy

R final
initial dQ0 is added to the work � R final

initial dW 0
that has been done on the system.9 Assuming conservation of energy, we have

Z final

initial
dQ0 �

Z final

initial
dW 0 D

Z final

initial
dU:

Thus, Z final

initial

�
dQ0 � dW 0 � dU

� D 0:

Because the initial and final positions – called initial and final – are arbitrary, the
above equation can hold only if the integrand itself is vanishing. This leads to the
result:

dQ0 � dW 0 D dU: (3.7)

It should be noted that because the right hand side of (3.7) contains dU , which is
an exact differential, and the left hand side dW 0 which is not, the additional quantity,

8When any given item refers to a fully or partially non-quasi-static process it will be denoted with
a “prime.”
9The negative sign in � R final

initial dW 0 is needed for indicating that rather than being done BY the
system, which would have carried a positive sign, the work is being done ON the system.
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namely dQ0, on the left hand side cannot be an exact differential. Rather, it is the
difference of the two in-exact differentials – which appear on the left hand side –
that equals an exact differential, which appears on the right hand side.

Equation (3.7) embodies the first law of thermodynamics. It bears repeating: The
first law makes two important statements. It is imperative to recognize that these
two statements are unrelated and have different import. The statements are:

(a) Energy is conserved.10

(b) There exists a state functionU; that is referred to as the system “internal energy.”
The sum of the heat energy dQ0 added to, and the work �dW 0 done on, the
system equal the increase dU in the internal energy.

Consequently, while both the heat energy added to and the work done on the
system, as it moves from an initial to a final equilibrium state, depend on the details
of the paths taken their sum equals the change in the system internal energy which
has no such dependence. Rather, the change in the internal energy depends only on
the location11 of both the initial and the final states. The important thing to note is
that this remains true regardless of the nature of the intermediate states encountered
èn route.

Much of the understanding of the first law of thermodynamics has been gleaned
from empirical observations of conversion of work into heat energy. The reader
needs to be cautioned that the first law – see (3.7) – does not guarantee that the
reverse – meaning the conversion of “heat energy” into “work” – can also just as
easily be accomplished. Indeed, there are restrictions on the occurrence of any such
reverse process. After the introduction of the second law, a complete analysis of all
such restrictions will be undertaken.

3.1.3 Perpetual Machines of the First Kind

Because internal energy is a state function, it does not change when a system
undergoes a complete cycle. Therefore, machines that work in complete cycles leave
the total internal energy of the working substance unchanged. While a long tail
hangs by this story, at the very least it can be said that any work done must be paid
for by an input of energy.

10Occasionally, just the conservation of energy is referred to as the first law of thermodynamics. In
fact, the conservation of energy has been known since the ancient Greek times and the real value
of the first law lies in part (b) which identifies an important state function: the internal energy.
11“Location” is defined in terms of its coordinates in the space of thermodynamic variables. We
shall learn in a later chapter that for a simple system the most appropriate coordinates for this
representation are the system “volume” and what will be called the “entropy.” For the present
purposes, it suffices to use instead any one of the following three pairs of coordinates: (P,V), (V,T)
or (P,T).
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Consequently, according to the first law – see (3.7) – a cyclic machine that
continually produces useful work must at the very least undergo a continual input of
energy from the outside. A “perpetual machine of the first kind” is an hypothetical
machine that does not follow this rule. If it ever existed, it would produce useful
work without any input of energy.

3.2 Specific Heat Energy

When an amount of heat energy is imparted to an object at temperature T , generally
its temperature rises. Such rise, �T , is observed to be in direct proportion to the
heat energy input,�Q0, but in inverse proportion to the mass, M , of the object, i.e.,

�T / �Q0

M
:

Moreover, it is specific to the physical and chemical nature of the object. In other
words,

�Q0

�T
D C 0M: (3.8)

The proportionality parameter C 0; in addition to depending on the chemical and
physical nature of the object is path dependent and is also found to depend on the
system temperature T: It is usually referred to as the “specific heat.”12 Owing to
the fact that heat energy exchange, �Q0; has these dependencies, C 0 also displays
the same features. While many different paths can be chosen, frequently C 0 is
measured for two types of quasi-static paths: one, at constant volume and the other,
at constant pressure. Moreover, explicit mention of the mass M is often avoided by
particularizing the specific heat to the molar mass.

3.3 Notation

Most of the time, an attempt will be made to use notation that follows a simple rule:
namely that when the system size is n moles, and n is not necessarily equal to 1;
upper-case letters are employed. That is, unless otherwise helpful, the symbols to
be used for the pressure, volume, the internal energy, the enthalpy, the entropy, etc.,
and the temperature, etc., will be P; V; U;H; S and T; etc., respectively.

On the other hand, if the system size is exactly equal to a single mole, lower
case symbols would be deemed preferable. Thus when n D 1, the pressure, volume,
the internal energy, and the temperature would be denoted as p; v; u and t: Also

12However, where ever needed, we shall make an attempt – which may not always be successful –
to refer to it as “specific heat energy.”
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sometime, when not occurring as a subscript and not causing confusion, for the sake
of convenience of display, both upper case and lower case symbols may be used
with equivalent meaning.

Thus for the specific heat energy at constant volume and constant pressure we
write:

�
@Q

@T

�

V

D CV D n

�
@q

@t

�

v

D nCv � ncv; (3.9)

and
�
@Q

@T

�

P

D CP D n

�
@q

@t

�

p

D nCp � ncp: (3.10)

Note that for convenience of display we may use either Cp or equivalently cp:
Similarly,Cv � cv: The SI units for these are “Joules per mole per (degree) Kelvin,”
i.e., J/mol K.

3.4 Some Applications

When a simple thermodynamic system expands, work is done by the system. In
particular, a single mole, upon quasi-static expansion by an infinitesimal volume
dv, under pressure p; does an infinitesimal amount of work equal to

dw D pdv: (3.11)

For such case the first law given in (3.7) requires that the heat energy, dq; added
to the system and the work, �dw D �pdv; done on the system must equal the
increase, du; in the internal energy of the system. That is

dq � dw D dq � pdv D du: (3.12)

In a simple thermodynamic system, which can be described in terms of the three
state variables p; v and t; the internal energy u can be considered to be a function of
any of the three independent pairs – i.e., .t; v/; .t; p/; and .p; v/: In the following
we shall treat the three cases separately. We hasten to add, however, that the
inclusion of the dictates of the second law much improves the analysis and often
leads to a more elegant explanation, and a more compact description, of the results
recorded in this chapter. Nevertheless, the analysis appended below should be of
benefit to a beginner who wishes to become conversant with some of the simple
procedures used for establishing inter-relationships between quantities of physical
interest.
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3.4.1 t and v Independent

Consider a single mole of a simple thermodynamic system where t and v act as the
independent pair of variables. Next, denote the internal energy u as a function of t
and v:

u D u.t; v/: (3.13)

Physically speaking, du represents the difference in internal energies of two
neighboring equilibrium states. Mathematically speaking, u is differentiable in
terms of the chosen two variables. And because of the physical fact that u.t; v/
can be treated as a state function, du is an exact differential. Accordingly:

du D
�
@u

@t

�

v

dt C
�
@u

@v

�

t

dv: (3.14)

Thus, the first law, i.e., (3.12), becomes

dq D du C pdv

D
�
@u

@t

�

v

dt C
�
@u

@v

�

t

dv C p dv

D
�
@u

@t

�

v

dt C
	
p C

�
@u

@v

�

t



dv: (3.15)

Let us work with a process at constant volume: that is, where dv D 0: For such a
process, (3.15) leads to the relationship

.dq/v D
�
@u

@t

�

v

.dt/v:

(Note the subscript v under the differentials .dq/ and .dt/ denotes the fact that these
differentials are calculated while the volume v is kept constant.) Now divide both
sides of the above relationship by .dt/v: Using the definition of cv given in (3.9), we
can write13

cv D .dq/v
.dt/v

D
�
@q

@t

�

v

D
�
@u

@t

�

v

: (3.16)

13An interesting exercise is to show that 0 D cv
�
@t
@v

�
u C �

@u
@v

�
t
: This is readily done by working at

constant internal energy where du D 0: Then, according to (3.14), 0 D �
@u
@t

�
v
.dt /u C �

@u
@v

�
t
.dv/u:

Dividing both sides by .dv/u leads to the desired result.
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For use in (3.15), we have found it helpful14 to introduce the notation

�v D p C
�
@u

@v

�

t

:

Therefore, (3.15) can be re-written in the following convenient form

dq D cvdt C�vdv: (3.17)

Physically, �v can be described as follows: Consider an isothermal process – i.e.,
one that occurs at constant temperature. For such a process, dt D 0: Therefore,
(3.17) can be written as

.dq/t D �v.dv/t :

Next, divide both sides by .dv/t :

�
@q

@v

�

t

D �v D p C
�
@u

@v

�

t

: (3.18)

It is interesting to note that owing to the existence of the relationship:

�v D t

�
@p

@t

�

v

(3.19)

– whose proof is given in (5.17) in the chapter on the first-second law – we can
relate �v to the constant pressure volume expansion coefficient15 ˛p;

˛p D 1

v

�
@v

@t

�

p

; (3.20)

and the isothermal compressibility16 �t ,

�t D �1
v

�
@v

@p

�

t

: (3.21)

14Also, the following is an amusing comment about (3.16): Because the word “heat” is often
imprecisely understood in thermodynamics, it is perhaps wiser to re-phrase the word “specific
heat at constant volume” to read “specific internal-energy at constant volume.” Thus, the symbol�
@u
@t

�
v

looks more appropriate than the usual symbol
�
@q

@t

�
v
:

15The expansion coefficient ˛p refers to the rate at which a unit volume expands with rise in the
temperature while the pressure is held constant.
16Similarly, the isothermal compressibility �t ; is the rate at which a unit volume gets compressed
with increase in the pressure while the temperature is held constant.
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To see how this may be done, first use the cyclic identity – that was given in (1.30)
and (1.31) – and then the mathematical definition of the parameters ˛p and �t : In
this fashion, we can write

�v D t

�
@p

@t

�

v

D �t
�
@v

@t

�

p

�
@p

@v

�

t

D t

 
1

v

�
@v

@t

�

p

!	
�v

�
@p

@v

�

t




D t.˛p/

	
1

�t



D
�
t˛p

�t

�
: (3.22)

Both the parameters, ˛p and �t , have been measured extensively and the results
tabulated. Moreover, these parameters can also be calculated theoretically from an
appropriate equation of state whenever the latter is available. By replacing �v as
above, a more useful form for (3.17) can now be presented. This is version-I of the
first law.

dq D cvdt C
�
t˛p

�t

�
dv: (3.23)

Another important point to note is that in view of the foregoing we can state that

given one mole of a substance, each of the quantities @q

@v
;�v; p C @q

@v
, and

�
t˛p
�t

�

represents the amount of heat energy absorbed for a unit increase in the volume at
constant temperature.

Let us consider next an isobaric path – i.e., one that is traced while the pressure
remains constant – for inputting heat energy. To indicate the constancy of the
pressure, we label the heat energy input as well as the corresponding temperature
and volume differentials17 with subscript p and use (3.23) to write

.dq/p D cv.dt/p C
�
t˛p

�t

�
.dv/p: (3.24)

Dividing both sides by .dt/p and recalling that
�
@q

@t

�
p

D cp we get

cp D cv C
�
t˛p

�t

��
@v

@t

�

p

: (3.25)

As noted in (3.20), ˛p D 1
v

�
@v
@t

�
p

. Therefore, (3.25) becomes

cp � cv D
 
t v ˛2p

�t

!
: (3.26)

17These differentials represent the physical difference in the corresponding state variables of two
neighboring states.
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This is an important relationship because all quantities on the right hand side can be
measured with relative ease. Also because cp is generally easier to measure than cv ,
this provides a convenient route to the measurement of cv .

We consider next an adiabatic process: that is, where dq D 0. It is convenient
to denote such a process, when it occurs quasi-statically, by using a subscript s. In
other words,

.dq/s D 0;

and, therefore, after dividing both sides by .dv/s; (3.12),

.dq/s D 0 D .du/s C p .dv/s;

leads to the result
�
@u

@v

�

s

D �p: (3.27)

In the t; v representation currently under study, the adiabatic process, i.e., dq D 0;

also yields an expression that involves cv . For instance, setting .dq/s D 0 in (3.17)
and dividing both sides by .dt/s we get

cv D �
�
@v

@t

�

s

��v D �v˛s ��v

D �
�
tv˛s˛p

�t

�
: (3.28)

In the above, first we have introduced the notation

˛s D 1

v

�
@v

@t

�

s

; (3.29)

and second we have used (3.22) which says, �v D
�
t˛p
�t

�
: Note ˛s D

�
. @v@t /s
v

�
is

the isentropic volume expansion co-efficient. [Notice the notational similarity with

the isobaric volume expansion co-efficient ˛p D
�
. @v@t /p
v

�
, that is given in (3.20).]

3.5 Examples

3.5.1 I: Heat Energy Needed for Raising Temperature

The Debye theory predicts that the constant volume specific heat, Cv; of solids at
low temperature obeys the following law:
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Cv D D

�
T

Td

�3
:

(a) Calculate the specific heat at 20K if the Debye coefficientD is equal to 2�104 J
per kilomole per degree Kelvin and the Debye temperature, Td; is 350K.

(b) What is the heat energy input needed for raising the temperature from 10K to
30K at constant volume?

3.5.1.1 Solution

(a)

Cv D 2 � 104 �
�
20

350

�3
D 3:73 J kilomole�1 K�1:

(b) At constant volume, the input of heat energy, dQ; is related to the increase
in temperature dT : that is, dQ D CvdT: Therefore, the heat energy used for
raising the prescribed temperature is

Z
dQ D Q D

Z 30 K

10 K
CvdT:

D D

Z 30 K

10 K

�
T

TD

�3
dT D

�
D

4T 3D

� �
.30/4 � .10/4

�

D 93:3 J kilomole�1: (3.30)

3.5.2 II: Work Done and Increase in Internal Energy
Due to Changes in Pressure, Volume, and Temperature

(a) An ideal gas undergoes isothermal compression to one-third its initial volume.
During this process its internal energy increases by �Ua and it does workWa:

Given the quantity of the gas is n D 2 kilomoles, the pressure P is equal to
three atmosphere, and its volume V is equal to 4 m3; calculate �Ua andWa:

(b) Then the same gas undergoes an isochoric process which drops its pressure
down to the original value P: In this process, its internal energy increases by
�Ub and it doesWb amount of work. Calculate both of these.

(c) Finally, the gas is expanded back to its original volume in an isobaric process.
In this process, the work done by the gas is Wc and the increase in its internal
energy is �Uc: Calculate them both.

(d) What is the total work done and the total change in the internal energy in the
three processes (a)+ (b)+ (c) ? Could we have anticipated these sums ?
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3.5.2.1 Solution

(a) Work dW D p dv is done by the gas when it expands an infinitesimal amount
dv at pressure p: Therefore, because p v D nRT; the work done by the gas
during the process (a) is:

Wa D
Z V

3

V

p dv D �nRT
Z V

V
3

dv

v

D � nRT ln.3/ D �PV ln.3/

D �3 atm � 4m3 � ln.3/ D �3 � 1:01325� 105 Nm�2 � 4m3 � ln.3/

D �3 � 1:01325� 4 � 105 � ln.3/J D �13:358 � 105 J:

The internal energy for the monatomic ideal gas is equal to 3
2
nRT: Because the

temperature does not change during the process (a), therefore, there is no change
in the internal energy. That is,

�Ua D 0:

(b) Because the volume of the gas stays constant at the value V=3 throughout this
process, p dv D 0 and no work is done. That is,

Wb D 0:

The internal energy on the other hand changes from
3

2
nRT to

3

2
nR T

3
:

Therefore,

�Ub D 3

2
nR
T

3
� 3

2
nRT D �nRT D �PV:

(c) Finally, in proceeding from
�
P; V

3
; T
3

�
to .P; V; T /; the pressure is constant.

Therefore, the work done by the gas is

Wc D P

�
V � V

3

�
D
�
2

3

�
PV:

Inserting the numbers in we get

Wc D
�
2

3

�
� .3 � 1:01325� 105 N m�2/ � .4m3/ D 8:106 � 105 J:

The change in the internal energy is also easily found. The temperature varies
from T=3 to T ; therefore, we have

�Uc D 3

2
nR

�
T � T

3

�
D nRT D PV:
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(d) The total work done is

Wa CWb CWc D �5:252 � 105 J;

and the total change in the internal energy is

�Ua C�Ub C�Uc D 0 � PV C PV D 0:

We note that dU is an exact differential. Therefore, the total change in internal
energy for a complete round trip must be zero. On the other hand, dW is not an
exact differential. Therefore, nothing definite can be predicted for the work that is
done in a complete cycle.

3.5.3 III: Work Done by Expanding Van der Waals Gas

The equation of state for one kilomole of Van der Waals gas is

p D R0 t

v � b
� a

v2
:

Here,

R0 D 8:3143� 103J.kilomole/�1K�1

a D 580 � 103Jm3.kilomole/�2

b D 0:0319� m3.kilomole/�1:

Following an expansion protocol whereby the gas expands quasi-statically from an
initial volume v1 D 15m3.kilomole/�1 to a final volume v2 D 2v1.kilomole/�1;
how much work would be done by n moles of such a Van der Waals gas?

3.5.3.1 Solution

Let us first calculate the work done by one-kilomole of the gas. We have:

W D
Z 2 v1

v1

pdv D R0t

Z 2v1

v1

dv

v � b �
Z 2v1

v1

a

v2
dv

D R0t ln

	
.2v1 � b/
.v1 � b/



C a

2 v1
� a

v1

D 8:3143� 103 J K�1 � 373:15K � ln

�
30 � 0:0319
15 � 0:0319

�
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C 580 � 103 J m3

�
1

30
� 1

15

�
1

m3

D 2:1344 � 106 J:

Clearly, therefore, n moles of gas, when it follows a similar expansion protocol,

would do work equal to
�

n
1;000

�
2:1344 � 106J D n � 2:1344� 103J:

3.5.4 IV: Metal Versus Gas: Work Done and Volume Change

Consider an ideal gas of volume Vi D 0:1m3 and a block of metal which has twice
that volume. They are both at room temperature, T D 300K, and under atmospheric
pressure, P D 1 atm D 1:01325� 105 N m�2:

The pressure is increased quasi-statically to 3 atm:

(a) Calculate the work done on the gas in the expansion.

(b) Given the compressibility �T D � 1
v

�
@v
@p

�
T

of the metal at that temperature is

D 0:8 � 10�6 atm�1; find the work done on the metal.
(c) What is the change in the volume of the metal and the gas ?

3.5.4.1 Solution

Assuming there are nmoles of the ideal gas present, the work done on the gas in the
above process is

�
Z Vf

Vi

pdv D �nRT
Z Vf

Vi

dv

v
D nRT ln

�
Vi

Vf

�
:

Clearly, in order to complete this calculation, we need to determine both n and the

ratio of the initial and the final volume, i.e.,
�
Vi
Vf

�
:

To this end let us look at the equation of state. Because the temperature is
constant, we have Pi Vi D Pf Vf D nRT: As a result Vi

Vf
D Pf

Pi
D 3 atm

1 atm D 3: Next, let
us introduce the rest of the information that has been provided. We have

n D Pi Vi

RT
D .1:01325� 105 N m�2/ � .0:1 m3/

.8:3143 J mole�1 K�1/ � .300 K/

D 4:0623 mole: (3.31)

The work done on the ideal gas is:
Z Vi

Vf

pdv D nRT
Z Vi

Vi
3

dv

v
D nRT ln.3/

D 4:0623 � 8:3143� 300 � ln.3/ J D 1:1132 � 104 J: (3.32)
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Work done on the metal when, at the given temperature T; the pressure increases
from one atm to three atm, is

Z Pi

Pf

.pdv/T D
Z Pi

Pf

p

�
@v

@p

�

T

dp D
Z Pi

Pf

p Œ��T v� dp

� .V /metal�T

Z 3 atm

1 atm
pdp D .V /metal�T

	
9

2
� 1

2



� .atm/2

D .0:2 m3/.0:8 � 10�6 atm�1/ � 4 � .atm2/

D 0:64 � 10�6 m3 � 1:013 � 105N m�2 D 0:065 J: (3.33)

Note, the work done on the metal is a very small fraction of that done on the gas.
Also note that the above integral over p involved the volume v: Therefore, for
perfect accuracy, v also should have been expressed as a function of the pressure.
In practise, however, much like the work done on the metal during the compression,
we can expect the volume of the metal also to change little during the three-fold
increase in the pressure. Therefore, extracting v out of the integral is an acceptable
approximation.

(c) Change in volume of the gas is easily found. We know that Vi D 0:1 m3 and
Vf D 1

3
� 0:1 m3: Therefore, the change in the volume is D Vf � Vi D �0:1� 2

3
m3:

Change in the volume of the metal at the given temperature T is

Z final

initial
.dv/metal D

Z final

initial

	�
@v

@p

�

T




metal

dp D �
Z final

initial
�T v dp

� ��T Vmetal ŒPf � Pi� D � �0:8 � 10�6atm�1� .0:2 m3/ � 2 atm

D �0:32 � 10�6 m3: (3.34)

Clearly, the change in the volume of the metal is only a very small fraction of that of
the ideal gas. This retroactively supports our removing v � Vmetal out of the integral
wherever it occurs.

3.5.5 V: Equation of State: Given Pressure and Temperature
Change

Even though dw – which represents an infinitesimal amount of work done – is not an
exact differential itself, for a gas it can be expanded in terms of the exact differentials
involving the pressure and the temperature.

(a) Show how that may be done.

(b) Given
�
@v
@t

�
p

D
�
R
p

�
and

�
@v
@p

�
t

D �
�
v
p

�
; calculate the equation of state of

the gas.
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3.5.5.1 Solution

(a) Under pressure p the work done, dw; by a gas when it undergoes a microscopic
expansion, dv; is dw D p dv: Because dv is an exact differential, for a simple
gas – whose thermodynamics depends only on p; v and t – we have

dw D pdv D p

"�
@v

@p

�

t

dp C
�
@v

@t

�

p

dt

#

D �vdp CRdt: (3.35)

(b) The above equation can be re-written as

dt D
� v
R

�
dp C

�p
R

�
dv: (3.36)

Now let us integrate at constant volume. That is,

Z
.dt/v D

Z
v

R
.dp/v; which gives;

t D
� v
R

�
p C f .v/; (3.37)

where f .v/ is still to be determined. Now differentiate the above with respect to v
and hold the pressure constant. We get

�
@t

@v

�

p

D p

R
C f 0.v/: (3.38)

The statement of the problem tells us that
�
@v
@t

�
p

is equal to R=p: Upon inversion it

gives
�
@t
@v

�
p

D p

R
: As a result, (3.38) can be written as

f 0.v/ D
�
@t

@v

�

p

� p

R
D p

R
� p

R
D 0: (3.39)

Thus f .v/ is a constant, say, equal to tc: Inserting this result into (3.37) gives the
desired equation of state

pv D R.t � tc/: (3.40)

3.5.6 VI: Spreading Gas: among Three Compartments

A thermally isolated cylinder has three evacuated compartments separated by two
massless pistons which move freely without friction. The central compartment has
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volume Vi. Both the right and the left hand compartments have identical relaxed
springs extending from the piston to the end walls of the cylinder. Initially, the
pistons are locked in place. The central compartment is now filled with n D 5moles
of monatomic ideal gas which has molar specific heat cv . When thermal equilibrium
is reached, the gas is at temperature Ti D 300K and pressure Pi D 2 atmospheres.

The pistons are now released and the final volume Vf of the gas – which is still
in the central compartment – settles at 4Vi. Given the heat energy capacity of the
apparatus – excluding the gas – is Ca D 4cv where cv D 3

2
R is the heat capacity of

the monatomic ideal gas, find the final temperature Tf and the pressure Pf of the gas.
Given:

n D 5molIPi D 2 atmITi D 300KI cv D 3

2
RICa D 4cvIVf D 4Vi

To be determined:
PfITf

3.5.6.1 Solution

Let us first analyze the problem in terms of the symbols Ti; Pi; Vi, etc. The numerical
values can be introduced afterwards.

We note that three different sources contribute to the total energy of the system.
There is the internal energy of the gas; the potential energy due to the compression
of the springs; and the internal energy associated with the heat energy content of the
apparatus.

Change in the internal energy of the gas due to the change in its temperature is

.dU /gas D ncv.Tf � Ti/; (3.41)

where cv D .3=2/R is the molar specific heat of the monatomic ideal gas. Because
of thermal isolation, the total energy of the system is conserved. The increase in the
volume of the central compartment from Vi to Vf results in corresponding decrease
in the total volume of the side compartments. As a result, both the springs get
compressed by an amount x each. Therefore,

Ax D .Vf � Vi/

2
D .4Vi � Vi/

2
D 3Vi

2
; (3.42)

where A is the cross sectional area of the cylinders.
Let us assume that the springs are “simple.” As a result, they obey the Hooke’s

law: that is, when compressed a small amount x; a spring pushes back with a force
proportional to x: Further, because the two springs are identical, and are covered by
massless pistons of area A, they both get exerted upon by the same force D PfA;

where Pf is the pressure in the gas (in the central compartment) at the time that both
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of the springs have been compressed. As a result, each of the springs experiences the
same compression and thus pushes back with the same compressional force D kx:

Here, k is a constant specific to the springs.
The total increase in the compressional potential energy of the two springs is

twice that of either of the springs. That is,

.dU /two springs D 2 � 1
2
kx2 D kx2: (3.43)

The compressional force on either of the cylinders is

Pf � A D
�

nRTf

Vf

�
A D kx: (3.44)

Multiplying both sides by x and using (3.42) gives

.dU /springs D .kx/x D
	�

nRTf

Vf

�
� A


x

D
�

nRTf

Vf

�
� 3
2
Vi D

�
nRTf

4Vi

�
� 3
2
Vi

D 3

8
.nRTf/: (3.45)

Finally, the increase in the internal energy of the apparatus is:

.dU /a D Ca.Tf � Ti/: (3.46)

Because of thermal isolation, the total increase in the system energy must be zero.
Thus, using (3.41), (3.45), and (3.46) yields

0 D .dU /gas C .dU /springs C .dU /a

D ncv.Tf � Ti/C 3

8
.nRTf/C Ca.Tf � Ti/: (3.47)

We are thus led to the result

Tf D
"

ncv C Ca

ncv C �
3
8

�
nR C Ca

#
Ti: (3.48)

Dividing the top and the bottom by cv and inserting the relevant numerical values
we get

Tf D
	

5C 4

5C .5=4/C 4



300 D 263 K:



3.6 t and p Independent 77

Now Pf is readily found from the equation of state. Because the amount of gas is
preserved during the experiment we have the relationship

PfVf

Tf
D PiVi

Ti
:

Therefore,

Pf D Pi

�
Vi

Vf

�
Tf

Ti
D 2

�
1

4

�
263

300
D 0:438 atm: (3.49)

3.6 t and p Independent

That is,
u D u.t; p/: (3.50)

We follow a somewhat similar procedure to that used in the preceding section.
Inserting the appropriate representation for the perfect differential du,

du D
�
@u

@t

�

p

dt C
�
@u

@p

�

t

dp; (3.51)

into (3.12) leads to

dq D du C pdv D
�
@u

@t

�

p

dt C
�
@u

@p

�

t

dp C pdv: (3.52)

Keeping p constant, that is setting dp D 0, i.e.,

.dq/p D
�
@u

@t

�

p

.dt/p C p.dv/p;

and dividing both sides by .dt/p gives

�
@q

@t

�

p

D cp D
�
@u

@t

�

p

C p

�
@v

@t

�

p

D
�
@u

@t

�

p

C
�
@.pv/

@t

�

p

D
�
@.u C pv/

@t

�

p

D
�
@h

@t

�

p

: (3.53)

The last term on the right hand side of (3.53) looks interesting because it identifies
a quantity h; called “enthalpy,” which is of great importance in thermodynamics.

h D .u C pv/: (3.54)
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We notice18 that the temperature derivative of h at constant pressure is equal to
the specific heat cp . [Compare with (3.16) that refers to cv:� We shall show a little
later that dh is a perfect differential. Hence, the enthalpy h, like the internal energy
u, is a state function. While in this section our primary variables are t and p;
(3.52) involves three differentials: dt; dp; and dv. Therefore, we need to exclude
the presence of dv: To this end let us express v in terms of t and p: That is,

v D v.t; p/: (3.55)

Hence,

dv D
�
@v

@t

�

p

dt C
�
@v

@p

�

t

dp: (3.56)

Inserting this expression for dv into (3.52)

dq D
"�

@u

@t

�

p

C p

�
@v

@t

�

p

#
dt C

	�
@u

@p

�

t

C p

�
@v

@p

�

t



dp;

achieves the desired end. That is,

dq D cp dt C�p dp; (3.57)

where we have used the expression for cp given in (3.53) and defined a new variable
�p as noted below:

�p D
	�

@u

@p

�

t

C p

�
@v

@p

�

t



D
�
@.u C pv/

@p

�

t

� v D
�
@h

@p

�

t

� v: (3.58)

We shall show in (5.74) in the chapter on the first-second law that, much like �v ,
�p can also be expressed in terms of parameters that are both easily measured
experimentally and calculated theoretically from an equation of state, i.e.,

�p D �tv˛p: (3.59)

Thus, (3.57) can be re-written as

dq D cp dt � .tv˛p/dp: (3.60)

18As with (3.16), an interesting comment can also be made about (3.53). Because the word “heat” is
often imprecisely understood in thermodynamics, it is perhaps wiser to re-phrase the word “specific
heat at constant pressure” to read “specific enthalpy at constant pressure.” Then the symbol

�
@h
@t

�
p

would look more natural than the usual symbol
�
@q

@t

�
p
:
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This is version-II of the first law. For constant temperature, i.e., dt D 0; this leads
to the result

�
dq

dp

�

t

D �p

D �tv˛p:

(Note: given one mole of a substance, each of the quantities
�

dq
dp

�
t
; �p; and �tv˛p;

represents the amount of heat energy absorbed during a unit increase in the pressure
at constant temperature.)

Finally, consider an adiabatic process that proceeds quasi-statically. Because no
exchange of heat energy occurs, the left hand side of (3.57) vanishes.

.dq/s D 0 D cp .dt/s C�p .dp/s: (3.61)

Separating the right hand side and dividing both sides by .dt/s yields

cp D �
�
@p

@t

�

s

�p D �
�
@p

@v

�

s

�
@v

@t

�

s

�p

D
�
@v

@t

�

s

�1�
@v
@p

�
s

�p D
	
1

v

�
@v

@t

�

s


2
4 �v�

@v
@p

�
s

3
5�p

D
�
˛s

�s

�
�p D �

�
tv˛s˛p

�s

�
; (3.62)

where we have used the value�p D �tv˛p given in (3.59).
The result for cp is completely analogous to that for cv – given in (3.28) – which,

for reader’s convenience, is again recorded below.

cv D �v˛s ��v D �
�
tv˛s˛p

�t

�
; (3.63)

Note, ˛s and �s are, respectively, the “quasi-static, adiabatic” – or equivalently, the
so called “isentropic” – volume expansion coefficient and compressibility.

An interesting check on the above results, i.e., (3.62) and (3.63), is provided by –
also see equation 3.73 in the succeeding sub-section – the confirmation of the well
known relationship:

	
cp

cv



D
�
�t

�s

�
: (3.64)
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3.7 p and v Independent

That is,
u D u.p; v/: (3.65)

We follow the usual format and insert the appropriate representation for the exact
differential du,

du D
�
@u

@v

�

p

dv C
�
@u

@p

�

v

dp; (3.66)

into (3.12) which in turn leads to

dq D
�
@u

@p

�

v

dp C
	�
@u

@v

�

P

C p



dv: (3.67)

First, we note that

�
@u

@p

�

v

D
�
@u

@t

�

v

�
@t

@p

�

v

D cv

�
@t

@p

�

v

: (3.68)

Next, we write

�
@u

@v

�

p

CpD
�
@.u C pv/

@v

�

p

D
�
@h

@v

�

p

D
�
@h

@t

�

p

�
@t

@v

�

p

D cp

�
@t

@v

�

p

: (3.69)

Thus, (3.67) becomes

dq D cv

�
@t

@p

�

v

dp C cp

�
@t

@v

�

p

dv: (3.70)

Remember that these processes are quasi-static. Let us travel along an adiabatic
path. That is, we use the subscript s and write :

.dq/s D 0 D cv

�
@t

@p

�

v

.dp/s C cp

�
@t

@v

�

p

.dv/s: (3.71)

Dividing both sides by

cv

�
@t

@v

�

p

.dv/s;

gives 2
4
�
@t
@p

�
v�

@t
@v

�
p

3
5
�
@p

@v

�

s

C
�
cp

cv

�
D 0: (3.72)
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Using the cyclic identity in the form

�
@t
@p

�
v�

@t
@v

�
p

D �
�
@v

@p

�

t

;

we can write for the ratio, cp
cv

D �; the result

� D
�
cp

cv

�
D
�
@v

@p

�

t

�
@p

@v

�

s

D
2
4�

�
@v
@p

�
t

v

3
5
2
4�

�
@v
@p

�
s

v

3
5 D

�
�t

�s

�
; (3.73)

where �t is the quasi-static isothermal, and �s the quasi-static adiabatic, compress-
ibility.

First Law Version-III

Equation (3.70), which represents dq in terms of dp and dv can be re-cast in the
following form:

dq D cv

�
@t

@p

�

v

dp C cp

�
@t

@v

�

p

dv

D cv

�
�t

˛p

�
dp C cp

�
1

v˛p

�
: (3.74)

Here, we have used the identity

�
@t

@p

�

v

D �
�
@v

@p

�

t

�
@t

@v

�

p

D
0
@�

�
@v
@p

�
t�

@v
@t

�
p

1
A D �t

˛p
:

3.8 Enthalpy

In (3.54), a quantity .u C pv/ was introduced whose derivative with respect to the
temperature, taken at constant pressure, is the specific heat cp . We assert19 that this
quantity, denoted h and named the “enthalpy,” is a state function. Of its many uses,

19For proof of this assertion, see below.
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some relate to the heat energy of transformation that accompanies an isothermal–
isobaric – meaning, that occurs at constant temperature and pressure – change
of phase. Similarly, it is often useful in determining the heat energy produced in
chemical reactions. (See, for instance, examples relating to the application of Hess’
rules for chemo-thermal reactions.)

3.8.1 Enthalpy: State Function

For h D u C pv to be a state function, its differential

dH D du C pdv C vdp; (3.75)

must be exact. Such is the case if and only if the integrability requirement for dh; i.e.,

@2h

@v@p
D @2h

@p@v
;

is satisfied. To check this, du in (3.75) must first be expressed in terms of the
independent differentials dv and dp.

du D
�
@u

@v

�

p

dv C
�
@u

@p

�

v

dp: (3.76)

Thus,

dh D
"�

@u

@v

�

p

C p

#
dv C

	�
@u

@p

�

v

C v



dp: (3.77)

Comparison with

dh D
�
@h

@v

�

p

dv C
�
@h

@p

�

v

dp; (3.78)

leads to the identification

�
@h

@v

�

p

D
"�

@u

@v

�

p

C p

#
; (3.79)

and
�
@h

@p

�

v

D
	�
@u

@p

�

v

C v



: (3.80)
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Differentiating (3.79) with respect to p while holding v constant gives

@2h

@p@v
D @2u

@p@v
C 1: (3.81)

Similarly, differentiating (3.80) with respect to v while p is kept constant gives

@2h

@v@p
D @2u

@v@p
C 1: (3.82)

Because u is known to be a state function, du is an exact differential. Therefore, the
following relationship must hold

@2u

@p@v
D @2u

@v@p
:

As a result the right hand sides of (3.81) and (3.82) are identical. Therefore, their left
hand sides are equal. This confirms the satisfaction of the integrability requirement
for dh.

Thus, much like the internal energy u, which plays an important role in
determining the t and v dependent properties,20 the enthalpy h is a state function.
Accordingly, during thermodynamic processes, all changes in enthalpy are deter-
mined entirely by the initial and the final locations and are independent of the routes
taken.

The knowledge of enthalpy is central to the understanding of the p and t depen-
dent behavior of systems in equilibrium. Indeed, aspects of chemical reactions are
often described in relation to their “reaction enthalpies.”

3.8.2 Enthalpy and the First Law

The first law can equally well be expressed in terms of the enthalpy. To this end, let
us introduce (3.75) into (3.12).

dq D du C pdv D dH � vdp: (3.83)

Consider a quasi-static, adiabatic process, i.e.,

.dq/s D 0 D .dh/s � v.dp/s: (3.84)

20That is what we have said here. But strictly speaking, u is best expressed in terms of its natural
variables s and v: This subject is visited in detail later.
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Dividing the above by .dp/s leads to a useful relationship.

�
@h

@p

�

s

D v: (3.85)

Next, let us represent the enthalpy as a function of pressure and temperature.

h D h.p; t/: (3.86)

Then

dH D
�
@h

@p

�

t

dp C
�
@h

@t

�

p

dt: (3.87)

As a result (3.83) becomes

dq D
�
@h

@t

�

p

dt C
	 �

@h

@p

�

t

� v



dp: (3.88)

Keeping the pressure constant, i.e., setting dp D 0; and dividing both sides by .dt/p
leads to the relationship

�
@q

@t

�

p

D cp D
�
@h

@t

�

p

: (3.89)

Of course, this relationship was already inferred in (3.53).
Thus, in terms of the variables p and t , the first law becomes

dq D cpdt C
	�

@h

@p

�

T

� v



dp D cpdt C�pdp: (3.90)

This is the same result that was derived in the preceding section and recorded in
(3.57) and (3.58). As mentioned already, similar to �v , �p – the latter may be
represented as .�tv˛p/ – can also be readily measured. And, if the equation of state
is available, it is easily calculated.

Particularizing the heat energy input to a path traveled at constant volume,

.dq/v D cp.dt/v C�p.dp/v; (3.91)

and dividing both sides by .dt/v we get

�
@q

@t

�

v

D cp C�p

�
@p

@t

�

v

;
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which is best written as

cp�cv D cp �
�
@q

@t

�

v

D ��p

�
@p

@t

�

v

D tv˛p

�
@p

@t

�

v

D � tv˛p

�
@p

@v

�

t

�
@v

@t

�

p

D tv˛p

	
�v

�
@p

@v

�

t


"� @v
@t

�
p

v

#
D
�
tv˛p

2

�t

�
: (3.92)

(Note that an earlier derivation of this result – see (3.26) – had traveled a different
rout. Also see Example VII below.)

3.9 Examples

3.9.1 VII: Prove cp � cv D ��p

�
@p

@t

�
v

D �v

�
@v
@t

�
p

3.9.1.1 Solution

To show that the expression for cp � cv given in (3.92), i.e.,

cp � cv D ��p

�
@p

@t

�

v

; .i/

is identical to that given earlier in (3.25), i.e.,

cp � cv D �v

�
@v

@t

�

p

; .i i/

proceed as follows:
Noting that �

@p

@t

�

v

D �
�
@p

@v

�

t

�
@v

@t

�

p

D ˛p

�t
;

and
��p D tv˛p;

(i) becomes,

cp � cv D
 
tv
˛2p

�t

!
:

Similarly, noting that

�v D t

�
@p

@t

�

v

D t˛p

�t
;
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and �
@v

@t

�

p

D v˛p;

(ii) also yields the same result

cp � cv D t˛p

�t
v˛p D

 
tv
˛2p

�t

!
:

Enthalpy, Heat of Transformation and the Internal Energy

Below we present an example of how the enthalpy may sometimes be used to
actually get an estimate for the internal energy.

3.9.2 VIII: Internal Energy from Latent Heat Energy
of Vaporization

(a) At temperature T D 373K the latent heat energy of vaporization,Lw!g.T /, of
water at atmospheric pressure, Po, is � 540 calories/gm. Estimate its internal
energy, Uw.T /, at that temperature.

(b) The latent heat energy of vaporization,Lw!g.T /, is known to decrease with rise
in temperature and at 453K it is � 479 calories/gm. What is the internal energy
at 453K ? Does it too decrease with temperature?

(c) At T D Tc � 647 K, normally called the critical temperature, distinction
between liquid and vapor phases disappears. How is this case treated within the
framework of (a) and (b) above?

3.9.2.1 Solution

(a) In liquid form, one mole of water at 373K has volume vw. Upon conversion
to gaseous state, the relevant volume becomes vg. At temperatures which are
moderately high, but are many degrees below the critical temperature, Tc �
647K, for water – note, 373K and 453K both satisfy this requirement – we
generally have vg.T / 
 vw.T /.

Because the transition occurs at constant pressure, P0; the energy difference
can conveniently be represented as enthalpy difference. To see how this is done,
proceed as follows:
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According to the first law ( see (3.12)) we have

Qw!g.T / D
Z g

w
dq.T / D

Z g

w
du.T /C

Z g

w
dw.T /

D
Z g

w
du.T /C

Z g

w
P dv.T / D

Z g

w
du.T /C Po

Z g

w
dv.T /

D ug.T / � uw.T /C Po
�
vg.T / � vw.T /

�

D hg.T / � hw.T /; (3.93)

where hg.T / � hw.T / represents the enthalpy difference between the gaseous
and the water states. Note, in the following let us use the approximation
vg.T / 
 vw.T /: As a result

Qw!g.T / � ug.T / � uw.T /C Povg.T /: (3.94)

Further, as an additional approximation, treat the water vapor, at temperatures
like 373K or a bit higher, as a di-atomic ideal gas.21 Therefore, write

Povg.T / � RT:

Consistent with this rough approximation, the internal energy of the vapor is

ug.T / � Cv T;

where
Cv 	 5

2
R:

Thus, from (3.94)

�uw.T / � Qw!g � ug.T / � Povg.T / D Qw!g � .Cv CR/T: (3.95)

Therefore, usingQw!g � 540 calories gm�1 or 540� 18� 4:18 J mol�1,
we get the result

�uw.373/ � 18 � 540 � 4:18 � 7

2
� 8:31 � 373

D 40;630� 10;849 � 29:8 kJ mol�1:

Correctly, the above estimate for the internal energy of water is negative. This
is so because, at the average inter-molecular spacing that obtains in water,
the inter-molecular force is attractive. Accordingly, positive energy has to be

21Water molecule, H2O , is tri-atomic. Here we assume that at the boiling temperature 373 K,
effectively two such tri-atomic molecules act as a single diatom.
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expended to tear apart a molecular pair in the liquid phase. [Note, this is true
both for separating two water molecules apart which are close to each other –
that is what we need here – as well as to tear open a single H2O molecule so
that H2 andO are separated! Of course, here we are not talking about the latter
case.]

(b) When, following the same procedure as was described above, an estimate for
the internal energy of water at 453K is made, i.e.,

�uw.453/ � 18 � 479� 4:18 � 7

2
� 8:31 � 453 � 22:9 kJ mol�1;

it is found to have (algebraically) increased with the rise in temperature.
(c) At the critical point any distinction between water and its vapor disappears.

Therefore, the specific volumes of water and gas approach each other. That is,
vw.Tc/ D vg.Tc/. Also, the internal energies of the two phases become the same.

uw.Tc/ D ug.Tc/:

Thus, the latent heat energy of vaporization approaches zero signalling the onset
of a so called “second order” phase transition.

3.10 Hess’ Rules for Chemo-Thermal Reactions

Hess’s rule22 can be obtained by making simple deductions from the first law. Heat
energy produced in a chemical reaction that occurs at constant pressure is given by
the change – i.e., decrease – in the state function called enthalpy. And for a reaction
that occurs at constant volume, the heat energy produced is equal to the change – i.e.,
decrease – in the state function called internal energy. In other words, because the
enthalpy and the internal energy are both state functions, for both cases the amount
of heat energy produced is dependent only on the initial and the final states.

For a chemical reaction that occurs at constant pressure, say pconst, the first law
(see (3.12)) yields

.Heat Energy Produced/ D �qadded D �
Z f

i
dq

D �
Z f

i
Œdu C dw� D �Œ.uf � ui/C pconst.vf � vi/� D hi � hf: (3.96)

Here the indices “i” and “f” signify the initial and the final states. On the other
hand, if both the pressure and the volume are constant – that is when we also have

22Hess, Germain Henri, (8/7/1802)–(11/30/1850).
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the relationship vf D vi – this equation would give

.Heat Energy Produced/ D ui � uf: (3.97)

Appended below are two well known examples where Hess’ rules are used to infer
useful relationships between the heat energy that is produced for different but related
chemical reactions.

3.11 Examples

3.11.1 IX-Oxidation of CO to CO2

Complete oxidation of one mole of carbon, C, to form one mole of carbon dioxide,
CO2, is known to produce 393:5 Kilo-Joules of heat energy. On the other hand,
partial oxidation to form carbon monoxide, CO, produces only 110:5 Kilo-Joules
of heat energy. Estimate the heat energy produced by complete oxidation of one
mole of CO to one mole of CO2. Note, all these processes occur at the temperature
Tref D 298K.

3.11.1.1 Solution

The correct answer is instinctively given. Complete burning of one mole of CO to
CO2; at the specified temperature Tref, would produce 393:5 � 110:5 D 283 Kilo-
Joules of heat energy. CO and CO2

Still, for pedagogic reasons, it is useful to establish a book-keeping procedure
which can, when necessary, deal with more involved accounting of energy dif-
ferences between the intermediate processes involved in going from the initial
constituents to the final product.

Extensive tables of enthalpy – generally given as a difference between the
enthalpy of a compound and that of its chemical constituents in their pure form
at some specified temperature – are available.23 In order to make use of these tables,
we set the temperature equal to the reference temperature, Tref D 298 K for which
the necessary tables are available. We then have

hinitial D hC C hO2 D 0C 0;

where the initial pure state of carbon is that of graphite. Also, the tables inform
us that

hfinal D hCO2 D �393:5 kJ:mol�1:

23See, for instance, CRC: Handbook of Chemistry and Physics, 74th Edition. 1994.
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This information is consistent with the descriptive statement of the current example:
namely, that the heat energy produced by complete combustion of carbon, i.e.,

hinitial � hfinal D hC C hO2 � hCO2

is D 393:5 kJ mol�1:
Next, we calculate the heat energy produced by incomplete oxidation of pure

carbon when it forms CO: Because of the simplicity of the problem posed, the
answer was instinctively guessed. A formal description of the intermediate steps
is recorded below.

The statement of the example tells us that partial oxidation to form CO results in
the production of 110:5 Kilo-Joules of heat energy. That is,

hC C 1

2
hO2 � hCO D 110:5 kJ mol�1:

Subtracting the second equation from the first gives the desired result for the heat
energy produced by oxidation of CO to form one mole of CO2:

hC C hO2 � hCO2 � hC � 1

2
hO2 C hCO D hCO C 1

2
hO2 � hCO2

D 393:5� 110:5 D 283kJ mol�1:

3.11.2 X: Latent Heat of Vaporization of Water

At 298K when one mole of hydrogen and a half mole of oxygen gases combine
to form one mole of water vapor, 241:8 Kilo-Joules of heat energy is released. In
contrast, when the same reaction produces one mole of liquid water at 298K the
heat energy released is equal to 285:8 Kilo-Joules. Calculate the latent heat energy
of vaporization of water at 298 K.

3.11.2.1 Solution

At 298 K we are told that when measured in molal units

hH2�gas C 1

2
hO2�gas � hH2O�vapor D 241:8 kJ:

Similarly,

hH2�gas C 1

2
hO2�gas � hH2O�liquid D 285:8 kJ:
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Subtracting the first equation from the second gives

hH2O�vapor � hH2O�liquid D 285:8� 241:8 D 44 kJ;

which is the latent heat energy of vaporization at 298:15 K.
It is interesting to recast this result in terms of calories per gram – i.e., write

it as 44 � 1;000=.4:186 � 18/ D 584 calories=gram – and compare it with the
corresponding value at the higher temperature 373 K. The latter was quoted in an
another example as being equal to 540 calories=gram: Thus, the latent heat energy
of vaporization of water decreases with increase in temperature.

3.12 Adiabatics for the Ideal Gas

For a single mole of an ideal gas with f degrees of freedom per molecule we have

cvt D u D f

2
Rt I pv D R t I

h D u C pvI cp t D .cv CR/t:

The first law for a quasi-static process in one mole of an ideal gas can be written in
either of the following two convenient forms:

dq D du C p dv D cv dt C p dv;

or
dq D dH � vdp D cpdt � vdp:

[Note: In the above we have used the fact that for an ideal gas
�
@u
@v

�
t

D 0 and�
@h
@p

�
t

D 0:]

Denoting, as usual, the changes occasioned during a quasi-static, adiabatic
process, i.e., where .dq/s D 0, with subscript s and slightly re-arranging the above
we can write

.dt/s D v

cp
.dp/s D � p

cv
.dv/s;

which leads to the equation24

.dp/s
p

D �cp
cv

� .dv/s
v

;

24Note: As always, the subscript s is used only as a reminder that the relevant differential change
in the state variables has occurred under quasi-static adiabatic conditions.
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that is readily integrated
ln.p/ D �� ln.v/C C1:

Here, C1 is a constant of integration and � D
�
cp
cv

�
D
�
fC2
f

�
is 5

3
or 7

5
depending

on whether the gas is mon- or di-atomic. We can re-cast the above as

ln.p/C � ln.v/ D ln.pv�/ D C1;

and write more conveniently the final result – that is valid only for adiabatic
processes – as

pv� D exp.C1/: (3.98)

The constant C1 is determined from the initial condition.
Thus, a quasi-static, adiabatic transformation from .pi; vi/ to .pf; vf/ obeys the

relationship

pi v
�

i D pf v
�

f : (3.99)

Because of the quasi-static nature of the transformation process, the gas remains in
equilibrium all along the route from the initial to the final state, therefore its usual
equation of state remains valid. In particular, it is valid at both the initial, .pi; vi/,
and the final, .pf; vf/, locations. That is,

pi vi D RtiI pfvf D Rtf:

Accordingly, (3.99) can be transformed to a .p; t/ or a .t; v/ representation to yield

 
p
��1
i

t
�

i

!
D
 
p
��1
f

t
�

f

!
; (3.100)

or

tiv
��1
i D tfv

��1
f : (3.101)

Equations (3.99), (3.100), and (3.101) are generally known as the Poisson
Equations. It should be emphasized that these equations hold only for those
adiabatic transformations that are strictly quasi-static – meaning, the adiabatic
transformations must be carried out extremely slowly and in such a manner that
the system stays in thermodynamic equilibrium.
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Fig. 3.1 Temperature vs.
volume
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3.12.1 XI: Work Done in Adiabatic Expansion and Isothermal
Compression of Ideal Gas

At point (a) - see Fig. 3.1- a quantity of monatomic ideal gas at temperature Ta D
300K and under pressure Pa D 5 � 105 Pascals occupies a volume Va D 10�3 m3.

In an adiabatic process it is expanded quasi-statically until its temperature drops
to Tb D 200K. This is point (b).

Next the gas is compressed isothermally to reach a point (c) where Vc D Va.
Finally, an isochoric compression brings it back to point (a).
[See Fig. 3.1 and note � D 5

3
:]

Calculate the work done by, the heat energy put into, and the change in the
internal energy of the gas for each of the three legs of its journey.

Given:
Va D 10�3 m3;Ta D 300K;Pa D 5 � 105 Pascal;

(a) ! (b) adiabatic, quasi-static expansion;Tb D 200K;
(b) ! (c) isothermal compression, Tc D Tb, Vc D Va;
(c) ! (a) isochoric compression, Vc D Va.

3.12.1.1 Solution

At point (a) the equation of state is

Pa Va D 5 � 105 � 10�3 D 500 D nR Ta D nR � 300:

Thus, in Joules/Kelvin

nR D 5

3
:

The path from (a) to (b) is quasi-static, adiabatic. Consequently, (3.101) applies and
we have

TaV
.��1/
a D 300 � .10�3/.��1/ D 300 � .10�3/.2=3/ D 3:00 D TbV

.��1/
b

D 200 � V .2=3/
b
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which yields
Vb D 1:84 � 10�3 m3:

Because (a) to (b) is an adiabat, there is no exchange of heat energy. Therefore, the
heat energy introduced in going from a ! b is zero, i.e.,

Qa!b D 0:

Hence, according to (3.103) the work done by the system is equal to the decrease in
its internal energy. That is,

Wa!b D Ua �Ub D ncv.Ta �Tb/ D n
3

2
R.Ta �Tb/ D 3

2
� 5

3
.300� 200/D 250J:

Note, the system does positive work during the expansion.
Next, because temperature is constant from (b) to (c), so is the internal energy.

Therefore, any work done along this path is owed to a transfer of heat energy into
the system.

At Tc D Tb D 200 K, Vc D Va: Thus, from the equation of state

PcVc D PcVa D nRTc D nRTb;

we find

Pc D nR

�
Tb

Va

�
D 5

3
� 200
10�3 D 3:33 � 105 N=m2:

Because heat energy introduced along this path is equal to the corresponding work
done by the system

Qb!c D Wb!c D
Z c

b

P dV D nRTb

Z Vc

Vb

dV

V
D nRTb ln

�
Vc

Vb

�
:

Note that Vc D Va is less than Vb; therefore, the logarithm on the right hand side is
negative. Thus, we get

Wb!c D 5

3
� 200 � ln

�
1

1:84

�
D �5

3
� 200 � ln .1:84/ D �203 J;

making heat energy inputQb!c negative.
Clearly, the system discards heat energy as it gets isothermally compressed along

b ! c.
Finally, the path from (c) to (a) is isochoric. Therefore, no work is done, i.e.,

Wc!a D 0;
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and the heat energy input is exactly equal to the increase in the internal energy

Qc!a D Ua � Uc D n cv.Ta � Tc/ D 5

3
� 3

2
.300� 200/ D 250 J:

Thus, as expected, there is no net change in the internal energy at the completion of
the cycle a ! b ! c ! a. Also, the total heat energy input is equal to the total
work done by the system. That is,

Qa!b!c!a D Wa!b!c!a D 250� 203 D 47 J:

3.12.2 XII: Non-Quasi-Static free Adiabatic Expansion
of Ideal Gas

Two evacuated vessels of volumes V1 and V2 are connected across a tube with a
stopcock that is closed. The entire system is adiabatically enclosed and its heat
energy capacity is assumed to be negligible. Vessel 1 is filled with an ideal gas
at temperature Ti: The stopcock is opened and the gas expands to fill both vessels.
Determine the final temperature, Tf, of the gas.

3.12.2.1 Solution

Here, one is sorely tempted to use (3.101) that would readily lead to a value for Tf

because Ti as well as Vi D V1; Vf D V1 C V2 are known. Unfortunately, the use
of (3.101) would be erroneous because it applies only to processes that are both
adiabatic and quasi-static.

During the expansion described in the given example the gas passes through
states that are not in thermodynamic equilibrium. As such, the process is not quasi-
static. Therefore, the pre-requisites for (3.101) are not satisfied.

No matter, the first law still applies. Indeed, its general statement – given in
(3.7) – comes to the needed rescue. That is,

dQ � dW D dU:

Because the process occurs in a thermally isolated system, dQ D 0. Also, because
the gas expands into an evacuated vessel, it does so against zero pressure. Thus, it
does no work during the expansion, that is dW D 0. Consequently, dU D 0. Because,
for an ideal gas U depends only on the temperature, therefore the temperature
remains constant leading to the result

Tf D Ti:
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3.12.3 XIII: Quasi-Static Adiabatic Compression of Ideal Gas

A quantity of ideal gas is quasi-statically compressed in an adiabatic process from a
state .Pi; Vi/ to .Pf; Vf/. Calculate the work done,Wi!f, on the gas.

3.12.3.1 Solution

Wi!f D �
Z f

i
P dV:

Anywhere en route from i ! f we have

PV � D PiV
�

i D PfV
�

f D DI

hence, we can write

Wi!f D �D
Z f

i
V ��dV

D D

1 � �

h
V
1��

i � V 1��
f

i
D 1

1 � � Œ PiVi � PfVf �: (3.102)

Recalling that the symbol � stands for the ratio . cp
cv
/, PV D nRT and R D cp � cv ,

(3.102) can be recast as

Wi!f D nR

2
4 Ti � Tf

1 �
�
cp
cv

�
3
5 D ncv.Tf � Ti/; (3.103)

demonstrating that the quasi-static, adiabatic work done on the system is equal to
the corresponding increase in the internal energy.

3.12.4 XIV: Isobaric, Isothermal, or Adiabatic Expansion
of Diatomic Ideal Gas

One mole of a diatomic ideal gas has volume v0 under pressure p0. Upon expansion
to volume 2v0 it does work w. Calculate w for the following three processes: (a)
Isobaric. (b) Isothermal. (c) Adiabatic. How would these results differ if the gas
were monatomic?
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3.12.4.1 Solution

Let t0 be the initial temperature of the gas, which gives

p0v0 D Rt0:

Thus, at constant pressure

.w/isobaric D
Z 2v0

v0

p0dv D p0.2v0 � v0/ D Rt0: (3.104)

(b) For the isothermal process Pv D RT0. Therefore, at constant temperature

.w/isothermal D
Z 2v0

v0

pdv D Rt0

Z 2v0

v0

�
dv

v

�
D Rt0 ln 2 D 0:693Rt0:

(3.105)
(c) Work done in an adiabatic expansion is different for the diatomic and the

monatomic gases. Here the process follows the relationship

pv� D p0v
�
0 :

In a diatomic ideal gas, molecules have five degrees of freedom: three for the
translational motion of the center of mass, and two for rotational motion. Thus,
cv D 5R=2 and cp D 7R=2. As a result cp=cv D � D .7=5/. When the
gas is monatomic, it only has the three translational degrees of freedom. Thus,
cv D 3R=2 and cp D 5R=2, yielding � D .5=3/.

.w/s D
Z 2v0

v0

pdv D p0v
�
0

Z 2v0

v0

�
dv

v�

�

D
�
p0v0

� � 1
�

�
	
.2/��1 � 1
.2/��1



D
�
Rt0

� � 1
�

�
	
.2/��1 � 1
.2/��1



: (3.106)

Using the appropriate � ’s we get

Œ.dW /s�diatomic D 0:605Rt0I Œ.dW /s�monatomic D 0:555Rt0:

It is clear that the larger the number of atoms in the molecule, the closer � is to 1
and therefore the adiabatic process begins more closely to resemble the isothermal
process.
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3.12.5 XV: Conducting and Non-Conducting Cylinders
in Contact

A cylinder is composed of two sections, each of volume V0, divided by a freely mov-
ing, non-conducting, diaphragm. One section is composed of diathermal walls that
conduct heat energy from an infinite thermal reservoir at some higher temperature.
The walls of the other section are non-conducting. As such, the gas in that section
is thermally isolated.

One mole of monatomic ideal gas is introduced into each of the two cylinders.
Initially, after introduction, the temperature and pressure of the gas are T0 and P0,
respectively.

After thermal equilibrium has been established, the pressure in each section
is 10P0.

Calculate the following: (a) The final volume, V , and temperature, T , of the gas
in the non-conducting section. (b) The temperature, TH , of the thermal reservoir.
(c) The amount of heat energy, Q, transferred to the conducting section. (d) The
work,W , done in compressing the gas in the non-conducting section.

3.12.5.1 Solution

(a) For monatomic ideal gas the ratio of the specific heats � is equal to 5=3:Because
the compression of the gas in the non-conducting section happens adiabatically,
we have

P0V
�
0 D .10P0/V

� ;

where V is the final volume in this section. Thus

V D 0:251V0:

Next, the final temperature in this section is found from the relation

P V D .10P0/.0:251V0/ D 2:51.P0V0/ D 2:51RT0 D RT;

which yields
T D 2:51 T0:

The temperature of the reservoir can be found from the fact that under the final
pressure, 10P0, the volume of the conducting section of the cylinder is VH where

VH D 2V0 � V D V0.2 � 0:251/ D 1:749 V0

and therefore
10P0.1:749V0/ D RTH D 17:49RT0;
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which gives
TH D 17:49T0:

The heat energy inflow into the conducting section is

Q D cv.TH � T0/ D 3

2
R .16:49T0/ D 24:73RT0:

Finally, because the compression occurs adiabatically, work done on the gas in the
non-conducting section is equal to increase in its internal energy. That is,

W D cv.T � T0/ D 3

2
R.2:51� 1/T0 D 2:27RT0:

3.13 Ideal Gas Polytropics

In the foregoing, we studied a number of examples involving isothermal and/or
quasi-static adiabatic processes in ideal gases. Their hallmark was either the use
of the equation of state at a given temperature or a transformation that is described
by the Poisson equations

pv� D const:I tv��1 D const:I t��p��1 D const: (3.107)

However, these two are not the only types of processes that can obtain. Indeed, there
are a variety of applications where the processes utilized lie somewhere between
the isothermal and the adiabatic. Of course, these two are the extremes represented
by perfect contact with a heat energy reservoir at a given temperature or complete
thermal isolation (Fig. 3.2).

For the in-between processes we need to use a more general index � in place of � .
In this manner, the Poisson equations are replaced by the following:

pv� D const:I tv��1 D const:I t��p��1 D const: (3.108)

Notice that the process is isothermal when the index � D 1: Similarly, when � D �;

the process is quasi-static adiabatic. (See, for instance, (3.107).) For other values of
� we have a so-called “Polytropic Process.”

To get some feel for the physics of such processes we return to the first law for
quasi-static processes in an ideal gas whereby du is simply represented by cvdt and
(3.12) gives dq D cvdt C pdv: Using the second of the three forms of (3.108), we
can translate pdv into a term that involves dt . Here

d.tv��1/ D dt v��1 C t.� � 1/v��2dv D 0;
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Fig. 3.2 Ideal gas polytropics. Plot for a monatomic ideal gas where � D 5=3: Curve a refers
to � D 3 and curve b to � D 1=3. In between these curves, in seriatim lie curves for: � D 5=3;

referring to the isentropic case and shown here as the full curve nearest to a; �D 1:25; dashed curve
that lies between the two full curves; and � D 1; referring to the isothermal case and shown as a
full curve nearest to b: Note: Specific heat cannot be defined for the cases represented by the full
curves. Also, note that the polytropic specific heat would be negative for all cases represented by
curves that lie in between the two full curves. On the other hand, for all those polytropic processes
that can be represented by curves that lie outside the two full curves, the polytropic specific heat
would be positive

or equivalently

dv D �
�

dt

t

�
� v

� � 1 :

Whence

pdv D � dt

.� � 1/ �
�pv
t

�
D �dt � R

.� � 1/ : (3.109)

As a result the equation for the first law attains a simple form

.dq/polytropic D
�
cv � R

� � 1
�
.dt/polytroic: (3.110)

We can now define a sort of specific heat for this polytropic process

cpolytropic D
�

dq

dt

�

polytropic
D cv � R

.� � 1/
: (3.111)

Because R D cp � cv D cv.� � 1/; we have

cpolytropic D cv

	
1 � � � 1

� � 1



D cv

h� � �

� � 1
i
: (3.112)
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When � D �; the process proceeds as a reversible-adiabat for which dq is zero.
Hence, a specific heat cannot usefully be defined. Similarly, when � D 1 the process
is isothermal and specific heat is not a meaningful concept.

In between the end-points of the range

� > � > 1;

a specific heat can be defined. It turns out that such a polytropic specific heat has
the quaint property of being negative!

On the other hand, when25 either � > �; or � < 1; the numerator and the
denominator have the same sign. Consequently, cpolytropic is positive for both such
cases.

3.14 Examples XVI–XXI: Some Inter-Relationships

3.14.1 XVI: Alternate Proof of cv

�
@t
@v

�
u D � �

@u
@v

�
t

3.14.1.1 Solution

Although this relationship has already been derived [see footnote after (3.15)] it
is interesting to derive it by a different procedure. Also, it is instructive to see the
usefulness of the cyclic identity.

Because cv D �
@u
@t

�
v
; therefore the left hand side is

�
@u
@t

�
v

�
@t
@v

�
u
: Multiplying

both sides by the inverse of the right hand side leads to the cyclic identity�
@u
@t

�
v

�
@t
@v

�
u

�
@v
@u

�
t

D �1: which we know is correct.
Q.E.D.

3.14.2 XVII: Show that cv

�
@t
@p

�
v

D
�

@u
@p

�
v

3.14.2.1 Solution

cv

�
@t

@p

�

v

D
�
@u

@t

�

v

�
@t

@p

�

v

D
�
@u

@p

�

v

:

Q.E.D.

25Note: � is greater than 1.
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3.14.3 XVIII: Show that cp

�
@t
@v

�
p

D �
@h
@v

�
p

3.14.3.1 Solution

cp

�
@t

@v

�

p

D
�
@h

@t

�

p

�
@t

@v

�

p

D
�
@h

@v

�

p

:

Q.E.D.

3.14.4 XIX: Show that cp D �
@u
@t

�
p

C pv˛p

3.14.4.1 Solution

Consider the relationships h D u C pv; cp D �
@h
@t

�
p
; and note that the difference

in the enthalpies of two neighboring equilibrium states with the same value of
pressure is

.dh/p D .du/p C d.pv/p D .du/p C p.dv/p:

Dividing both sides by .dt/p gives

�
@h

@t

�

p

D cp D
�
@u

@t

�

p

C p

�
@v

@t

�

p

D
�
@u

@t

�

p

C pv˛p:

Q.E.D.

3.14.5 XX: Show that
�

@h
@t

�
v

D cv C v
�

˛p

�t

�

3.14.5.1 Solution

In a fashion similar to that of the preceding example, we can write

.dh/v D .du/v C d.pv/v D .du/v C v.dp/v:

Dividing both sides by .dt/v and using the cyclic identity yields

�
@h

@t

�

v

D
�
@u

@t

�

v

C v

�
@p

@t

�

v

D cv � v
�
@p

@v

�

t

�
@v

@t

�

p

D cv C v

�
˛p

�t

�
:

Q.E.D.
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3.14.6 XXI: Show that
�

�

v�t

�
D �

@h
@v

�
p

�
@p

@u

�
v

3.14.6.1 Solution

From examples XVIII and XVII we have:

cp
�
@t
@v

�
p

cv

�
@t
@p

�
v

D
�
@h
@v

�
p�

@u
@p

�
v

D
�
@h

@v

�

p

�
@p

@u

�

v

:

This is the right hand side of the required result. Next, we need to prove its equality
with the left hand side of the required result. That is, we need to prove the equality

cp
�
@t
@v

�
p

cv

�
@t
@p

�
v

D
�
�

v�t

�
: (3.113)

Noting that �
@t

@v

�

p

D 1

v˛p
;

�
@t

@p

�

v

D �t

˛p
; and

cp

cv
D �;

the left hand side of (3.113) is

�

" 1
v˛p
�t
˛p

#
D
�
�

v�t

�
:

Q.E.D.

3.15 Construction of Equation of State from the Bulk
and Elastic Moduli: Examples XXII–XXXI

By now we well know that if the equation of state is available, results for certain
moduli can usually be predicted. Unfortunately, while extensive experimental data
for bulk and elastic moduli are often available – and, indeed, occasionally their
dependence on state variables has also been established – detailed knowledge of
the equation of state is often hard to come bye. Therefore, it is important to study
the manner in which information about the moduli can be used to learn about the
equation of state itself.

A few examples of how this may be done in practise are given below. While
solving these problems, an important thing to remember is that it is always helpful
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to arrange things so that the left hand side depends only on the dependent variable
and the right hand side on the independent variables.

3.15.1 XXII: �t and ˛p and Equation of State

Upon measurement, the isothermal compressibility, �t , and the volume expansion
coefficient, ˛p , of one mole of a certain substance are found to be related to its
volume v and temperature t as follows:

˛p D R�t

.v � d/ ; (3.114)

and

��1
t D Rtv

.v � b/2
�
�
2a

v2

�
; (3.115)

whereR, b and d are constants. Construct an equation of state for the substance and
indicate the required relationships between the constants.

3.15.1.1 Solution

Because both ˛p and �t depend only on the two (independent) variables v and t;
therefore, we make p the dependent variable and express it as a function of v and t W
i.e., p D p.v; t/ : Then

dp D
�
@p

@v

�

t

dv C
�
@p

@t

�

v

dt: (3.116)

Next, we employ the cyclic identity and express (3.114) in the form

�
@p

@t

�

v

D �
�
@p

@v

�

t

�
@v

@t

�

p

D
	
�v

�
@p

@v

�

t



�
"�

@v
@t

�
p

v

#

D �
.�t /

�1� � ˛p D
�

R

v � d

�
: (3.117)

Additionally, we express (3.115) as

�
@p

@v

�

t

D ��
�1
t

v
D 2a

v3
� Rt

.v � b/2
: (3.118)

Because dp is an exact differential, therefore
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@2p

@v@t
D @2p

@t@v
:

Employing (3.117) and (3.118) we get

@2p

@v@t
D
0
@@

�
@p

@t

�
v

@v

1
A
t

D
 
@
�
R
v�d

�

@v

!

t

D � R

.v � d/2 I

@2p

@t@v
D
0
@@

�
@p

@v

�
t

@t

1
A
v

D
0
@@

h
2a
v3

� RT
.v�b/2

i

@T

1
A
v

D � R

.v � b/2
: (3.119)

Because v is arbitrary, the following must hold:

d D b: (3.120)

The integration of the partial derivatives
�
@p

@t

�
v

and
�
@p

@v

�
t

needs to be done next.

According to (3.116), for a given fixed volume v; dv D 0: Therefore, we have

.dp/v D
�
@p

@t

�

v

.dt/v:

Integrating both sides gives

p.v; t/ D
Z �

@p

@t

�

v

.dt/v D
Z

R

.v � b/
.dt/v D R

.v � b/t C f .v/; (3.121)

where f .v/ is the constant of integration.
A first-order linear differential equation for the still to be determined function

f .v/ can now be found by differentiating the above expression for p with respect
to v while t is kept constant. That is,

�
@p

@v

�

t

D � Rt

.v � b/2
C df .v/

dv
: (3.122)

Equating this with the prior value for
�
@p

@v

�
T

given in (3.118) we get

df .v/

dv
D 2a

v3
;

Thus,

f .v/ D
Z 	

df .v/

dv



dv D

Z �
2a

v3

�
dv D � a

v2
C c; (3.123)
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where c is a constant to be determined by the initial condition. Combining (3.121)
and (3.123) and assuming the initial condition refers to po; vo; to, we can write the
equation of state as

p C a

v2
� Rt

.v � b/
D po C a

v2o
� Rto

.vo � b/ : (3.124)

In the chapter on “Imperfect Gases”, we shall learn that the above equation is
strongly suggestive of what is called the the Van der Waals gas but with a subtle
difference. Here, the right hand side of the equation is given as a constant which
can – but is not necessarily required to – be equal to zero. Unfortunately, this is as
far as mathematics can lead us. We need the help of physics to set the constant on
the right hand side equal to zero.

3.15.2 XXIII: Alternate Solution for Example XXII

In solving problems similar to that in Example XXII, it may sometime be preferable
to more directly exploit the exactness of a differential such as dp which allows
one the freedom to use any arbitrary integration path between the beginning and
the ending points, i.e., po; vo; to and p; v; t . To this purpose, let us start with
(3.116), (3.117), and (3.118), and integrate the perfect differential

dp D
�
@p

@v

�

t

dv C
�
@p

@t

�

v

dt

D
�

R

v � d
�

dt C
	
2a

v3
� Rt

.v � b/2



dv: (3.125)

The first issue to deal with is the integrability requirement

@2p

@v@t
D @2p

@t@v
;

which leads to the result

� R

.v � d/2
D � R

.v � b/2
:

Because this is to be true for arbitrary v, the following equality must hold.

d D b: (3.126)

The boundary conditions to use are the initial values for the pressure, volume and
the temperature, namely po, vo, to; and their final values p; v; and t:
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As mentioned earlier, it is always helpful to arrange things so that the left hand
side depends only on the dependent variable – in this case, p – and the right hand
side on the independent ones – in this case, v and t: Again this happens already to
be the case here.

For convenience, we choose a path that takes us along the following route: For
the left hand side – which does not depend on v and t – clearly we can go all the
way from .po; v D vo; t D to/ ! .p; v; t/ in one fell swoop. That is as

Z p

po

dp D p � p0 D .I /C .II /: (3.127)

For the right hand side of (3.125), the integration over p is not needed. Therefore,
no contribution is recorded for the initial part of the route .po; vo; to/ ! .p; vo; to/;

Accordingly, we start the integration of the right hand side with journey from
.p; vo; t D to/ ! .p; v; t D to/:

The first leg, .I /; of the integration on the right hand side is, therefore,
represented as follows:

.I / D
�

R

v � b
�Z p;v;tDto

p;vo;tDto
dt C

Z p;v;tDto

p;vo;tDto
dv

	
2a

v3
� Rt0

.v � b/2



D 0C 2a

	
v�2

�2 � v0
�2

�2



CRt0
�
.v � b/�1 � .vo � b/�1

�

D a
�
v0

�2 � v�2�CRt0
�
.v � b/�1 � .vo � b/�1� : (3.128)

Note the integral Z p;v;tDto

p;vo;tDto
dt

is zero because it is supposed to extend only from t D to to t D to:

Similarly, the second leg is represented as follows:

.II / D
Z p;v;t

p;v;to

�
R

v � b

�
dt C

Z p;v;t

p;v;to

dv

	
2a

v3
� Rt

.v � b/2




D
Z v;t

v;to

dt

	
R

v � b



C 0

D R
.t � to/

v � b
: (3.129)

It is important to note that in the above the integral over v; i.e.,

Z p;v;t

p;v;to

dv

	
2a

v3
� Rt

.v � b/2


;
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is vanishing because both the initial and the final values of the integration vari-
able, v; are the same.

The result of the two integrals .I / and .II / is

p � p0 D I C II

D �a
�
1

v2
� 1

v20

�
CR

�
t

v � b
� to

vo � b

�
: (3.130)

Hence, the equation of state is the following:

p C a

v2
� Rt

.v � b/
D po C a

v2o
� Rto

.vo � b/ : (3.131)

3.15.3 XXIV

Find the equation of state of a substance that has isothermal compressibility, �t D�
b
v

�
and volume expansion coefficient, ˛p D �

a t
v

�
.

3.15.3.1 Solution

First, let us organize the above information. We are told that

˛p D 1

v

�
@v

@t

�

p

D
�
at

v

�
;

which means
�
@v

@t

�

p

D at: (3.132)

Also, we are told that

�t D �1
v

�
@v

@p

�

t

D
�
b

v

�
;

which gives

�
@v

@p

�

t

D �b: (3.133)

Because
@2v

@t@p
D @2v

@p@t
D 0;
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the integrability requirement is satisfied for arbitrary values of a and b; as long as
they are both constants.

We are given information about two partial differential coefficients,
�
@v
@t

�
p

and�
@v
@p

�
t
: Therefore, we start with

v D v.t; p/;

so that these two differentials can be utilized. That is, we write

dv D
�
@v

@t

�

p

dt C
�
@v

@p

�

t

dp D atdt � bdp; (3.134)

and integrate both sides along the route .v0; t0; p0/ ! .v; t0; p0/ ! .v; t; p0/ !
.v; t; p/.

On the left hand side, only the path from .v0; t0; p0/ ! .v; t0; p0/ makes a
contribution, which is equal to v � vo:

On the right hand side, on the other hand, the path from .v0; t0; p0/ ! .v; t0; p0/

makes no contribution.
Next, we look at the contribution, to the right hand side, from the path

.v; t0; p0/ ! .v; t; p0/: One readily finds this contribution, i.e., a
2
.t2 � t20 /:

Finally, on the right hand side, we proceed along the path .v; t; p0/ ! .v; t; p/:

This gives: �b.p � p0/:

Thus, the desired equation of state is:

v � vo D a

2
.t2 � t20 /� b.p � p0/: (3.135)

3.15.4 XXV

Find the equation of state of one mole of a substance that has isothermal com-
pressibility, �t D a=.p3t2/ and volume expansion coefficient, ˛p D b=.p2t3/. Are
constants a and b related?

3.15.4.1 Solution

Because information about �t and ˛p has been provided, we write

dv D
�
@v

@t

�

p

dt C
�
@v

@p

�

t

dp D v˛pdt � v�tdp

D
�
b v

p2t3

�
dt �

�
av

p3t2

�
dp: (3.136)
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The integrability requirement,

 
@
�
@v
@t

�
p

@p

!

t

D
0
@@

�
@v
@p

�
t

@t

1
A
p

;

leads to the equality ��2bv
p3t3

�
D
�
2av

p3t3

�
: (3.137)

Thus,
b D �a: (3.138)

It is interesting to note that because thermodynamic stability requires the compress-
ibility, �t ; to be positive, the constant a > 0: Therefore, because of the requirement
b D �a for this example, the isobaric volume expansion coefficient, ˛p; is negative.

At first sight, the above problem, (3.136), appears to be quite complicated. This
is because the right hand side contains all three variables, v; t and p: It turns out that
upon dividing both sides by v, the right hand side no longer involves v and the left
hand side, dv

v
, still can be expressed as an exact differential, d.ln v/. Accordingly,

we can write

dv

v
D d ln.v/

D
�
@ ln.v/

@t

�

p

dt C
�
@ ln.v/

@p

�

t

dp

D
� �a
p2t3

�
dt C

� �a
p3t2

�
dp: (3.139)

The integration of (3.139), between the original location, .v D v0; p D p0; t D t0/;

and the the final location, .v D v1; p D p1; t D t1/; can be done along a path of our
choice.

To this end, we integrate both sides along the route .v D v0; p D p0; t D t0/ !
.v D v1; p D p0; t D t0/ ! .v D v1; p D p1; t D t0/ ! .v D v1; p D p1; t D t1/.

On the left hand side, only the path from .v D v0; p D p0; t D t0/ !
.v D v1; p D p0; t D t0/ makes a contribution, which is equal to: ln

�
v1
v0

�
: For

the right hand side, integrals along the entire length of the path are displayed below:

ln

�
v1

v0

�
D �a

Z vDv1;tDt0;pDp0

vDv0;tDt0;pDp0

�
dt

p2t3

�
� a

Z vDv1;tDt0;pDp0

vDv0;tDt0;pDp0

�
dp

p3t2

�

�a
Z vDv1;tDt1;pDp0

vDv1;tDt0;pDp0

�
dt

p2t3

�
� a

Z vDv1;tDt1;pDp0

vDv1;tDt0;pDp0

�
dp

p3t2

�

�a
Z vDv1;tDt1;pDp1

vDv1;tDt1;pDp0

�
dt

p2t3

�
� a

Z vDv1;tDt1;pDp1

vDv1;tDt1;pDp0

�
dp

p3t2

�
I
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ln

�
v1

v0

�
D 0 � 0

�a
Z vDv1;tDt1;pDp0

vDv1;tDt0;pDp0

�
dt

p20t
3

�
0

� 0 � a
Z vDv1;tDt1;pDp1

vDv1;tDt1;pDp0

�
dp

p3t21

�
I

ln

�
v1

v0

�
D
�

a

2 p02

� �
t�21 � t�20

�C
�

a

2 t12

� �
p�2
1 � p�2

0

�
: (3.140)

Therefore, the desired equation of state is

ln

�
v1

v0

�
D
�

a

2 p2 t12

�
�
�

a

2 p02 t02

�
: (3.141)

3.15.5 XXVI: Alternate Solution of XXV

It is instructive to re-travel the above via the differential equation route. To this end
let us begin with (3.139), but for notational convenience set v D v1 and t D t1: We
have

d ln.v1/ D
�
@ ln.v1/

@t1

�

p

dt1 C
�
@ ln.v1/

@p

�

t1

dp

D
� �a
p2t31

�
dt1 C

� �a
p3t21

�
dp: (3.142)

Now let us integrate it for a given fixed value of p.

Z
d.lnv1/D.for p constant/ � a

Z
dt1
p2t31

: (3.143)

We get

ln v1 D
�

a

2p2t21

�
C f .p/; (3.144)

where f .p/ is as yet an unknown function.
In order to determine f .p/, we differentiate .ln v1/ with respect to p while

holding t1 constant. �
@ ln v1
@p

�

t1

D � a

p3t21
C df .p/

dp
: (3.145)
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Comparing the values of
�
@ ln v1
@p

�
t1

given in (3.142) and (3.145), we are presented

with the equality

�
@ ln v1
@p

�

t1

D � a

p3t21
D � a

p3t21
C df .p/

dp
:

This equality can be satisfied only if

df .p/

dp
D 0;

which requires that f .p/ be a constant. With this information, (3.144) leads to the
final result

ln v1 �
�

a

2p2t21

�
D A; (3.146)

where A is the constant. Note that A can be determined from the initial condition:
v1 D v0; t1 D t0 and p D p0. Therefore,

A D ln v0 �
�

a

2p20t
2
0

�
;

and as a result (3.146) yields the equation of state

ln

	
v1

v0



D
�

a

2p2t21

�
�
�

a

2p20t
2
0

�
: (3.147)

The results of the two different procedures – i.e., (3.141) and (3.147) – are
identical.

3.15.6 XXVII

Find the equation of state of one mole of a certain gas at temperature t for which

�
˛p

�t

�
D
�

R

v � b
�h
1C a

Rtv

i
exp

h
� a

Rtv

i
(3.148)

and

�t
�1 D �v

�
Rt

v � b
�	

a

Rtv2
� 1

v � b



exp
h
� a

Rtv

i
; (3.149)

where as usual R is the molar gas constant, �t the isothermal compressibility and
˛p the expansion coefficient.
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3.15.6.1 Solution

Note that
�
˛p

�t

�
D 1

v

�
@v

@t

�

p

�
	
�v

�
@p

@v

�

t




D �
�
@p

@v

�

t

�
@v

@t

�

p

D
�
@p

@t

�

v

; (3.150)

and

��1
t D �v

�
@p

@v

�

t

: (3.151)

Therefore, we can write

dp D
�
@p

@t

�

v

dt C
�
@p

@v

�

t

dv

D
�

R

v � b
�h
1C a

Rtv

i
exp

h
� a

Rtv

i
dt

C
�
Rt

v � b
�	

a

Rtv2
� 1

v � b



exp
h
� a

Rtv

i
dv

D .I / dt C .II/ dv: (3.152)

Integrating along the path .p0; t0; v0/ ! .p; t0; v0/ ! .p; t; v0/ ! .p; t; v/

yields

p � p0 D
Z
.I / dt C

Z
.II/ dv; (3.153)

where

Z
.I / dt D

Z p;t0;v0

p0;t0;v0

.I / dt C
Z p;t;v0

p;t0;v0

.I / dt C
Z p;t;v

p;t;v0

.I / dt

D 0C
Z p;t;v0

p;t0;v0

�
R

v0 � b

�	
1C a

Rtv0



exp

	
� a

Rtv0



dt C 0

D
�

Rt

v0 � b
�

exp

� �a
Rtv0

�ˇ̌
ˇ̌
t

t0

D
�

Rt

v0 � b

�
exp

� �a
Rtv0

�

�
�
Rt0

v0 � b
�

exp

� �a
Rt0v0

�
; (3.154)



114 3 The First Law

and

Z
.II/ dv D

Z p;t0;v0

p0;t0;v0

.II/ dv C
Z p;t;v0

p;t0;v0

.II/ dv C
Z p;t;v

p;t;v0

.II/ dv

D 0C 0

C
Z p;t;v

p;t;v0

�
Rt

v � b

�	
a

Rtv2
� 1

v � b



exp
h
� a

Rtv

i
dv

D
�
Rt

v � b

�
exp

� �a
Rtv

�ˇ̌ˇ̌
v

v0

D
�
Rt

v � b

�
exp

� �a
Rtv

�
�
�

Rt

v0 � b

�
exp

� �a
Rtv0

�
: (3.155)

Therefore, according to (3.153), (3.154), and (3.155) the equation of state is as
follows:

p � p0 D
�
Rt

v � b
�

exp
� �a
Rtv

�
�
�
Rt0

v0 � b

�
exp

� �a
Rt0v0

�
: (3.156)

3.15.7 XXVIII

Find the equation of state of a single mole of a fluid whose isothermal susceptibility
�t and isobaric volume expansion coefficient ˛p are well described by the following
equations:

p�t D 1C 1

v

� c
t2

�

and

t˛p D 1C 1

v

�
d

t2

�
:

Show that for the sake of consistency, d must be equal to 3 c.

3.15.7.1 Solution

As usual we write

dv D
�
@v

@t

�

p

dt C
�
@v

@p

�

t

dp D v˛pdt � v�tdp

D
�
v

t
C d

t3

�
dt �

�
v C c

t2

� dp

p
: (3.157)
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Next we re-arrange (3.157) so that its left hand side contains a function of only a
single variable and the right hand side only that of the remaining two variables.

dp

p
D � dv

v C c
t2

C 1

t

"
v C d

t2

v C c
t2

#
dt

d.lnp/ D � dv

v C c
t2

C dt

t
C

d�c
t3

.v C c
t2
/
dt: (3.158)

We find that the differential d.lnp/ satisfies the integrability requirement, i.e.,

@2.lnp/

@t@v
D @2.lnp/

@v@t
D

�2c
t3�

v C c
t2

�2 D
c�d
t3�

v C c
t2

�2 ;

only if .�2c/ D .c � d/ or equivalently if d D 3c:When this is the case, d.lnp/ is
an exact differential and we may choose an integration path of our choice.

The chosen path proceeds from .p0; v0; t0/ ! .p; v0; t0/ ! .p; v; t0/ !
.p; v; t/. For the left hand side of (3.158), only the portion from .p0; v0; t0/ !
.p; v0; t0/ contributes. And the result is ln

h
p

p0

i
:

For the right hand side, the term with dv contributes only for that portion of the
path that extends from from .p; v0; t0/ ! .p; v; t0/: Similarly, the two terms with dt
contribute only for the portion of the path that extends from .p; v; t0/ ! .p; v; t/:

Consequently, we get

ln

	
p

p0



D �

Z p;v;t0

p;v0 ;t0

dv

v C c
t2

C
Z p;v;t

p;v;t0

dt

t
C
Z p;v;t

p;v;t0

2c
t3

.v C c
t2
/
dt

D � ln

"
v C c

t20

v0 C c

t20

#
C ln

	
t

t0



� ln

"
.v C c

t2
/

v C c

t20

#

D � ln

"
.v C c

t2
/t0

.v0 C c

t20
/t

#
: (3.159)

Transferring the right hand side term to the left and combining them into a single
logarithm we get

ln

"
p.v C c

t2
/t0

t.v0 C c

t20
/p0

#
D 0;

which leads to the equation of state

�
v C c

t2

�
� p
t

D
�
v0 C c

t20

�
� p0
t0
: (3.160)
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3.15.8 XXIX : Alternate Solution of XXVIII

3.15.8.1 Solution

From (3.158) we have �
@ lnp

@v

�

t

D � 1

v C c
t2

; (3.161)

�
@ lnp

@t

�

v

D 1

t

"
v C 3c

t2

v C c
t2

#
: (3.162)

For given fixed value of t , integrating (3.161) gives

Z �
@ lnp

@v

�

t

dv D ln.p/ D �
Z

1

v C c
t2

dv D � ln
�
v C c

t2

�
C �.t/: (3.163)

The unknown function �.t/ can be determined by performing the operation
indicated in (3.162). This process proceeds by differentiating ln.p/ given in (3.163)
as follows:

�
@ lnp

@t

�

v

D
2c
t3

v C c
t2

C d�.t/

dt
: (3.164)

Next, we compare the value of
�
@ lnp
@t

�
v

given in (3.162) and (3.164). That is,

�
@ lnp

@t

�

v

D 1

t

"
v C 3c

t2

v C c
t2

#
; and

�
@ lnp

@t

�

v

D
2c
t3

v C c
t2

C d�.t/

dt
: (3.165)

This gives
d�.t/

dt
D 1

t
:

Upon integration we get
�.t/ D ln.t/C C; (3.166)

where C is a constant. Introducing this into the right hand side of (3.163) gives

ln.p/ D � ln
�
v C c

t2

�
C ln.t/C C:

Exponentiating both sides leads to the desired equation of state

�
v C c

t2

�
� p
t

D expC D constant: (3.167)
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Again, as required, this result is the same as that obtained by the direct integration
method. [Compare (3.160) and (3.167).]

3.15.9 XXX

Upon measurement, the isothermal compressibility, �t , and the volume expansion
coefficient, ˛p , of one mole of a certain substance are found to be related to its
volume v and pressure p as follows: ˛p D R

v .pCb/ and ��1
t D .p C b/;whereR and

b are constants. Construct an equation of state for the substance. Is any particular
relationship between the constants R and b required ?

3.15.9.1 Solution

We have

�
@p

@t

�

v

D ˛p

�t
D

R
v.pCb/

1
pCb

D
�
R

v

�
I

�
@p

@v

�

t

D � 1

v�t
D �

�
p C b

v

�
: (3.168)

If we should try the relationship

dp D
�
@p

@t

�

v

dt C
�
@p

@v

�

t

dv;

which is

dp D
�
R

v

�
dt �

�
p C b

v

�
dv; (3.169)

we find that the right hand side contains all the three variables. Things do not
improve much if we work instead with equation

dv D
�
@v

@p

�

t

dp C
�
@v

@t

�

p

dt:

So we look for the third option: namely,

dt D
�
@t

@p

�

v

dp C
�
@t

@v

�

p

dv:
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Rather than calculating ab initio the right hand side of the above equation, we
can conveniently use the existing information in (3.169) by multiplying both sides
with

�
v
R

�
: Accordingly, we get

dt D
� v
R

�
dp C

�
p C b

R

�
dv

D
�
@t

@p

�

v

dp C
�
@t

@v

�

p

dv: (3.170)

This satisfies the requirement that the terms involving the dependent variable alone
should be on the left hand side while those involving the independent variables –
here they are, p and v – are on the right hand side. We now follow the usual
procedure and begin by writing the above equation for the case where v is constant
and then integrating it. We get

Z
.dt/v D

Z � v
R

�
.dp/v; therefore;

t D
� v
R

�
p C f .v/; (3.171)

where f .v/ is some as yet to be determined function of v: Next, we calculate the
remaining differential

�
@t
@v

�
p
: That is, using (3.171) and (3.170) we get:

�
@t

@v

�

p

D p

R
C f 0.v/

D
�
p C b

R

�

which gives

f 0.v/ D df .v/

dv
D
�
b

R

�

and upon integration we get

f .v/ D
�
b

R

�
v C C; (3.172)

where C is some unknown constant. Combining this result with (3.171) we get the
desired equation of state

t D
� v
R

�
p C f .v/; which gives

t D
�
v.p C b/

R

�
C C: (3.173)
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We may also write the above as

t � t0 D
�
v.p C b/

R

�
�
�
v0.p0 C b/

R

�
(3.174)

where the subscript 0 refers to the result at some initial measurement.
Regarding any mandated relationship between b and R we look at the identity�
@. @t@v /p
@p

�

v

D
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�
@t
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�
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!
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: We get:
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�
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�
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A
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@
�
v
R

�

@v

!

t

D 1

R
: (3.175)

The identity is satisfied for all values of R and b: So they are not required to be
inter-dependent.

3.15.10 XXXI: Equation of State for Constant � and ˛

Find the equation of state of a substance whose isothermal compressibility and
volume expansion coefficient are both constant, equal respectively to � and ˛:

3.15.10.1 Solution

Because dv is an exact differential, we have

dv D
�
@v

@t

�

p

dt C
�
@v

@p

�

t

dp

D v˛pdt � v�tdp
D v˛ dt � v�dp: (3.176)

Dividing both sides by v gives

dv

v
D ˛ dt � � dp: (3.177)

Also because d.lnv/ is an exact differential we have
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dv

v
D d.ln v/ D

�
@.ln v/

@t

�

p

dt C
�
@.ln v/

@p

�

t

dp: (3.178)

This leads to two relationships. Let us begin with the first one:

�
@.ln v/

@t

�

p

D ˛;

which upon integration gives

ln v D ˛t C f .p/; (3.179)

where f .p/ is as yet an unknown function of the pressure p:
The second relationship given by (3.178) is

�
@.ln v/

@p

�

t

D ��:

Using (3.179) we can write the above as

df

dp
D ��;

which leads to
f .p/ D �p �C constant:

Therefore, (3.179) becomes

ln v � ˛t C p� D constant: (3.180)

The constant can be determined by invoking the position of the beginning point
p0; v0; t0: This readily leads to the relationship

p C ��1 ln

�
v

vo

�
D po C ˛

�
.t � to/: (3.181)

3.16 Newton’s Law of Cooling

A rule of thumb – sometime referred to as Newton’s Law of Cooling26 – suggests
that the rate of loss of heat energy, ��Q=�t , from an object at temperature T
placed in calm atmosphere at temperature T0 is approximately proportional to the
temperature difference .T � T0/, i.e.,

26Newton, Isaac,(1/4/1643)–(3/31/1727).
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�Q=�t D ��ŒT .t/ � T0�: (3.182)

Here, � is a constant that depends on the physical characteristics of the object.

3.16.1 XXXII: Related to Newton’s Law of Cooling

A small block of mass M kg, with an embedded resistor, has an effective specific
heat CP measured in the units: J/kg.K. It is hung from the ceiling by electrical
wiring connected to the resistor. Although the electrical wiring will conduct some
heat energy, we shall assume that little of that happens. The air in the room is calm
and its temperature T0 is D 300 K. The resistor is supplied 350 watts of power
for 100 seconds. As a result the temperature of the block rises from Ti D 310

to Tf D 320 K. When the current is switched off, the block cools down to the
initial temperature 310 K. The cooling takes 30 seconds. Give estimates for (a) the
parameter � and (b) the parameterMCP .

3.16.1.1 Solution

Newton’s heat energy loss law is only moderately accurate. Thus, for temperature
differences that are small, i.e. Œ.Ti C Tf/=2 � T0� � T0; and changes that are
small compared to the ambient temperature, i.e., Tf � Ti � T0; a linear averaging
approximation should be adequate. For instance, given T0 D 300K, Ti D 310; and
Tf D 320; the heat energy lost in time �t is approximately as noted below:

.�Q/heat energy lost D ��
Z �t

0

dt ŒT .t/ � T0�

	 ��
	
310C 320

2
� 300



�t: (3.183)

Note here that we have replaced the time dependent temperature by its average in
the specified narrow interval Tf > T .t/ > Ti: Therefore, we can write the difference
between the heat energy input, 350 � 100 J, and that lost from the Newton cooling
during the 100 seconds that the system is being heated, �

� �
310C320

2

� � 300
� � 100;

to be equal to the heat energy needed, MCP .320� 310/; to heat the block from 310

to 320 K. That is:

350 � 100� �

	
310C 320

2
� 300



� 100 D MCP .320� 310/: (3.184)
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The above provides one relationship, but in order to determine both � and MCP ;

two relationships are needed.
The second relationship is obtained from the rate of cooling after the power is

turned off. Again, noting that the object cools down according to Newton’s law, the
heat energy lost in 30 s of cooling from 320 K to 310 K is described as follows:

�.315� 300/� 30 D MCP .320� 310/: (3.185)

These two equations give
� 	 18JK�1s�1

and
MCP 	 8:1 � 102JK�1:

3.17 Internal Energy in Non-Interacting Monatomic
Gases is D 3

2
P V

Irrespective of whether a non-interacting gas is composed of particles that obey
classical, or quantum – namely, Bose or Fermi – statistics, the product of its pressure
P and volume V is directly related to its internal energy U: The relationship is

U D 3

2
PV: (3.186)

3.17.1 XXXIII: The Volume Dependence of Single Particle
Energy Levels

3.17.1.1 Solution

Because according to (3.27) �
@U

@V

�

S

D �P;

therefore, for the equality

P V D 2

3
U;

we should have �
@U

@V

�

S

D �
�
2

3

U

V

�
:

Accordingly, we can write

.dU /S
U

D �2
3

.dV /S
V

: (3.187)
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Upon integration, one gets

ln .U /S D �2
3

ln .V /S C CONSTANT: (3.188)

Hence, the relationship

.U /S D constant � .V /� 2
3

S : (3.189)

Those who are familiar with elementary Quantum Mechanics will recognize a
“connection” here with the result for the single particle energy levels i of a particle
i , of mass M, confined in a cubic box of volume, V D L3,

i D L�2	2„2
2M

.l2 Cm2 C n2/

D V � 2
3 	2„2
2M

.l2 Cm2 C n2/; (3.190)

where l; m; n are integers and 2	„ D h is Planck’s constant.27

Consider a generalized ideal gas composed of atoms that have single particle
energies comprising both the translational motion as well as the atomic levels.
Generally, these composite energy levels depend on adiabatically invariant parame-
ters – such as quantum numbers, e.g. – and can be characterized as having a special
dependence on the system volume, e.g.,

i D ai V
� ; (3.191)

where i refers to the i -th particle which has energy i and ai is the corresponding
adiabatic invariant. Note, the objective of the current exercise is to calculate �:

By summing i in (3.191) over all the particles we get the total internal energy.

U D †NiD1i D V � �†NiD1 ai : (3.192)

Treating the sum
.†NiD1 ai /S D CS;

as an invariant for adiabatic processes, we get

.U /S D .V /�S � CS :

27Here, we have used the subscript S because the quantum numbers are adiabatic invariants. This
is the case in the sense that if the length L is varied ever so slowly, the quantum numbers remain
unchanged. Note the subscript S signifies a “quasi-static adiabatic” process.
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The following choice for � reproduces the exact result given in (3.189)

� D �2
3
: (3.193)

Thus, the volume dependence of the single particle energy levels has to be the
following:

i D aiV
� 2
3 ; (3.194)

which is clearly the case – see (3.190) above.



Chapter 4
The Second Law

Much of the formulation of the first law of thermodynamics has been based on
empirical observations of conversion of work into heat energy. But the reader needs
to be cautioned that the insignia of the first law as displayed in (3.7) is not an
ordinary mathematical equation because it does not guarantee that the reverse – i.e.,
the conversion of heat energy into work – can also be fully accomplished. Indeed,
such a reverse process is a vexed undertaking whose analysis lies at the very heart
of thermodynamics.

Not only do Carnot’s ideas about perfect heat engines – and how they produce
work with maximum possible efficiency that is related to the temperatures of
the warm and the cold external heat energy – provide a basis for the sec-
ond law they also help identify an important thermodynamic state function: the
entropy.

These ideas, their relevant subject matter, and many associated issues that
are treated in the form of solved examples, are presented and discussed in this
chapter. In particular, after some introductory remarks about heat engines in
Sect. 4.1, a perfect Carnot engine that runs on ideal gas as its working substance
is described in Sect. 4.2. The Kelvin temperature scale and its relationship to the
efficiency of the Carnot cycle are studied by revisiting the perfect gas engine
in Sect. 4.3. Carnot version of the second law and the entropy are discussed in
Sects. 4.4 and 4.5. The relationship between the Carnot and the Clausius versions
of the second law is analyzed in Sect. 4.6. The fact that entropy increases in all
spontaneous processes is noted and analyzed in Sect. 4.7. Kelvin–Planck statement
about the second law and its prediction that entropy always increases in irreversible-
adiabatic processes is discussed in Sect. 4.8. In Sect. 4.9, the Clausius inequality
is studied in both the integral and the differential forms. Section 4.10 deals with
many examples relating to thermal contact and the entropy change. Also, Carnot
cycle, its relationship to entropy change and work are analyzed in several solved
examples given in Sect. 4.11. Sections 4.12–4.18 deal with Carnot refrigerators, heat
energy pumps, the Stirling cycle, the diesel, the Otto, and the Joule cycles. Some
cursory remarks are made about negative temperature at the end of the chapter in
Sect. 4.19.
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4.1 Heat Engines: Introductory Remarks

Let us first yield to some musing.
The first law asserts that the difference between the heat energy,�Q0; introduced

into, and the corresponding increase in the internal energy �U of, the system is
equal to the work output – i.e., the work done by the system – which we denote
as �W 0.

�W 0 D �Q0 ��U: (4.1)

The use of the prime on �W and �Q indicates that this relationship is true
irrespective of whether these processes proceed quasi-statically or not.

Let us construct a simple machine that uses the ideal gas as the working substance
contained in an expandable enclosure. The engine withdraws heat energy from a
single thermal reservoir, at some temperature TH, and in the process the gas expands
and does some useful work.

Clearly, for optimal work output, any increase in the internal energy of the
gas should be kept to a minimum. Because for an ideal gas, increase in the
internal energy is directly proportional to its temperature rise, it would be wise
to keep the temperature increase to be as small as possible. Thus, one must
begin with the working substance at a temperature only infinitesimally lower
than that of the reservoir which provides the heat energy. Also, one would need
to minimize the friction. In an idealized scenario, we assume all this to have
happened.

So far, this process appears to have been a great success. It has managed not to
cause any change in the internal energy and thus to convert all of the heat energy
input into work with 100% efficiency. Unfortunately, this is the end of the story.

In order to re-use the above process, the system needs to be brought back to the
condition it was in at the beginning of the cycle. And, even with our best efforts, the
return journey will use up all of the work produced!

Engines are cyclic. They use energy – which has to be purchased – and produce
work that we need to have done. While a well designed electric engine might
produce work that is equal to 99 or higher percent of the electrical energy it
consumes, the situation is quite different for heat engines.

4.1.1 Non-Existence of Perpetual Machines of the Second Kind

Much like the impossibility of construction of a “perpetual machine of the first
kind” – which in violation of the first law would continue to produce useful work
without any input of energy from an outside source – it is also impossible, as is
implicit from the comment made above, to construct a “perpetual machine of the
second kind.” Such a machine would withdraw heat energy at a single temperature
and convert it all into useful work.
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A perpetual machine of the second kind is, in principle, far less restrictive. Unlike
a machine of the first kind,1 a perpetual machine of the second kind is allowed to
withdraw heat energy from an outside source. Accordingly, it does not fall afoul of
the first law.

If a perpetual machine of the second kind existed, it could in principle be built in
two alternative ways.

1. A machine that would operate for only part of a cycle. Such a machine would
produce positive amount of work by extracting energy from a single large
heat energy reservoir. Because there is to be no heat energy dump at a lower
temperature, heat energy extracted from the reservoir would be available for
conversion into useful work. In order not to waste energy no rise in internal
energy would be accepted. If ideal gas could be used as the working substance,
this would demand the temperatures of the reservoir and the working substance
to be essentially identical.

Practical considerations rule out the construction of a viable machine of
this variety. Unmanageably large changes in the working substance – e.g.,
increase in its volume, or dangerously high pressure, etc. – would ensue for
any sizeable production of work. Also, because the temperatures of the source
and the working substance would be almost the same, it would take a very
long time to introduce any sizable amount of heat energy into the working
substance.

2. On the other hand, if such a machine were to function in a cyclical fashion, a
noteworthy thing would happen. Because the differential of the internal energy,
i.e., dU , is exact, a complete cycle would leave the internal energy unchanged.
Thus, a perpetual cyclic operation, sustained by continual withdrawal of energy
from a single thermal reservoir, could result in a complete conversion of the
withdrawn energy into useful work. This means that in principle a 100%
efficiency would obtain!

Unfortunately, physics, through the Second Law of Thermodynamics as
its intermediary, proscribes such an happenstance. The proscription follows
directly from the Kelvin–Planck statement and is to be discussed later in this
chapter.

The impossibility of construction of the machines of the first and the second
kind has important consequences. Work producing engines that would contin-
ually withdraw energy from such vast sources of internal energy as described
below cannot be constructed. Some of these sources are: (1) The atmosphere –
this refers to a quiet atmosphere with no wind. (2) The oceans. Of course, this
means oceans without tides and waves, and at temperature no higher than the
atmosphere. (3) The earth itself – assuming, of course, that there is no access to
subterranean heat energy sources that are often at higher temperature than the
atmosphere.

1A perpetual machine of the first kind was described in the preceding chapter.
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4.2 A Perfect Carnot Engine

Engines that operate on heat energy are generically called Carnot engines. Their
hallmark is the existence of one or more hot temperature sources and one or more
cold temperature dumps. In cyclic operation, heat energy is withdrawn from the
hot sources and transferred to the working substance of the engine. After some of
the heat energy has been converted into work, the remainder is discharged into the
colder dumps. How well any such engine performs is, of course, dependent on its
operational details.2

The most elegant, and also the most efficient, of all such engines is the one called
a Perfect Carnot Engine. Such an engine operates in Perfect Carnot Cycles and,
furthermore, is Perfectly Engineered.

For convenience, a Perfect Carnot Engine will henceforth be referred to just as a
Carnot engine and the Perfect Carnot Cycle will, more simply, be called the Carnot
cycle.

All legs of the Carnot cycle are traversed reversibly.3 And, as is to be proven
later, its physical properties are independent of the working substance. Therefore,
for purposes of illustration it suffices to employ the simplest of all working
substances: the ideal gas.

4.2.1 Ideal Gas Carnot Engine

The cycle starts at position “1” and, as indicated by arrows in Fig. 4.1a, proceeds via
positions “2,” “3,” and “4,” back to the starting position.

The leg 1 ! 2 describes an isothermal process. It involves a reversible transfer
of heat energy equal to, Qrev.TH/, “out of a reservoir” maintained at temperature
TH, and ‘into the working substance’ of the engine also at the same temperature.4

2The operational details include such things as the nature of the cycle of operation and the quality
of the engineering, etc.
3As we know from the introductory chapter, a reversible process is necessarily quasi-static. There
are, however, two additional points to note. First, the entropy of the universe remains unchanged
during all reversible processes. This means that any loss in the entropy of the working substance
is exactly counter-balanced by the increase in the entropy of the reservoir, or vice versa. Thus,
globally speaking, a reversible process is isentropic. Second, despite the fact that all reversible
processes are quasi-static, the reverse is not always true. One can imagine a quasi-static process
that is not reversible in the sense that globally it is not isentropic. However, for our purposes in
this book, essentially all of the quasi-static processes – unless otherwise stated – are likely to be
reversible. Therefore, the statement quasi-static may be considered synonymous with the word
reversible.
4Actually, to allow for the exchange of heat energy between the reservoir and the working
substance – even if the exchange rate should be infinitely slow – their temperatures will have
to differ by at least an infinitesimal amount.
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Fig. 4.1 (a) Pressure/.5 � 105/Pascals versus Volume/.10�2m3/. Here, QH DQrev.TH/ and
QC DQrev.TC/. Full lines are isotherms and broken lines adiabats. (b) Temperature/(K) versus
Volume/.10�2m3/. Here, QH DQrev.TH/ and QC DQrev.TC/. Full lines are isotherms and bro-
ken lines adiabats. (c) Temperature/(K) versus Pressure/.5 � 105/Pascals. Here, QH DQrev.TH/

and QC DQrev.TC/. Full lines are isotherms and broken lines adiabats
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During this isothermal process the gas expands from volume V1 ! V2 while the
pressure drops from P1 ! P2. (Also see Figs. 4.1b, c.)

The second leg, 2 ! 3, is moved quasi-statically and adiabatically – meaning,
very slowly and with no exchange of heat energy. Thus, it is a reversible-adiabatic
expansion5 from volume V2 ! V3, with the temperature drop from TH to TC, and
the pressure drop from P2 to P3. The leg 3 ! 4 describes a reversible decrease of
volume, from V3 ! V4, and increase of pressure, from P3 ! P4. Both of these
occur at constant temperature TC. The process involves a transfer of heat energy,
Qrev.TC/, between the working substance inside the engine and an external dump
maintained at temperature TC.

Recognize that at temperature TC, in order to preserve a consistent notation,
we have denoted Qrev.TC/ to be the heat energy transferred reversibly “into the
working substance” and “out of the dump.”6 In practice, the opposite is the case.
Therefore,Qrev.TC/ will in general be a negative quantity.

Note that the point 4 is so chosen that a reversible-adiabatic compression from
volume V4 to volume V1 returns the system to its starting position 1 – i.e., to pressure
P1 which implies temperature TH.

It is helpful to illustrate the above cycle in all three of its available forms. That is,
as plots in the .P; V /, .T; V /, or .T; P / planes. The essential physics of the cycle
described in all the three Figs. 4.1a–c, is the same.7

As a rule, the Carnot cycle, has the following features:

(a) The cycle consists of a chain of four links: two “isotherms” and two “adiabats.”
The first isotherm – that is, from position 1 ! 2 – refers to a reversible trans-

fer of heat energy, out of the very large external thermal reservoir at temperature
TH, into the working substance at temperature TH. (Note, the temperature TH of
the external heat energy reservoir is supposed to be infinitesimally higher than
the temperature TH of the working substance.)

The second isotherm – that is, from position 3 ! 4 – again refers to
the reversible transfer of heat energy “into” the working substance (which
is now at temperature TC) and “out” of the dump maintained at temperature

5A reversible-adiabatic expansion occurs quasi-statically and without any exchange of heat energy.
In principle, like all reversible processes, such an expansion can be reversed with just an
infinitesimal amount of effort. Note: All reversible-adiabatic processes are isentropic, meaning
they do not cause any change in the entropy of the system that is adiabatically isolated. Students
should note that this statement is distinct from the previous one which referred, rather than to a
“reversible-adiabatic” process, to a “reversible” process. The latter does not imply local isentropy.
Rather, it implies only global isentropy.
6The similarity between the two notations lies in the fact that both Qrev.TH/ and Qrev.TC/ refer to
the amounts of heat energy transferred “into” the working substance. The latter, occurring at TC, is
of course negative.
7These figures were drawn for two moles of a monatomic gas. In terms of the displayed units,
.Pi ; Vi ; Ti/ D (1, 1, 300.7), (0.5, 2, 300.7), (0.25, 3.031, 227.8) and (0.5, 1.5156, 227.8) for
i D 1; 2; 3; 4, respectively.
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infinitesimally different from TC. The two adiabats – that is from 2 ! 3 and
4 ! 1 – on the other hand, involve no exchange of heat energy.

(b) All the processes – links – in the chain that constitute the cycle are carried out
reversibly.

(c) An isothermal link is followed by an adiabatic link and vice versa.
(d) Irrespective of the working substance, the ratio of the heat energy exchanged

with the cold dump and that exchanged with the hot reservoir is a function only
of the relevant temperatures.

Indeed, the Carnot statement is quite explicit. It asserts:

Qrev.TC/

Qrev.TH/
D �

�
TC

TH

�
: (4.2)

Simple re-arrangement yields 8

Qrev.TH/

TH
C Qrev.TC/

TC
D 0: (4.3)

Equation (4.3), or its equivalent, will often be referred to as the “Carnot Statement”
or the “Carnot Assertion.”

4.3 Kelvin’s Description of the Absolute Temperature Scale

Lord Kelvin9 appears to have been the first to observe that if the Carnot statement
embodied in (4.2) or (4.3), is indeed independent of the working substance used
in the Carnot engine, then it – i.e., the Carnot statement – can be used to define
a Universal – or equivalently, an Absolute – Temperature Scale. In honor of
Lord Kelvin, this absolute scale is often called the “Kelvin scale.” Temperatures
measured on the Kelvin scale are denoted by the symbolK , or, occasionally, by the
symbol k.

Because of its ubiquity, we also work with the Celsius scale – often called the
centigrade scale. The centigrade temperature is labeled as ıC.

Let us denote the centigrade temperature of the hot reservoir and the cold dump
as.T oX/

ıC – withX D hot; cold, respectively – and express the Carnot temperatures
as TX . Then we can write:

TXK D .T oX/
ıC C �carnot: (4.4)

8As noted earlier, the heat energy, Qrev.TC/, transferred (supposedly) out of the dump and into the
working substance is actually negative!
9Kelvin, Lord: born William Thomson, (6/26/1824)–(12/17/1907).
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By international agreement the constant �carnot has been chosen to be equal to
273:15ı. With this choice for �carnot, empirical observation yields .T oX/

ıC, that
is the temperature measured on the centigrade scale. Therefore, the temperature
TX , of any thermodynamic system on the Kelvin scale, is equal to the sum of its
temperature T oX measured on the centigrade scale and a number equal to 273:15.
Thus, quite generally10

T K D T ıC C 273:15: (4.5)

4.3.1 Efficiency of a Perfect Carnot Engine

Efficiency of an engine represents the amount of (useful) work done for unit input
of energy. For the Carnot engine described above, the input of heat energy occurs
reversibly. Let us denote this energy as Qrev.TH/. When an engine withdraws heat
energy, Qrev.TH/, from a source at temperature TH, the energy withdrawn has to
be paid for: much like the gasoline that one buys. On the other hand, the discarded
heat energy is energy lost – much like the heat energy contained in the exhaust that
emanates from the back of an automobile. So a proper definition of the efficiency
would have to be the following: the useful work produced, divided by the energy
Qrev.TH/ that we have had to pay for in producing the work. The question then is:
what is the useful work produced?

Because the differential of the internal energy is exact, the internal energy of the
working substance is unchanged when a complete cycle is performed. Therefore,
according to the first law, the work done per cycle is equal to the total input of
energy during the cycle.

To this purpose, in addition to the input of heat energyQrev.TH/ into the working
substance from the hot external energy reservoir, we must also include the heat
energy input,Qrev.TC/, from the cold dump. The work done during the cycle equals:
ŒQrev.TH/CQrev.TC/�.11

The working efficiency of a Carnot engine is given by the following relationship:

carnot D Total Work Done in the Cycle

Heat Energy Withdrawn from the Hot Source

D ŒQrev.TH/CQrev.TC/�

Qrev.TH/
D 1C

	
Qrev.TC/

Qrev.TH/



: (4.6)

10Note, the temperature T K is identical to the statistical mechanical temperature T specified in
Eqs. (2.13) and (2.14).
11Remember: The two adiabatic legs 2 ! 3 and 4 ! 1 do not entail any heat energy transfer.
Also, do not forget that positive heat energy is actually discarded out of the working substance into
the cold dump. Therefore, Qrev.TC/, as described here, is in fact a negative quantity.
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Using Carnot’s assertion recorded in (4.2), the working efficiency of a Carnot engine
operating between a hot reservoir and a cold dump, at temperatures TH and TC,
respectively, is

carnot D 1C
	
Qrev.TC/

Qrev.TH/



D 1 �

�
TC

TH

�
: (4.7)

4.3.2 Ideal Gas Carnot Engine: Revisited

In order to check the validity of Carnot’s assertion – from which (4.7) follows – let
us revisit the Carnot engine that uses the ideal gas as its working substance.

Begin by examining the first leg – call it leg “I” – of the cycle. Here, the
temperature is kept constant. Because the working substance is an ideal gas –
whose internal energy is directly proportional to its temperature – there is no net
change in the internal energy along this link. Hence, according to the first law, the
heat energy withdrawn from the hot reservoir – that is, the heat energy introduced
into the working substance at temperature TH – is equal to the work done during
the prescribed reversible expansion of the ideal gas that constitutes the working
substance. That is,

Qrev.TH/ D W rev
1!2: (4.8)

In view of the quasi-static, isothermal nature of the expansion from V1 ! V2 the
work done by n moles of ideal gas in so expanding is

W rev
1!2 D

Z V2

V1

P dV D nRTH

Z V2

V1

dV

V
D nRTH ln

�
V2

V1

�
: (4.9)

Similarly, during the reversible isothermal travel from 3 ! 4 – call it leg “III” – the
work done by the gas is

W rev
3!4 D

Z V4

V3

P dV D nRTC

Z V4

V3

dV

V
D nRTC ln

�
V4

V3

�
: (4.10)

Again, because the working substance is an ideal gas and the travel is at constant
temperature; therefore, there is no change in the internal energy along the leg
III – that is the route 3! 4. Accordingly, the work W3!4 done (by the working
substance) along this path has to be equal to the heat energyQrev.TC/ that has been
introduced by the dump (into the working substance) during the isothermal leg at
temperature TC. That is,

W3!4 D Qrev.TC/ D nRTC ln

�
V4

V3

�
D �nRTC ln

�
V3

V4

�
: (4.11)
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[Note, because V3 >V4, the heat energy introduced by the dump into, and
therefore the work W3!4 done by, the working substance are both negative.]
Equations (4.8), (4.10) and (4.11) lead to the following result:

Qrev.TC/

Qrev.TH/
D �

�
TC

TH

� ln
�
V3
V4

�

ln
�
V2
V1

�
!
: (4.12)

Because the links 2 ! 3 and 4 ! 1 – i.e., legs “II” and “IV,” respectively – are
quasi-static adiabats, therefore, according to (3.101), we have the relationship

TH.V2/
��1 D TC.V3/

��1; (4.13)

TH.V1/
��1 D TC.V4/

��1: (4.14)

On dividing (4.13) by (4.14), we get

�
V2

V1

���1
D
�
V3

V4

���1
: (4.15)

The specific heat, Cp , measured at constant pressure, is always greater than Cv
measured at constant volume. Thus, � > 1. But more importantly, � ¤ 1. Thus,
the relevant solution of (4.15) is the equality

�
V2

V1

�
D
�
V3

V4

�
: (4.16)

Whence, (4.12) becomes

Qrev.TC/

Qrev.TH/
D �

�
TC

TH

�
; (4.17)

which is identical to the Carnot assertion recorded in (4.2). As a result, the efficiency
of a perfect Carnot engine that uses the ideal gas as its working substance is the same
as asserted by Carnot. (Compare (4.7).)

carnot.ideal gas/ D Qrev.TH/CQrev.TC/

Qrev.TH/

D 1C
	
Qrev.TC/

Qrev.TH/



D 1 �

�
TC

TH

�
: (4.18)

In a later section, we shall show that (4.7) also holds true when the working
substance of the Carnot engine is arbitrary.
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4.4 Carnot Version of the Second Law

Carnot’s assertion can be interpreted as a statement of “The Second Law of
Thermodynamics.”

“The efficiency of the Carnot engine is either greater than or equal to the
efficiency of any cyclic engine operating between the same set of temperatures.”

That is,

carnot D 1C
	
Qrev.TC/

Qrev.TH/



� 0; (4.19)

where 0 is the corresponding efficiency of any cyclic engine operating possibly
non-quasi-statically between the same set of temperatures. The equality obtains
if and only if the “any given cyclic engine” referred to here is itself a Carnot
engine.

While the Second Law will be described in its various traditional forms a
little later, we hasten to add that unless we should be dealing with the exotic
phenomenon of “negative temperatures” – sea the succeeding subsection – the
physical implications of (4.19) will be found to be equivalent to those of the
other statements of the Second Law.12 Note, however, that much like the usual
statements of the Second Law, (4.19) also is an assertion. It should be added
that no known violation of (4.19) exists. Indeed, using the techniques of statistical
mechanics it is possible to estimate that the likelihood of its violation in a
thermodynamic system – which generally has an exceedingly large number of
particles – is exceedingly small. Therefore, (4.19), for all intents and purposes, is
exact.

4.4.1 Exercise I: Work Along the Two Adiabatic Legs

In discussing the ideal gas Carnot engine, we calculated the work output only along
the two isothermal legs I and III (see Fig. 4.1a). Why did we ignore doing the same
for the two adiabatic legs II and IV ?

Because the adiabatic links do not involve any heat energy exchange, therefore,
according to the first law, the work done by the engine in going from 2 ! 3 is equal
to the corresponding decrease in the internal energy. That is, for the leg II:

W rev
2!3 D �.U3 � U2/ D CV.T2 � T3/:

12Indeed, in my experience, what we have dubbed here as the Carnot version of the Second Law,
is as simple – if not simpler – to comprehend by a beginning student as any of the usual statements
of the Second Law.
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Similarly, the work done in going from 4 ! 1 – that is, for leg IV – is

W rev
4!1 D �.U1 � U4/ D CV.T4 � T1/:

We know from Fig. 4.1b that T4 D T3 and T2 D T1. This makes

W rev
4!1 D CV.T3 � T2/:

Clearly, the sum of the work output for travel through the two legs II and IV is equal
to zero. That is

W rev
2!3 CW rev

4!1 D CV.T2 � T3/C CV.T3 � T2/ D 0:

4.5 Entropy

4.5.1 Infinitesimal Carnot Cycles

In the foregoing, we did not pay any special attention to the size of the heat energy
exchanges – with either the hot reservoir or the cold dump. In the present section,
we shall work both with finite and infinitesimal Carnot cycles. The latter involve
very small – indeed, infinitesimal – exchanges of heat energy.

To this purpose, we shall use the notation, �Qrev.T /, for the reversible transfer
of a small amount of heat energy into the working substance at temperature T . As a
result, (4.3) is recast as

�Qrev.TH/

TH
C �Qrev.TC/

TC
D 0: (4.20)

This equation makes explicit reference to only the two isothermal legs, I and III,
in the cycle: namely, those legs that are traversed at temperatures TH and TC,
respectively. Both these legs involve heat energy transfers between the working
substance and the outside. Of course, there are no heat energy transfers involved
for the other two legs of the cycle – namely legs II and IV – because they are both
adiabats. Therefore, the above equation can equivalently be represented as a sum
over all the four legs, I ! IV , of the Carnot cycle. That is,

legDIVX
legDI

.for a singleI complete carnot cycle/

	
�Qrev.T /

T



D 0: (4.21)

It is convenient to work with a very large number of very small – indeed,
infinitesimal – energy transfers and label one of these as the i -th working cycle.
With this change and such labeling, (4.21) gives
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legDIVX
legDI

.carnotcycle i/

	
dQrev

i .T /

T



D 0: (4.22)

A smooth curve, that may represent a finite sized reversible cycle of arbitrary
shape, can be approximated to any desired accuracy by putting together a very
large number of tiny sized cycles of the type represented by (4.22). Indeed, the
approximation is perfect – meaning, it is exact – if the cycles are of infinitesimal size
and an infinite number of them are added together in the manner demonstrated in
Fig. 4.2. Here, an infinitesimal Carnot cycle i is followed by – that means, in Fig. 4.2
it is placed contiguous to – another infinitesimal Carnot cycle i C 1, and that in turn
is contiguous to another such cycle numbered iC2, and so on. In this fashion, when
an infinitely large number of infinitesimal sized Carnot cycles are all traversed in the
same rotational order, then as shown in Fig. 4.2, all the adiabatic legs in successive,
contiguous, cycles completely cancel each other out, thus leaving intact only the
smooth outer boundary representing the chosen, finite sized, reversible cycle.

Accordingly, summing (4.22) over the N extremely tiny Carnot cycles, approxi-
mates well the corresponding sum over the chosen finite13 sized reversible cycle of

Fig. 4.2 Any arbitrary shaped, finite sized, reversible cycle can be approximated by a very
large number of extremely tiny Carnot cycles. In the figure above, the adiabats in successive
contiguous tiny Carnot cycles are seen approximately to cancel each other out – that is adiabat
IV from cycle “i” cancels the adiabat II in cycle “iC1.” Note, such cancelation becomes perfect –
meaning, exact – when the cycles are infinitesimally small. Furthermore, the jagged structure of
the uncanceled parts smoothes out to the desired arbitrary shaped, finite sized, reversible cycle.
(This sketch is similar to that given in F. W. Sears and G. L. Salinger’s book on: Thermodynamics,
Kinetic Theory, and Statistical Thermodynamics, Addison Wesley, Third Edition, (1975), figure
5-3, p. 128. Drawn by permission.)

13Meaning, very large compared to the very tiny Carnot cycles mentioned above.
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arbitrary shape.

NX
iD1

0
@

legDIVX
legDI

.carnotcycle i/

	
dQrev

i .T /

T


1
A D 0: (4.23)

When the number of extremely tiny cycles tends to infinity, the above sum can be
replaced by an integral.

I
dQrev.T /

T
D 0: (4.24)

The integral is taken over the whole length of the given, smooth, closed loop – or
loops – representing the original, arbitrary shaped, finite sized, reversible cycle.

Recalling the definition of an exact differential given in (1.18), the integrand
in (4.24) must necessarily be a linear combination of exact differentials. It is
convenient to use a notation which represents such linear combination as a single
exact differential: dS . That is

dQrev.T /

T
D dS: (4.25)

Equations (1.18), (4.24) and (4.25) dictate

Z final

initial
dS D Sfinal � Sinitial: (4.26)

Note, in the above the initial and the final equilibrium states are signified by their
relevant suffices. More generally, we can use (4.24), (4.25) and (4.26) together.
That is,

I
dS D

Z final

initial
dS C

Z initial

final
dS D 0: (4.27)

Clearly, therefore, “S” is a state function and as is customary we shall call it the
“entropy.”

4.5.2 Even If the Entropy Change Occurs Via Irreversible
Processes, One Can Use Reversible Paths For Its
Computation

Whereas each extremely tiny bit of heat energy, i.e:; dQrev
i .T /, described in (4.23)

and (4.25), was reversibly added (to the working substance), the integrals of dS ,
given in (4.26) and (4.27), do not demand reversibility. Indeed, they place no
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requirement on how the path is traversed! Therefore, the most important thing to
note about the integrals in (4.26) and (4.27) is that they are path independent.

This fact has important physical implications. Often, an experiment involves an
irreversible transfer of heat energy – whose exact details are dependent uniquely on
the extremely many non-equilibrium states through which the system passes during
the course of the experiment. Therefore, any direct attempt at their evaluation is
utterly futile. Fortunately, the fact that entropy S is a function of state, and therefore
its change between the initial and the final equilibrium states is independent of the
path the system may take in going from one to the other, provides the needed key
for its calculation.

And, the key is to use a reversible path for the calculation of the integral over
dS . That is, disregard any irreversible processes encountered in the course of the
actual experiment and instead use the good offices of (4.25) and (4.26) for doing the
calculation. For a successful calculation all that is needed is a reversible path that is
both convenient for calculational purposes and connects the specified initial and the
final equilibrium states.

Accordingly, here and in all other cases – involving entropy changes – that
arise in the following set of examples and exercises, we shall use appropriate
reversible paths for the relevant calculations. Additionally, for reversible paths,
whose characteristics can be embedded in the choice of the integrands, the integrals
of heat energy transfer, dQrev.T /, as well as that of the work done, dW rev, can
generally be treated as ordinary integrals.

[Note: Normally these integrals would be path dependent. But because the path
is specified – that is, it is the chosen reversible path connecting the two specified
end points – dQrev.T /, and dW rev, behave as though they were exact differentials.]

4.5.3 Perfect Carnot Engine with Arbitrary Working Substance

As mentioned earlier, consistent with the Carnot’s assertion, as long as the working
substance allows for a successful traversal of the four legs of the perfect Carnot
cycle, the operating efficiency of the resultant cycle is independent of the physical
properties of the working substance. This assertion is readily tested by analyzing the
cycle in the “Entropy–Temperature” plane.14

The Carnot cycle in the entropy–temperature plane is a rectangle. Recall that the
two legs II and IV – i.e., the legs 2 ! 3 and 4 ! 1, respectively – are reversible-
adiabats: meaning, they are both reversible and occur when there is no exchange

14Recall that for the given three state variables, P; V , and T , a simple thermodynamic system is
completely specified by any of the three pairs. Furthermore, we have seen that the entropy S is
also a state variable and thus can be represented by any of the given three pairs of variables. As a
result, any thermodynamic function of a simple system can be represented in terms of S and one
of the above mentioned three variables, say the temperature T .
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Fig. 4.3 Entropy/.J:K�1/ versus Temperature=K . For convenience, entropy is set at 2J=K at
Point 1. Here, QH DQrev.TH/ and QC DQrev.TC/. Full lines are isotherms and broken lines
adiabats

of heat energy. Therefore, they are both isentropes – meaning they both represent
states of constant entropy.15 Accordingly, they appear as horizontal straight lines on
the “entropy versus temperature plot.”

The remaining two straight lines I and III – meaning the legs 1 ! 2 and 3! 4

of the rectangle referred to above – are vertical straight lines that represent the
two temperatures, TH and TC, of the hot reservoir and the cold dump, respectively.
Remember that all four legs of such a rectangular cycle are traversed reversibly. (See
Fig. 4.3)

Let us start the cycle at point “1” specified by the coordinates .TH; Si/. During
isothermal travel, at temperature TH, from point “1” to point “2,” the working
substance reversibly absorbs heat energy, Qrev.TH/, that is supplied by a thermal
reservoir maintained at temperature TH. As a result, the entropy of the working
substance increases from Si to Sf. That is,

Sf � Si D Qrev.TH/

TH
: (4.28)

The coordinates of point “2,” therefore, are .TH; Sf/.
The link 2 ! 3 is traversed without any exchange of heat energy. Furthermore,

the process is quasi-static – which, of course, is always the case if it is reversible.
Therefore, the entropy does not change. Accordingly, the entropy of the working
substance stays at Sf. Note, the traversal is performed in such a manner that the
temperature, TC, of the working substance at point 3 is lower than TH.16 The
coordinates of the point 3 are .TC; Sf/.

15Constancy of entropy is ensured if the process occurs adiabatically and quasi-statically.
16This can be arranged by letting the working substance adiabatically perform some work.
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Next, during the traversal of the leg 3 ! 4, that occurs at constant temperature
TC, heat energyQrev.TC/ is ‘supplied by the dump’ to the working substance. This
is done in such a manner that the entropy of the working substance again becomes
equal to Si. In other words, the entropy changes from Sf to Si as the link III is
traversed from 3 ! 4. Thus

Si � Sf D Qrev.TC/

TC
: (4.29)

Now, an isentropic traversal from the point “4” – which is at .TC; Si/ – can be
so arranged that it brings the working system back to the position “1” that is at
.TH; Si/.

Adding (4.28) and (4.29) leads to the perfect Carnot cycle equality

Qrev.TH/

TH
C Qrev.TC/

TC
D 0: (4.30)

This equality is identical to that asserted by Carnot. (See (4.3).)
In other words, the efficiency of the perfect Carnot cycle is independent of the

working substance and is as given in (4.7).

4.6 Statements of the Second Law

4.6.1 The Carnot Statement

There have been many equivalent enunciations of the Second Law. Owing to the
fact that in their original form these statements can appear somewhat abstruse, we
develop them via – what we have decided to call – the Carnot version of the second
law: namely, that

“The perfect Carnot engine operating between given hot and cold temperatures,
TH and TC, is the most efficient.”

That is,

carnot D Qrev.TH/CQrev.TC/

Qrev.TH/
D TH � TC

TH

� 0: (4.31)

Recall that 0 is the efficiency of an ordinary engine. In terms of the heat energy,
Q

0

.TH/, added by the high temperature reservoir, and Q
0

.TC/, added by the low
temperature dump – to the working substance of such an engine – all or part
of which may have been done irreversibly, the efficiency 0 is specified by the
relationship:
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0 D
"
Q

0

.TH/CQ
0

.TC/

Q
0

.TH/

#
: (4.32)

[Note: While reversible heat energy transfers and work output/input have been
denoted with the superscript rev, the corresponding irreversible – or, partially
irreversible – processes are denoted with a prime.]

4.6.2 The Clausius Statement

“Without assistance it is impossible to withdraw17 positive amount of heat energy
from a colder object and transfer the same to a warmer object.”

In other words, heat energy does not spontaneously get transferred from a colder
object to a warmer one. Therefore, we need to run a refrigerator to affect such a
transfer, and running a refrigerator costs money!

4.6.3 Second Law: Carnot Version Leads to the Clausius Version

In an appendix – see (C.7)–(C.11) and the related comments – we examine how a
violation of the Carnot version of the second law relates to a violation of the Clausius
version given above. Our findings are summarized as follows. A violation of the
Carnot version of the second law leads to a physically unacceptable conclusion:
namely, that without external assistance a positive amount of heat energy can be
extracted from an object that is colder and all of it transferred to an object that is
warmer. Accordingly, the following is the case:

“A violation of the Carnot version of the second law results in a violation of the
Clausius statement of the second law.”

4.7 Entropy Increase in Spontaneous Processes

An important consequence of the Clausius statement of the second law is that a
spontaneous process, even if it occurs within adiabatic walls, results in increasing
the system entropy.

To see how and why this is the case, consider two thermodynamic systems placed
inside a perfectly enclosed chamber. Assume that at some instant, one system is hot

17Clausius, Rudolf Julius Emanuel, (1/2/1822)–(8/24/1888).
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and the other cold, and their temperatures are TH and TC, respectively.18 Note that
both systems are assumed to be completely isolated from the rest of the universe:
meaning, they are placed together within the same adiabatic walls, are not subject to
effects of external fields, and do not exchange any matter with the universe outside
the walls.

Let the two systems – or equivalently, two macroscopic parts of a single system –
be put in complete physical–thermal contact with each other for an infinitesimal
length of time. As a result, an infinitesimal amount of heat energy will be exchanged
between the two systems/parts. Experience tells us that heat energy spontaneously
gets transferred from the warmer system/part to the colder one and the process
cannot be reversed without external assistance. Despite the fact that overall such
transfer of heat energy will be an irreversible process, we can, in the following
fashion, treat the process as being equivalent to the sum of two separate, reversible
“inputs” of heat energy.

One such “input” would consist of �Qrev.TH/ amount of heat energy being
quasi-statically “added” to the warm system/part, occurring exactly at its existing
temperature TH. This addition would result in an increase in the entropy of the warm
system/part by an amount

�.TH/ D �Qrev.TH/

TH
: (4.33)

Similarly, the second reversible “input” would refer to the quasi-static addition of
heat energy�Qrev.TC/ to the cold system/part at exactly its existing temperatureTC.
This would result in increasing the entropy of the cold system/part by an amount

�S.TC/ D �Qrev.TC/

TC
: (4.34)

Because the two systems/parts lie within an adiabatic enclosure, the total amount of
heat energy thus added to the two must be zero.

�Qrev.TH/C�Qrev.TC/ D 0: (4.35)

Using (4.33)–(4.35), we can write for the total increase in the entropy

�Stotal.spontaneous/ D �S.TH/C�S.TC/

D �Qrev.TH/

TH
C �Qrev.TC/

TC

18Although one might imagine that the following applies only to two separate systems that are in
physical contact, the argument equally well applies to a single thermodynamic system because it
can be “imagined” to have two macroscopic parts.
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D �Qrev.TH/

	
1

TH
� 1

TC



(4.36)

D �Qrev.TC/

	
1

TC
� 1

TH



: (4.37)

According to the Clausius enunciation of the second law, positive heat energy
cannot spontaneously be transferred from a colder object to a warmer object.
Therefore, the energy transferred to the warmer object, �Qrev.TH/, cannot be
positive. Furthermore, because in (4.36) the factor multiplying �Qrev.TH/, i.e.,

	
1

TH
� 1

TC



;

is negative,19 the product

�Qrev.TH/

	
1

TH
� 1

TC



;

cannot be negative. This means that�Stotal.spontaneous/ cannot be negative, i.e.,

�Stotal.spontaneous/ 6< 0: (4.38)

Similarly, looking at (4.37), we can say that because the heat energy added to the
colder system is positive,

�Qrev.Tc/ > 0;

as is the corresponding multiplying factor in (4.37), i.e:;
�
1
TC

� 1
TH

�
; therefore, their

product is positive, i.e.,

�Qrev.TC/

	
1

TC
� 1

TH



> 0: (4.39)

As a result of the two inequalities (4.38) and (4.39), we can state with confidence
that

�Stotal.spontaneous/ > 0: (4.40)

For the trivial case TH DTC there is no spontaneous heat energy transfer. Accord-
ingly, there is no change in theentropy.

19This is so because TH > TC.
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Hence, the conclusion:
In a single isolated system – or a collection of two systems that are in thermody-
namic contact with each other and are placed together in a completely isolated
adiabatically enclosed chamber – any spontaneous process resulting in internal
exchange of heat energy causes the total entropy to increase. Of course, if the
exchange of energy should be equal to zero the total entropy stays constant.

4.8 Kelvin–Planck: The Second Law

The following statement is attributed to Kelvin and Planck.20

“In a cyclic process, it is impossible to extract heat energy from a thermodynamic
system and convert it completely into positive work without simultaneously causing
other changes in the system or its environment.”

Fortunately, to demonstrate the derivation of the above statement from the Carnot
version of the second law, we do not need to expend much effort. Because, rather
than offering a detailed argument as to how a violation of the Carnot version of the
second law would lead to a violation of the Kelvin–Planck version given above, we
can instead show that the Clausius statement of the second law in fact leads to that
of Kelvin–Planck. As a consequence, a violation of the Carnot statement would also
result in a violation of the Kelvin–Planck statement.

Let us assume we have encountered a cyclic process which violates the Kelvin–
Planck version of the second law. The process causes positive amount of heat energy
to be extracted from a body at some arbitrary temperature – which for convenience
we assume is TC – and completely converts it to positive work,W , without affecting
any other changes.

The workW so produced can then be used to run a perfect Carnot refrigerator.21

Indeed, such a refrigerator can be made to extract even more positive amount of
heat energy from the body at the given temperature TC. Such extracted energy can
be added to the work W and the sum transferred to a body at a higher temperature.
The upshot of such an exercise would be that positive heat energy is transferred from
a colder body to a warmer one without any outside assistance. Such an happenstance
is forbidden by the Clausius statement.

Thus a violation of the Carnot statement not only causes a violation of the
Clausius version of the second law, it also violates the Kelvin–Planck statement
of the second law.

It needs to be mentioned that, rather than a Carnot refrigerator, if a perfect Carnot
engine were used directly to convert heat energy into work, it would do so while
affecting a simultaneous change in its environment. In other words, the engine
would necessarily discard part of the heat energy it extracted from the hot reservoir,

20Planck, Max (4/23/1858)–(10/4/1947).
21Discussion of the perfect Carnot refrigerator is given in a later section.
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to the cold reservoir – unless, of course, the temperature of the cold reservoir should
be zero. But, alas, that cannot be! Why can it not be, one might ask? Indeed, thereby
hangs an important, if not a long, tale and we shall return to it on a later occasion
when we discuss the Third Law of Thermodynamics.

4.8.1 Kelvin–Planck: Entropy Always Increases
in Irreversible-Adiabatic Processes

We know that an adiabatic process involves no heat energy transfer. And if such a
process is completely reversible, it does not cause any change in the entropy.

Such, however, is not the case for an adiabatic process that is even partly
irreversible. Indeed, consistency with the Kelvin–Planck’s version of the second
law ordains a net increase in the entropy of a system that undergoes an adiabatic
process which is not fully reversible.

Consider a system that – except for the possibility of contact with an external
heat energy reservoir – is fully isolated. Let the system undergo a complete cycle of
processes consisting of four traversals that are represented by a schematic plot – see
Fig. 4.4 – in the T –S plane.

Before any discussion of the round-trip travel – from point 0 all the way around
and back to point 0 – is given, it is helpful to note that whenever a complete cycle is
performed, there is zero net change in the internal energy of the working substance.
Accordingly, the total work done by the system while performing the cycle is equal
to the net input of heat energy from the external reservoir.

Let us begin with the system in a state represented by the point “0” whose
coordinates are .T0; S0/. Imagine that an irreversible adiabatic process takes the
system from the point “0” to point “1.” The point “1” is represented by the
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Fig. 4.4 Entropy/.J:K�1/ versus Temperature=K . The scale shown is arbitrary. Broken lines are
reversible adiabats and the full line is a reversible thermostat. The irreversible adiabatic process,
that takes the system from the equilibrium state 0 to 1, passes through non-equilibrium states that
cannot be displayed in the above plot. Note, S3 D S0 and S2 D S1. Also, T3 D T2
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coordinates .T1; S1/. En route from “0” to “1,” the system passes through non-
equilibrium states that cannot be displayed in Fig. 4.4 because Fig. 4.4 refers only to
equilibrium states. Note, because the travel from “0” to “1” is adiabatic, no exchange
of heat energy has been allowed while traveling from 0 to 1.

The other three traversals refer to equilibrium processes that are reversible.
We shall call these traversals “links.”

Let the first of these links represent a process that takes the system from point
“1” to point “2.” Because this link is both adiabatic and reversible, it occurs along
constant entropy. Thus the coordinates of the point “2” are .T2; S2 D S1/. Note that
again no exchange of heat energy has been allowed during the traversal of this link.

The second link, from point “2” to “3,” is a reversible-isotherm at tempera-
ture T2 DT3. In traversing the 2! 3 link, let the system “absorb” heat energy,
Qrev.T2/DQrev.T3/, from the external reservoir maintained at temperature T2.
Because this heat energy is being added to the system reversibly at one fixed
temperature T2 D T3, we have the equality22

Qrev.T2/

T2
D Qrev.T3/

T3
D S3 � S2 D S0 � S1: (4.41)

(Note: starting at point “2,” where the entropy reading is S2 D S1, and ending at the
point “3,” where the entropy reads S3 D S0, the increase in the entropy is equal to
S3 � S2 D S0 � S1.)

The third link is set to connect point “3” to point “0.” Because the entropy is
to remain constant all along this link, we must arrange this link to be a reversible-
adiabat. Thus, there is no interchange of heat energy during this part of the travel.
Let the total amount of work done during the traversal of the full cycle be W .
Remember: Only the link from the point “2” to “3” involves any heat energy
exchange, and also that this heat energy, Qrev.T2/, is reversibly added to the
system. (See (4.41).)

As mentioned before, because for the full round trip no change in the internal
energy occurs, we can equate the total work done during the cycle to the total amount
of heat energy that has been added to the working substance. That is,

W D Qrev.T2/

D T2.S3 � S2/ D T2.S0 � S1/
D T3.S3 � S2/ D T3.S0 � S1/: (4.42)

It is important to understand the significance of this observation. What is observed
here is that heat energy, Qrev.T2/, is added to the system and all of it has been

22Note, the entropy at point “3,” i.e., S3, can be arranged to be exactly equal to S0 because we are
free to choose the amount of heat energy, Qrev.T2/, to be added.
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converted into work W . Note that this energy has been reversibly withdrawn from
some very large heat energy reservoir that stays at temperature T2 D T3.

Consequently, in the above cycle, the Kelvin–Planck assertion, that in a cyclic
process heat energy cannot be withdrawn from a source and completely converted
into positive work without simultaneously producing other changes, appears to have
been violated!

Before we get too alarmed by this seemingly momentous occurrence, we should
remember that Kelvin–Planck’s stricture against converting heat energy into work in
the above fashion only refers to positive work. Thus if the Kelvin–Planck statement
is correct, the work W so produced is either equal to zero or is less than zero. That
is, according to Kevin-Planck

Qrev.T2/ D W D T2.S0 � S1/ � 0: (4.43)

Because T2 is positive this means that

.S1 � S0/ � 0: (4.44)

If the transit from 0 to 1 were fully reversible, only the equality would obtain in the
above relationship. Thus, the inequality specified in (4.44) must necessarily refer to
the transit from 0 to 1 being either wholly or partially irreversible.

This fact confirms the Kelvin–Planck assertion that entropy always increases in
irreversible-adiabatic processes.

4.9 Non-Carnot Heat Cycle Clausius Inequality:
The Integral Form

Reversible transfer of heat energy is an idealization that is well nigh impossible to
achieve in “real” as distinct from “gedanken” – that is “thought only” – experiments.
Realistically, energy transfers often occur either wholly or partially non-reversibly.
And according to the Carnot version of the second law, the efficiency, 0, of a
realistic, non-Carnot heat engine is always less or equal to the efficiency carnot

of a Carnot engine when both are operating between the same two tempera-
tures.

We shall consider here a series of cycles. During the i -th cycle, let an infinitesi-
mal amount of heat energy, dQ0

i .TH/, be added non-quasi-statically to the working
substance at temperature TH: and heat energy dQ0

i .TC/ be similarly added at a lower
temperature TC. Then as shown in (4.31) and (4.32), we have

carnot � TH � TC

TH
� 0 � dQ0

i .TH/C dQ0
i .TC/

dQ0
i .TH/

: (4.45)
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The relationship (4.45) can readily23 be re-expressed as follows:

0 � dQ0
i .TC/

TC
C dQ0

i .TH/

TH
: (4.46)

Of course, the equality in the relationship (4.46) holds only when the flow of heat
energy is wholly quasi-static. The relationship (4.46) makes explicit reference to
only the two isothermal legs in the cycle. Which, as before, we number I and III.
But here these legs are either wholly or partially traversed non-quasi-statically. And
as usual, legs I and III involve heat energy transfers – at temperatures TH and TC,
respectively – between the working substance and the two different heat energy
reservoirs. There are no heat energy transfers involved in the other two legs of
the cycle – namely the legs that we number II and IV – because they are both
adiabats. Therefore, the above relationship can equivalently be represented as the
following sum over all the four legs, I ! IV , of the i -th non-Carnot heat cycle.
That is,

0 �
legDIVX
legDI

.carnotcycle i/

	
dQ0

i .T /

T



: (4.47)

A smooth curve, that may represent a wholly or partially irreversible finite sized
cycle of arbitrary shape, can be approximated to any desired accuracy by putting
together24 a very large number of tiny sized cycles of the type represented by
(4.47). Indeed, the approximation is perfect – meaning, it is exact – if the cycles
are of infinitesimal size and an infinite number of them are added together in
the manner described as follows: The infinitesimal non-Carnot cycle i is to be
followed by – that means, it is to be placed contiguous to – another infinitesimal
non-Carnot cycle i C 1, and that in turn is to be set contiguous to another such
cycle numbered i C 2, and so on. In this fashion, when an infinitely large number
of infinitesimal sized non-Carnot cycles are all traversed in the same rotational
order, then all the adiabatic legs, such as II and IV, in successive contiguous cycles
completely cancel each other out. As such, this process leaves intact only the smooth
outer boundary representing the chosen, finite sized, partially or wholly irreversible
cycle.

Accordingly, for N 
 1, summing (4.47) over i D 1!N extremely tiny non-
Carnot cycles, approximates well the corresponding sum over the chosen finite sized
wholly or partially irreversible cycle of arbitrary shape.

23To check this write it as: 1� TC
TH

� 1C dQ0

i .TC/

dQ0

i .TH/
: Then subtract 1 from both sides, and multiply

both sides by dQ0

i .TH/

TC
to get � dQ0

i .TH/

TH
� dQ0

i .TC/

TC
. Now transfer - dQ0

i .TH/

TH
to the right hand side.

24Compare Fig. 4.2. However, note that unlike the first time we used Fig. 4.2 where all heat energy
transfers were reversible, this time we expect the finite cycle external curve to represent energy
transfers which are either wholly or partially irreversible.
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0 �
NX
iD1

0
@

legDIVX
legDI

.carnotcycle i/

	
dQ0

i .T /

T


1
A : (4.48)

When the number of extremely tiny cycles tends to infinity, the above sum can be
replaced by an integral.

0 �
I

dQ0.T /
T

: (4.49)

The integral is taken over the whole length of the given smooth closed loop – or
loops – representing the original, arbitrary shaped, finite sized, partly or wholly
irreversible cycle.

It is important to pay some attention to the detail of the integrand. Unless the
transfer of heat energy ; dQ0, occurs quasi-statically throughout the round trip, say
from position “a” back to the same position “a,” the inequality will hold. It is,
however, convenient to work with a situation in which the heat energy transferred
is wholly or partially irreversible for only a part of the loop, say from “a” ! “b,”
while the remaining path in the the loop, extending from “b” ! “a,” is traversed
quasi-statically. For this scenario, the above inequality becomes

0 �
Z b

a

dQ0.T /
T

C
Z a

b

dQrev.T /

T
: (4.50)

Because
R a
b

dQrev.T /

T
is equal to Sa � Sb , upon transferring the second term on the

right hand-side of (4.50) to the left hand-side we get

Sb � Sa �
Z b

a

dQ0.T /
T

: (4.51)

Equation (4.51) will be called the integral version of the Clausius inequality.25 We
shall treat this inequality as an important mathematical result of the second law of
thermodynamics.26

4.9.1 Clausius Inequality: The Differential Form

Imagine a system is brought into contact with a heat energy reservoir that is at
temperature T . Assume that the reservoir has infinite heat energy capacity. Let an
amount of heat energy equal to Q0.T / flow out of the reservoir. This will change

25As mentioned before, while reversible heat energy transfers and work output/input have been
denoted with the superscript rev, the corresponding irreversible – or, partially irreversible –
processes are denoted with a prime.
26The equality holds only if the path “a” ! “b” is traversed quasi-statically.
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the entropy of the reservoir by an amount �Q0.T /

T
.27 The heat flows into the system

and causes it to transform from its initial state i , with entropy Si, into its final state
f with entropy Sf. As a result of this spontaneous flow of heat the total change in
the entropy of the universe – that is, �Suniverse – must be positive.

The change in the entropy of the universe is equal to that of the system plus that
of the reservoir. That is,

�Suniverse D .Sf � Si/� Q0.T /

T
� 0: (4.52)

Therefore,

.Sf � Si/ � Q0.T /
T

: (4.53)

A better looking representation of this result is to assume Q0.T / is small and is
equal to dQ0.T /. As a result the increase, .Sf � Si/; will also be small and may be
represented as dS . Then the above result can be written as

dS � dQ0.T /
T

: (4.54)

We shall call it the differential form of the Clausius inequality. If we integrate both
sides of this inequality around a closed loop we shall get

I
dS D 0 �

I
dQ0.T /
T

: (4.55)

Clearly, this reproduces the integral inequality that was obtained in (4.49).

4.9.2 Heat Transfer Always Increases Total Entropy

A process in which non-zero, positive heat energyQ0 is transferred out from a region
“a” at a fixed temperature, Thigh, the change in its entropy,�Sa, is negative. That is,

27It is not absolutely necessary that the heat energy must flow out of the reservoir quasi-statically.
Because the reservoir is infinitely large, all heat flows out at exactly the same temperature T W
namely the temperature of the reservoir. Therefore, according to an earlier subsection titled “Even
if the Entropy Change Occurs Via Irreversible Processes, One Can Use Reversible Paths For its
Computation,” we can correctly calculate the entropy loss of the reservoir by assuming it occurred
quasi-statically.
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�Sa D � Q0

Thigh
. If the same heat energy is transferred into a region “b” at some

lower fixed temperature, Tlow, it increases its entropy by�Sb D Q0

Tlow
. As a result the

entropy of the universe changes by an amount:

�Sa C�Sb D Q0
�

� 1

Thigh
C 1

Tlow

�
: (4.56)

We note that Q0 is positive, as is
�
� 1
Thigh

C 1
Tlow

�
> 0: Therefore, we have:

�Sa C�Sb D Q0
�

� 1

Thigh
C 1

Tlow

�
> 0: (4.57)

Note that if the regions a and b were of non-infinite size and as a result the
temperatures Thigh and Tlow were not fixed, then we could work with quasi-static
infinitesimal heat energy transfer dQrev. As a result the increases dSa and dSb in the
entropy of regions a and b would be: dSa D � dQrev

Thigh
and dSb D dQrev

Tlow
. This time the

entropy of the universe will increase by

dSa C dSb D dQrev

�
� 1

Thigh
C 1

Tlow

�
> 0: (4.58)

This relationship will have to be integrated when the heat energy transfer is finite
sized. Then we shall need the temperature dependence of dQrev.T /

T
for each of the two

regions a and b and be prepared for the fact that they will depend on the peculiarities
of the thermal properties of the two regions.

4.9.3 First-Second Law: The Clausius Version

The first law concludes that heat energy, dQ0, added to an object plus the work, i.e.,
�dW 0, “done on it” are equal to the net increase, dU , in the object’s internal energy.

dQ0 � dW 0 D dU: (4.59)

Here, dQ0 and dW 0 may or may not be quasi-static. Combining (4.54) and (4.59)
leads to what we shall call the Clausius version of the first-second law.28 That is:

T dS � dU C dW 0: (4.60)

The equality in (4.60) obtains only when the work dW 0 is performed quasi-statically.
When that is the case, dW 0 ! dW rev.

28Compare (5.6) in the following chapter.
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4.10 Entropy Change and Thermal Contact: Examples I–III

4.10.1 I: An Object and a Reservoir

The reservoir is very large; is maintained at temperature TresI and put in thermal
contact with n moles of an object initially at temperature Tcold. Let us assume that
the reservoir and the object are placed in an adiabatically enclosed large chamber –
i.e., a chamber that does not permit any exchange of heat energy with the “universe”
outside.

Heat energy is transferred from the hot reservoir to the cold object. The process
raises the temperature of the object to that of the reservoir itself. Assuming the
specific heat of the object, Cp per mole, is constant, the total amount of heat energy
transferred into the object is

nCp.final temp of the system � its initial temp/ D nCp.Tres � Tcold/:

Clearly, this heat energy is transferred out of the reservoir while its temperature
remains constant at Tres. As explained before, because for the reservoir the transfer
process begins, continues, and ends at exactly the same temperature, for the
purpose of computation of the resulting entropy change of the reservoir, this
extraction of heat energy from the reservoir may be treated as though it occurred
reversibly.

Therefore, the change in the entropy of the reservoir ; �Sres, is negative and is
as given below:

�Sres D �heat energy transferred out of the reservoir

Tres

D � nCp.Tres � Tcold/

Tres
: (4.61)

Clearly, on the other hand, the entropy of the object increases as its temperature
rises from Tcold to Tres. While this rise in the temperature occurs irreversibly, it can
nevertheless be related to the corresponding increase in the entropy by a reversible
process in the following manner:

The differential of the entropy is exact. Therefore, it can be integrated via any
path that we choose subject only to the requirement that the path must start and end
at the specified initial and final locations.

To this end let us choose a reversible path. Let an infinitesimal amount of heat
energy dQ D nCp dT be added to the object at some temperature T where
Tres � T � Tcold. Note, the heat thus added raises the temperature of n moles
of the object by an amount dT . Here, Cp is the specific heat energy per mole
when the pressure is kept constant. Therefore the total increase in the entropy of
the object is
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�Ssystem D
Z Tres

Tcold

dS D
Z Tres

Tcold

dQ

T

D
Z Tres

Tcold

nCp dT

T
D nCp ln

	
Tres

Tcold



: (4.62)

Being the sum of the changes in the entropy of the reservoir and the working
substance, the total change in the entropy,�STotal, is

�STotal D �Sres C�Ssystem

D �nCp
�
Tres � Tcold

Tres

�
C nCp ln

�
Tres

Tcold

�

D nCp

	
ln

�
Tres

Tcold

�
�
�
Tres � Tcold

Tres

�

: (4.63)

Because nCp is positive, in order to show that the total change in the entropy,
i.e., �STotal, is greater than or equal to zero, all we need to demonstrate is the
following:

ln

�
Tres

Tcold

�
�
�
Tres � Tcold

Tres

�
: (4.64)

Let us introduce the notation

y D
�
Tcold

Tres

�
:

Because ln.1=y/ D � ln.y/, the inequality (4.64) can be written as

� ln.y/ � 1 � y: (4.65)

Let us multiply both sides by �1, and note that multiplication by �1 reverses the
direction of the inequality. We get

ln.y/ � y � 1: (4.66)

Thus, in order to prove that �STotal is indeed greater than or equal to zero, we need
to show that the inequality (4.66) holds. To this purpose, let us compare it with a
well known inequality that is known to be true. For all real values of x,

.1C x/ � exp.x/: (4.67)

Therefore, taking natural logarithm of both sides gives

ln.1C x/ � x: (4.68)
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Setting

x D y � 1;

gives

ln.y/ � y � 1: (4.69)

This proves that the inequality (4.66) and therefore the inequality (4.64) hold.
Accordingly, the positivity of the entropy change,�STotal, given in (4.63) is assured.

4.10.2 II: Two Finite Masses: Entropy Change

A system consists of two finite masses, mh and mc , originally at temperatures Th
and Tc, that have specific heats Ch and Cc . They are both placed in an adiabatic
chamber. There the masses are brought into contact until thermal equilibrium is
reached. Calculate the change in the entropy of the system and show that when
mhCh D mcCc D M , it is given by the expression

2M ln

�
Th C Tc

2
p
ThTc

�
:

4.10.2.1 Solution

For convenience, in the following we shall use the notation

mh Ch D MhI mc Cc D Mc:

Upon reaching thermal equilibrium – see Fig. 4.5 – the masses will reach a common
temperature Tf which must satisfy the requirement that no heat energy has been
added to the system during this process,

Mh.Tf � Th/CMc.Tf � Tc/ D 0:

This yields

Tf D .McTc CMhTh/

.Mc CMh/
: (4.70)

It is clear that irreversible processes are involved in the transfer of heat energy
from the hot to the cold body. Because entropy is a function of state, for carrying
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Fig. 4.5 Schematic plot for
Example II. A mass, mh,
specific heat Ch, at
temperature Th is brought
into contact with a mass, mc ,
specific heat Cc , at a lower
temperature Tc. At
equilibrium the two masses
together reach temperature
Tf. For convenience of
display, mhCh and mcCc are
represented as Mh and Mc Tf

TcMc

THMh

Mh + Mc

out its calculation, the path followed in going from the initial to the final state is
immaterial. Thus, we can do this calculation using an idealized path between the
initial and final states. Such a path is wholly reversible.

The entropy gains,�Sc and �S
h
, by the cold and hot masses are

�Sc D Mc

Z Tf

Tc

dT

T
D Mc ln

�
Tf

Tc

�
(4.71)

and29

�S
h

D Mh

Z Tf

Th

dT

T
D Mh ln

�
Tf

Th

�
: (4.72)

The total increase in the entropy of the system is the sum of these two.

�Stotal D �Sc C�Sh D ln

�
Tf

Tc

�Mc

C ln

�
Tf

Th

�Mh

: (4.73)

The proof that �Stotal > 0 for general values of Mh and Mc is a little involved.
As such it is deferred to an appendix. (See Appendix E.) For the special case where
Mh D Mc D M , the statement

�Stotal > 0

can be shown to be true relatively simply. This is what is done below.

29Notice that the entropy gain by the hot object is negative because it cools down from Th to Tf.
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When Mh D Mc D M , (4.70) yields the relationship:

Tf D Th C Tc

2
:

Therefore, for this case (4.73) gives

�Stotal D M

	
ln

�
Tf

Tc

�
C ln

�
Tf

Th

�

D M ln

�
T 2f
TcTh

�

D 2M ln

�
Tfp
TcTh

�
D 2M ln

	
.Th C Tc/

2
p
ThTc



: (4.74)

To prove the positivity of �Stotal, consider the square

�p
Th �

p
Tc

�2 D .Th C Tc/ � 2
p
ThTc � 0; (4.75)

which leads to the inequality

.Th C Tc/ � 2
p
ThTc: (4.76)

This assures the positivity of the total entropy gain for the special case
Mh DMc DM . A demonstration of the positivity of the total increase in the entropy
for the general case is given in Appendix E.

4.10.3 III: Reservoir and Mass with Temperature-Dependent
Specific Heat

A body of mass m has temperature dependent specific heat given by the rela-
tionship CV .T /DACBT CDT 2 CET 3 where the coefficients A;B;D;E are
all positive.30 The body is initially at temperature TC Kelvin before it is brought
into contact with an infinitely large thermal reservoir at a higher temperature TH

Kelvin. The entire process occurs at constant volume. Calculate the change in the
entropy of the body, the reservoir and the universe composed of the body and the
reservoir.

30Although our choice of constants A;B;D;E is arbitrary, in crystalline solids the occurrence of
the ET 3 term at low temperatures is owed to temperature induced lattice vibrations. Similarly, the
term linear in temperature – BT – is the electronic contribution to the specific heat in metals. In
amorphous solids, the contribution to low temperature specific heat can sometime be quadratic in
form, e.g., DT 2.



158 4 The Second Law

4.10.3.1 Solution

Upon thermal contact the body warms up from its initial temperature TC to TH, the
temperature of the reservoir. As usual we employ a reversible path to calculate the
change in the entropy of the body as it travels from temperature TC to TH.

�Sbody D m

Z TH

TC

dT
CV.T /

T
D m

	
A ln

�
TH

TC

�
C B.TH � TC/




Cm

	
D.T 2H � T 2C/

2
C E.T 3H � T 3C/

3



: (4.77)

[Note. The rise in temperature – meaning the fact that TH > TC – ensures that the
change in the entropy is positive.]
Because the heat capacity of the reservoir is very large, its temperature during the
entire process hardly changes. Therefore, the (negative) heat energy added to the
reservoir can be treated as though it has been added reversibly at temperature TH.

The resultant entropy increase31 of the reservoir is

�Sreservoir D �
�
�Qrev

body

TH

�
; (4.78)

where �Qrev
body is the positive amount of heat energy added to the body to raise its

temperature from TC to TH. That is

�Qrev
body D m

Z TH

TC

dTCV.T / D m

Z TH

TC

dT .AC BT CDT 2 C ET 3/

D mA.TH � TC/CmB

�
T 2H � T 2C

2

�

C mD

�
T 3H � T 3C

3

�
CmE

�
T 4H � T 4C

4

�
: (4.79)

The total change in the entropy of the universe, �Suniverse; that is the body plus the
reservoir, is the sum of the two changes, i.e.,

�Suniverse D �Sbody C�Sreservoir;

given in (4.77)–(4.79). Thus, �Suniverse is equal to

31This increase is actually negative because the reservoir loses positive amount of heat energy in
the process.
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�Suniverse D �Sbody C�Sreservoir D mA

	
ln

�
TH

TC

�
�
�
TH � TC

TH

�


C mB

	
TH � TC �

�
T 2H � T 2C
2TH

�

CmD

	�
T 2H � T 2C

2

�
�
�
T 3H � T 3C
3TH

�


C mE

	�
T 3H � T 3C

3

�
�
�
T 4H � T 4C
4TH

�

: (4.80)

It is readily checked that for TH DTC the total entropy of the universe remains
unchanged. Somewhat more challenging is the task of showing that, for TH>TC,
the increase in the entropy is always positive. After some algebraic manipulation,
contributions to the entropy from terms involving, B;D and E can be re-cast into
the following form:

�
B

2TH

�
.TH � TC/

2I
�
D

6TH

�
.TH � TC/

2.TH C 2TC/I
�

E

12TH

�
.TH � TC/

2
�
T 2H C 2THTC C 3T 2C

�
:

All three of the above are manifestly positive. Recall that the remaining term
proportional to the coefficient A is very similar to an one treated earlier in this
chapter where a detailed argument for its positivity was provided. (Compare (4.64)
and the discussion following it.)

4.11 Carnot Cycles: Entropy and Work. Examples IV–XVI

4.11.1 IV: Changes Along Carnot Paths

Calculate the entropy changes along the four legs of the complete cycle – as
shown in Fig. 4.1a – that is followed by a Carnot engine. Remember, this engine
is operating with perfect gas as its working substance.

4.11.1.1 Solution

The work done by nmoles of a perfect gas in going from 1 ! 2 has been previously
recorded in (4.9).

�W rev
1!2 D nRTH ln

�
V2

V1

�
: (4.81)

Owing to the fact that this first leg of the travel occurs at constant temperature TH,
and we are dealing with a perfect gas whose internal energy depends only on the
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constants n, R and the temperature, during this leg the internal energy must surely
remain constant. That is,

�U rev
1!2 D 0:

Therefore, according to the first law, the amount of heat energy reversibly added to
the working substance at temperature TH is

�Qrev.TH/ D �U rev
1!2 C�W rev

1!2 D nRTH ln

�
V2

V1

�
: (4.82)

Accordingly, the increase in the entropy of the perfect gas used as the working
substance is

�S1!2 D
	
�Qrev.TH/

TH



D nR ln

�
V2

V1

�
: (4.83)

Because the symbols 1 and 2, andH act as dummy indices referring to two points
on an isothermal route at temperature TH, without going through any additional
algebra we can use the above relationship to immediately write down the increase
in the entropy of the working substance in going from 3 to 4 at temperature TC. In
this manner, we get

�S3!4 D
	
�Qrev.TC/

TC



D nR ln

�
V4

V3

�
: (4.84)

Each of the two legs, 2 ! 3 and 4 ! 1, is traveled without any transfer of heat
energy. Also both of these legs are traveled reversibly. Therefore, each of these two
legs involves zero change in the entropy. That is:

�S2!3 D �S4!1 D 0: (4.85)

Accordingly, the total change in the entropy – that is, �Stotal – is:

�Stotal D �S1!2 C�S2!3 C�S3!4 C�S4!1

D �S1!2 C�S3!4 D nR

	
ln

�
V2

V1

�
C ln

�
V4

V3

�

: (4.86)

Equation (4.16) tells us that

V2

V1
D V3

V4
;

or equivalently that

ln

�
V2

V1

�
D � ln

�
V4

V3

�
:
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Therefore, �Stotal D 0. That this is the case, could have been anticipated from the
fact that dS is an exact differential and its integral along any closed loop must be
equal to zero.

4.11.2 V: An Object and a Reservoir

A Carnot engine withdraws heat energy from a finite object that is initially at
temperature TH. The mass of the object is m and its specific heat is C . The Carnot
engine rejects heat energy to a very large reservoir at a lower temperature TR.

(a) Calculate the total work output and therefore the efficiency, ", of this Carnot
engine. In particular, what is " if TH D 2TR?

(b) Also calculate the efficiency, , of a Carnot engine that works between two very
large reservoirs, again at temperatures TH D 2TR, and TR.

(c) Describe the changes in entropy for the cases (a) and (b).

4.11.2.1 Solution

We are in fact given both the initial and the final temperature of the finite
object. Therefore we know the total amount of heat energy it must have yielded.
This amount is, of course, equal to the heat energy received by the working
substance.

Because of the use of a perfect Carnot engine, the total change in the entropy
of the universe is vanishingly small. Therefore, all we need to do is calculate the
change in the entropy of the finite object which then tells us what the change in
the entropy of the reservoir is. Once we know that, we can readily calculate the
amount of heat energy rejected by the working substance (and thereby added to the
reservoir).

The Carnot engine operates cyclically. The difference between the heat energy
input into the working substance and the heat energy it rejects to the reservoir, is
equal to the total work done.

The finite object, initially at temperature TH, releases heat energy to the working
substance of the Carnot engine. It continues releasing heat, little by little, until
its temperature – as well as that of the working substance – eventually drops
down to the lowest temperature that the working substance can possibly get to.
Clearly, the lowest temperature must be equal to TR, which is the temperature of
the reservoir. This is so because the working substance gives away its un-used
heat energy to the reservoir. As a result its temperature drops. Indeed, it does not
stop transferring heat energy out until its temperature drops down to that of the
reservoir.
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The “increase”, �Sobject, in the entropy of the finite object32 is

�Sobject D mC

Z TR

TH

�
dT

T

�
D M ln

	
TR

TH



D �M ln

	
TH

TR



; (4.87)

where for convenience we have introduced the notation:mC D M .
Next, we need to calculate the heat energy,Hres, that is added to the reservoir at

its constant temperature TR. This is best done by noting that the use of the Carnot
engine ensures the constancy of the total entropy of the two sources of energy
supply. That is,

�Sobject C�Sres D �M ln

	
TH

TR



C�Sres D 0: (4.88)

As a result the increase in the entropy of the reservoir�Sres is

�Sres D M ln

	
TH

TR



: (4.89)

Because the temperature, TR, of the reservoir stays constant, therefore the heat
energy,�Hres, added to the reservoir is

�Hres D TR �Sres D M TR ln

	
TH

TR



: (4.90)

The heat energy, �Hobj, contributed by the object to the working substance when
its temperature falls from TH to TR is

�Hobj D M .TH � TR/ : (4.91)

Therefore, the total work ; �Wtotal, done by the Carnot engine is

�Wtotal D �Hobj ��Hres D M

	
.TH � TR/ � TR ln

�
TH

TR

�

: (4.92)

The overall efficiency, ", of the engine is the ratio of the total work done, �Wtotal,
to the heat energy, �Hobj, withdrawn from the object which acts as the hot source.
That is,

" D �Wtotal

�Hobj
D �Hobj ��Hres

Hobj
D 1 � �Hres

�Hobj

D 1 �
�

TR

TH � TR
�

ln

�
TH

TR

�
: (4.93)

32Of course, in reality, it is a decrease because the object has yielded heat energy in this process.
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For TH D 2TR, this gives

" D 1 � ln.2/ D 0:307; (4.94)

or 30.7%.
Case (b): This case is equivalent to that of a Carnot engine operating between

two fixed temperatures, TH and TR. (Note, TH > TR.) Therefore, its efficiency is

" D 1 �
�
TR

TH

�
; (4.95)

which for TH D 2TR is 50%.
(c) Because of the use of a Carnot engine, there is no net change in the entropy

of the universe for either of the two cases (a) or (b).

4.11.3 VI: Alternate Solution for V

A more detailed, alternate, solution is given below. This solution should be of benefit
to readers interested in a systematic analysis of example V.

4.11.3.1 Solution

(a) The temperature of the object sometime during the course of this operation is T
such that TH � T � TR. [See schematic plot in Fig. 4.6.]

At this temperature, T , let the object reversibly contribute an infinitesimal
amount of heat energy, dQrev

obj.T /, to the working substance of the engine. Similarly,
let dQrev

res be the infinitesimal amount of heat energy reversibly contributed by the
reservoir – which is at a lower temperature – to the working substance. Note,
the reservoir is very large. Therefore, its temperature, TR, remains essentially
unchanged.

As a result of these two infinitesimal additions of heat energy to the working
substance, according to the first law and the general properties of the Carnot cycle,
and because a complete cycle entails no change in the internal energy – meaning
dU D 0 – the work dWdone done by the engine in one complete cycle is equal to the
total heat energy input – meaning dQrev

obj.T / C dQrev
res – per cycle into the working

substance. That is,

dWdone D dQrev
obj.T /C dQrev

res : (4.96)

According to (4.20), the Carnot requirement for this infinitesimal cycle is

dQrev
obj.T /

T
C dQrev

res

TR
D 0: (4.97)
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Fig. 4.6 Schematic plot for
Examples V and VI. Heat
energy is being withdrawn
from an object M , initially at
temperature TH. As a result,
its temperature decreases,
eventually reaching the
temperature, TR, of the large
reservoir. While cooling, it
passes through an
intermediate temperature T

T

TH

TR

Using (4.96) the Carnot requirement for the given infinitesimal cycle becomes:

dQrev
obj.T /

T
C
"

dWdone � dQrev
obj.T /

TR

#
D 0: (4.98)

Clearly, the withdrawal of heat energy dQrev
obj.T / from the object, causes its

temperature to decrease by an infinitesimal amount dT .
For simplicity, let us introduce the notation,M D m C . As a result we can write

dQrev
obj.T / D �M dT: (4.99)

Using the above two relationships we get

dWdone

TR
D �dQrev

obj.T /

T
C dQrev

obj.T /

TR

D �dQrev
obj.T /

�
1

T
� 1

TR

�
D M

�
dT

T
� dT

TR

�
: (4.100)
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Because the path is reversible we can integrate dWdone to calculate the total work
done.

Z final

initial
dWdone D Wdone D M TR

Z Tfinal

Tinitial

�
dT

T

�
�M

Z Tfinal

Tinitial

dT: (4.101)

Recalling that the variable T denotes the temperature of the object M , Tinitial D TH

and Tfinal D TR, the total work done is

Wdone D MTR ln

�
TR

TH

�
�M.TR � TH/

D M

	
.TH � TR/� TR ln

�
TH

TR

�

: (4.102)

The total amount of heat energy withdrawn from the object is

Qobject D M.TH � TR/: (4.103)

The overall efficiency, ", of the process can now be calculated. It is equal to the ratio
of the total work done to the amount of heat energy withdrawn from the hot source.
That is,

" D Wdone

Qobject
D Wdone

M.TH � TR/
: (4.104)

Using (4.102) and (4.103) we get

" D 1 �
�

TR

TH � TR
�

ln

�
TH

TR

�
: (4.105)

For TH D 2TR, this gives

" D 1 � ln.2/ D 0:307; (4.106)

or 30.7 %.

(b) This case is equivalent to that of a Carnot engine operating between two fixed
temperatures, TH and TR. (Note, TH > TR.) Therefore, its efficiency is

" D 1 �
�
TR

TH

�
; (4.107)

which for TH D 2TR is 50%.
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(c) Because of the use of a Carnot engine, there is no net change in the entropy of
the universe for either of the two cases, (a) or (b).

Changes in the entropy of the object and the reservoir for case (a) can be
calculated as follows.

Note, all of the heat energy added to the reservoir is added reversibly and at a
fixed temperature TR. Also that the amount of heat energy,�Qres

add, that actually gets
added to the reservoir is the difference between the heat energy it receives from the
hot object, i.e., M.TH � TR/, and the work done Wdone. That is,

�Qres
add D M.TH � TR/ �Wdone: (4.108)

Using the Wdone that is recorded in (4.102), the above equation becomes

�Qres
add D M.TH � TR/ �Wdone D MTR ln

�
TH

TR

�
: (4.109)

Therefore, the increase in the entropy of the reservoir�Sres is

�Sres D �Qres
add

TR
D M ln

�
TH

TR

�
: (4.110)

Also, the increase in the entropy,�Sobject, of the object is readily calculated.

�Sobject D M

Z TR

TH

dT

T
D M ln

�
TR

TH

�
: (4.111)

Just as one would expect, as a result of the loss in its temperature from TH to TR,
the entropy of the object in fact decreases.

It is interesting to check whether the prediction that the Carnot engine conserves
the entropy of the universe is satisfied. Its satisfaction would require �Suniverse, to
be equal to zero. We find this is indeed the case. That is

�Suniverse D �Sres C�Sobject

D M ln

�
TH

TR

�
CM ln

�
TR

TH

�
D 0: (4.112)

The corresponding analysis for the case (b) is easy. Let Qrev.TH/ and Qrev.TR/ be
the heat energy introduced reversibly into the working substance at temperatures
TH and TR. Clearly, these amounts of heat energy have to be extracted from the
corresponding reservoirs. Consequently, the entropies of the reservoirs decrease by
the amounts:

�SH D �Q
rev.TH/

TH
; (4.113)
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and

�SR D �Q
rev.TR/

TR
: (4.114)

But because of the use of the Carnot cycle we have the relationship

Qrev.TH/

TH
C Qrev.TR/

TR
D 0I (4.115)

therefore,

�SR D ��SH: (4.116)

4.11.4 VII: Maximum Work Done and Change in Entropy

Show that the maximum amount of work, Wdone, that can be performed, when heat
energy is extracted from the object (of mass times specific heat D M ) and rejected
to the large reservoir as described in the preceding two examples, is given by the
relationship:

Wdone D Qtotal � TR.Sinitial � Sfinal/: (4.117)

Here, Qtotal is the total heat energy lost by the object and Sinitial and Sfinal are initial
and final values of its entropy.

4.11.4.1 Solution

The total amount of heat energy lost by the object in cooling from its initial
temperature TH to its final temperature TR (equal to that of the reservoir that the
Carnot engine uses for discarding heat energy) is:

Qtotal D M .TH � TR/: (4.118)

The increase in its entropy is determined in the usual fashion. We have

Z final

initial
dS D

Z Tfinal

Tinitial

��dQ.T /

T

�
D M

Z TR

TH

dT

T
I (4.119)

therefore,

Sfinal � Sinitial D �M ln

�
TH

TR

�
: (4.120)

[Note: Because the temperature of the mass falls, from TH to TR, its entropy
decreases in the process. Thus, Sfinal � Sinitial is, as expected, negative.]
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Combining (4.117), (4.118), multiplying (4.120) by TR, etc., reproduces the
earlier result given in (4.102). That is,

Wdone D Qtotal � TR.Sinitial � Sfinal/ D MTR ln

�
TR

TH

�
�M.TR � TH/

D M

	
.TH � TR/ � TR ln

�
TH

TR

�

: (4.121)

4.11.5 VIII: Between Two Finite Masses

A system consisting of two finite massesmh andmc , of specific heatsCh andCc , that
are originally at temperatures Th and Tc , is isolated in an adiabatic chamber. These
masses are used as the hot and cold finite sources for a perfect Carnot engine which
is employed to extract maximum amount of work, W , from the system. Calculate
(a) the final equilibrium temperature, T0, of the masses and (b) the total amount of
work extracted.

4.11.5.1 Solution

It is convenient to utilize some of the results obtained in the preceding example.
Further, we continue to use the notationMh D mhCh andMc D mcCc .

Recognize that the temperature, Tf, that was reached by the two masses when
they came into thermal equilibrium, i.e.,

Tf D .McTc CMhTh/

.Mh CMc/
;

as recorded in (4.70), is not relevant to the present problem. Therefore, let us simply
call the final temperature T0. Once this is done, we note that the procedure for the
evaluation of the total entropy increase, �total, that followed (4.70) remains valid
and therefore (4.73), with Tf replaced by T0, still holds. But there is an important
caveat. In the present problem, because of the use of the perfect Carnot engine, the
total increase in the entropy of the universe – that is, the isolated system consisting
of the two masses – is zero. Thus, from (4.73) we get

�Stotal D ln

�
T0

Tc

�Mc

C ln

�
T0

Th

�Mh

D 0: (4.122)

Adding the logarithms together, i.e.,

ln

"
T
McCMh

0

Tc
McTh

Mh

#
D 0;
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and noting that the solution of ln x D 0 is x D 1 we get

T0 D T
Mc
�

c � T
Mh
�

h I � D .Mc CMh/: (4.123)

The total work output, W , of the perfect Carnot engine – which, of course, is
the maximum possible work output – is, according to the first law, equal to the
heat energy expended. And, the heat energy so expended is equal to the difference
between the initial and the final heat energy content of the masses. That is,

W D .McTc CMhTh/� .Mc CMh/T0

D .McTc CMhTh/� � T
Mc
�

c � T
Mh
�

h : (4.124)

4.11.6 IX: Alternate Solution for VIII

4.11.6.1 Solution

Another method for solving this problem, which does not use the earlier result
obtained in (4.73), is the following – see Fig. 4.7. Consider a situation where
the masses mh and mc are at temperatures, T 0

h and T 0
c , in-between their initial

temperatures, Th and Tc, and the final equilibrium temperature T0, i.e.,

Th > T
0

h > T0I Tc < T
0

c < T0:

To  ; W

ThMh

Mo

TcMc

Fig. 4.7 Schematic plot for Examples VIII and IX. Two masses, mh (specific heat Ch and at
temperature Th) and mc (specific heat Cc and at a lower temperature Tc) are used as finite heat
energy reservoirs for a Perfect Carnot engine. When maximum work has been performed the two
masses reach a common temperature To. Note, this temperature is lower than the Tf that is obtained
when the two masses are put directly into thermal contact.(Compare, Tf shown in Fig. 4.6.) The
heat energy content of the system at temperatures Tf and To differs by, W , the work output of a
Perfect Carnot engine. For convenience of display, mhCh and mcCc are represented asMh andMc

and their sum .Mh CMc/ as Mo
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Infinitesimal amount of heat energy dQrev
h is now reversibly extracted at temperature

T 0
h from the massmh and is introduced at the same temperature T 0

h into the working
substance of a Carnot engine. Similarly, heat energy dQrev

c is extracted from mass
mc at temperatureT 0

c and reversibly transferred to the working substance at the same
temperature T 0

c . These processes result in the engine performing work dW equal to
the total amount of heat energy added to the working substance. That is

dW D dQrev
h C dQrev

c : (4.125)

The extraction of heat energy dQrev
h from the mass mh causes a decrease dT 0

h in
its temperature. Similarly, extraction of heat energy dQrev

c from mass mc causes a
decrease dT 0

c in its temperature. Thus (4.125) gives

dW D �MhdT 0
h �McdT 0

c : (4.126)

Integration,

W D
Z final

initial
dW D �Mh

Z T0

Th

dT 0
h �Mc

Z T0

Tc

dT 0
c ; (4.127)

yields

W D �Mh.T0 � Th/�Mc.T0 � Tc/

D .McTc CMhTh/� .Mc CMh/T0: (4.128)

This derivation has reproduced (4.124) whose existence had simply been asserted
earlier.

In order to calculate T0 we invoke the fact that the operation of the Carnot cycle
requires

dQrev
h

T 0
h

C dQrev
c

T 0
c

D 0: (4.129)

Therefore, we have

�Mh

dT 0
h

T 0
h

�Mc

dT 0
c

T 0
c

D 0: (4.130)

Integration – similar to that done in (4.127) – gives

�Mh

Z To

Th

dT 0
h

T 0
h

�Mc

Z To

Tc

dT 0
c

T 0
c

D �Mh ln

�
T0

Th

�
�Mc ln

�
T0

Tc

�
D 0: (4.131)

This immediately reproduces (4.122).
Q.E.D.
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4.11.7 X: Between Three Finite Masses

Three identical objects, each of mass mD 10mol and specific heat CP D 100 J
mol�1 K�1, are contained in an adiabatic chamber maintained at constant pressure.
Initially, the objects are at temperatures T1 D 500K; T2 D 400K; T3D 300K. Also
available is a Carnot engine. Using these three objects appropriately as finite thermal
sources, calculate: (1) The maximum work performed by the engine. (2) The change
in the entropy of each of the objects.

4.11.7.1 Solution

When the Carnot engine has produced the maximum possible work, the three
objects, 1; 2, and 3, reach a common temperature, Tf. The use of the Carnot engine
ensures that the total increase in the entropy, �S.total/, of the three objects is
vanishing. That is

�S.total/ D �S1 C�S2 C�S3

D mCP

	Z Tf

T1

dT

T
C
Z Tf

T2

dT

T
C
Z Tf

T3

dT

T



D mCP

	
ln
Tf

T1
C ln

Tf

T2
C ln

Tf

T3




D mCP ln

�
T 3f

T1T2T3

�
D 0: (4.132)

Thus,

ln

�
T 3f

T1T2T3

�
D 0;

which gives

TF D 3
p
T1T2T3 D 391:5K: (4.133)

The work performed – which we are assured by Carnot is the maximum
possible – is

W.total/ D Initial Heat Energy Content

� Final Heat Energy Content

D mCP Œ.T1 C T2 C T3/ � 3Tf�

D mCP

h
.T1 C T2 C T3/� 3

�
3
p
T1T2T3

�i

D 1;000.1;200� 1174:46/ D 25;540 J: (4.134)
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Further, the increase in the entropy of each of the objects is

�S1 D mCP ln

�
Tf

T1

�
D �244:6 J K�1

�S2 D mCP ln

�
Tf

T2

�
D �21:5 J K�1I �S3 D mCP ln

�
Tf

T3

�
D 266:1 J K�1

4.11.8 XI: Alternate Solution for X

4.11.8.1 Solution

Carnot engines that involve more than two objects can conveniently be handled by
using a cascade procedure. This procedure consists in ordering the objects according
to descending values of their initial temperatures and then treating first the top two
objects as the hot and the cold energy sources for a Carnot engine.

After the Carnot engine has been run with these top two objects, and the
maximum possible amount of work has been done, the temperatures of the two
objects reaches a common value. For the next process, these two objects together
are used as the single composite energy source and the object that originally was
third on the descending temperature scale now acts as the second energy source for
the Carnot engine.

This procedure can successively be followed until all the objects have been
treated.

Let us calculate the result that follows from the first process, to be denoted with
the index “I .” Here, objects “1” and “2” are the finite thermal sources at initial
temperatures T1 and T2, respectively. Let the resultant temperature, after maximum
possible amount of work has been produced by the Carnot engine, be Tf. When this
temperature is reached, the total change,�S.I /, in the entropy of the two objects is
calculated to be the following:

�S.I / D �S1.I /C�S2.I /

D mCP

	Z Tf

T1

dT

T
C
Z Tf

T2

dT

T



D mCP

	
ln
Tf

T1
C ln

Tf

T2




D mCP ln

�
T 2f
T1T2

�
D 2mCP ln

�
Tfp
T1T2

�
: (4.135)

Because the total entropy is conserved in each Carnot cycle that is completed,
therefore,�S.I / D 0, and as a result

ln

�
Tfp
T1T2

�
D 0 D ln.1/:
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This gives

Tf D
p
T1T2 D p

500 � 400 D 447:2 K: (4.136)

The total work done, WI , in the process “I” is equal to the total loss of heat energy
in the two objects “1” and “2.” That is,

WI D mCP Œ.T1 C T2/ � 2Tf� D 5; 573 J: (4.137)

The next process – i.e., process “II” – treats the composite body of mass 2m
as the hot thermal source, at temperature Tf, and the third object as the cold
thermal source at temperature T3. The Carnot cycle, after doing the maximum
possible amount of work, brings the system to the final temperature TF . Again,
the counterpart of (4.135) is used and the total increase in the entropy in process II
is found as follows:

�S.II/ D �S1.II/C�S2.II/

D mCP

	
2

Z TF

Tf

dT

T
C
Z TF

T3

dT

T



D mCP

	
2 ln

TF

Tf
C ln

TF

T3




D mCP ln

 
TF

3

Tf
2T3

!
D mCP ln

 
TF

3

T1T2T3

!
: (4.138)

Now, demanding the conservation of entropy in the Carnot process “II” leads to the
result

�S.II/ D mCP ln

 
TF

3

T1T2T3

!
D 0 D mCP ln.1/;

which gives

TF D 3
p
T1T2T3 D 391:5 K: (4.139)

Similarly, much like (4.137), the amount of work done in stage “II” is

WII D mCP ŒT3 C 2Tf � 3TF� D 19;966 J: (4.140)

Note that TF is the final common temperature of all the three objects and WII is the
work done during the second stage.

The total work done is the sum of the work done in stages I and II.

W.total/ D WI CWII

D mCP Œ.T1 C T2/� 2Tf�CmCP ŒT3 C 2Tf � 3TF�

D mCP .T1 C T2 C T3 � 3
3
p
T1T2T3/ D 25;539 J: (4.141)
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The results for the entropy change are also clearly identical to those recorded in the
first solution.

4.11.9 Exercise II: Re-Do XI for n Objects

4.11.9.1 Solution

Instead of three, let the number of identical objects be “n.” By repeated application
of (4.132), show that the final temperature, TN , reached by all the objects is

TN D n
p
T1T2 � � �Tn:

Also show that the maximum work performed by the Carnot engine is

W D mCP .T1 C T2 C � � �Tn � nTN /:

4.11.10 XII: Carnot Engine and Three Reservoirs

Three heat energy reservoirs, labeled “I,” “II,” and “III,” are at constant temperatures
T1 D 600 K, T2 D 500 K, and T3 D 400 K, respectively. A single Carnot engine
exchanges heat energy with these reservoirs during complete cycles of operation.
In the process it performs a total of 800 J of work. The total amount of heat energy
withdrawn from reservoir I is 1;800 J. Calculate the heat energy withdrawn from
reservoirs II and III. Also calculate the changes in the entropy of the three reservoirs
and the working substance.

4.11.10.1 Solution

Let the working substance of the Carnot engine receive heat energyQ1; Q2 andQ3

from the three reservoirs I, II, and III, that are at constant temperatures T1 D 600K,
T2 D 500 K and T3 D 400 K, respectively.

Because the derivative of the internal energy is an exact differential, the internal
energy at the end of a – or a set off – complete cycle(s) is the same as it was at
the beginning. Thus, conservation of total energy requires that the work done, i.e.,
800 J, be equal to the total heat energy added to the working substance. That is

800 J D Q1 CQ2 CQ3: (4.142)

Also, there is the fundamental requirement for a Carnot cycle: that the total gain –
in fact, the total change – in the entropy of the working substance in any complete
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cycle be zero. Further, because all heat energy exchanges with the Carnot engine
occur reversibly, therefore the total entropy loss of the reservoirs is equal to the total
entropy gain of the working substance – which we just stated is equal to zero. As a
result, the total entropy loss of the three reservoirs is zero. That is,

0 D �Q1

T1
� Q2

T2
� Q3

T3
D �Q1

600
� Q2

500
� Q3

400
: (4.143)

The two equations (4.142) and (4.143), appear to have three unknowns, Q1; Q2

and Q3. But because we already know from the statement of the problem that heat
energy Q1 given away by the reservoir I at temperature 600 K – and added to the
working substance – is

Q1 D 1;800 J;

there are, in fact, only two unknownsQ2 and Q3.
It is convenient to re-write (4.142). That is,

800 J D 1;800 J CQ2 CQ3:

Equivalently,

� 1;000 J D Q2 CQ3 (4.144)

Similarly, let us also re-write (4.143) as

0 D �
�
1;800

600

�
J � Q2

500
� Q3

400
:

Equivalently,

3 J D �Q2

500
� Q3

400
: (4.145)

Solution of (4.144) and (4.145) is immediately found.

Q2 D 1;000 JI Q3 D �2;000 J: (4.146)

Because the reservoirs give away heat energy Q1; Q2, and Q3, the change in their
entropy is the following:

�S1 D �Q1

T1
D �1;800

600
D �3 J K�1:

�S2 D �Q2

T2
D �1;000

500
D �2 J K�1:

�S3 D �Q3

400
D 2;000

400
D .C/5 J K�1:
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4.11.11 XIII: Alternate Solution for XII

4.11.11.1 Solution

First Process:
Let the Carnot engine utilize first the warmer objects, I and II, as the hot and cold
reservoirs.

We have already been told that the heat energy “added” to the working substance
by the first reservoir, at temperature 600 K, is equal to 1;800 J.

Let the heat energy “inserted into the working substance” by the second reservoir
at temperature 500 K be QA

2 .
Then the relevant Carnot requirement is as follows:

�
1;800

600

�
C
�
QA
2

500

�
D 0: (4.147)

As a result QA
2 is

QA
2 D �1;500 J: (4.148)

In other words, at 500 K, by the end of the first process, the second reservoir will
have “lost negative amount” of heat energy. This means that in actuality the second
reservoir at temperature 500 K will have fattened its reserves by a positive amount
of heat energy equal to C1;500 J!
Next Process
At this juncture, we start the second process. We now remove QB

2 from the second
reservoir and insert it “into” the working substance at temperature T2 D 500 K.

Additionally, we let the third reservoir also “add” Q3 amount of heat energy to
the working substance of the Carnot engine at temperature T3 D 400 K.

The Carnot requirement is:

�
QB
2

500

�
C
�
Q3

400

�
D 0:

This leads to the relationship

QB
2 C

�
5

4

�
Q3 D 0: (4.149)

Recall that we have been told in the statement of the problem that the total work
done by the Carnot engine is W D 800 J.

We have also been told that 1;800 J was extracted from reservoir I at temperature
600K. As a result, all of that amount was added to the working substance at the same
temperature.
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Also, we know from (4.148) and (4.149) that first QA
2 and later QB

2 were added
to the working substance by the reservoir II. And finally, an amountQ3 was added
to the working substance by the reservoir III. Therefore we have the equality

Total Work Done D Total Heat Energy Added to the Working Substance:

Therefore, the total heat energy added by reservoirs I, II, and III is:

Total Work Done D 800 J D Heat Energy added to the working

substance by reservoirs I C II C III

D .1;800 J/C .QA
2 CQB

2 /CQ3

D .1;800 J/C .�1;500 J CQB
2 /CQ3

D 300 J CQB
2 CQ3: (4.150)

Re-write the above as

QB
2 CQ3 D 500 J: (4.151)

Coupled (4.149) and (4.151) in the two unknownsQB
2 andQ3 are trivial to solve.

QB
2 D 2;500 JI Q3 D �2;000 J: (4.152)

Our next task is to calculate the resultant change in the entropy of each of the
reservoirs. This task is easily accomplished.

Reservoir I “gave away” 1;800 J of heat energy at temperature 600K. Therefore,
its change in entropy,�SI , is the following:

�SI D �1;800
600

D �3 J K�1:

Reservoir II “gave away” a total of
�
QA
2 CQB

2

�
amount of heat energy at

temperature 500 K. Therefore, its change in entropy,�SII , is

�SII D �
�
QA
2 CQB

2

�

500
D �

	�1;500C 2;500

500



D �

	
1;000

500



D �2 J K�1:

Finally, reservoir III “gave away” Q3 D �2; 000 J amount of heat energy at
temperature 400 K. Therefore, its change in entropy is

SIII D �
�
Q3

400

�
D 2;000

400
D 5 J K�1:

Note that because SI C SII C SIII D 0, the Carnot requirement that the total
change in the entropy be zero is satisfied.
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4.11.12 XIV: Two Masses and Reservoir

A Carnot engine operates by exchanging heat energy with two finite objects and
one very large heat energy reservoir. Each of the objects is of mass m and has heat
capacity CP .

The objects are initially at temperature T1 and T2, respectively. The large
reservoir is at temperature T0.

Calculate: (1) The maximum amount of work,�Wtotal, performed by this Carnot
engine. (2) Its operating efficiency, . (3) The change in the entropy of the two
objects, �Sobjects, and that of the reservoir,�Sreservoir.

4.11.12.1 Solution

Entropy Increases for the Two Objects
The objects exchange heat energy with the reservoir. In the process their

temperatures change from T1 and T2 to T0, the temperature of the reservoir. As a
result the total increase in their entropy,�Sobjects, is the following:

�Sobjects D mCP

	Z T0

T1

dT

T
C
Z T0

T1

dT

T




D mCP

	
ln

�
T0

T1

�
C ln

�
T0

T2

�

D �2mCP ln

�p
T1T2

T0

�
: (4.153)

In addition to the two objects, the Carnot engine also exchanges heat energy with
the reservoir at temperature T0. A simple method for determining the amount,
�Hreservoir, of such energy that actually gets added to the reservoir, is to calculate
the change,�Sreservoir, in the entropy of the reservoir.

To this purpose, we note two things: First, that the Carnot engine ensures that
the total change,�Suniverse, in the entropy of the universe is vanishing. The universe
here consists only of the reservoir and the two objects. Thus, we get

�Suniverse D �Sreservoir C�Sobjects

D �Sreservoir � 2mCP ln

�p
T1T2

T0

�
D 0: (4.154)

Therefore,

�Sreservoir D 2mCP ln

�p
T1T2

T0

�
: (4.155)

Accordingly, the heat energy,�Hreservoir; added to the reservoir at temperature T0 is

�Hreservoir D T0 �Sreservoir D 2mCPT0 ln

�p
T1T2

T0

�
: (4.156)
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The second thing we note is that, �Hreservoir, the heat energy added to the reservoir
is equal to the difference between the heat energy, �Hobjects, introduced into the
reservoir by the two objects,

�Hobjects D mCP .T1 C T2 � 2T0/ ;

and the total work,�Wtotal, done in the process, i.e.,

�Hreservoir D �Hobjects ��Wtotal:

Therefore,

�Wtotal D �Hobjects ��Hreservoir

D mCP .T1 C T2 � 2T0/ � 2mCPT0 ln

�p
T1T2

T0

�

D mCP

	
.T1 C T2/ � 2T0 � 2T0 ln

�p
T1T2

T0

�

: (4.157)

To calculate the operating efficiency, , of the engine, we need to divide �Wtotal by
the amount of heat energy withdrawn from the two external sources. That is

 D �Wtotal

mCP Œ.T1 C T2/� 2T0� D 1 �
2
42T0 ln

�p
T1T2
T0

�

T1 C T2 � 2T0

3
5 : (4.158)

4.11.13 XV: Alternate Solution for XIV

4.11.13.1 Solution

The following is possibly more informative.
First Process
Let us treat first the two finite objects as the hot and the cold energy sources for the
Carnot engine.

After the Carnot engine has been run with these two objects, and the Carnot
specified work has been done, the temperatures of the two objects reach a common
value, Tc . A convenient procedure for calculating this common temperature, Tc , is
via a calculation of the relevant entropy change,�Sc , of the two objects.

�Sc D �S1 C�S2 D mCP

	Z Tc

T1

dT

T
C
Z Tc

T2

dT

T




D mCP

	
ln
Tc

T1
C ln

Tc

T2
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D mCP ln

�
T 2c
T1T2

�
D 2mCP ln

�
Tcp
T1T2

�
: (4.159)

Because the entropy is conserved in each Carnot cycle that is completed, therefore,
�Sc D 0. As a result

ln

�
Tcp
T1T2

�
D 0 D ln.1/:

This gives

Tc D
p
T1T2: (4.160)

The work done, �Wfirst, in the first process is equal to the loss of heat energy in the
“composite body,” which constitutes the two objects “1” and “2.” That is,

�Wfirst D mCP Œ.T1 C T2/ � 2Tc�

D mCP

h
.T1 C T2/� 2

p
T1T2

i
: (4.161)

Second Process
The second process treats the composite body of mass 2m as one thermal source, at
temperature Tc, and the reservoir, at temperature T0, as the other thermal source.

The temperature of the composite body, sometime during the course of this
operation, is T .

At this temperature, T , let the composite body reversibly contribute an infinites-
imal amount of heat energy, dQrev

body, to the working substance of the engine.
Similarly, let dQrev

res be the infinitesimal amount of heat energy reversibly contributed
by the reservoir to the working substance. Note, because the reservoir is very large,
its temperature, T0, remains unchanged.

As a result of these two tiny additions of heat energy to the working substance,
the infinitesimal work dWsecond, done by the Carnot engine in the second process is
equal to the heat energy input into the working substance. That is,

dWsecond D dQrev
body C dQrev

res : (4.162)

The Carnot requirement for this infinitesimal cycle is

dQrev
body

T
C dQrev

res

T0
D 0 : (4.163)

Using (4.162) it becomes

dQrev
body

T
C
	dWsecond � dQrev

body

T0



D 0: (4.164)
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Clearly, the withdrawal of heat energy dQrev
body from the composite body, causes its

temperature to decrease by an infinitesimal amount dT .
For simplicity let us introduce the notation,M D 2m C . As a result we can write

dQrev
body D �M dT: (4.165)

Using (4.163) and (4.164) we can write

dWsecond

T0
D �dQrev

body

T
C dQrev

body

T0

D �dQrev
body

�
1

T
� 1

T0

�
D M

�
dT

T
� dT

T0

�
: (4.166)

Because the path is reversible we can integrate dWsecond to calculate the work done
during the second process.

Z final

initial
dWsecond D Wsecond D M T0

Z Tfinal

Tinitial

�
dT

T

�
�M

Z Tfinal

Tinitial

dT: (4.167)

Recalling that the variable T denotes the temperature of the composite body of
mass 2m, for which M D 2mCP , in the above equation Tinitial D Tc and Tfinal D
Temperature of Reservoir D T0, the work done is

Wsecond D M T0

Z T0

Tc

�
dT

T

�
�M

Z T0

Tc

dT

D MT0 ln

�
T0

Tc

�
�M.T0 � Tc/

D M

	
.Tc � T0/� T0 ln

�
Tc

T0

�

: (4.168)

1. The total amount of work, �Wtotal, done is the sum of that performed during the
two processes. That is

�Wtotal D �Wfirst C�Wsecond

D mCP

h
.T1 C T2/� 2

p
T1T2

i
CM

	
.Tc � T0/� T0 ln

�
Tc

T0

�


D mCP

h
.T1 C T2/� 2

p
T1T2

i

C 2mCP

	
.
p
T1T2 � T0/ � T0 ln

�p
T1T2

T0

�


D mCP

	
.T1 C T2/� 2T0 � 2T0 ln

�p
T1T2

T0

�

: (4.169)
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2. To calculate the operating efficiency, , of the engine, we need to divide
�Wtotal by the amount of heat energy withdrawn from the two external sources.
That is,

 D �Wtotal

mCP Œ.T1 C T2/ � 2T0� D 1 �
2
42T0 ln

�p
T1T2
T0

�

T1 C T2 � 2T0

3
5 : (4.170)

3. Let us now calculate the change in the entropy of the reservoir. To this purpose
we need first to calculate the amount of heat energy,�Hreservoir, that actually gets
added to the reservoir at its fixed temperature T0.

Clearly, �Hreservoir, is the difference between the total amount of heat energy
added to the reservoir by the two objects and the work done in the process.
That is,

�Hreservoir D mCP.T1 C T2 � 2T0/��Wtotal

D 2mCPT0 ln

�p
T1T2

T0

�
: (4.171)

Therefore, the increase in the entropy of the reservoir is

�Sreservoir D
2mCPT0 ln

�p
T1T2
T0

�

T0
D 2mCP ln

�p
T1T2

T0

�
: (4.172)

Knowing that the objects start off at temperatures T1 and T2 and eventually reach
the temperature T0 of the large reservoir, the increase in the entropy,�Sobjects, of the
two objects is readily calculated.

�Sobjects D mCP

	Z T0

T1

dT

T
C
Z T0

T1

dT

T



D mCP

	
ln

�
T0

T1

�
C ln

�
T0

T1

�


D �2mCP ln

�p
T1T2

T0

�
: (4.173)

Carnot’s requirement that the overall entropy be conserved would demand
�Suniverse to be equal to zero. We find this is indeed the case. That is

�Suniverse D �Sreservoir C�Sobjects

D 2mCP ln

�p
T1T2

T0

�
� 2mCP ln

�p
T1T2

T0

�
D 0: (4.174)
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4.11.14 XVI: Carnot Engine Operating Between Two Finite
Sources with Temperature Dependent Specific Heat

Two identical objects, each of mass 0.5 mol, contained in an adiabatic enclosure
which is maintained at constant pressure, are known to have molar specific heat

Cp.T / D a C bT I a D 1 J mol�1 K�2I b D 0:002 J mol�1 K�2;

in the temperature range 300–400 K. Given initial temperatures 300 K and 400 K,
calculate their final temperature, Tf, after the bodies have been brought into thermal
contact.

If a perfect Carnot engine, which utilizes these objects as finite hot and cold
thermal sources, is available for extracting maximum work,W , calculateW and the
final temperature, T 0

f , achieved by the objects.

4.11.14.1 Solution

Upon thermal contact, the heat energy lost by the warmer object is equal to that
gained by the colder one. Assume each of these objects has mass m moles. Then the
heat energy loss is

m

Z 400

Tf

Cp dT D ma.400� Tf/C mb

2

�
.400/2 � .Tf/

2
�
:

Similarly, the heat energy gain is

m

Z Tf

300

CpdT D ma.Tf � 300/C mb

2

�
.Tf/

2 � .300/2
�
:

Equating these two yields a quadratic equation

a.2Tf � 700/C b

	
.Tf/

2 � .300/2 C .400/2

2



D 0;

which is readily solved. For given values of a and b it reduces to

.Tf/
2 C 1;000Tf � 4:75 � .10/5 D 0; (4.175)

yielding

Tf D 351:469 K:
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The calculation for the temperature T 0
f – which is reached by the two bodies

when the Carnot engine has produced the maximum possible work – proceeds
as follows: Consider at some instant the temperatures of the two objects are T 0

h
and T 0

c . Heat energy, dQrev
h , is extracted from the warmer body and is reversibly

fed into the perfect Carnot engine at the same temperature T 0
h . Similarly, heat

energy dQrev
c is extracted from the colder body and reversibly added to the perfect

Carnot engine at the same temperature T 0
c . As always, the use of the perfect Carnot

engine dictates that the total entropy change is vanishing. Consequently, we must
have

Z T 0

f

400

	
dQrev

h

T 0
h



dT 0

h C
Z T 0

f

300

	
dQrev

c

T 0
c



dT 0

c D 0; (4.176)

which means

Z T 0

f

400

	
m.a C bT 0

h/

T 0
h



dT 0

h C
Z T 0

f

300

	
m.aC bT 0

c /

T 0
c



dT 0

c

D m

	
a ln

�
T 0

f

400

�
C b.T 0

f � 400/



m

	
a ln

�
T 0

f

300

�
C b.T 0

f � 300/



D 0: (4.177)

Simple manipulation leads to the expression

ln

�
T 02

f

300 � 400
�

D
�
b

a

�
.300C 400� 2T 0

f /; (4.178)

which can be recast as

T 0
fp

300 � 400 D exp

	�
b

a

�
.350� T 0

f /



: (4.179)

Outwardly, this transcendental expression looks quite fierce. But because for any
reasonable choice for T 0

f

	�
b

a

�
.350� T 0

f /



� 1;

the exponential can be expanded in powers of the exponent. That is, we can
approximate exp.x/ as 1C x CO.x2/ when x � 1. This leads to a linear equation
for T 0

f with the result

T 0
f D 100

p
12

�
1:7

1C 0:2
p
12

�
D 347:879 K: (4.180)
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Consideration of the quadratic term, x
2

2
, in the expansion of exp.x/ gives

T 0
f D 347:881;

which hardly changes the earlier result. Clearly, inclusion of any additional terms in
the expansion for exp.x/ is unnecessary.

In conclusion, we note that as always Tf > T 0
f . The difference between the heat

energy content of the masses at the two temperatures is equal to the positive work,
W; performed by the Carnot engine. That is,

W D 2m

Z Tf

T 0

f

dTCp.T / D 2m

Z Tf

T 0

f

dT .aC bT /

D 2ma.Tf � T 0
f /Cmb.Tf

2 � T 0
f
2
/ D 6:10 J: (4.181)

It is interesting to also try another method for calculating W . Such a method is
based on the direct integration of the energy conservation relationship.

For some temperature T 0, intermediate between 300 K and 400 K, elementary
work done by the engine dW is equal to the difference between the positive amount
of heat energy, dQh, extracted from the warmer body, and the smaller positive
amount of heat energy, dQc, rejected to the colder body. Thus,

W D
Z

dW D
Z
.dQh � dQc/

D m

Z 400

T 0

f

dT 0Cp.T 0/ �m
Z T 0

f

300

dT 0Cp.T 0/

D ma.700� 2T 0
f /C mb

2

h
.300/2 C .400/2 � 2T 0

f
2
i
: (4.182)

A little algebra confirms the earlier result recorded in (4.181).

4.12 Carnot Refrigerators and Air-Conditioners

A refrigerator or an air-conditioner is used for extracting positive amount of heat
energy jQcoldj from an object, or a room. Let us refer to such an object or a room as
a cold reservoir33 at temperature Tcold. Let us assume the positive amount of work
required for this extraction is jW j.

Naturally, an efficient refrigerator/air-conditioner, would produce a lot of cooling
for a given amount of effort. That is, the ratio of heat energy extracted, jQcoldj, to the

33Note that an object being cooled inside a refrigerator is a finite cold reservoir.
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work, jW j, required for its extraction, should be as large as possible. This ratio is
the refrigerator’s – or equivalently, an air-conditioner’s – coefficient of performance,
COP . That is,

COP D jQcoldj
jW j : (4.183)

Owing to the principle of conservation of energy enshrined in the statement of the
first law, the total amount of positive heat energy jQhotj rejected to the hot reservoir
at temperature Thot is the sum of the corresponding positive amount of heat energy,
jQcoldj, extracted from the cold reservoir and the externally supplied positive work
input,W . That is,

jQhotj D jW j C jQcoldj

or

jW j D jQhotj � jQcoldj:

Thus,

COP D jQcoldj
jQhotj � jQcoldj : (4.184)

The foregoing applies to all cyclic refrigerators/air-conditioners. If all the processes
are performed reversibly, we can employ a “Perfect Carnot Refrigerator” to provide
the cooling. Accordingly, the perfect Carnot equality would hold. That is,34

jQcoldj
jQhotj D Tcold

Thot
: (4.186)

Using (4.186) in (4.184) gives

.COP/carnot D
	

Tcold

Thot � Tcold



: (4.187)

34Note that (4.186) below is exactly equivalent to the perfect Carnot equality recorded in (4.2),
namely

Qrev.TC/

Qrev.TH/
D �

�
TC

TH

�
: (4.185)

The appropriate translation of (4.186) in terms of the notation used in (4.185) is as follows:
Because jQhotj is rejected to the hot reservoir, therefore, equal amount of heat energy is extracted
from the working substance at temperature TH. Thus, the heat energy reversibly added to the
working substance at temperature TH is: Qrev.TH/D �jQhotj. On the other hand, because jQcoldj
is extracted from the cold object/reservoir it is equal to Qrev.TC/ added to the working substance
at temperature TC. Thus Qrev.TC/ D CjQcoldj.
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Note that unlike the efficiency of a work producing perfect Carnot engine –
which is limited to being less than 100% – the coefficient of performance of a
perfect Carnot refrigerator has no such limitation. If Tcold is not too cold and the
difference .Thot � Tcold/ is relatively small, its ŒCOP � 100� can be much larger
than 100%.

4.12.1 XVII: Work Needed For Cooling an Object
with Constant Specific Heat

A mass m with specific heat CP has been in place in a large laboratory room at
temperature TH.

(a) What is the minimum amount of work needed by a refrigerator to cool this mass
to temperature TC ‹

(b) Calculate the overall coefficient of performance of this refrigerator.

[Note the pressure is kept constant during the entire course of this operation and
CP is assumed to be independent of temperature.]

4.12.1.1 Solution

(a) The most efficient machine for performing this task is, of course, the perfect
Carnot refrigerator. As before, we consider a situation where the mass m is at
some temperature T intermediate between the room temperature TH and the
desired final low temperature TC. An infinitesimal amount of heat energy jdQ1j
is extracted from the mass m at this temperature and is introduced into the
working substance of the refrigerator. In order to help transfer this heat energy
to the atmosphere in the room at the higher temperature TH it is also necessary,
for some outside agency, to perform positive work jdW j. Such work gets added
into the mix. As a result the heat energy, jdQ2j, actually transferred to the room
is the sum of the two. That is,

jdQ2j D jdW j C jdQ1j: (4.188)

The extraction of heat energy jdQ1j from the mass m causes a change dT in its
temperature,

jdQ1j D �m Cp dT: (4.189)

Because of the reversible operation of the perfect Carnot machine, total entropy
of the universe – consisting of the mass and the room – remains unchanged.

� jdQ1j
T

�
D
� jdQ2j

TH

�
: (4.190)
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Using (4.190), jdQ2j is readily eliminated from (4.188). Next, replacing jdQ1j
by the right hand side of (4.189) gives

�m CP TH

�
dT

T

�
D jdW j �m CP dT: (4.191)

Upon integrating both sides we get

�m CP TH

Z TC

TH

�
dT

T

�
D
Z TC

TH

jdW j �m CP

Z TC

TH

dT

�m CP TH ln.TC =TH/ D jW j �m CP .TC � TH/; (4.192)

where we have used the fact that the initial temperature is TH and the final
temperature is TC. This gives

jW j D m CP

	
TH ln

�
TH

TC

�
� .TH � TC/



; (4.193)

which is the minimum work needed for reducing the temperature of mass m
from its initial value TH to its final value TC.

4.12.2 XVIII: Cooling with Temperature Dependent Specific
Heat: Entropy Change and Work Input

Consider an object of mass m with temperature dependent specific heat CP .T / D
ACBT CDT 2 CET 3, where A;B;D;E are all positive constants. The object is
initially at temperature TH Kelvin. A perfect Carnot engine, acting as a refrigerator,
is used to cool the object to a lower temperature TC Kelvin. This process occurs
at constant pressure. Calculate: (I) The total energy input jW j into the perfect
Carnot engine for accomplishing this task. (II) The change of entropy of the working
substance during this process.

4.12.2.1 Solution

Consider a small amount of heat energy jdQ1j, which is extracted quasi-statically
from the object, at some temperature T Kelvin intermediate between TH and TC,
and is transferred to the reservoir by the use of a perfect Carnot refrigerator. This
changes the entropy of the object by an amount

dSobject D �jdQ1j
T

: (4.194)
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In order to extract this heat energy and eventually to transfer it to the thermal
reservoir at the higher temperature TH, some external agent has to be called upon to
do jdW j amount of work – note this work is usually provided by the electric power
that drives the refrigerator. As a result, the total amount of energy equivalent that is
quasi-statically shifted – that is, added – to the reservoir is jdQ2j

jdQ2j D jdQ1j C jdW j: (4.195)

The resultant change in the entropy of the reservoir, therefore, is

dSreservoir D jdQ2j
TH

D jdQ1j C jdW j
TH

: (4.196)

Because the perfect Carnot refrigerator operates reversibly the total increase in
the entropy of the universe, composed of the object and the reservoir, is zero.
Therefore,

dSobject C dSreservoir D �jdQ1j
T

C jdQ1j C jdW j
TH

D jdQ1j
	
1

TH
� 1

T



C jdW j

TH

D 0: (4.197)

Equation (4.197) represents two relationships

dSobject D �jdQ1j
T

and

jdW j D �jdQ1j C TH

� jdQ1j
T

�
: (4.198)

The loss of heat energy jdQ1j results in decreasing the temperature of the object, i.e.,

jdQ1j D �mCP .T / dT:

Whence, from (4.198),

dSobject D mCP .T / dT

T
and

jdW j
m

D CP .T / dT � THCP .T /

�
dT

T

�
: (4.199)

Integration of both sides between the initial and the final temperatures, i.e.,

Z TC

TH

dSobject D m

Z TC

TH

CP .T / dT

T
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1

m

Z TC

TH

jdW j D
Z TC

TH

CP .T / dT � TH

Z TC

TH

CP .T /

�
dT

T

�
; (4.200)

leads to

� Sobject

m
D A ln

�
TH

TC

�
C B.TH � TC/CD

.T 2H � T 2C/

2
C E

.T 3H � T 3C/

3
; and

jW j
m

D A

	
TH ln

�
TH

TC

�
� .TH � TC/




CB

	
TH.TH � TC/�

�
T 2H � T 2C

2

�


CD

	
TH

�
T 2H � T 2C

2

�
�
�
T 3H � T 3C

3

�


CE

	
TH

�
T 3H � T 3C

3

�
�
�
T 4H � T 4C

4

�

: (4.201)

It is important to be assured that the increase in the entropy of the object that
has been cooled is negative and the total work input for running the refrigerator
is positive. This assurance is provided by the following facts:

Because TH � TC, the terms proportional to the coefficients B, D, and E are either
equal to zero or they are readily seen to be manifestly positive. For the remaining

terms that are proportional to A, clearly ln
�
TH
TC

�
� 0: Also, as demonstrated in

(4.64)–(4.69), the following is true:

	
TH ln

�
TH

TC

�
� .TH � TC/



� 0:

(To check this, use the transliteration: Tres ! TH and Tcold ! TC in (4.64)–(4.69).)

4.13 Carnot Heat Energy Pump

A Carnot engine is like the proverbial Robin Hood. It robs the rich – i.e., takes heat
energy out of the hot body – and feeds the poor – i.e., puts part of it into a colder
body. The remainder, of course, helps run the enterprize: i.e., it produces useful
work.

There are, of course, the Anti-Robin Hoods – the Robber Barons – who do the
opposite. Robbing even the poor requires some effort. But we need not shed any
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tears for the Barons because generally their loot is a lot greater than the effort
expended! And that is how it is for a heat energy pump.

The objective of the exercise here is to keep a room warm during the winter.
Normally, when a steady state is reached, the rate of loss of heat energy from the
room through conduction, radiation, air leaks, etc., is equal to the rate at which the
heat energy is being supplied to the room to maintain its temperature at the specified
level.

A heat energy pump – being an air conditioner run in reverse – can be used to
provide this heat energy for great savings in fuel bills. Let us see how this comes
about. For simplicity we employ a perfect Carnot machine.

The two temperature reservoirs are the room at temperature TH and the outside
atmosphere at temperature TC. Let positive amount of heat energy jQCj be extracted
from the atmosphere and the energy used by the heat energy pump in the process
be jEj. Then according to the first law, heat energy jQHj will be transferred to the
room.

jQHj D jQCj C jEj:

Clearly, the relevant efficiency parameter is the ratio of the heat energy transferred
to the room per unit input of energy. That is,

Heat Energy Pump D jQHj
jEj D jQHj

jQHj � jQCj D
	
1 �

� jQCj
jQHj

�
�1
:

Therefore, for a perfect Carnot heat energy pump operating on the reversible perfect
Carnot cycle

Heat Energy Pump�Carnot D
	
1 �

�
TC

TH

�
�1
:

In a temperate climate, during the winter TC 	 50ıF D 283 K. Assuming the pre-
ferred room temperature is TH 	 70ıF D 294 K the idealized Heat Energy Pump�Carnot

would be 	2;670%Š
Of course, this estimate is far too optimistic for realistic systems. Perhaps a

number that is ten times smaller would be more realistic. The downside is the cost
and the wear and tear of the equipment. Both initial and the maintenance costs may
be high. But often the cycle direction of the heat energy pump can be reversed so
that the equipment can also be used as an air conditioner during the summer.

In Philadelphia, winter temperatures can reach 	253 K, and one often
needs room temperature to be 	295 K. Accordingly, even the idealized
Heat Energy Pump�Carnot would be only 	700%. Realistically, if one could use a
heat energy pump under these conditions its operating efficiency would be about
150�200%. In practice, the very cold temperatures cause problems with the
machinery and heat energy pumps are not a popular choice.
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4.13.1 Exercise III

Show that

Heat Energy Pump D 1C COP:

4.13.2 XIX: Entropy Increase on Removing Temperature
Gradient

A metal rod of uniform density �, cross section area A, and specific heat C , has
length L. Initially, its two ends are exposed to two very large heat energy reservoirs
maintained at temperaturesT1 and T2. (Note that either of these temperatures may be
higher than the other.) The environment surrounding the rod is so arranged that when
steady state is reached the temperature gradient along the rod becomes constant.
At this time the temperature reservoirs are removed and the entire rod is surrounded
by adiabatic walls. In this initial state, the entropy of the rod is equal to S0.

Calculate the entropy Seq of the rod when equilibrium state is reached. Note that
in the equilibrium state, the temperature along the rod is uniform.

(ii) What is the maximum work that can be extracted from the rod?

4.13.2.1 Solution

1. Assume that the rod is laid along the x-axis and extends from xD 0!L.
Further, the temperature initially at xD 0 is T1. Therefore, the constancy of the
temperature gradient ensures that initially the temperature at position x is

Tinitial D T1 C
�
T2 � T1
L

�
x: (4.202)

At position x choose a slice of length�x. Its mass is

�M D �A�x: (4.203)

Now, reversibly transfer an infinitesimal amount of heat energy jdQj to the slice.
This process will cause the temperature of the slice to rise by dT . That is,

jdQj D .C ��M/ dT: (4.204)

Accordingly, its entropy will increase by an amount dS where

dS D jdQj
T

D .C ��M/
dT

T
: (4.205)
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In reaching equilibrium, the total increase in the entropy of the slice35 .�S/

would therefore be the following:

.�S/ D .C ��M/

Z Tfinal

Tinitial

dT

T
D .C ��M/ ln

�
Tfinal

Tinitial

�
: (4.206)

Inserting the values of Tinitial from (4.202) and �M from (4.203) into (4.206)
leads to

.�S/ D .C � �A�x/
Z Tfinal

Tinitial

dT

T

D .C � �A�x/ ln

"
Tfinal

T1 C �
T2�T1
L

�
x

#
: (4.207)

In order to calculate the grand total of the entropy increase, Seq � S0, we need to
sum, from x D 0 ! x D L, both sides of (4.207). That is,

Seq � S0 � †LxD0.�S/ � †LxD0

(
.C � �A�x/ ln

"
Tfinal

T1 C �
T2�T1
L

�
x

#)
:

A more accurate way of calculating the entropy increase, Seq�S0, is to work with
very small .�S/’s and convert all of these sums into the corresponding integrals.
For convenience we divide both sides by the factor C�A.

Seq � S0

C�A
D
Z L

0

dx ln

"
Tfinal

T1 C �
T2�T1
L

�
x

#

D
Z L

0

dx ln .Tfinal/ �
Z L

0

dx ln

	
T1 C

�
T2 � T1
L

�
x




D L ln .Tfinal/� L lnT1 �D; (4.208)

where

D D
Z L

0

dx ln.1C Bx/; (4.209)

and

B D T2 � T1
LT1

: (4.210)

35Note that entropy is an extensive variable. So any increase in entropy is proportional to the system
size. Here, a convenient measure of the size of the slice is its mass �M . Therefore, the increase in
the entropy of the slice .�S/ is proportional to the mass �M of the slice.
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It is convenient to change the variable

y D 1CBx; (4.211)

whereby

dx D dy

B
;

and

D D
R 1CBL
1

dy ln y

B
D .y ln y � y/

B

ˇ̌
ˇ̌
1CBL

1

D
�

LT2

T2 � T1

�
ln

�
T2

T1

�
� L: (4.212)

Inserting the results of (4.212) into (4.208) yields

Seq � S0 D C�AL

	
1C ln .Tfinal/ � ln T1 �

�
T2

T2 � T1

�
ln

�
T2

T1

�

: (4.213)

The entropy increase must not be affected by the interchange of the subscripts
1 and 2. This is dictated by the physics of the problem because it matters not
whether at the start the right- or the left-end is at temperature T2 or T1.

Before testing for this subscript-interchange-invariance we need to know Tfinal?
Equilibrium is reached when all the excess heat energy from the warmer parts
of the rod has been transferred to the colder parts. This process continues until
the temperature of the rod becomes uniform. Because of the reflection symmetry
of the rod about its mid-point, the temperature of the mid-point remains constant
during equilibration. And this temperature is equal to the average of the original
temperatures of the two ends, i.e.,

Tfinal D T1 C T2

2
: (4.214)

Clearly, Tfinal, does satisfy the required invariance. But what about the rest of the
(4.213)?

The subscript interchange invariance becomes more transparent if we re-cast
(4.213) into the following form:

Seq � S0

C�AL
D 1C ln

�
T1 C T2

2

�
� ln T1 �

�
T2

T2 � T1

�
.ln T2 � lnT1/

D 1C ln

�
T1 C T2

2

�
C
�

1

T2 � T1

�
.T1 ln T1 � T2 ln T2/ : (4.215)
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Clearly, interchanging subscript “1” with “2” leaves the result unaltered. In addition
to the subscript interchange invariance, the entropy increase must also satisfy the
following requirements:

1. It is imperative that Seq�S0 be positive. In other words, the entropy must increase
as a result of the irreversible process described in the problem under study.

2. Moreover, in the limit when T2 tends to T1, the entropy increase must tend to
zero.

The satisfaction of both the above requirements can be confirmed by looking at
the case

T1=T2 D Œ1 � �� ;

where36 1 >  � 0, � is D C1 when T2 � T1 and37 � D �1 for T1 � T2.
A convenient check is provided by forming an expansion in powers of .

Seq � S0
C�AL

D 2

24
C 3

24
C 114

320
C 135

480
CO.6/: (4.216)

Requirement (1) is obviously satisfied because when  tends to zero so does Seq�S0.
(2) Also, because  > 0 the change in the entropy is positive.

4.13.3 XX: Maximum Work Available in XIX

4.13.3.1 Solution

(See the preceding example for some of the preliminary details.) The use of the
perfect Carnot cycle ensures maximum extraction of work. Moreover, we are
assured that after the extraction of all the available work has been completed the final
temperature of the rod, Tf, will be consistent with zero total change in the entropy
of the universe.38

Fortunately, (4.213) was derived for an arbitrary value of the final temperature
Tfinal. Therefore, to find the relevant final temperature, Tf; all we need to do is set
the increase in the entropy Seq � S0 equal to zero in (4.213). That is,

0 D 1C ln .Tf/� ln .T1/�
�

T2

T2 � T1

�
ln

�
T2

T1

�
; (4.217)

36The  used here is not to be confused with its earlier usage relating to engine efficiency.
37Note that whether we use C1 or �1, the expansion in powers of  for the entropy change is the
same.
38Note that the universe here consists only of the isolated rod!
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which leads to

Tf D
�
T1

e

�	
T2

T1


� T2
T2�T1

�

: (4.218)

The total work extractedWmax is equal to the difference between the initial and final
heat energy content of the rod. That is,

Wmax D C�AL

	�
T1 C T2

2

�
� Tf



: (4.219)

It is helpful to present these results graphically. See Figs. 4.8a, b where the
entropy increase and the maximum available work are plotted as a function of the
temperature ratio R D T2=T1. For ease of display, both the entropy and work are
divided by C�AL and T1 is set equal to 1.
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Fig. 4.8 (a) Setting C�AL D 1 and T1 D 1 the entropy difference, Seq � S0, is plotted as a
function of the temperature ratio R D T2=T1. (b) With C�AL set D 1 the total work extracted,
Wmax, is plotted as a function of the temperature ratio R D T2=T1. For simplicity, T1 is again set
equal to 1
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Fig. 4.9 Temperature versus
Volume. Here
QH D Qrev.TH/ and
QC D Qrev.TC/. Full lines
are thermostats and broken
lines isochors. Scale is
arbitrary

275 300 325 350 375 400 425 450

Temperature

0.8

1

1.2

1.4

1.6

1.8

2

2.2

V
ol

um
e

Perfect Stirling Cycle

QH

QC
3

21

4

4.13.4 Exercise IV

Give a physical argument as to why Tf must approach T1 when T2 ! T1. Also,
prove that this holds true for (4.218).

4.14 Ideal Gas Stirling Cycle

Robert Stirling’s conception of a cyclic gas engine39 occurred somewhat contem-
poraneously with that of the Carnot cycle. And, although less well known, in its
idealized version the Stirling cycle has strikingly similar properties to those of a
perfect Carnot engine.

Much as in the perfect Carnot cycle, the legs 1 ! 2 and 3 ! 4 are reversible
isotherms.(See Fig. 4.9.)

But unlike the perfect Carnot cycle, the legs 2 ! 3 and 4 ! 1 are not adiabats.
Rather, these two legs are traversed isochorically. Therefore, this part of the travel
occurs both reversibly and at constant volume.

In going from 1! 2, positive amount of heat energy jQHj is withdrawn
reversibly40 from the hot reservoir maintained at temperature TH. Similarly, in
traversing the link 3! 4, positive heat energy jQCj is rejected41 to the cold reservoir
maintained at temperature TC.

As in the perfect Carnot cycle, because of the constancy of the internal energy,
the work done by the gas,W1!2, in its isothermal expansion from volume V1 ! V2
is equal to the heat energy withdrawn from the hot reservoir.

39Stirling, Robert (10/25/1790)–(6/6/1878).
40And is thereby reversibly added to the working substance.
41After it has reversibly been extracted from the working substance.
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jQH j D W1!2; (4.220)

where

W1!2 D
Z V2

V1

P dV D nRTH

Z V2

V1

dV

V
D nRTH ln

�
V2

V1

�
: (4.221)

Similarly, the work done by the gas in going from 3 ! 4 is

W3!4 D
Z V4

V3

P dV D nRTH

Z V4

V3

dV

V

D nRTH ln

�
V4

V3

�
D �nRTH ln

�
V3

V4

�
: (4.222)

Therefore, the heat energy discarded to the cold reservoir during this leg is

jQC j D �W3!4 D nRTH ln

�
V3

V4

�
: (4.223)

As a result, the ratio of the heat energy added to the working substance at TH and
that withdrawn from it at TC is

jQH j
jQC j D TH

TC

 
ln
�
V2
V1

�

ln
�
V3
V4

�
!
: (4.224)

Owing to the fact that the traversal of legs 2 ! 3 and 3 ! 4 occurs at constant
volume, the working substance does no work along them.

W2!3 D 0 D W4!1:

Further, the algebraic value of increases in the internal energy of the working
substance along these legs – equal to nCv.TC � TH/ and nCv.TH � TC/ – cancel
each other out. Thus, according to the first law the sum of heat energy transfers
along these two legs is zero.

Another important consequence of the constancy of volume along these two legs
is the equality

�
V2

V1

�
D
�
V3

V4

�
:

Therefore, (4.224) yields

jQH j
jQC j D TH

TC
:
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The efficiency of the ideal Stirling cycle, can now be calculated.

stirling D
	

Total Work Output

Heat Energy Withdrawn from Hot Reservoir




D W1!2 CW2!3 CW3!4 CW4!1

jQHj

D W1!2 CW3!4

jQHj D jQHj � jQCj
jQHj D 1 �

�
TC

TH

�
: (4.225)

Thus, the hallmark of the perfect Carnot cycle is reproduced by the idealized Stirling
cycle.

4.15 Idealized Version of Some Realistic Engines

A wide variety of engine types are used in practice. Below we describe three.
Although mechanical details may differ the essence of these cycles is as given below.

4.16 The Diesel Cycle

A schematic plot of an idealized diesel cycle using a perfect gas as the working
substance is given in Fig. 4.10.

The cycle consists of four links, all traversed reversibly.
Expansion from volume V1 ! V2 occurs at constant pressure P1 D P2. The next
link, 2 ! 3, represents an adiabatic expansion from V2 ! V3. It is followed by an
isochoric pressure decrease, from P3 ! P4. Note that here V3 D V4. The fourth and
the final link represents an adiabatic compression from V4 ! V1.

The engine absorbs heat energy jQINj in going from position 1 to 2. According
to the first law it is equal to the resultant increase in internal energy plus the work
done in the corresponding isobaric compression. Or, equivalently, it is equal to the
corresponding increase in enthalpy. Thus,

Fig. 4.10 Diesel cycle using
ideal gas as the working
substance
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jQINj D U2 � U1 C P1.V2 � V1/
D CV.T2 � T1/C P1.V2 � V1/
D H2 �H1

D CP .T2 � T1/: (4.226)

Of course, no heat energy exchange occurs in going from 2 ! 3.
The isochoric pressure decrease in going from 3 ! 4 results in the discarding

of heat energy QOUT. Because of the constancy of volume, no work is done here.
Thus,

jQOUTj D �.U4 � U3/ D CV.T3 � T4/: (4.227)

Finally, the adiabat 4 ! 1 entails no heat energy exchange.
The total work output during the cycle is equal to the difference between heat

energy absorbed and discarded, jQINj � jQOUTj. The efficiency diesel of the engine,
therefore, is

diesel D 1 � jQOUTj
jQINj

D 1 �
	
CV.T3 � T4/

CP .T2 � T1/



D 1 � 1

�

�
T3 � T4
T2 � T1

�
: (4.228)

It is sometimes convenient to express the efficiency in terms of only the volumes
instead of the temperatures. This is particularly so because while the cycle requires
four temperature points for complete specification, only three volume points are so
needed. To this purpose, we invoke the ideal gas equation of state. As a result we
can write

T1

T2
D P1V1

P2V2
:

But P1 D P2. Therefore,

T1 D T2

�
V1

V2

�
: (4.229)

Also, because the links 2 ! 3 and 4 ! 1 are adiabats we have

T3 D T2

�
V2

V3

���1
D T2

�
V2

V4

���1
; (4.230)

and

T4 D T1

�
V1

V4

���1
: (4.231)
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Using (4.229) and replacing T3 and T4 by the expressions given in equations (4.230)
and (4.231), (4.228) gives

diesel D 1 � 1

�

2
6664
T2

�
V2

V4

���1
� T1

�
V1

V4

���1

T2 � T2

�
V1

V2

�

3
7775 :

Multiplying both the numerator and the denominator of the expression within long
brackets by the factor ŒV2=.T2V4/� leads to

diesel D 1 � 1

�

2
6664

�
V2

V4

��
�
�
T1V2

T2V4

��
V1

V4

���1

V2

V4
� V1

V4

3
7775 : (4.232)

Division of both sides of (4.229) by V4 allows the replacement,

T1V2

T2V4
D V1

V4
:

As a result, (4.232) can be recast

diesel D 1 � 1

�

2
664

�
V2

V4

��
�
�
V1

V4

��

�
V2

V4

�
�
�
V1

V4

�

3
775 : (4.233)

Because V4 DV3, according to one’s visual preference, in (4.233) volume point V4
may be replaced by V3.

4.16.1 XXI: Diesel Engine

Given an extremely efficient diesel cycle with compression ratio

V4

V1
D 25

and the cut-off ratio

V2

V1
D 2

calculate its efficiency, diesel. The working substance, air, may be treated as a
di-atomic ideal gas with � D 7

5
D 1:4.
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4.16.1.1 Solution

To use (4.233) we need

V2

V4
D V2

V1

V1

V4
D 2

25

and

V1

V4
D 1

V4
V1

D 1

25
:

Then according to (4.233) we have

diesel D 1 � 5

7

2
6664

�
2

25

�1:4
�
�
1

25

�1:4

�
2

25

�
�
�
1

25

�

3
7775

D 1 � 0:323 D 0:677: (4.234)

4.17 Ideal Gas Otto Cycle

In Fig. 4.11 we give a schematic plot of an idealized Otto cycle42 using a perfect gas
as the working substance.

The cycle consists of four links. All traversed reversibly.
Expansion from volume V1 !V2 occurs adiabatically. The next link, 2!3,

represents an isochoric decrease in pressure from P2 !P3. It is followed by
an adiabatic compression from volume V3 !V4. During this process pressure
increases from P3 !P4: The fourth link represents an isochoric pressure increase
from P4 !P1.

The travel between 1 and 2 occurs without any exchange of heat energy. Between
2 and 3 the engine discards heat energy, jQOUTj. According to the first law it is equal
to the resultant decrease in internal energy of the working substance minus any work
done by it during the travel. But because the volume remains unchanged, no work is
done. Therefore, jQOUTj is equal to the corresponding decrease in internal energy.
That is,

jQOUTj D �.U3 � U2/

D CV.T2 � T3/: (4.235)

42Otto, Nicolaus (6/14/1832)–(1/26/1891).
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Fig. 4.11 Otto cycle using
ideal gas as the working
substance
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Of course, no heat energy exchange occurs in traversing the next link from 3 ! 4

because it is an adiabat.
The isochoric pressure increase in going from 4 ! 1 requires the adding of heat
energy, jQINj. Because of the constancy of volume, no work is done here. Therefore,
jQINj is equal to the corresponding increase in the internal energy.

jQINj D CV.T1 � T4/: (4.236)

As usual, the total work output during the cycle is equal to the difference between
the heat energy absorbed and discarded: i.e., it is equal to jQINj � jQOUTj. And as a
result, the efficiency otto of the engine is

otto D 1 � jQOUTj
jQINj D 1 �

	
CV.T2 � T3/
CV.T1 � T4/



D 1 �

	
T2 � T3
T1 � T4



: (4.237)

Outwardly, the above result looks simple. But it makes reference to four tempera-
tures. Can it be simplified?

To investigate this matter, we utilize the T; V equation for reversible adiabatic
links. That is,

T .V /��1 D constant:

For the links 1 ! 2 and 3 ! 4 we can write

T1

T2
D
�
V2

V1

���1
(4.238)

and

T3

T4
D
�
V4

V3

���1
: (4.239)
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But V1 D V4 and V2 D V3. Thus, (4.239) becomes

T3

T4
D
�
V1

V2

���1
: (4.240)

Equations (4.238)–(4.240) readily lead to the result

T2 D T1

�
T3

T4

�
:

Upon insertion into the expression for otto given in (4.237) we get

otto D 1 �
2
4T1

�
T3
T4

�
� T3

T1 � T4

3
5

D 1 �
�
T3

T4

�	
T1 � T4
T1 � T4



D 1 �

�
T3

T4

�
: (4.241)

The otto looks suspiciously similar to carnot given in (4.18)! Let us compare the two.
The highest temperature at which the Otto engine withdraws any heat energy is T1.
And the lowest such temperature in the cycle at which any heat energy is discarded
is T3. So, the relevant perfect Carnot cycle would have used heat energy reservoirs
at temperatures TC D T3 and TH D T1 leading to

carnot D 1 �
�
T3

T1

�
:

But T1 > T4. Therefore, otto is less than the efficiency, carnot, of a perfect Carnot
engine that could possibly be operated here.

Often, otto is expressed in terms of the compression ratio. Here, that is readily
done. Combining (4.240) and (4.241) gives

otto D 1 �
�
V1

V2

���1
D 1�

�
1

Rcomp

���1
; (4.242)

where Rcomp is the compression ratio.43

Otto cycle can be mapped on to an idealized version of the familiar internal
combustion gasoline engine used in most automobiles. Because we are dealing with
a cyclic engine, we can describe the process beginning at any of the four points
(nodes) displayed in Fig. 4.11.

43Rcomp is defined as the ratio of the largest to the smallest volumes achieved during the cycle.

Here, that would be equal to
�
V2
V1

�
D
�
V3
V1

�
D
�
V2
V4

�
D
�
V3
V4

�
.
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Let us begin, at point 3, with a cylinder full of what is called “the mixture”: i.e.,
air infused with gasoline vapor.44 The adiabatic process from 3 ! 4, results in the
compression of the mixture to a much smaller volume, V4, equal to .1=Rcomp/ of the
total working volume, V3, of the uncompressed cylinder. At this point an electric
spark plug – generally placed at the top or bottom of the compressed mixture,
depending on the direction of compression – is actuated. The progress of the ignition
process is approximately represented by an isochoric travel from 4 ! 1. Clearly,
the corresponding heat energy input, QIN, represents the energy generated by the
firing of the mixture.

In actual practice, the volume does not stay totally constant during this leg of the
cycle. Rather, it increases some due to the tremendous rise in temperature. Also that,
unless great care is exercised in the engineering, its combustion is often less than
complete. Both these effects reduce the energy efficiency of the engine.

By the time the ignition phase is completed, the pressure of the gas has increased
to P1. This increased pressure exerts a large force that pushes the piston back,
causing a rapid, nearly adiabatic, expansion from V1 ! V2. The expansion causes
a crankshaft to turn, resulting in the production of torque that is transferred to the
driving wheels.

As portrayed, the leg 2 ! 3 is a relatively crude approximation to what actually
takes place during this phase of the cycle. Here, the gas, now devoid of any – or
almost any – live fuel and oxygen, is vented out through an outward opening valve
in the cylinder while live mixture of gasoline and fresh air containing oxygen is
sucked in from another inward opening valve. Again, the resulting process is not
totally isochoric. The two additional “strokes” that are embedded45 in this leg – one
involving the exhausting and the other the sucking in of the mixture – also use up
some energy. Moreover, the exhausted gas is generally very much hotter than the
ambient atmospheric temperature. Thus, the amount of heat energy being discarded
is much greater than would be the case if the exhaust had occurred at the atmospheric
temperature.

In addition to the caveats expressed above, there is also some energy loss due to
friction46 between the piston and the cylinder surfaces.

Let us next turn our attention to the compression ratio. According to (4.242), the
larger the ratio, Rcomp, the higher the efficiency. So, why do we not make this ratio
very large? Perhaps this question is better re-phrased as follows: How high is the
compression ratio in practice? A majority of the automobiles in operation today run
on the so-called “regular” gasoline with octane value of 87. The compression ratio
for these automobiles is usually 	9. High performance automobiles, on the other
hand, require premium fuel with octane values of 89–94. As a result, their engines

44This mixture is the working substance and admittedly ideal gas is a rather crude approximation
to it.
45But not shown in the schematic diagram given in Fig. 4.11.
46Of course, the frictional loss is somewhat reduced by the presence of engine oil-lubricants.
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can support higher compression ratios47 	10:5. So, why the need for high octane
fuel in high performance engines?

A typical automobile has a minimum of four cylinders. The sparking and the
resultant firing of different cylinders occurs in a cleverly arranged sequence such
that during any cycle the power producing stroke in one cylinder occurs as the other
cylinders are progressing with their five non-power producing strokes. The result so
achieved is that for a given rate of fuel injection – controlled by the driver through
the fuel pedal – the torque transmitted to the driving wheels is constant in time. What
puts a spanner – a monkey wrench – in the works is the “pre-ignition.” This means
that the fuel mixture ignites before the compression stroke is fully completed. Such
unscheduled pre-ignition sends shock waves that cause knocking. This both reduces
the power output and causes engine degradation. Increasing the octane value of
the fuel helps avoid pre-ignition by raising the combustion temperature of the fuel
mixture.

4.18 Ideal Gas Joule Cycle

In Fig. 4.12, we give a schematic plot of an idealized Joule cycle using a perfect gas
as the working substance. The cycle consists of four links, all traversed reversibly.

Expansion from volume V1 ! V2 occurs at constant pressure P1 D P2. The next
link, 2 ! 3, represents an adiabatic expansion from V2 ! V3. It is followed by an
isobaric – at pressure P3 D P4 – compression causing the volume to decrease from
V3 ! V4. The fourth and the final link represents an adiabatic compression from
V4 ! V1.

In going from position 1 to 2, the engine absorbs heat energy, jQINj. According to
the first law it is equal to the resultant increase in internal energy plus the work done
during the isobaric compression. Or, equivalently, it is equal to the corresponding
increase in enthalpy. Thus,

QIN D H2 �H1 D CP .T2 � T1/: (4.243)

Of course, no heat energy exchange occurs in going from 2 ! 3.
The isobaric volume decrease in going from 3 ! 4 results in the discarding

of heat energy, jQOUTj. Because of the constancy of pressure, it is equal to the
corresponding enthalpy decrease.

jQOUTj D �.H4 �H3/ D CP .T3 � T4/: (4.244)

Again, the adiabat 4 ! 1 results in no heat energy exchange.

47Mitsubishi, GDI engine, according to the manufacturer, achieves a compression ratio of 11.5.
This requires clever engineering. For instance, part of the fuel is injected during the compression
and in the process the mixture is cooled by the fuel spray.
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Fig. 4.12 Joule cycle using
ideal gas as the working
substance
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As usual, the total work output during the cycle is equal to the difference between
the heat energy absorbed and discarded: that is, QIN � QOUT. And as a result, the
efficiency joule of the engine is

joule D 1 � jQOUTj
jQINj D 1 �

	
CP .T3 � T4/
CP .T2 � T1/



D 1 �

	
T3 � T4

T2 � T1



: (4.245)

This result can be simplified. To this end, we use the T;P equation for adiabatic
links. That is,

T / .P /
��1
� :

For the links 4 ! 1 and 2 ! 3, we can write

T1

T4
D
�
P1

P4

� ��1
�

;

and

T2

T3
D
�
P2

P3

� ��1
�

:

But P1 D P2 and P3 D P4. Thus, the above become

T1

T4
D
�
P1

P3

� ��1
�

and

T2

T3
D
�
P1

P3

� ��1
�

: (4.246)
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This leads to the result

T4 D T1

�
T3

T2

�

and upon insertion into the expression for joule given in (4.245) we get

joule D 1 �
2
4T3 � T1

�
T3
T2

�

T2 � T1

3
5 D 1 �

�
T3

T2

�
: (4.247)

Outwardly, much like the Otto cycle, the efficiency of the Joule cycle, joule, also
looks similar to carnot given in (4.18)! Again, let us, compare the two. The highest
temperature at which the Joule engine draws any heat energy is T2. And the lowest
temperature in the cycle where any heat energy is rejected is T4. So, the relevant
perfect Carnot cycle would have had TC D T4 and TH D T2 with efficiency

carnot D 1 �
�
T4

T2

�
:

Because T3 > T4, carnot is greater than the corresponding joule.
Often, the efficiency of the Joule cycle is expressed in terms of the pressure ratio.

To do this, combine (4.246) and (4.247).

joule D 1 �
�
P3

P1

� ��1
�

D 1 �
�
P4

P1

� ��1
�

D 1 �
�
P3

P2

� ��1
�

D 1 �
�
P4

P2

� ��1
�

:

4.18.1 XXII: Joule Engine

The pressure and temperature in a Joule engine at point 4 are P4 D standard atmo-
spheric pressure, T4 D 300 K. Also given are P2 D 3:5� 105Pa and T2 D 500ıC.
Calculate joule and temperature T3.

4.18.1.1 Solution

joule D 1 �
�
P4

P2

� ��1
�

D 1 �
�
1:013 � 105
3:5 � 105

� ��1
�

D 1 � 0:702 D 29:8%

T3 D T2

�
T4

T1

�
D T2 �

�
P4

P2

� ��1
�

D T2 � 0:702 D 773 � 0:702 D 542:6 K

and
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T1 D
"
T4�
T3
T2

�
#

D 300

0:702
D 429:4 K

4.19 Negative Temperature: Cursory Remark

By relating the average kinetic energy of a perfect gas to its absolute temperature
“T ” – see (2.31) – we have “psychologically” committed ourselves to treating T
as a positive quantity. And this feeling has been further reinforced by Carnot’s
statement – see (4.7) – that the efficiency of a perfect Carnot engine, carnot, is equal
to 1� � TC

TH

�
.

One may well ask: How has Carnot added to our distrust of negative temper-
atures? The answer is the following: Under no circumstances, the actual work
produced may be greater than the energy used for its production. This means that the
working efficiency of an engine may never be greater than 100% – if the opposite
were ever true, the world would not have an “energy problem”! And, clearly, a
negative value for TC or TH would lead to . 100C /% efficiency ! It turns out that
the Kelvin–Planck formulation of the Second Law48 is also uncomfortable with the
concept of negative temperatures. The Clausius formulation49 of the Second Law,50

on the other hand, can be retained with qualifications: i.e., it needs to be agreed that
in the negative temperature regime, the “warmer” of the two bodies has the smaller
absolute value for the temperature.51 , This means that just as C3 K is greater than
C2 K, so is �2 K greater than �3 K . There is, however, an important “caveat.” In
increasing order the relevant temperature in integer degrees Kelvin is

C0;C1;C2; : : : ;C1;�1; : : : ;�2;�1;�0:

Therefore, if we must use negative temperatures we must also accept the fact
that: An object at any negative temperature is warmer than one at any positive
temperature!

More seriously, the question to ask is how, using fundamental thermodynamic
principles, must a negative absolute temperature T be defined? Following Ramsey’s
suggestion, T should be defined from the thermodynamic – see (7.101) above –
identity

48See D. ter Haar and H. Wergeland op. cit.
49This is true despite the fact – as previously concluded – that “ A violation of the Carnot version
of the second law results in a violation of the Clausius statement of the second law.”
50Namely: “Without assistance it is impossible to withdraw positive amount of heat energy from
a colder object and transfer the same to a warmer object.” In other words, heat energy does not
spontaneously get transferred from a colder object to a warmer one.
51See, N. F. Ramsey: “Thermodynamics and Statistical Mechanics at Negative Absolute Tempera-
ture,” Phys. Rev. 103, 20 (1956); Ramsey, Norman Foster (8/27/1915)–(12/7/1993).
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�
@U

@S

�

V;N

D T: (4.248)

If this equation is used as the definition of the absolute temperature, then if and
when the internal energy can be measured as a function of the entropy – big “if and
when,” considering it is very hard to precisely measure either of these quantities by
any “direct” method – and if the derivative is negative, then we have a confirmed
case of negative temperature! According to ter Haar:52“For a system to be capable
of negative temperatures, it is necessary for its energy to have an upper bound.”
Energy U is not bounded in normal systems. Rather, as a function of the entropy
S , the energy is monotonically increasing. As a result, the derivative

�
@U
@S

�
V;N

is
positive. That, according to (7.102), results in the temperature being positive.

All this would work well unless the entropy is bounded from above. In that case
when S reaches Smaximum, then

� �
@U
@S

�
V;N

�
suddenly changes from C1 to �1 and

the system starts its progress up the negative temperature scale ! As noted above,
the end point of the negative part of the temperature scale is T D �0, which surely
must be just as unattainable as is T D C0.

An experiment with precisely these characteristics was first performed by Purcell
and Pound.53 Because the subject matter involves quantum statistical mechanics,
for all relevant details the reader is referred to the chapter titled: “Statistical
Thermodynamics.”

52op. cit.
53E. M. Purcell and R. V. Pound, Phys Rev. 81,279 (1951).



Chapter 5
First and Second Laws Combined

The first law reminds us – see Chap. 3 – of the well known fact that energy is
conserved and all of it must be accounted for. Therefore, when heat energy �Q0
is added to a system, and none of it escapes, then all of it must still be there. And if
there should exist a procedure to convert some of this heat energy to work, say�W 0;
then after such conversion only�Q0 ��W 0 of it will still be present in the system.
We call this left over amount the increase, �U; in the system’s internal energy.
Because the amount of heat energy input surely depends on what the temperature
difference between the depositor and the depositee at any given time is, and because
the total deposit of heat may have taken finite length of time, its magnitude will
also depend on how long any particular instance, with some particular difference in
temperature, lasted. etc. Similarly, the work that is done – namely,�W 0 – will also
crucially depend on where, what, how, and when the work was carried out. These
facts are generally labeled as path dependencies. Clearly, therefore, the size of both
�Q0 and�W 0 must depend on the paths that are taken in carrying out these tasks.

All this is quite obvious. However, the first law also makes a second, less obvious,
statement. Despite the path dependence of the heat input and the work done, their
difference namely the internal energy,�U; is path independent.

The centrality of the aforementioned ideas are recognized by the second law.
Yet, following the ideas of Carnot, the second law makes additional qualifications
to them. For instance, given the temperatures at which heat can be introduced and
discarded, there is a maximum value for the efficiency with which work can be
produced. Additionally, these ideas lead to the identification of a state function of
universal1 significance: the entropy.

In the current chapter, we marry the above two laws of thermodynamics in a
manner that achieves “a perfect union” of the two. And this union provides great
insights into the working of thermodynamics.

In Sect. 5.1, the first and the second laws are combined together and the
Clausius argument in differential form is re-worked to finally arrive at the Gibbs

1For instance, as noted by Stephen Hawking with regard to Black Holes.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3

211
5, © Springer-Verlag Berlin Heidelberg 2012
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relationship – to be called the “first-second” law – which is valid when all the
processes being referred to occur quasi-statically. Keeping variables t and v

independent, the relationship
�
@u
@v

�
t

D t
�
@p

@t

�
v

� p is derived in Sect. 5.2. Section

5.3 deals with the first TdS equation. An alternate proof of the above relationship
is also provided. Mixing of ideal gases is analyzed in four solved examples in
Sect. 5.4. For the case when variables t and p are independent, the relationship�
@h
@p

�
t

� v D �t � @v
@t

�
p

is proven in Sect. 5.5. The second TdS equation and an

alternate proof of the preceding relationship is provided in Sect. 5.6. The first and
the second TdS equations are used together in Sect. 5.7. The case when the two
variables p and v are independent is dealt with in Sect. 5.8 and the third TdS
equation is derived in Sect. 5.9. Newton’s treatment of the velocity of sound is
described in Sect. 5.10 and a variety of solved examples and exercises are provided
in Sects. 5.11–5.13.

5.1 First and Second Laws

The first law of thermodynamics2 makes two distinct statements:

(a) Energy is conserved.3

(b) In thermodynamic equilibrium there exists a state function U – that is referred
to as the “internal energy” – such that the sum of the heat energy Q0 that is
added to and the work �W 0 that is done on the system equal the increase U in
the internal energy.

5.1.1 The Clausius Version: Differential Form

As stated above, the first law concludes that heat energy, dQ0; added to an object
plus the work, i.e., �dW 0; “done on it” are equal to the net increase, dU , in the
object’s internal energy. That is,

dQ0 � dW 0 D dU: (5.1)

It is important to note that dQ0 and dW 0 may or may not be quasi-static.
The work �dW 0 “done on” a system means that work CdW 0 is “done by” the

system. Combining (4.54) and (5.1) leads to – what we shall call – the Clausius
version of the first-second law4

2See the chapter on the First Law, especially the comments relating to (3.15).
3Occasionally, just the conservation of energy is referred to as the first law of thermodynamics. In
fact, the conservation of energy has been known since the ancient Greek times and the real value
of the first law lies in part (b) which identifies an important state function: the internal energy.
4Compare (4.60).
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T dS � dU C dW 0: (5.2)

The equality sign in the statement (5.2) applies only when the work dW 0 is done
quasi-statically.

Assume that the transfer of heat energy, and the work done, both happen quasi-
statically. And, an infinitesimal amount of heat energy input causes a single mole
of such a system, originally in thermal equilibrium at temperature t , to move
to a neighboring equilibrium state at temperature t C dt . In the process, its
thermodynamic state-functions 5, .u; h; s/, and state-variables, .p; v/, change to
.u Cdu; hCdH; sCds/ and .pCdp; vCdv/, respectively. These two neighboring
equilibrium states have very interesting inter-relationships.

As noted in (3.15), for what we call a simple system, when the infinitesimal
work – equal to dw – is done by an infinitesimal, quasi-static expansion equal to dv,
under pressure p; then dw D p dv: Then according to the first law, the quasi-static
increase, du, in the internal energy, and the relevant quasi-static heat energy input
dq; and the work done, p dv; are related as follows:

du D dq � dw D dq � pdv: (5.3)

Equivalently, we can write

dq D du C pdv: (5.4)

In order to fully explore this subject, we need to focus on the fact that in (5.4) all
the relevant processes occur quasi-statically. Thus, dq ! dqrev; and

�
dqrev

t

�
D ds: (5.5)

As a result, for quasi-static processes, the first-second law becomes

tds D du C pdv: (5.6)

While some authors call (5.6) the Gibbs’ Relationship, here it will be referred to as
the “first-second law”.

5.2 t and v Independent

As before, expressing u D u.t; v/, the exact differential du can be represented as

du D
�
@u

@t

�

v

dt C
�
@u

@v

�

t

dv:

5Recall that u; h; s, refer, respectively, to the internal energy, the enthalpy and the entropy.
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Thus, the .t; v/ dependent form of the first-second law becomes

tds D
�
@u

@t

�

v

dt C
	
p C

�
@u

@v

�

t



dv � Cvdt C�vdv: (5.7)

This is the basic .t; v/ version of the first-second law. For ease of comparison, (5.7)
is re-cast as

ds D 1

t

	�
@u

@t

�

v

dt C
�
p C

�
@u

@v

�

t

�
dv



: (5.8)

Given that here we are working in terms of the variables t and v; we can write

ds D
�
@s

@t

�

v

dt C
�
@s

@v

�

t

dv: (5.9)

Further, because ds is an exact differential, we can also use the integrability
relationship.

 
@
�
@s
@t

�
v

@v

!

t

D
 
@
�
@s
@v

�
t

@t

!

v

: (5.10)

5.2.1 Proof of Relationship:
�

@u
@v

�
t

D t
�

@p

@t

�
v

� p

We are now equipped to prove an important assertion that was made in (3.22);
namely that

p C
�
@u

@v

�

t

D t

�
@p

@t

�

v

� �v: (5.11)

To this end, we note that

(i) The dependence of the perfect differential ds; on the pair of differentials dt
and dv; must be the same whether we use (5.8) or (5.9). Equating the factors
proportional to dt (in these equations) gives

1

t

�
@u

@t

�

v

D
�
@s

@t

�

v

: (5.12)

Similarly, the factors proportional to dv can be equated. This gives:

1

t

	
p C

�
@u

@v

�

t



D
�
@s

@v

�

t

: (5.13)
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(ii) The integrability requirement for the perfect differential ds must also obtain. To
this purpose, differentiate (both the right and the left hand sides) of (5.12) with
respect to v while keeping t constant.

@2s

@v@t
D
 
@
�
@s
@t

�
v

@v

!

t

D 1

t

	
@2u

@v@t



: (5.14)

Similarly, differentiate (5.13) with respect to t while keeping v constant.

@2s

@t@v
D
 
@
�
@s
@v

�
t

@t

!

v

D � 1

t2

	
p C

�
@u

@v

�

t



C 1

t

	�
@p

@t

�

v

C @2u

@t@v



: (5.15)

Because
@2s

@v@t
D @2s

@t@v
the left hand sides of (5.14) and (5.15) are equal. Therefore,

we can equate their right hand sides.

1

t

	
@2u

@v@t



D � 1

t2

	
p C

�
@u

@v

�

t



C 1

t

�
@p

@t

�

v

C 1

t

	
@2u

@t@v



:

The terms, 1
t

	
@2u

@v@t



on the left hand and 1

t

	
@2u

@t@v



on the right hand side, are

equal and therefore can be eliminated from the equation. Multiplying the remainder
by t2 leads to the relationship

p C
�
@u

@v

�

t

D t

�
@p

@t

�

v

: (5.16)

Upon invoking the cyclic identity, we arrive at the desired result.

p C
�
@u

@v

�

t

D t

�
@p

@t

�

v

D �t �
"�

@v

@t

�

p

�
@p

@v

�

t

#

D t �
"
1

v

�
@v

@t

�

p

#
�
	
�v

�
@p

@v

�

t



D t � ˛p � 1

�t
D �v: (5.17)

(Compare with (3.18) and (3.22))

5.3 First T:dS Equation

To recapitulate: The first-second law in the .t; v/ representation can be displayed in
the following equivalent forms:
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tds D
�
@u

@t

�

v

dt C
	�
@u

@v

�

t

C p



dv D

�
@u

@t

�

v

dt C t

�
@p

@t

�

v

dv

D Cv dt C t

�
˛p

�t

�
dv D Cv dt C�vdv: (5.18)

Note that all the processes described in (5.18) are to be carried out quasi-statically.
It is traditional to name (5.18) the First T:dS Equation.

Thus, (5.18) yields

0 D Cv.dt/s C t

�
˛p

�t

�
.dv/s D Cv .dt/s C �v.dv/s: (5.19)

Dividing by v.dt/s �v leads to

0 D Cv

v�v

C 1

v

�
@v

@t

�

s

: (5.20)

This proves the equality

˛s D 1

v

�
@v

@t

�

s

D �
�
Cv

v�v

�
D �

�
Cv�t

vt˛p

�
: (5.21)

Analogous to the definition of an isobaric6 volume expansion coefficient, i.e., ˛p D
1
v

�
@v
@t

�
p
; in (5.21) we have defined an isentropic7 volume expansion coefficient

˛s D 1
v

�
@v
@t

�
s
. Looking at the first and the last terms in (5.21) it is clear that ˛p and

˛s have opposite signs. This fact is ensured by the positivity of v; t; the specific heat
Cv and the isothermal compressibility 8 �t :

At constant pressure, normal systems expand with increase in temperature. This
makes ˛p positive. When such is the case then ˛s is negative. The negativity of
˛s , of course, implies that normal systems cool down during (quasi-static) adiabatic
expansion9 – a phenomenon that most of us have observed when air is rapidly let
out of an inflated tyre. As we know well by now, the bizarre behavior of water
below about 4 ıC is not normal. Here, at constant pressure, water gets lighter – or
equivalently, the volume per mole increases – with decrease in temperature, i.e.,

˛p D 1

v

�
@v

@t

�

p

< 0: (5.22)

6Namely, that occurring at constant pressure.
7Namely, one that occurs at constant entropy.
8The positivity of both Cv and �t is required for thermodynamic stability of states that are in
thermal equilibrium.
9Equivalently, it can also be stated that the negativity of ˛s implies that normal systems heat up
during (quasi-static) adiabatic decrease of volume.
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As noted above, according to (5.21), if ˛p is negative, ˛s is positive. Therefore,
below 4ıC, the temperature of water increases upon (quasi-static) adiabatic expan-
sion – or, stated equivalently, upon (quasi-static) adiabatic decrease in volume, the
temperature of water, below 4 ıC, decreases still further!

5.3.1 Dependence of Cv on v

At constant volume, whenever the pressure is a linear function of the temperature,
it leads to an important result for the system specific heat Cv: To see this, let us:

(i) Write (5.16) as �
@u

@v

�

t

D t

�
@p

@t

�

v

� p;

and differentiate it with respect to t at constant volume v: We get

@2u

@t@v
D
 
@
�
@u
@v

�
t

@t

!

v

D
�
@p

@t

�

v

C t

�
@2p

@2t

�

v

�
�
@p

@t

�

v

D t

�
@2p

@2t

�

v

: (5.23)

(ii) Look at the second derivative
@2u

@v@t
: That is,

@2u

@v@t
D
 
@
�
@u
@t

�
v

@v

!

t

D
�
@Cv

@v

�

t

: (5.24)

(iii) Invoke the integrability condition and thereby equate the right hand sides of
(5.23) and (5.24). This leads to the relationship

�
@Cv

@v

�

t

D t

�
@2p

@2t

�

v

: (5.25)

Now, if at constant volume, the pressure p happens to be a linear function of the
temperature, t; e.g.,

p.v; t/ D a.v/t C b.v/; (5.26)

where a.v/ and b.v/ are not dependent on the temperature t; we have

�
@p

@t

�

v

D a.v/I
�
@2p

@2t

�

v

D 0:
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Therefore, (5.25) leads to an important result: namely that whenever at constant
volume the system pressure is a linear function of the temperature10 – as is the case
specified in (5.26) – Cv is independent of the volume v for all isothermal processes.

�
@Cv

@v

�

t

D 0: (5.27)

5.3.2 Alternate Proof:
�

@u
@v

�
t

D t
�

@p

@t

�
v

� p

In view of the importance of the relationship given in (5.16), i.e.,

�
@u

@v

�

t

D t

�
@p

@t

�

v

� p;

below we re-derive it by an alternative procedure.
Construct a state function11 ˆ

ˆ D s � .u=t/:

For neighboring equilibrium states, the difference in the value of ˆ is

dˆ D ds � du

t
C
� u

t2

�
dt:

According to the dictates of the first-second law, t ds D du C p dv: Therefore,
.ds � du

t
/ can be replaced by .p

t
/dv. Hence, we have

dˆ D
�p
t

�
dv C

� u

t2

�
dt:

Because dˆ is an exact differential, the integrability requirement must obtain. That
is, �

@.
p

t
/

@t

�

v

D
�
@. u

t 2
/

@v

�

t

:

As a result we have

�p
t2

C 1

t

�
@p

@t

�

v

D 1

t2

�
@u

@v

�

t

:

10Note that this, e.g., is the case for an ideal gas.
11Note that dˆ is an exact differential because ds; du and dt are exact differentials. Note also that
ˆ; s, and u are state functions and t is a state variable.



5.4 Mixing of Ideal Gas: Examples I–IV 219

Multiplying both sides by t2 yields the desired identity

�
@u

@v

�

t

D t

�
@p

@t

�

v

� p:

5.4 Mixing of Ideal Gas: Examples I–IV

5.4.1 I: Isothermal, Different Pressures, Same Number of Atoms

An adiabatically isolated vessel has two chambers, to be referred to as 1 and 2:
The chambers are separated by a massless partition of zero volume. Both chambers
contain the same monatomic ideal gas; are at the same temperature T I and the gas
in them initially contains the same number, N; of atoms. However, their volumes,
V1 and V2; and therefore their initial pressures, P1 and P2; are different. Calculate
any resulting change in the entropy in terms of P1 and P2 if the partition is removed
and the gas in the two chambers is allowed to mix homogeneously. Prove the change
in the entropy is positive. Also, plot the result to show how the change in the entropy
varies with change in the ratio of the two pressures.

5.4.1.1 Solution

We are told that the same monatomic ideal gas is placed in two different chambers
of volume V1 and V2: The initial pressure of the ideal gas in the two chambers is P1
and P2: The temperature of the gas, T; and initially the number of atoms,N; in each
of these chambers is the same. Therefore, initially the equation of state of the ideal
gas in the two chambers is the following:

P1V1 D N kBT I P2 V2 D NkB T:

Once the partition separating the chambers is opened, the gas achieves a joint status
with total volume equal to .V1 C V2/: Because each portion has the same number
of atoms, is at the same temperature T; and now is also at the same pressure, it is
convenient, therefore, to treat the process as causing a change in volume of each of
the two portions to a final volume Vfinal which is equal to half of the total volume.
That is, Vfinal D .V1 C V2/ =2:

The thermodynamics of the process is specified by the first-second law in the
form

T dS D dU C P dV:

Because we are dealing with an ideal gas and its temperature, T; is constant,
dU D 0. Therefore, for either of the two portions, we have
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dS D P

T
dV; (5.28)

where PV D NkB T , or equivalently

P

T
D NkBT

V
: (5.29)

Inserting this into (5.28) gives

dS D N kB

�
dV

V

�
: (5.30)

We can now calculate the increase in the entropy of each of the two portions as
follows:

�Sportion 1 D
Z final�portion1

initial�portion 1
dS D NkB

Z �
V1CV2

2

�

V1

�
dV

V

�

D NkB ln

"�
V1CV2
2

�

V1

#
I (5.31)

�Sportion 2 D
Z final�portion 2

initial�portion 2
dS D NkB

Z �
V1CV2

2

�

V2

�
dV

V

�

D NkB ln

"�
V1CV2
2

�

V2

#
: (5.32)

The total increase in the entropy, therefore, is equal to

�Stotal D �Sportion 1 C�Sportion2 D NkB ln

"�
V1CV2
2

�2
V1V2

#
: (5.33)

To change over to variables P1 and P2 we should re-write the above equation in
terms of the pressures. Using (5.29) for both these cases we have:

Vi D NkBT

Pi
I i D 1; or; 2:

Accordingly, we can write:

�
V1CV2
2

�2
V1V2

D
.NkBT /

2 �
�
1
P1

C 1
P2

�2 � � 1
2

�2

.NkBT /2 �
�
1
P1

� 1
P2

� D
"
.P1 C P2/

2

4 P1P2

#
: (5.34)
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Now using (5.33) and (5.34), we get

�Stotal D �Sportion1 C�Sportion2 D NkB ln

"
.P1 C P2/

2

4P1P2

#
: (5.35)

Because
.P1 C P2/

2 � 4P1P2 D .P1 � P2/
2 � 0;

or equivalently,
.P1 C P2/

2

4 P1P2
� 1;

therefore, we have the following inequality :

ln

"
.P1 C P2/

2

4 P1P2

#
� 0: (5.36)

According to (5.35), (5.36) shows that

�Stotal � 0:

The equality, �Stotal D 0; obtains only when P1 D P2: Why is this result not
surprising? If we allowed two parts of the same (ideal) gas, at the same temperature
and pressure, to mix together we will have done nothing that makes the gas different
from its unmixed version. For such a mixed gas to be tangibly different, the two parts
have to have had one or more of the following items different: i.e., either different
pressures, or different temperatures, or different number of atoms, or indeed any
combination of these differences.

It is helpful to see this result in a graphical form. In Fig. 5.1 the change in the
entropy is plotted as a function of the ratio, P2=P1 – or equivalently, P1=P2 – of
the two pressures. Notice that when the two pressures are equal, the change in
the entropy is zero. And as the pressures begin to differ, the change in the entropy
increases.

Fig. 5.1 Entropy
increase/.NkB/ versus the
ratio of the two pressures
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5.4.2 II: Isothermal, Different Pressures, Different Number
of Atoms

An adiabatically isolated vessel has two chambers to be referred to as 1 and 2:
The chambers are separated by a massless partition of zero volume. Both chambers
contain the same monatomic ideal gas; are at the same temperature T I but the gas in
them initially contains different numbers,N1 andN2; of atoms. Also, their volumes,
V1 and V2; and therefore their initial pressures, P1 and P2; are different. Calculate
any resulting change in the entropy in terms of P1 and P2 when the partition is
removed and the gas in the two chambers is allowed to mix homogeneously.

5.4.2.1 Solution

Two portions of the ideal gas with N1 and N2 molecules are initially contained in
two different chambers of an adiabatically isolated vessel. These portions are sub-
titled 1 and 2: We are told that initially the pressure of the gas in these chambers is
P1 and P2; respectively. Let us assume their volumes are V1 and V2: Because both
these chambers are at the same temperature, T; initially the equation of state of the
ideal gas is the following:

P1V1 D N1kBT IP2V2 D N2kBT: (5.37)

Once the partition between the chambers is lifted, the gas achieves a joint status
with total volume equal to V1 C V2:

While the fraction of the total number of molecules in portion 1 is
�

N1
N1CN2

�
; in

portion 2 it is equal to
�

N2
N1CN2

�
: Therefore, it is convenient, to treat the isothermal

process of mixing as causing a change in the volume of the portion 1 from its initial

value V1 to its final value .V1CV2/
�

N1
N1CN2

�
: And similarly, for the portion 2, from

the initial volume V2 to its final volume .V1 C V2/
�

N2
N1CN2

�
:

The thermodynamics of the process is specified by the first-second law in the
form

T dS D dU C P dV:

There is no change in the internal energy of an ideal gas when its temperature, T; is
constant. Therefore, dU D 0: Accordingly, for either of the two portions i , where
i D 1; or; 2, we have

dS D P

T
dV; (5.38)

where
PV D N kBT;
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or equivalently

P

T
D N kB

V
: (5.39)

Inserting this into (5.38) gives

dS D N kB

�
dV

V

�
: (5.40)

We can now calculate the increase in the entropy of each of the two portions as
follows:

�Sportion 1 D
Z final�portion 1

initial�portion 1
dS D N1 kB

Z .V1CV2/
�

N1
N1CN2

�

V1

�
dV

V

�

D N1kB ln

2
4 .V1 C V2/

�
N1

N1CN2
�

V1

3
5; (5.41)

and

�Sportion 2 D
Z final�portion 2

initial�portion 2
dS D N2 kB

Z .V1CV2/
�

N2
N1CN2

�

V2

�
dV

V

�

D N2 kB ln

2
4 .V1 C V2/

�
N2

N1CN2
�

V2

3
5: (5.42)

The total increase in the entropy, therefore, is equal to

�Stotal D �Sportion 1 C�Sportion 2

D kB ln

"�
V1 C V2

N1 CN2

�.N1CN2/ �N1
V1

�N1 �N2
V2

�N2#
: (5.43)

Equation (5.43) tells us that if
�
N1
V1

�
were equal to

�
N2
V2

�
,�Stotal would be vanishing.

Furthermore, when
�
N1
V1

�
D
�
N2
V2

�
, then P1 would be equal to P2. The upshot would

be the mixing of two different amounts of the same gas, at the same temperature and
pressure. Clearly, this process should not affect the total entropy of the gas.

Now using (5.39) for the portions 1 and 2 in the form

V1 D kBT

�
N1

P1

�
and V2 D kBT

�
N2

P2

�
;
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we can represent the above, in terms of the two pressures P1 and P2; as follows:

�Stotal D �Sportion 1 C�Sportion 2

D kB ln

2
4
 

N1
P1

C N2
P2

N1 CN2

!.N1CN2/
.P1/

N1 .P2/
N2

3
5: (5.44)

Again, when P1 D P2 the mixing would cause no change in the entropy. It is
convenient here to re-write the above in the following simple form:

�Stotal D �Sportion 1 C�Sportion 2

D kB .N1 CN2/ � ln

"�
p C n

1C n

��
1

p

� 1
1Cn

#
; (5.45)

where we have used the notation
�
P2

P1

�
D pI

�
N2

N1

�
D n: (5.46)

Of course, when N2
N1

D 1; that is when n D 1; the result given in (5.45) and (5.46),
is identical to that obtained in the preceding example – see (5.35).

To examine analytically how the entropy changes when the pressures P1 and P2
are nearly equal, let us work with the case

p D P2

P1
D 1C ;

where  � 1: After a bit of algebra, (5.45) yields the following result:

�Stotal

kB .N1 CN2/
D ln

"�
p C n

1C n

��
1

p

� 1
1Cn

#

pD1C

D
	

n

2 .1C n/2



2 CO ./3 : (5.47)

which shows that the entropy increases whenever the pressure difference between
the two parts changes. Similarly, near the point where one of the two pressures is
extremely small – that is, p � 1 – the entropy increase, i.e., the following quantity,

�Stotal

kB .N1 CN2/
� ln

"�
n

1C n

��
1

p

� 1
1Cn

#

p�1

; (5.48)

is large and positive.



5.4 Mixing of Ideal Gas: Examples I–IV 225

1
1.2

1.4
1.6

1.8
2

P2
P1 0

1

2

3

4

5

N2
N1

0

0.05

0.1
[Entropy]

Fig. 5.2 For 1 	 .P2=P1/ 	 2 and 0 	 .N2=N1/ 	 5; twice the entropy increase/Œ.N1 CN2/kB�

is plotted as a function of .P2=P1/ and .N2=N1/: Despite its changed appearance, notice that the
curve for .N2=N1/ D 1 is identical to that given in Fig. 5.1

All this is best shown on a three dimensional plot given in Fig. 5.2. Notice that
the entropy change is positive over the entire volume shown.

5.4.3 III: Different Pressure, Different Temperature,
and Different Number of Atoms

An adiabatically isolated vessel has two chambers, to be referred to as 1 and 2:
The chambers are separated by a massless partition of zero volume. Both chambers
contain the same monatomic ideal gas but they are at different temperature T1
and T2: Also, the gas in these chambers initially contains different numbers,N1 and
N2; of atoms. Further, their volumes, V1 and V2; and therefore their initial pressures,
P1 and P2; are different. Calculate any resulting change in the entropy in terms of
P1 and P2 when the partition is removed and the gas in the two chambers is allowed
to mix homogeneously.

5.4.3.1 Solution

Two portions of the same ideal gas withN1 andN2 molecules are initially contained
in two chambers of an adiabatically isolated vessel. The chambers are separated by
a partition of zero weight. For convenience, the two portions of gas are sub-titled
1 and 2: We are told that the number of molecules in these portions is N1 and N2:
Also that initially the temperature of the gas in the two chambers is T1 and T2; its
pressure is P1 and P2 and we assume its volume is V1 and V2; respectively. Initially,
the equation of state of the ideal gas in these chambers is the following:

P1V1 D N1 kBT1I P2 V2 D N2 kB T2: (5.49)
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Once the partition between the chambers is removed, the gas achieves a joint status.
Because the specific heat of the ideal gas is temperature independent, and the atoms
in the two vessels are identical, the only relevant parameter for calculating the final
temperature is the number of atoms. Accordingly, the final temperature of the gas in
the connected vessel is, Tfinal; given by the relationship:

Tfinal D .N1T1 CN2T2/=.N1 CN2/: (5.50)

Clearly, the fraction of the total number of molecules in portion 1 is
�

N1
N1CN2

�
; and

in portion 2 it is equal to
�

N2
N1CN2

�
: Therefore, it is convenient, to treat the physical

process of mixing as causing a change in the volume of the portion 1 from its initial

value V1 to its final equivalent value .V1 C V2/
�

N1
N1CN2

�
; and its initial temperature

T1 to the final temperature Tfinal: Similarly, for the portion 2, the initial volume V2
changes to its final equivalent volume .V1CV2/

�
N2

N1CN2
�
; and its initial temperature

T2 changes to the final temperature Tfinal:

Assuming that the process is quasi-static, its thermodynamics is specified by the
first-second law in the form

T dS D dU C P dV:

When the temperature of a monatomic ideal gas, with Ni atoms, increases by an
amount dTi; its internal energy increases by an amount12

dUi D 3

2
NikB dTi: (5.51)

Accordingly, for either of the two portions i , where i D 1 or 2, we have

TidSi D 3

2
NikBdTi C PidVi; (5.52)

where Pi Vi D Ni kB Ti; or equivalently

Pi

Ti
D Ni kB

Vi
: (5.53)

Dividing (5.52) by Ti and using (5.53) gives

dSi D 3

2
Ni kB

�
dTi

Ti

�
CNi kB

�
dVi

Vi

�
: (5.54)

12See (2.31).
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We can now calculate the increase in the entropy of each of the two portions as
follows:

�Sportion1 D
Z portion1 final

portion1 initial
dS1

D 3

2
N1 kB

Z Tfinal

T1

�
dT1
T1

�
CN1 kB

Z .V1CV2/
�

N1
N1CN2

�

V1

�
dV1
V1

�

D 3

2
N1 kB ln

�
Tfinal

T1

�
CN1 kB ln

2
4 .V1 C V2/

�
N1

N1CN2
�

V1

3
5; (5.55)

and

�Sportion 2 D
Z portion2 final

portion2 initial
dS2

D 3

2
N2 kB

Z Tfinal

T2

�
dT2
T2

�
CN2 kB

Z .V1CV2/
�

N2
N1CN2

�

V2

�
dV2
V2

�

D 3

2
N2 kB ln

�
Tfinal

T2

�
CN2 kB ln

2
4 .V1 C V2/

�
N2

N1CN2
�

V2

3
5: (5.56)

The total increase in the entropy, therefore, is equal to

�Stotal D �Sportion 1 C�Sportion 2

D 3

2
kB ln

"�
Tfinal

T1

�N1
�
�
Tfinal

T2

�N2#

C kB ln

"�
V1 C V2

N1 CN2

�.N1CN2/ �N1
V1

�N1 �N2
V2

�N2#
: (5.57)

Note that when N1
V1

D N2
V2

the second term on the right hand side of (5.57) is
vanishing. But the first term remains non-zero and positive as long as T1 and T2 are
different. However, when the two temperatures are equal, this term is also vanishing.
And then we are mixing the same gas with itself at the same temperature and
pressure.

To change the variables from V1 and V2 to the pressuresP1 and P2;we use (5.53)

for the portions 1 and 2. That is, V1 D kB

�
T1N1
P1

�
and V2 D kB

�
T2N2
P2

�
: Now the

dependence upon V1 and V2 can be re-cast in terms of the pressures P1 and P2:
That is,
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�Stotal D �Sportion 1 C�Sportion 2

D 3

2
kB ln

"�
Tfinal

T1

�N1
�
�
Tfinal

T2

�N2#

C kB ln

2
4
 
T1N1
P1

C T2N2
P2

N1 CN2

!N1CN2 �
P1

T1

�N1 �P2
T2

�N2
3
5: (5.58)

Of course, when T2 D T1 D T D Tfinal; the result given in (5.58) is identical to that
obtained in the preceding example – see (5.44).

5.4.4 IV: If
�p

t

�
D

�
˛p

�t

�
then

�
@Cv

@v

�

t

D 0:

Given �p
t

�
D
�
˛p

�t

�
; (5.59)

prove �
@Cv

@v

�

t

D 0 (5.60)

and show that this problem is much the same as that investigated in the sub-section
above called “Dependence of Cv on v.”

5.4.4.1 Solution

Expressing ˛p and �t in terms of partial derivatives, and using the cyclic identity,

�
˛p

�t

�
D

1
v

�
@v
@t

�
p

� 1
v

�
@v
@p

�
t

D �
�
@v

@t

�

p

�
@p

@v

�

t

D
�
@p

@t

�

v

; (5.61)

we can write (5.59) as

1

t
D 1

p

�
˛p

�t

�
D 1

p

�
@p

@t

�

v

: (5.62)

Differentiating with respect to t while keeping v constant, i.e.,

0
B@
@Œ
1

t
�

@t

1
CA
v

D

0
BB@
@

	
1

p

�
@p

@t

�
v




@t

1
CCA
v

;
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leads to the equality

� 1

t2
D � 1

p2

	�
@p

@t

�

v


2
C 1

p

�
@2p

@2t

�

v

:

Re-cast the above as

�
@2p

@2t

�

v

D p

 
� 1

t2
C 1

p2

	�
@p

@t

�

v


2!
: (5.63)

Now, square each side in (5.62). This gives

�
1

t

�2
D
	
1

p

�
@p

@t

�

v


2
:

Inserting the result into the right hand side of (5.63) yields

�
@2p

@2t

�

v

D 0: (5.64)

Finally, upon invoking the statement recorded in (5.25), i.e.,

t

�
@2p

@2t

�

v

D
�
@Cv

@v

�

t

; (5.65)

we are led to the desired result
�
@Cv

@v

�

t

D 0: (5.66)

To show that this problem is much the same as the one investigated in the sub-
section above called “Dependence of Cv on v,” let us re-examine the implications of
(5.64). That is,

�
@2p

@2t

�

v

D
0
@@

�
@p

@t

�
v

@t

1
A
v

D
�
@X

@t

�

v

D 0:

Therefore,X does not depend on t and is only a function of v: That is,

X D
�
@p

@t

�

v

D f .v/:

Therefore, (5.62), i.e.,
1

t
D 1

p

�
@p

@t

�

v

;

must lead to the result
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p D f .v/t;

which is much the same as was prescribed13 in (5.26).

5.5 t and p Independent

In (3.83), through the use of the state function, h, called the “enthalpy,” i.e., h D
u C pv; the first law was expressed as a function of dH and dp. For quasi-static
heat energy transfer, dq, it can be combined with the second law.

tds D dq D du C pdv D du C pdv C vdp � vdp

D d.u C pv/ � vdp D dH � vdp: (5.67)

5.5.1 Prove Equation:
�

@h
@p

�
t

� v D �t
�

@v
@t

�
p

Much as was done for du, the perfect differential dh can be expressed in terms of
the variables t and p: That is, one can represent: h D h.t; p/: This leads to:

dh D
�
@h

@t

�

p

dt C
�
@h

@p

�

t

dp: (5.68)

Inserting this into (5.67) yields

ds D 1

t

�
@h

@t

�

p

dt C 1

t

	�
@h

@p

�

t

� v



dp: (5.69)

Again, similar to what was done in the preceding section, we invoke the
integrability requirement for the perfect differential ds in terms of its variables p

and t; i.e.,
@2s

@p@t
D @2s

@t@p
: Note that (5.69) specifies the following:

�
@s

@t

�

p

D 1

t

�
@h

@t

�

p

; (5.70)

and �
@s

@p

�

t

D 1

t

	�
@h

@p

�

t

� v



: (5.71)

13The statement prescribed in (5.26) was as follows: p.v; t/ D a.v/ t C b.v/: Clearly, the term
b.v/ can be transferred to the left hand side and included in the general term p.v; t/:
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Therefore, the integrability requirement – i.e., the equality of the two mixed mixed
derivatives – yields

@2s

@p@t
D
 
@
�
@s
@t

�
p

@p

!

t

D
0
@@

h
1
t

�
@h
@t

�
p

i

@p

1
A
t

D 1

t

	
@2h

@p@t



; (5.72)

and

@2s

@t@p
D
0
@@

�
@s
@p

�
t

@t

1
A
p

D � 1

t2

	�
@h

@p

�

t

� v



C 1

t

"
@2h

@t@p
�
�
@v

@t

�

p

#
: (5.73)

Because the left-hand sides of (5.72) and (5.73) are equal, their right-hand sides
must also be equal.

1

t

	
@2h

@p@t



D � 1

t2

	�
@h

@p

�

t

� v



C 1

t

"
@2h

@t@p
�
�
@v

@t

�

p

#
:

The term 1
t

	
@2h

@p@t



on the left-hand side of the above relationship is equal to

1
t

	
@2h

@t@p



on the right-hand side. Canceling these and multiplying both sides of

the remainder by t2 gives
�
@h

@p

�

t

� v D �t
�
@v

@t

�

p

D �tv˛p D �p: (5.74)

5.6 Second T:dS Equation

Inserting the result that has been obtained in (5.74) into (5.69) allows us to display
the first-second law in the .p; t/ representation.

tds D
�
@h

@t

�

p

dt C
	�
@h

@p

�

t

� v



dp D

�
@h

@t

�

p

dt � t

�
@v

@t

�

p

dp

D Cp dt � tv˛p dp D Cp dt C�p dp : (5.75)

(Compare and contrast with (3.57) and (3.59).)
It is traditional to name (5.75) the Second T:dS Equation.

Isentropic Process

In order to discuss an isentropic process – i.e., a process in which the entropy of
the system remains unchanged – we set ds D 0.
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0 D Cp.dt/s C�p.dp/s D Cp.dt/s � tv˛p.dp/s:

This gives the pressure expansion coefficient at constant entropy.

�
@p

@t

�

s

D �Cp
�p

D
�
Cp

tv˛p

�
: (5.76)

Compare and contrast this result with that of (5.17), namely

�
@p

@t

�

v

D �v

t
D
�
˛p

�t

�
: (5.77)

Notice that three of the four quantities that appear in (5.76) – namely Cp; t; and
v – are all > 0: Similarly, in (5.77), thermodynamic stability requires �t also to
be positive. Therefore, the sign of both types of pressure expansion coefficients –

namely,
�
@p

@t

�
v

and
�
@p

@t

�
s

– is determined only by ˛p . Accordingly,

(a) Both
�
@p

@t

�
v

and
�
@p

@t

�
s

have the same sign. Let us contrast this fact with that

noted earlier:14 namely, that
(b)

�
@v
@t

�
p

and
�
@v
@t

�
s

have opposite signs.

For instance, at constant pressure, normal systems expand with increase in
temperature. This makes

�
@v
@t

�
p

positive. When such is the case then, according to
(5.21), normal systems would shrink in volume with increase in temperature if the
system entropy were held constant. This is so because

�
@v
@t

�
s

is negative: a fact that is
insured by the positivity of the specific heat Cv and the isothermal compressibility
�t – both required for the stability of thermal equilibrium.15

5.6.1 Dependence of Cp on p

Much like the dependence of Cv on volume, we can also explore the dependence
of Cp on pressure. To this end, let us slightly re-arrange (5.75) and write it as the
following:

ds D Cp

t
dt �

�
@v

@t

�

p

dp:

Again, invoking the exact differentiability of ds we have

�
@s

@t

�

p

D Cp

t
I
�
@s

@p

�

t

D �
�
@v

@t

�

p

:

14This fact was recorded immediately following (5.21).
15See the chapter titled “Equilibrium, Motive Forces, and Stability” for a discussion of the stability
of thermodynamic systems.



5.6 Second T:dS Equation 233

The equality of the mixed second derivatives,
@2s

@p@t
and
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@t@p
,
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D �
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�
;

yields the desired result:

�
@Cp

@p

�

t

D �t
�
@2v

@2t

�

p

: (5.78)

If, for constant pressure, the volume of a thermodynamic system can be represented

as a linear function of the temperature,

�
@2v

@2t

�

p

is vanishing. To see this let

v.p; t/ D a.p/t C b.p/: (5.79)

Then �
@v

@t

�

p

D a.p/I
�
@2v

@2t

�

p

D 0:

Thus, (5.78) leads to an important result: namely that if for constant pressure, the
volume v is linearly dependent on the temperature16 – e.g., this is the case in (5.79) –
the specific heat Cp is independent of the pressure for all isothermal processes.

�
@Cp

@p

�

t

D �t
�
@2v

@2t

�

p

D 0: (5.80)

5.6.2 Alternate Proof:
�

@h
@p

�
t

� v D �t
�

@v
@t

�
p

The importance of the relationship given in (5.74),

�
@h

@p

�

t

D v � t
�
@v

@t

�

p

;

warrants an alternate derivation

16Note that this, for instance, is the case for an ideal gas.
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To this purpose, it is helpful to construct a new state function ‰

‰ D s � .h=t/;

whereby17

d‰ D ds � dh

t
C h

t2
dt:

The first-second law in the form .ds � dh
t
/ D � � v

t

�
dp allows us to re-write the

above as

d‰ D �
hv
t

i
dp C

	
h

t2



dt:

Upon invoking the usual integrability requirement, i.e.,

�
�
@Œ v
t
�

@t

�

p

D
 
@Œ h
t2
�

@p

!

t

;

we are led to the equality

h v
t2

i
� 1

t

�
@v

@t

�

p

D
	
1

t2


�
@h

@p

�

t

:

Multiplying both sides by t2 and transferring v from the left side to the right yields
the desired result

� t
�
@v

@t

�

p

D �v C
�
@h

@p

�

t

: (5.81)

5.7 First and Second T:dS Together

It is instructive to look at the First and Second T:dS equations together. To this end,
we display, side by side and in seriatim, lines of (5.18) and (5.75) and note that tds
can be represented in any of the following forms:

tds D tds

Cvdt C
	�
@u

@v

�

t

C p



dv D Cpdt C

	�
@h

@p

�

t

� v



dp;

17Note: Because ds, dt , and dh are exact differentials, therefore, the same is true for d‰:
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Cvdt C t

�
@p

@t

�

v

dv D Cpdt � t
�
@v

@t

�

p

dp;

Cvdt C t

�
˛p

�t

�
dv D Cpdt � tv˛p dp;

Cvdt C�vdv D Cpdt C�pdp:

Thus, we can write

.Cp�Cv/dt D
	�
@u

@v

�

t

Cp



dv �
	�
@h

@p

�

t

� v



dp D t

�
@p

@t

�

v

dvCt
�
@v

@t

�

p

dp

D t

�
˛p

�t

�
dv C tv˛pdp D �vdv ��pdp: (5.82)

The difference in specific heats at constant pressure and constant volume is of great
thermodynamic interest. For this reason, we derive it from two different processes.
First, a process at constant pressure: that is, where dp D 0. We get:

Cp � Cv D
	�
@u

@v

�

t

C p


�
@v

@t

�

p

D t

�
@p

@t

�

v

�
@v

@t

�

p

D t

�
˛p

�t

��
@v

@t

�

p

D �v

�
@v

@t

�

p

D tv

 
˛2p

�t

!
: (5.83)

Second, a process at constant volume: that is, where dv D 0 and (5.82) can be
written in the following form:

Cp � Cv D �
	�
@h

@p

�

t

� v

�

@p

@t

�

v

D t

�
@v

@t

�

p

�
@p

@t

�

v

D tv˛p

�
@p

@t

�

v

D ��p

�
@p

@t

�

v

D tv

 
˛2p

�t

!
: (5.84)

5.8 p and v Independent

For this case, all the hard work has already been done in the chapter on the first
law – see the work leading to (3.67), etc. And what remains is described below in
the section on the third T:dS equation.
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5.9 Third T:dS Equation

Using the fact that quasi-static transfer of infinitesimal amount of heat energy, dq;
is equal to tds, (3.67) can be changed to the following:

tds D Cv

�
@t

@p

�

v

dp C Cp

�
@t

@v

�

p

dv

D Cv

�
�t

˛p

�
dp C

�
Cp

v˛p

�
dv: (5.85)

Traditionally, (5.85) has been called the Third T:dS Equation.

5.9.1 Isentropic Processes

As before, an isentropic process can be examined by setting ds D 0. Thus,

0 D Cv

�
@t

@p

�

v

.dp/s C Cp

�
@t

@v

�

p

.dv/s:

Dividing both sides by .dp/s yields

0 D Cv

�
@t

@p

�

v

C Cp �
�
@t

@v

�

p

�
�
@v

@p

�

s

D Cv

�
�t

˛p

�
� Cp � v

�
@t

@v

�

p

�
��1
v

�
@v

@p

�

s

�

D Cv

�
�t

˛p

�
� Cp �

�
1

˛p

�
� �s (5.86)

Analogous to the definition of isothermal compressibility �t D �1
v

�
@v
@p

�
t
,

�s D �1
v

�
@v
@p

�
s

is called the isentropic, or the adiabatic, compressibility. And we

see from the above that

� D
�
�t

�s

�
D
�
Cp

Cv

�
: (5.87)

Because Cp is always larger than Cv, �s is always smaller than its isothermal
counterpart �t .

A technical explanation for this behavior can be found by examining (5.76):
that is, �

@p

@t

�

s

D
�
Cp

tv˛p

�
:
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Because in a normal system Cp; t; v and ˛p are all positive, an adiabatic increase
in pressure is consistent with rise in temperature.18 In turn, because of the positivity
of ˛p . That is,

˛p D 1

v

�
@v

@t

�

p

> 0;

this rise in temperature causes some increase in the volume. Clearly, such increase
in the volume counteracts the effect – namely the decrease in volume – that the
original increase in the pressure would normally have had.

Therefore, less decrease in volume obtains than would be the case in a corre-
sponding isothermal compression. The net result is that the adiabatic compressibil-

ity, �s D � 1
v

�
@v
@p

�
s
; is smaller than the isothermal compressibility �t .

5.10 Velocity of Sound: Newton’s Treatment

There is an interesting historical anecdote, featuring Isaac Newton, with regard to
(5.87). When the measured value of the density �.t/ of air at temperature t was used
in the formula that was originally proposed for calculating the velocity of sound, i.e.,

coriginal 	 Œ�.t/�t �
�0:5; (5.88)

it seemed to underestimate the result.
Newton noticed that typical wave-lengths of ordinary sound are too long – being

of the order of a meter or longer – to allow adequate thermalization during a typical
oscillation time period 	 3 � 10�3 s. Accordingly, he realized that compressions
and rarefactions in the air occur without adequate heat energy exchange. Thus, the
energy transfer is not isothermal. Indeed, it is close to being adiabatic – meaning it
occurs almost without any heat energy exchange.

It was, therefore, suggested that rather than the isothermal compressibility �t , the
formula for the velocity should involve adiabatic compressibility �s . That is,

cNewton D Œ�.t/�s�
�0:5 D coriginal

r
�t

�s
: (5.89)

The net result of this interchange – from �t to �s – is that the original low estimate
for the sound velocity given in (5.88) is increased when it is multiplied by the factorq

�t
�s

D Cp
Cv

D � D 7
5
:

It is amusing to carry out this exercise for a di-atomic ideal gas of atomic weight
29 at t D 293K. This, of course, is an approximation for air at room temperature.

The density of air is

18This is so because when
�

Cp

pv˛p

�
is > 0, positive .dp/s implies positive .dt /s .
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�.t/ D M

v
D
�
Mp

Rt

�
;

whereM is the mass of one mole of air and v is its volume.
To calculate �t ; let us differentiate with respect to p the equation of state for one

mole, i.e.,
pv D Rt;

while t is kept constant. We get

�
@v

@p

�

t

D � v
p
;

and therefore

�t D �1
v

�
@v

@p

�

t

D 1

p
:

Accordingly, the original formula (5.88) leads to the result

coriginal 	 Œ�.t/�t �
�0:5 D

�
Rt

M

�0:5
D
�
8:31 � 293
29 � 10�3

�0:5
D 290m s�1:

This should be contrasted with the experimental result cexperiment D 343m s�1. When
290 is multiplied by

p
� D p

7=5 one gets cNewton D 343m s�1, which is dead on!
Bravo Newton!

5.11 Examples

5.11.1 V: Gas in Contact with Reservoir: Change in u and s

One mole of a gas which has an equation of state

p.v � b/ D Rt; (5.90)

where b is a constant, is in contact with an infinite thermal reservoir at tempera-
ture tc. In an isothermal quasi-static expansion, the gas increases its volume from vi

to vf and in the process does work equal to dwc . Calculate dwc; the resultant change
in the internal energy duc; the entropy of the gas and the reservoir.

5.11.1.1 Solution

Work done by the gas is

dwc D
Z vf

vi

p dv D Rtc

Z vf

vi

dv

v � b
D Rtc lnŒ.vf � b/=.vi � b/�: (5.91)
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From (5.17) we have �
@u

@v

�

t

D �p C t

�
@p

@t

�

v

:

For the gas under review �
@p

@t

�

v

D R=.v � b/: (5.92)

Therefore, �
@u

@v

�

t

D �p CRt=.v � b/ D 0: (5.93)

Also, because

du D
�
@u

@v

�

t

dv C
�
@u

@t

�

v

dt;

at t D tc; for the given isothermal process, i.e., where dtc D 0; we have

duc D
�
@u

@v

�

t

dvc C
�
@u

@t

�

v

dtc D 0 � .dvc/C
�
@u

@t

�

v

� 0 D 0: (5.94)

For reversible transfer of heat energy dqrev
c to the gas, the first-second law dictates

dqrev
c D tc dsc D duc C dwc D 0C dwc D dwc :

Thus,
dsc D dwc=tc D tc lnŒ.vf � b/=.vi � b/�; (5.95)

is the increase in the entropy of the gas. Because of reversible operation, the entropy
of the universe remains unchanged. Therefore, the entropy of the reservoir decreases
by the same amount dsc .

5.12 Examples VI–XV

5.12.1 VI: �W; �U; �S for P D .a=2b/T 2 C .1=bV /

A substance, which obeys the equation of state

P D .a=2b/T 2 C .1=bV /; (5.96)

where a and b are constants constant, is in contact with an infinite thermal reservoir
at temperature To. In an isothermal, quasi-static expansion its volume is increased
from Vo to V and in the process it does work �W . Calculate �W , the resultant
change in the internal energy �U , the entropy change of the substance and the
reservoir.
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5.12.1.1 Solution

The work done is

�W D
Z V

Vo

P dV D .a=2b/T 2o

Z V

Vo

dV C .1=b/

Z V

Vo

.1=V /dV

D .a=2b/T 2o .V � Vo/C .1=b/ ln.V=Vo/: (5.97)

From the identity �
@U

@V

�

T

D T

�
@P

@T

�

V

� P; (5.98)

follows the result �
@U

@V

�

TDTo
D .a=2b/T 2o � .1=bV /:

Integration leads to

�U D .a=2b/T 2o .V � Vo/ � .1=b/ ln.V=Vo/: (5.99)

The use of the first-second law in the form

�Q D To�S D �U C�W;

yields
�S D aTo.V � Vo/=b: (5.100)

Because the increase in the volume occurs reversibly, the gain in the entropy of the
substance is compensated by an equal loss in the entropy of the reservoir.

5.12.2 VII: �W; �U; �S

for pv D Rt.1 C b2=v C b3=v2 C � � � C bn=vnC1/

One mole of a gas that obeys an equation of state of the form

pv D Rt.1C b2=v C b3=v
2 C � � � C bn=v

nC1/; (5.101)

where bn is the so-called n-th virial coefficient which depends on the inter-
molecular force, is in contact with an infinite thermal reservoir at temperature tC .
In an isothermal, quasi-static expansion the gas increases its volume from vi to vf

and in the process does work�w. Calculate�w, the resultant change in the internal
energy�u, the entropy�s of the gas, and the reservoir.
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5.12.2.1 Solution

Work done by the gas is

�w D
Z vf

vi

pdv D R tcfln.vf=vi/C b2.1=vi � 1=vf/

C2b3.1=v2i � 1=v2f /C � � � C nbnC1.1=vni � 1=vnf /g: (5.102)

Because for constant volume, the equation of state specifies a linear dependence of
p on t , for isothermal processes the internal energy u does not change with volume.
Of course, this is also clear from (5.98) which states

�
@u

@v

�

t

D t

�
@p

@t

�

v

� p D 0:

Accordingly, internal energy is un-affected by the isothermal volume expansion and
the increase in the entropy of the gas is simply determined by the work done.

�s D �w

tc
:

Note, due to the process being reversible the entropy of the universe remains
unchanged. Therefore, the entropy of the reservoir is reduced by

5.12.3 VIII: Show
�

�t

�s

�
D 1 �

�
˛p

˛s

�

5.12.3.1 Solution

Recall (3.92) and divide both sides by Cv.

Cp � Cv
Cv

D
 
tv˛2p

Cv�t

!
: (5.103)

On the left hand side replace
�
Cp
Cv

�
by
�
�t
�s

�
.

�t

�s
D 1C t

�
˛p

Cv�t

�
v˛p:

From (5.19) we have

Cv.dt/s D �t
�
˛p

�t

�
.dv/s;
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which can be written as
�
˛p

Cv�t

�
D �1

t

�
@t

@v

�

s

:

Therefore,

�
�t

�s

�
D 1C t

	
�1
t

�
@t

@v

�

s



v˛pD1 �

	
v

�
@t

@v

�

s



˛p D 1 �

�
˛p

˛s

�
: (5.104)

Q.E.D.

5.12.4 IX: Show Cp

�
@t
@s

�
h

D t � ˛p t2

5.12.4.1 Solution

Begin with

tds D dH � v dp:

For constant enthalpy, dh D 0. Therefore,

t.ds/h D �v .dp/h:

Next, divide both sides by t .dt/h;

�
@s

@t

�

h

D �v
t

�
@p

@t

�

h

;

and invert the result and multiply by Cp;

Cp

�
@t

@s

�

h

D Cp

	
� t
v

�
@t

@p

�

h



: (5.105)

Next, we need to show the following equality:

Cp

	
� t
v

�
@t

@p

�

h



D t � ˛p t

2

To this end let us recall that

Cp D
�
@h

@t

�

p

:
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As such the right hand side of (5.105) is written as

Cp

	
� t
v

�
@t

@p

�

h



D t

v

	
�Cp

�
@t

@p

�

h



D t

v

"
�
�
@h

@t

�

p

�
@t

@p

�

h

#
D t

v

�
@h

@p

�

t

(5.106)
Note that the last term in (5.106) has been obtained by the use of the cyclic identity.

Recall the relationship (5.74)

�
@h

@p

�

t

D v � ˛pvt;

and insert it into the last term of (5.106). This leads to the desired result

Cp

�
@t

@s

�

h

D Cp

	
� t
v

�
@t

@p

�

h



D t

v

�
@h

@p

�

t

D t

v
.v�˛pvt/ D t�˛pt2:

(5.107)
Q.E.D.

5.12.5 X: Show
�

v
Cp

�
D

�
@t
@p

�
s

�
�

@t
@p

�
h

5.12.5.1 Solution

As in the preceding example, we use the cyclic identity

�
@h

@p

�

t

D �
�
@h

@t

�

p

�
@t

@p

�

h

D �Cp
�
@t

@p

�

h

: (5.108)

According to (5.74) the left hand side of (5.108) is equal to .v � tv˛p/: The use

of (5.76) allows us to replace .tv˛p/ by Cp
�
@t
@p

�
s
. As a result the left-hand side of

(5.108) can be re-cast as

�
@h

@p

�

t

D v � tv˛p D v � Cp
�
@t

@p

�

s

: (5.109)

The left-hand sides of (5.108) and (5.109) are identical. As a result, their right
hand sides can also be equated. This leads to the equality

�Cp
�
@t

@p

�

h

D v � Cp

�
@t

@p

�

s

:
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Slight re-arrangement leads to the desired result

�
v

Cp

�
D
�
@t

@p

�

s

�
�
@t

@p

�

h

: (5.110)

5.12.6 XI: Isothermally Stretched Ideal Rubber

Ideal rubber in the form of a band of length l is found to have the following equation
of state:

f D ˇt

"
l

lo
�
�
lo

l

�2#
: (5.111)

Here, f is the tension, lo is the un-stretched length, ˇ is a constant depending on
the properties of given rubber, and t is the temperature.

(a) Show that the internal energy is a function only of the temperature.
(b) Calculate the work w done on, and the heat energy q transferred to, the rubber

band when it is isothermally stretched from lo ! l . The temperature here is to.
(c) Given the specific heat at constant length is Cl , and the stretching is done

adiabatically, how does the temperature of the band, and the corresponding work
w0 done on it change?

5.12.6.1 Solution

Under tension f , the work dw done on the rubber in a quasi-static extension dl is
equal to f dl . (Note: the work done by the rubber band is equal to -f dl:) Hence,
the relevant statement of the first-second law is

tds D du � f dl: (5.112)

Clearly, this equation merely replaces p by �f and v by l . Thus, all the previous
results can be readily transferred.

(a) For instance, (5.11) is recast as

� f C
�
@u

@l

�

t

D �t
�
@f

@t

�

l

: (5.113)

The derivative
�
@f

@t

�
l

is easily found from the equation of state (5.111)

�
@f

@t

�

l

D ˇ

"
l

lo
�
�
lo

l

�2#
D f

t
: (5.114)
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Inserting this into (5.113) yields

�
@u

@l

�

t

D 0: (5.115)

Thus, when the temperature is constant, u is not a function of the length l . The
above can also be written as

�
@u

@l

�

t

D
�
@u

@f

�

t

�
@f

@l

�

t

D 0:

Further, because of the equation of state (5.111), quite obviously
�
@f

@l

�
t

¤ 0:

Hence, the following must be the case:

�
@u

@f

�

t

D 0: (5.116)

In other words, at constant temperature, the internal energy is also not a function
of the tension f .

Accordingly, u is a function only of t:
(b) When stretched isothermally the work done on the band is

w D
Z l

lo

f dl D ˇt

2lo

�
l2 � lo

2
�

C ˇtl2o

�
1

l
� 1

lo

�
: (5.117)

Noting the heat energy transferred to the band is q, and the fact that during the
isothermal process the internal energy remains constant, the first law dictates

q D �w:

(c) Because the internal energy depends only on the temperature, the first-second
law in (5.112) can be written as

tds D
�
@u

@t

�

l

dt � f dl D Cldt � f dl: (5.118)

At constant entropy, quasi-static stretching of the band by an infinitesimal
amount dl requires the expenditure of work equal to f .dl/s: Setting s constant
in (5.118) gives

Cl.dt/s D f .dl/s D ˇt

"
l

lo
�
�
lo

l

�2#
.dl/s: (5.119)
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Thus, total work done on the band during isentropic stretching from lo to l is

w0 D
Z l

lo

f .dl/s D Cl

Z t

t0

.dt/s D Cl.t � to/: (5.120)

Clearly, all we need to do now is find t .
To this purpose, transfer t to the left hand side in (5.119) and integrate. This

results in separating the variables l and t , and we get

Cl

Z T

to

.dt/s
t

D Cl ln

�
t

to

�
D
Z l

lo

f

t
.dl/s D ˇ

Z l

lo

"
l

lo
�
�
lo

l

�2#
.dl/s

D ˇ

2lo

�
l2 � lo2

�
C ˇl2o

�
1

l
� 1

lo

�
: (5.121)

The temperature t can readily be found by first dividing both sides by Cl and
then exponentiating them.

t D to exp

��
1

Cl

�
�
	�

ˇ

2lo

��
l2 � lo2

�
C ˇl2o

�
1

l
� 1

lo

�
�
:

5.12.7 XII: Energy and Entropy Change in Van der Waal’s Gas

One mole of a Van der Waal’s gas,

�
p C a

v2

�
.v � b/ D Rt;

where a and b are constants, is in contact with an infinite thermal reservoir at
temperature tc. In an isothermal, quasi-static expansion the gas increases its volume
from vi to vf and in the process does work .�w/tc . Calculate .�w/tc and the change
in the internal energy .�u/tc . What is the change in the entropy of the gas, and the
reservoir.

5.12.7.1 Solution

At temperature tc; when the gas expands from vi ! vf; it does work �w:

.�w/tc D
Z vf

vi

P dv D R tc ln

	
vf � b

vi � b



� a
�
1

vi
� 1

vf

�
:
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From (5.17) we have �
@u

@v

�

t

D �p C t

�
@p

@t

�

v

;

where �
@p

@t

�

v

D R

.v � b/
:

Therefore, �
@u

@v

�

t

D �p C Rt

.v � b/ D
� a
v2

�
D
�
@u

@v

�

tc

:

Thus, for the isothermal process at tc; net change in the internal energy is

.�u/tc D
Z vf

vi

�
@u

@v

�

tc

dv D
Z vf

vi

� a
v2

�
dv D a

�
1

vi
� 1

vf

�
: (5.122)

For quasi-static, reversible transfer of heat energy �q to the gas, the first and the
second laws dictate

.�q/tc D tc�s D .�u/tc C .�w/tc D Rtc ln

	
vf � b

vi � b



:

As a result

�s D .�q/tc
tc

D R ln

	
vf � b

vi � b


;

is the increase in the entropy of the gas. Because of reversible operation, the entropy
of the universe remains unchanged. Therefore, the entropy of the reservoir decreases
by the same amount�s.

This shows that for isothermal processes volume dependence of the internal
energy arises only out of the presence of the constant a : the constant b merely
indicates an effective decrease of the volume. It is commonly assumed that b is an
approximate measure of the volume that the molecules would occupy under strong
compression.

(See the chapter on “Imperfect Gases” for further details.)

5.12.8 XIII: Equation of State of a Metal Rod

A metal rod at temperatureTo has lengthLo, cross sectional areaAo and temperature
independent Young’s modulus Y . Construct its equation of state relating length L,
tension‚, and temperature T . The coefficient of linear expansion,ˇ, is independent
of the temperature and is small. Also, the extension due to tension is small compared
to the original length of the wire.
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5.12.8.1 Solution

Young’s modulus is defined as the ratio of “stress” and “strain.” That is,

Y D .‚=A/=Œ.�L/
 =L� :

Therefore,

.�L/
 D L‚

YA
;

where .�L/
 is the extension caused by the tension. Note that the total extension
must also include the contribution, .�L/T caused by the temperature increase. Thus,

L D Lo C .�L/T C .�L/
 D Lo C Loˇ.T � To/C
�
L‚

YA

�
: (5.123)

Collecting L dependent terms on the left hand side and dividing both sides by
Lo
�
1 � �

‚
YA

��
yields

L

Lo
D
"
1C ˇ.T � To/
1 � �

‚
YA

�
#

D
"
1C .�L/T

Lo

1 � .�L/

L

#

D
�
1C .�L/T

Lo

�"
1C .�L/


L
CO

�
.�L/


L

�2#

D 1C .�L/T

Lo
C .�L/


L
CO

�
.�L/


L

�2
CO

	�
.�L/T

Lo

��
.�L/


L

�

:

(5.124)

The second order terms are negligibly small and can be ignored. Not all of the
second order terms are explicitly identified in (5.124). Such second order terms as

still remain are implicit in the ratio
�
.�L/

L

�
D �

‚
YA

�
: But they too can be ignored

when A is replaced by Ao.
Thus, consistent with first order accuracy, the equation of state is

L D Lo

	
1C .�L/T

Lo
C .�L/


L



D Lo

	
1C ˇ.T � To/C ‚

YAo



:

5.12.9 XIV: Entropy Change in Extendable Cord

An extendable cord of length ƒ obeys an equation of state

‚ D T
h
a .ƒ �ƒo/C b .ƒ�ƒo/

2 C c .ƒ�ƒo/
3
i
;
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where ‚ is the tension in the cord, T is its temperature, and the constants a; b
and c are all > 0: The cord is in contact with a very large thermal reservoir at
temperature T:

Calculate the change in the entropy of the cord when its length increases from
ƒo to ƒ:

5.12.9.1 Solution

As usual, change in the entropy is best calculated by devising an appropriate quasi-
static process that takes the cord from its original length to the final length. Let the
work done by the cord during such an increase in length be �W:

�W D �
Z ƒ

ƒo

‚dƒ

D �T
	
a
.ƒ �ƒo/

2

2
C b

.ƒ�ƒo/
3

3
C c

.ƒ �ƒo/
4

4



: (5.125)

The internal energy is un-affected by this process. This can be seen as follows:
Given U D U.T;ƒ/; we have

dU.T;ƒ/ D
�
@U

@T

�

ƒ

dT C
�
@U

@ƒ

�

T

dƒ (5.126)

Note that T is constant, i.e., dT D 0: Further, in complete analogy with (5.17)

which records the equality,
�
@u
@v

�
t

D �p C t
�
@p

@t

�
v
; we can write19

�
@U

@ƒ

�

T

D ‚ � T
�
@‚

@T

�

ƒ

D ‚ �‚ D 0: (5.127)

Because both dT and
�
@U
@ƒ

�
T

are equal to zero, therefore according to (5.126),
dU.T;ƒ/ D 0: Accordingly,

�U D
Z ƒ

ƒo

dU.T;ƒ/ D 0:

Thus, the change in the entropy,�S , of the cord is:

�S D .�U C�W /=T D �W=T

D �
	
a
.ƒ �ƒo/

2

2
C b

.ƒ �ƒo/
3

3
C c

.ƒ �ƒo/
4

4



: (5.128)

19To transliterate (5.17) into (5.127) we need to use the analogy �‚ ! p and ƒ ! v: To
understand the transliteration, compare (5.125) and note that p dv is represented by �‚dƒ:
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Surprise! Surprise!
An extended cord has less entropy than an unextended one! Not to worry. All is

well because given half a chance, the extended cord will revert to its original length.
And this “spontaneous process” will, off course, result in increasing its entropy.

5.12.10 XV: A “Trick” Question About the Carnot Engine

Noting the assertion that the efficiency of a Carnot engine is dictated by the second
law without any regard to the working substance, calculate the efficiency of a
Carnot engine slated to work with pure water as its working substance when the
temperatures of the hot and cold reservoirs are set at 14ıC and 4ıC, respectively.

5.12.10.1 Solution

This is what, in the lingo, is called a trick question. Quite innocently one would
calculate the efficiency, , as being equal to

 D 1 �
�
TC

TH

�
D 1 �

�
277

287

�
:

Serious difficulties are encountered with the construction of the specified perfect
Carnot cycle. Let us, therefore, examine in detail the four legs of a possible perfect
Carnot cycle.

Proceeding isothermally from 1 ! 2 one reversibly withdraws – positive amount
of – heat energy QH from the reservoir at temperature TH D 287K and adds it to
the working substance, which is water. This surely increases the system entropy
from its initial value S1 to some higher value that we shall call S2.

S2 D S1 C
�
QH

287

�
:

Next, one proceeds reversibly along the adiabatic path 2 ! 3 and hopefully reaches
the lower temperature 277K. Accordingly, the entropy S3 is equal to S2: Therefore,

S3 D S2 D S1 C
�
QH

287

�
:

The third leg extends from 3 ! 4 along a reversible path at constant temperature
TC D 277K. In the process, one hopes to discard positive amount of heat energy
QC to the reservoir at the lower temperature TC. In this process, one would reduce
the system entropy and want it to become equal to the initial – lower – value S1:
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If all the above traveling does occur successfully, one would hopefully complete
the cycle by returning along the reversible adiabat 4 ! 1.

To check whether such a scenario can at all unfold, let us look at the isothermal
trek from 3 ! 4 at the lower temperature 4ıC. Now, as is well known, fish do
survive in relatively shallow lakes during severely cold weather. Of course, part
of this miracle is owed to the fact that ice is not a very good conductor of “heat
energy” – in this case, “heat energy” refers to the “severe cold” above the water.
But the real savior here is the peculiar behavior of the bulk expansion co-efficient of
water

˛P D
�
@V

@T

�

P

=V:

It is usually positive for all normal substances. For water, ˛P ; undergoes a crucial
change as it crosses the temperature point � 4ıC. Above this temperature, water
behaves normally and ˛P is positive. At � 4ıC, ˛P is zero: and below, it is negative.

Now, according to the second T:dS equation

T dS D nCvdT C nT

�
˛P

�T

�
:

Thus, along the isothermal path 3 ! 4, where both dT and ˛P are zero, we have

T dS D 0;

which makes the entropies S3 and S4 equal. That is

S4 D S3 D S2 > S1:

Clearly, the final leg of the cycle – the reversible adiabat from 4 ! 1 – cannot exist
because it would require S4 to be equal to S1.

Thus, the specified cycle is not a perfect Carnot cycle!

5.13 Exercises: I–VI

5.13.1 Exercise I

Show
�
@t
@p

�
s

�
@v
@t

�
s

D �v.�t =�/ and hence show that the relationship between the

adiabatic compressibility �s and the isothermal compressibility �t is the following

�s

�s
D Cp

Cv
D �: (5.129)
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5.13.2 Exercise II

Using the third T:dS equation show that

�
@p

@v

�

s

�
@v

@p

�

t

D Cp

Cv
: (5.130)

5.13.3 Exercise III: Exercise II by Jacobians

5.13.3.1 Solution20

� D Cp

Cv
D t Cp

t Cv
D
t

�
@s

@t

�

p

t

�
@s

@t

�

v

D
@ .s; p/

@ .t; p/

@ .s; v/

@ .t; v/

D @.s; p/

@.s; v/
� @.t; v/
@.t; p/

D @.p; s/

@.v; s/
� @.v; t/
@.p; t/

D
�
@p

@v

�

s

�
@v

@p

�

t

: (5.131)

5.13.4 Exercise IV

Show that the difference between the isothermal and adiabatic compressibility can
be expressed as

�t � �s D t v

 
˛2p

Cp

!
:

5.13.4.1 Solution

As shown in (5.84), the difference between the specific heats at constant pressure
and constant volume can be represented as follows:

Cp � Cv D t v

 
˛2p

�t

!
:

20Jacobian, Carl Gutav Jacob J., (12/10/1804)–(2/18/1851).
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Let us divide both sides by Cp; and multiply them both by �t :

�t

	
1 �

�
Cv

Cp

�

D t v

 
˛2p

Cp

!
: (5.132)

As proven earlier – see (5.87) – the ratio of the specific heats, at constant volume and
pressure, is equal to the ratio of the isentropic and isothermal susceptibilities, i.e.,

Cv

Cp
D �s

�t
:

Therefore, (5.132) becomes

�t � �s D t v

 
˛2p

Cp

!
: (5.133)

Q.E.D.

5.13.5 Exercise V

Show that �
@t

@v

�

s

D �
�
�

v�t

��
@t

@p

�

s

:

5.13.5.1 Solution

Using the information given in (5.131), i.e., � D
�
@p

@v

�
s

�
@v
@p

�
t
; one readily finds

�
�
�

v�t

��
@t

@p

�

s

D �
0
@
�
@p

@v

�
s

�
@v
@p

�
t

�
�
@v
@p

�
t

1
A
�
@t

@p

�

s

D
�
@p

@v

�

s

�
@t

@p

�

s

D
�
@t

@v

�

s

: (5.134)

5.13.6 Exercise: VI

Show that

Cp D � 1
�

�
@h

@p

�

t

:



Chapter 6
Van der Waals Theory of Imperfect Gases

The essential difference between molecules that are “real,” and those that are
postulated for the derivation of the ideal gas equation of state, is the following.
Real molecules have finite size and they interact with each other. Ideal molecules
are of zero size and have no interaction.

In 1873, when Johannes Diderik Van der Waals presented his famous equation
of state, little detail was available about inter-particle forces. Both R. Laplace and
C-L. Berthollet suspected such forces to be short ranged.1 Also, it was clear that
any interaction between microscopic constituents of a body must have two distinct
features. Because these constituents congregate to form macroscopic entities, the
overall inter-particle potential must be negative. Yet, because matter does condense
to finite densities, at small enough distances the potential must become large and
repulsive. That is, it must have a hard core.

Van der Waals offered separate treatment for the repulsive and the attractive
parts of the inter-particle interaction. The standard thinking – which Van der Waals
shared – was that both these interactions were “short ranged.” It turns out, however,
that his equation of state is somewhat more meaningful for a gas with both a hard
core – much as he assumed – and an attractive interaction which is long ranged.

The equation of state is derived as well as extensive discussion of the conse-
quences that follow therefrom are described in this chapter. Derivation is presented
in Sects. 6.1–6.3. Virial expansion and the critical point are described in Sects. 6.4
and 6.5, respectively. Critical constantsPc; Vc; Tc for a large number of gases – that
could possibly be candidates for the Van der Waals equation of state – are recorded
in Table 6.1 in Sect. 6.6. The reduced equation of state is introduced in Sect. 6.7
and the critical region and the behavior below it is described in Sects. 6.8 and 6.9,
respectively. The Maxwell construction, molar specific volumes and densities, the
results at temperature just below the critical point, the Lever rule, smooth transition
from liquid to gas and vice versa are discussed in Sects. 6.10–6.14. The principle

1Van der Waals, Johannes Diderik, (11/23/1837)–(3/18/1923); Laplace, Pierre-Simon, (3/23/1749)
–(3/5/1827); Berthollet, Claude Louis, (12/9/1748)–(11/6/1822).

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3

255
6, © Springer-Verlag Berlin Heidelberg 2012
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of corresponding states is described in Sect. 6.15 and many solved problems are
presented in Sect. 6.16. Finally, in Sect. 6.17, we discuss the Dieterici equation of
state.

6.1 Finite Sized Molecules with Interaction

Accurate analyses of many body systems with short range interaction is extremely
difficult and certainly would have been impossible to carry out in Van der Waals
time. Indeed, even today, exact solutions are available only for special cases. It is,
therefore, a great testimony to Van der Waals genius that he came up with an
approximation, albeit very crude, in which he could treat both the repulsive and
the attractive parts of the interaction.

6.2 Volume Reduction Due to Molecular Hard Core

First, let us describe Van der Waals handling of the hard core repulsive potential.
In postulating an ideal gas we have assumed that the molecules have zero size.

Accordingly, at non-zero temperature, by increasing the pressure appropriately, the
ideal gas volume could be reduced to any desired value.

Real molecules have finite size. Necessarily, therefore, the volume in which they
can roam around must be less than that available in an ideal gas where all molecules
have zero size. Furthermore, any such exclusion of volume (i.e., decrease by an
amount Vexcluded in the available volume) will be a function of the total number of
all the other molecules present. Thus, if we are to use the ideal gas equation, we must
replace V by something like .V � Vexcluded/. That is, instead of P D .NkBT=V /

we should use

P D NkBT

V � Vexcluded
: (6.1)

It is best to consider Vexcluded as an ad hoc phenomenological parameter approxi-
mately equal to the volume that would be occupied by theN molecules under large
compression. An estimate for Vexcluded may be obtained by treating molecules as
incompressible, spherical hard-balls of radius ro.

Consider, for instance, a pair of such molecules. The nearest distance that their
centers may get to is 2ro. In other words, the centers of two identical molecules of
radius ro are excluded from lying within a sphere of exclusion whose radius is 2ro.

For graphical representation, draw a sphere of radius 2ro concentric with a
“given” molecule.2 Then the center of the nearest “other” molecule is excluded from

2See Fig. 6.1 where for generality we have shown two different types of molecules.
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Fig. 6.1 Hard core sphere of exclusion for homogeneous pairs. For pairs of type .1/ molecules –
shown in Fig. 6.1(a), which is the one on the left – the radius of the sphere of exclusion is 2r1.
Similarly, for pairs of type .2/ molecules – shown in Fig. 6.1(b), which is the one on the right –
the radius of the sphere of exclusion is 2r2. For simplicity, the graph does not display the excluded
volume for a nearest pair formed by one molecule of type .1/ and another of type .2/. In the
description provided below we initially treat only single type of molecules with radius of exclusion
equal to 2ro. Later on, the case involving two different types of molecules is also considered. The
shading for both types of molecules is dark and grey. The excluded volume is shaded very light-
grey

falling within the sphere representing the “given” molecule. Clearly, the same holds
true for all molecules in the system. Accordingly, for each molecule, the equivalent
of half of the spherical volume 4	

3
.2ro/

3 is excluded.3 In this fashion, the total
excluded volume for N molecules is

Vexcluded D N

2

	
4	

3
.2 ro/

3



D 4N

	
4	

3
.ro/

3



: (6.2)

Note that the total excluded volume is in fact four times the volume of N hard-balls
of radius ro.

6.3 Pressure Change Due to Long Range Attraction

Van der Waals’ treatment of the attractive part of the potential was similarly
simple. According to science historian,4 M.J. Klein, Van der Waals argument went
something like the following:

“Effective force on a unit area of the surface due to these attractions comes only
from a thin layer of molecules below the surface, because of the short range of the
forces. The number of interacting pairs is proportional to the square of the density of

3Note that the factor 1=2 is needed to avoid double counting.
4M. J. Klein in The Proceedings of Van der Waals Centennial Conference on Statistical Mechanics,
North Holland Publishing Company (1974).
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the fluid, or inversely proportional to v2 where v is the volume per mole. Introducing
the proportionality factor a, the internal pressure Pint becomes just . a

v2
/.”

Note, the total pressure to be used in the ideal gas equation of state is thus
P CPint.

In regard to the above I am reminded of a conversation I had with Professor
Cyril Domb long ago when he was thinking of writing an historical review of
some of Clerk Maxwell’s work.5 He told me that like Van der Waals, who had
used suspect argument to produce great science, Maxwell too had had similar
experience with his work on thermal conductivity of gases. The upshot of it all,
according to Professor Domb, is that while a good mathematician’s argument must
be rigorous and fault-free – even if he/she is unable to get very far with it – all a
great Physicist has to do is get the answer about right even if the argument used is
suspect!

Despite the fact that Van der Waals had expressly wished to treat a fluid with
short range inter-particle interaction, his theory is far less satisfactory for systems
with short-range coupling than it is for systems with very long range inter-particle
potentials.6

The questions that come to mind are: So what is suspect about Van der Waals’
argument? Equally important, what part of it has physical validity? But even more
useful would be the knowledge of the following: What are the Van der Waals
predictions for the thermodynamic properties of a non-ideal fluid?

In order to investigate these matters, let us assume the range of interaction to
be practically infinite. Additionally, assume that the strength of such interaction is
independent of the inter-particle separation. As a result the mutual potential energy
of any pair of particles, separated by more than the hard core radius, is independent
of their separation. Therefore, the total potential energy E of the N molecules is
proportional to the total number of distinct pairs.

E / �N.N � 1/
2

: (6.3)

That is, the overall attractive force resulting from this negative potential energy must
lead to some reduction in the pressure that the gas would exert on its containing
walls. Such reduction would be caused both from the slowing down, as well as some
decrease in the number, of molecules actually hitting the walls. Clearly, therefore,
the resulting reduction in pressure would be a function of the volume V within the
containing walls and possibly also the pressure P itself and even the temperature.
In other words, the equation of state would get changed to something like the
following:

5Maxwell, J. Clerk (6/13/1831)–(11/5/1879).
6See for example: M. Kac, G.E. Uhlenbeck, P.C. Hemmer, J. Math. Phys. 4, 216, 219 (1963); 5,
60 (1964) et al.; Also, J.L. Lebovitz, In: C. Prins (ed.) Van der Waals Centennial Conference on
Statistical Mechanics. North Holland Publishers (1974).
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P D N kB T

V � Vexcluded
�Z.V;P; T /

	
N.N � 1/

2



; (6.4)

where Vexcluded is as given in (6.2) and Z.V;P; T / is a function of V – and perhaps
to a lesser extent also of P and T – and is positive.

Assume with Van der Waals thatZ.V / does not have any compelling dependence
on P and T . That is,

Z.V;P; T / D Z.V /: (6.5)

This assumption reduces the number of phenomenological parameters to only two
as is explained below. Because when N 
 1, to an accuracy of one part in N ,
N.N � 1/ D N2

�
1� 1

N

�
can be replaced by N2 in (6.4) above. Moreover, V being

an extensive state variable, in the large N limit it scales linearly with N . Also, P
is intensive. Therefore, for large N it scales as the zeroth power of N . In other
words, P is independent of N . Clearly, therefore, Vexcluded and Z.V / in (6.4) must
scale as

Vexcluded / N; (6.6)

and

Z.V / / 1

V 2
: (6.7)

Accordingly, (6.4) – which may be called the equation of state – can be written as

P D NkBT

V � Vexcluded
� z

N2

V 2
; (6.8)

where z is a constant independent of N . Note, both Vexcluded and z are required to be
positive.

It is usual to work in molal units and also use the notation

N D nNAI zN2
A D aI NAkB D R: (6.9)

Thus, the equation of state takes on the convenient form:

P D nRT

V � Vexcluded
� a

� n
V

�2
: (6.10)

Traditionally, (6.10) is displayed as

�
P C an2

V 2

�
.V � Vexcluded/ D nRT: (6.11)
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Often one works with a single mole. Because P is an intensive state variable,
whenever we choose we may replace P by p where the latter refers to the pressure
for a single mole. Other notation to be used for a single mole is the following:

V D v nI Vexcluded D b nI P D p: (6.12)

Dividing both sides of (6.11) by n, the Van der Waals equation of state for a single
mole of a fluid becomes

�
p C a

v2

�
.v � b/ D Rt: (6.13)

Differences between a and b should be noted. The parameter b relates to the
physical size of the total number of molecules in one mole of the gas (fluid). On
the other hand, a expresses the strength of the inter-particle attractive force for the
NA molecules that are present in one mole.

6.3.1 Equation of State for a Mixture

While a detailed analysis is deferred to an appendix, it is convenient here to record
the fact that the equation of state for a mixture of Van der Waals gases (fluids)
remains unchanged in form – see, for example, (E.20) and the discussion that leads
to it. In other words, the equation of state can still be represented as:

�
p C a0

v2

�
.v � b0/ D Rt: (6.14)

Despite this similarity, Dalton’s law of partial pressures is not necessarily valid for
mixtures of Van der Waals gases.

Note, a0 and b0 are the effective interaction and hard core size exclusion
parameters of the mixture.

6.3.2 Equation of State in Reduced Form

In the following we shall study the so called reduced form of the equation of
state. (See (6.30) below.) Note that the above result, namely (6.14), which merely
replaces the parameters a and b by a0 and b0, makes the following analysis
for a single Van der Waals gas equally as valid for mixtures of Van der Waals
gases.



6.4 The Virial Expansion 261

6.4 The Virial Expansion

Introduction of Van der Waals equation of state sparked a frenzy of theoretical and
experimental activity. Kamerlingh Onnes’ laboratory7 in The Netherlands was at the
forefront of this effort. An important analytical tool that they devised for the study
of real gases was the virial expansion. Experimentally observed values of the ratio�
P V
NkBT

�
were fitted to a series expansion in powers of

�
1
V

�
. For instance, (6.8) leads

to the expansion

PV

NkBT
D 1C 1

V

�
Vexcluded � zN

kBT

�
CO

�
Vexcluded

V

�2

D PV

nRT
D 1C 1

V

�
Vexcluded � na

RT

�
CO

�
Vexcluded

V

�2
; (6.15)

where n is the mole number and a is as defined in (6.9).
Rather than the inverse powers of the actual volume V , a more convenient

notation is arrived at by working with inverse powers of the specific volume, i.e.,
v D V

n
where n is the mole number. In this fashion we can write (6.15) as follows:

pv

Rt
D 1C 1

v

�
vexcluded � a

RT

�
CO

�vexcluded

v

�2

D b1 C b2

v
C b3

v2
C � � � (6.16)

As defined in (6.12), vexcluded D Vexcluded
n

D b.
The parameters bi may be called the i -th virial coefficient. In 1937, Mayer

demonstrated how the virial coefficients may be related to the inter-particle poten-
tial. Analytical calculations of bi are usually carried out only for the gaseous phase.
Even so, for realistic inter-particle potential, the difficulty of calculation increases
rapidly as we progress beyond i D 2. Returning to the Van der Waals gas, let us
work out an inverse v expansion. To this end, multiply both sides of (6.13) by�

v
Rt.v�b/

�
,

pv

Rt
C a

Rtv
D v

.v � b/
D
�
1 � b

v

��1
D 1C b

v
C
�
b

v

�2
C � � � ; (6.17)

and recast it as

pv

Rt
D 1C 1

v

�
b � a

Rt

�
C
�
b

v

�2
C � � � (6.18)

7Kamerlingh-Onnes, Heike (9/21/1853)–(2/21/1926).
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Comparison with (6.16) yields b1 D 1, b3 D b2 and

b2 D b � a

Rt
D vexcluded � a

Rt
: (6.19)

For an ideal gas b1 D 1, and a and b are both zero. As a result all virial coefficients,
higher than 1, are vanishing.

Note that b1 is equal to unity also for non-ideal gases. Non-zero values of a
and bi , for i > 1, are reflective of the finite size of molecules and especially of the
presence of interaction.

The b2 for a Van der Waals gas, as given in (6.19), is correct in format. Because
the second virial coefficient is straight forward to calculate, one can use realistic
inter-molecular potentials and thus obtain theoretical estimates for the parameters a
and b for the actual gas under study.

An interesting feature of the second virial coefficient is that it changes sign at the
so-called Boyle temperature tb

tb D a=.Rb/: (6.20)

Below tb, b2 is negative; at t D tb, it is zero, and above tb it is positive. It is of
course clear that when the second virial coefficient is vanishing the gas is close to
being ideal. Another contributing factor to the fame of the Boyle temperature is
the prediction that cooling via the Joule–Kelvin effect – to be discussed in a later
chapter – does not occur for a Van der Waals gas at temperatures higher than 2tb.

There is an interesting bit of folk-lore associated with the similarity in the formats
of the Van der Waals result for the second virial coefficient and those that are
obtained by the use of more realistic short-ranged inter-molecular potentials. The
folk-lore asserts – erroneously, of course – that the Van der Waals theory must
indeed obtain for short range inter-molecular potentials because it predicts a correct
format for the second virial coefficient. The difficulty with this argument is that
one can also get similar results from long ranged interactions. And, indeed, all by
themselves, the first and the second virial coefficients do not a theory make.

6.5 The Critical Point

At constant temperature, the pressure p in an ideal gas is inversely proportional to
the volume v. This relationship obtains irrespective of how low the temperature may
become.

Non-ideal gases behave much like the ideal gas at high temperatures. As the tem-
perature is lowered, real gases reach a critical temperature below which a process of
saturation commences. That is, a gradual isothermal increase in pressure, resulting
in slow decrease of volume v, eventually reaches a boundary – at some volume that
we shall label vG – of what turns out to be a two phase region where liquid droplets
begin to form within the vapor phase. Here, infinitesimal increase in pressure causes
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the volume to decrease while the proportion of liquid to vapor increases. This
process continues all the way across to the opposite edge of the boundary, to some
lower volume vL, where all vapor condenses to a liquid. Any further increase in
pressure carries the system into a phase that is all liquid and therefore has much

smaller compressibility and a noticeably steeper isotherm:
�
@p

@v

�
t
.

Let us investigate as to how well the Van der Waals gas mimics experimentally
observed behavior of real gases. To this purpose, it is convenient to re-cast the
equation of state (6.13) in the following manner: Multiply both sides by v2=p, i.e.,�
v2 C a

p

�
.v � b/ D v2 R t

p
, and re-write it as follows:

v3 �
�
b C Rt

p

�
v2 C

�
a

p

�
v � ab

p
D 0: (6.21)

Being a cubic in the variable v, for any p and t , it has three roots. For very high
temperatures, there is a real root close to the ideal gas value v � �

Rt
p

�
, while the

other two roots are complex and mutually conjugate.
Let us consider next as to what obtains when the temperature is reduced. On

gradual lowering of the temperature, the imaginary parts of the complex roots
become smaller and when a certain temperature tc

tc D 8a

27Rb
; (6.22)

is reached, the pressure approaches

p ! pc D a

27b2
; (6.23)

and the volume approaches

v ! vc D 3b: (6.24)

When this happens, the imaginary parts of the two complex roots become vanish-
ingly small and all three roots of the resultant equation of state

v3 � 9b v2 C 27b2 v � 27b3 D 0; (6.25)

become real and indeed equal to vc . The point tc; pc; vc is called the critical point.
Usually, the parameters a and b are determined from the experimental results for

pc and tc. Indeed, from the expressions given above we readily get

a D 27R2t2c
64pc

I b D Rtc

8pc
: (6.26)

As an aside we mention that experimental measurement of vc is generally less
accurate than that of pc and tc. Moreover – lest we should become sanguine about
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the validity of the Van der Waals approximation – measured values of vc also do not
fit well with the prediction vc D 3b, when b is determined from the measurements
of pc and tc.

Let us look at what is the case below the critical temperature tc, especially when
the temperature and pressure are raised towards the critical point. We find from the
equation of state (6.21) that these roots move closer together. Eventually, as the
temperature and pressure approach t ! tc; p ! pc from below, the equation of
state approaches (6.25) and again the three real roots coalesce into one, v D vc .

Thus, there is something very interesting, indeed unique, about the critical point.
Perhaps, some dramatic increase in the system response to external stimuli occurs
there.

Because the parameters a and b are reflective of the finite size of atoms and any
inter-particle interaction, they are gas specific. One notices that the critical value of
the ratio

< D pv

Rt
; (6.27)

that is

<c D pcvc

Rtc
D . 3ab

27 b2
/

. 8aR
27R b

/
D 3

8
; (6.28)

is independent of the gas specific parameters. As such it applies equally well to all
Van der Waals gases. Clearly, if the Van der Waals approximation is valid, the value
of this ratio should be 3=8 D 0:375. In this regard, we notice – see Table 6.1 below –
that the agreement between the Van der Waals value for <c and the corresponding
experimental results improves somewhat as inter-particle interaction becomes less
dominant. (For instance, see He, Hydrogen and Neon.)

6.6 Critical Constants Pc; Vc; Tc

As mentioned above, corresponding Van der Waals parameters can be obtained as
follows:

a D 27R2T 2c
64Pc

I b D RTc

8Pc
:

6.7 The Reduced Equation of State

Often, it is the case that algebraic manipulation of the mathematical relations is
simplified by transformation to an appropriately scaled system of variables. When
these relations refer to physical phenomena, a convenient form of scaling is one
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Table 6.1 Critical constants, Pc; Vc; Tc, for a few real gasses, as quoted in the CRC Handbook,
85th Edition (2004–2005)

Gas Tc=K Pc=MPa Vc=�m3 <c

Water, H2O 647.14 22.06 56 0.230
Nitric Oxide, NO 180 6.48 58 0.251
Bromine, Br2 588 10.34 127 0.269
Carbon dioxide, CO2 304.13 7.375 94 0.274
Ethane, C2H6 305.32 4.872 145:5 0.279
Ethylene, C2H4 282.34 5.041 131 0.281
Chlorine, Cl2 416.9 7.991 123 0.284
Fluorine, Fl2 144.13 5.172 66 0.285
Hydrogen sulfide, H2 S 373.2 8.94 99 0.285
Methane, CH4 190.56 4.599 98:60 0.286
Oxygen, O2 154.59 5.043 73 0.286
Xenon, Xe 289.77 5.841 118 0.286
Krypton, Kr 209.41 5.50 91 0.287
Nitrogen, N2 126.21 3.39 90 0.291
Argon, Ar 150.87 4.898 75 0.293
Carbon monoxide 132.91 3.499 93 0.294
Helium, He 5.19 0.227 57 0.300
Hydrogen, H2 32.97 1.293 65 0.307
Neon, Ne 44.4 2.76 42 0.314

where the variables are dimensionless. This transformation is especially useful if
such scaling can also help eliminate system specific parameters.

To achieve such scaling, let us transform to a set of the so-called reduced
variables po; to and vo. Setting

�
p

pc

�
D poI

�
t

tc

�
D toI

�
v

vc

�
D vo; (6.29)

the equation of state (6.13) readily becomes

�
po C 3

v2o

�
.3vo � 1/ D 8to: (6.30)

The interesting thing to note about this equation of state is that the variables are
now dimensionless. Furthermore, both gas specific parameters a and b have been
eliminated. As a result, the equation has now become quite general in scope and
should therefore apply to all Van der Waals gases.
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6.8 The Critical Region

At this juncture, the only explicit information we have about the system is contained
in (6.30), which specifies a relationship among the reduced variables po; vo, and to.
Therefore, the simplest external stimulus that can be investigated is the isothermal
compression that relates these three variables. Accordingly, we look at the reduced

isothermal compressibility8 �o D � 1
vo

�
@vo
@po

�
to

. Dramatic increase in �o is signalled

by the magnitude of the inverse compressibility,

j��1
o j D vo

ˇ̌
ˇ̌
�
@po

@vo

�

to

ˇ̌
ˇ̌ ; (6.31)

tending to zero. Therefore, we look for the satisfaction of the relation

�
@po

@vo

�

to

! 0: (6.32)

Keeping to constant, and differentiating the reduced equation of state (6.30) with
respect to vo, the above becomes

�
@po

@vo

�

to

D
	
6

v3o
� 24to

.3vo � 1/2



! 0: (6.33)

Clearly, the choice vo D 1, to D 1 satisfies the relationship. Thus, the to D 1 isotherm
becomes parallel to the volume axis at vo D 1 portraying the explosive increase in
the isothermal volume compressibility.

To better understand the behavior of the isotherm at this point we need also to
examine the second derivative

�
@2po

@2vo

�

to

D 144 to

.3vo � 1/3
� 18

v4o
: (6.34)

It is easily checked that the second derivative also vanishes at vo D 1, to D 1. Indeed,
as this critical point is approached from vo > 1 and is passed across toward vo < 1,
the second derivative changes sign. As a result the concavity of the isotherm changes
from downwards to upwards signalling the existence of an inflection point.

The third variable, po, at the critical point is also equal to unity, as is readily
confirmed by inserting to D 1; vo D 1 into the reduced equation of state (6.30).

Below, we examine the details of the critical region in the neighborhood of the
critical point where the pressure, temperature and volume are close to their critical

8Note that the reduced version of the isothermal compressibility is equal to pc times the usual
isothermal compressibility. That is, �o D �

a
27b2

�
�t .
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values – namely, po ! 1; to ! 1 and vo ! 1. That is,

vo D 1C QvI po D 1C QpI to D 1C Qt ; (6.35)

where9

Qv D
�
v � vc
vc

�
I Qp D

�
p � pc

pc

�
I Qt D

�
t � tc
tc

�
; (6.36)

are all very small compared to unity, i.e.,

Qv � 1I Qp � 1I Qt � 1: (6.37)

Multiplying both sides of equation of state (6.30) by v2o , introducing the notation
suggested in (6.35) and (6.36), and doing slight re-arranging leads to the result

Qp D
�3Qv3
2

C 4Qt.1C 2 Qv C Qv2/
1C 7Qv

2
C 4 Qv2 C 3Qv3

2

: (6.38)

6.8.1 Example I: Pressure Versus Volume for the Critical
Isotherm

Calculate the dependence of pressure on the volume for the critical isotherm t D tc.

6.8.1.1 Solution

At the critical temperature, to D 1. Therefore, Qt D 0. Hence, according to (6.38), the
relationship between the pressure and volume can be expressed as

Qp D �3 Qv
2

3

CO. Qv4/;

which, according to (6.36), means

�
p � pc

pc

�
D �3

2

�
v � vc
vc

�ı 	
1 �O

�
v � vc
vc

�

; (6.39)

where

ı D 3: (6.40)

9Note that like .vo; po; to/, .Qv; Qp; Qt/ are all dimensionless.
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[We have used the traditional notation for the exponent of the leading term on the
right hand side in (6.39).]

Note that rather than the result given by the Van der Waal’s theory, i.e., ı D 3,
the experimental data suggest ı is 	4:3.

6.8.2 II: Isothermal Compressibility Along the Critical Isochore
Just Above Tc

Calculate the isothermal compressibility along the critical isochore,10 i.e., for
vo D 1, at just above the critical temperature tc.

6.8.2.1 Solution

It is convenient first to represent the inverse isothermal compressibility ��1
t in terms

of the reduced variables. That is,

��1
t D �v

�
@p

@v

�

t

D �pcvo
�
@po

@vo

�

to

: (6.41)

Using the expression for
�
@po
@vo

�
to

given in (6.33) we can write

��1
t D �vopc

	
6

v3o
� 24to

.3vo � 1/2



: (6.42)

For the critical isochore, vo D 1. Expanding the right hand side of (6.42) Ja la
(6.35) – that is, setting to D 1C Qt – we readily get

��1
t D �pc

	
6� 24

�
1C Qt�

4



D 6 pc Qt : (6.43)

Inverting the above gives

�t D 1

6pc Qt D 1

6pc

�
tc

t � tc

�
D 1

6pc

�
tc

t � tc

��
: (6.44)

Clearly,
� D 1: (6.45)

10Isochore means occurring at constant volume. Critical isochore is the constant volume path such
that the volume is equal to that which obtains at the critical point.
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[Again, we have used the traditional notation � for the exponent on the right hand
side of (6.44).]

To recapitulate: For the critical isochore, as the temperature t approaches
the critical temperature tc from above, the Van der Waal’s theory result for the
isothermal compressibility diverges as

�
tc
t�tc

��
, where � D 1. This result should be

contrasted with the experimental data which suggest � 	 1:3.

6.9 Behavior Below Tc

As mentioned earlier, when t � tc or equivalently to � 1, for each isotherm there is
a region in the po; vo space where the equation of state (6.30) has three real roots.
Two such isotherms, for to D 1 and 0:9, are shown in Fig. 6.2a. While the three roots
coalesce together at the critical point to D 1, they separate as temperature falls, i.e.,
as to decreases below 1. The flatness of the to D 1 isotherm in the neighborhood of
the critical point vo D 1 is clearly visible in Fig. 6.2a.

6.10 The Maxwell Construction

More interesting is the behavior of the sub-critical, i.e., to D 0:9, isotherm, which
we examine in detail below.

6.10.1 .po; vo/ Isotherms

As mentioned earlier, the Van der Waals isotherms are plotted in Fig. 6.2a, b. These
are doubly curved, S -shaped, lines in the V � P plane as is shown by the route
followed along VoG ! Vo3 ! Vo4 ! V05 ! VoL. However, quite unlike the
prediction of the Van der Waals theory, the experimentally observed isotherms that
span the two phase region are isobars.11 These isothermal-isobars are similar to the
straight horizontal line VoG ! Vo4 ! VoL. This straight line is often referred to as
the Maxwell Isobar. According to Maxwell’s prescription, the location of Maxwell
isobar has to be so chosen as to make the algebraic sum of the areas enclosed,
between the Van der Waals’ S -shaped isotherm and Maxwell’s isothermal-isobar,
equal to zero. In other words the magnitude of the area .Vo4 ! Vo3 ! VoG ! Vo4/

should be equal to that of .VoL ! Vo4 ! Vo5 ! VoL/. Based on the requirement
that the Maxwell isothermal-isobar represent a state of thermal equilibrium, there is
physical justification for following the Maxwell prescription.

11Isobars are traversed at constant pressure.
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Fig. 6.2 (a) .po; vo/ plot of the Van der Waals isotherms for to D 1:0 and 0.9. (b) .po; vo/ plot of
the Van der Waals Isotherm

6.10.2 Thermodynamic Justification for the Maxwell
Prescription: First Analysis

It is instructive to provide thermodynamic justification via two different routes. Such
double emphasis is in order because of the physical and historical importance of this
issue.

Consider reversible travel along the closed loop:
.VoL ! Vo4 ! VoG ! Vo3 ! Vo4 ! Vo5 ! VoL/. Then integrate, along this

loop, the equation that represents the first law: namely, the equation
du D t ds � p dv: That is,

I
du D

I
t ds �

I
p dv: (6.46)
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Because u is a state function, du is an exact differential. Therefore, the left hand
side – which represents integration over the closed loop – is vanishing. Assume
with Clerk Maxwell that the straight line portion of this path – i.e., the isobar VoG !
Vo4 ! VoL – is the proper isobar for the temperature t – that is the temperature for
which the S shaped Van der Waals isotherm VoG ! Vo3 ! Vo4 ! Vo5 ! VoL was
drawn. Then the temperature t given in (6.46) is indeed the relevant temperature.
Furthermore, this temperature t is constant along the whole loop. Thus, t can be
extracted out of the first integral on the right hand side and the above equation can
be re-written as follows:

0 D t

I
ds �

I
p dv: (6.47)

Again, because the entropy s is a state function, the integral
H

ds is zero. Therefore,
we are led to the relationship

0 D �
I
p dv D �pcvc

I
po dvo: (6.48)

For ease of display, it is helpful to break the integral over the full loop up into
several parts. Much like Fig. 6.2a, b, these parts can also be displayed in the form of
an equation.

0 D
I
po dvo D

Z Vo4

VoL

po dvo C
Z VoG

Vo4

po dvo

C
Z Vo3

VoG

po dvo C
Z Vo4

Vo3

po dvo C
Z Vo5

Vo4

po dvo C
Z VoL

Vo5

po dvo: (6.49)

Therefore, the following relationship that represents the physical equality of the
areas at the top and bottom of the Maxwell isothermal-isobar is thermodynamically
valid.

Z Vo4

VoL

po dvo C
Z VoG

Vo4

po dvo D
Z Vo5

VoL

po dvo C
Z Vo4

Vo5

po dvo

C
Z Vo3

Vo4

po dvo C
Z VoG

Vo3

po dvo: (6.50)

6.10.3 Exercise I: Show that Fig. 6.2b Follows the Maxwell
Prescription

It is convenient to separate the six integrals given in (6.50) into two parts each
consisting of three integrals such that their sums lead to equal areas underneath. This
is done by shifting the second integral on the left hand side, namely

� R VoG
Vo4

po dvo
�
;
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to the right hand side and moving the following two integrals,
� R Vo5

VoL
po dvo CR Vo4

Vo5
po dvo

�
, from the right hand side to the hand left side. We get

Z Vo4

VoL

po dvo �
Z Vo5

VoL

po dvo �
Z Vo4

Vo5

po dvo D Area A

D
Z Vo3

Vo4

po dvo C
Z VoG

Vo3

po dvo �
Z VoG

Vo4

po dvo D Area B: (6.51)

Q.E.D.

6.10.4 Thermodynamic Justification: Alternate Analysis

An alternate physical argument is the following. In thermal equilibrium, the
differential of the Gibbs12 function can be written as

dg D v dp � s dt: (6.52)

But along an isotherm we have dt D 0. Therefore,

.dg/t D .v dp/t D vcpc.vo dpo/t : (6.53)

Dividing by vc pc , and integrating both sides along the path
.VoL ! Vo5 ! Vo4 ! Vo3 ! VoG/ gives

�
1

vcpc

�	Z Vo5

VoL

.dg/t C
Z Vo4

Vo5

.dg/t C
Z Vo3

Vo4

.dg/t C
Z VoG

Vo3

.dg/t




D
Z Vo5

VoL

.vo dpo/t C
Z Vo4

Vo5

.vo dpo/t C
Z Vo3

Vo4

.vo dpo/t C
Z VoG

Vo3

.vo dpo/t : (6.54)

The integrals on the left hand side are straightforward and we get

�
1

pcvc

�
Œ.go5 � goL/C .go4 � go5/C .go3 � go4/C .goG � go3/�

D
�

1

pcvc

�
ŒgoG � goL�

D
Z Vo5

VoL

.vo dpo/t C
Z Vo4

Vo5

.vo dpo/t C
Z Vo3

Vo4

.vo dpo/t C
Z VoG

Vo3

.vo dpo/t : (6.55)

12Because the reader has not yet been introduced to the Gibbs free energy, upon first reading this
sub-section may be omitted. Equation (6.52) and the development of (6.55) will become more clear
after the Gibbs free energy has been properly introduced and fully explained. See (10.31)–(10.44).
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In the above, goL and goG are the “specific” – meaning, for one mole only – Gibbs
function for the Liquid and the Gas phases, respectively. During phase transitions,
thermodynamic stability requires the specific Gibbs function to be the same for all
phases.13 Thus, goL is necessarily equal to goG . Accordingly, either of the top two
terms – which of course are equal – in (6.55) are vanishing. The remainder can be
written as:

Z VoL

Vo5

.vo dpo/t �
Z Vo4

Vo5

.vo dpo/t D Area A

D
Z Vo3

Vo4

.vo dpo/t �
Z Vo3

VoG

.vo dpo/t D Area B: (6.56)

Because the given drawings – that is, Fig. 6.2a, b – were produced primarily for the
purpose of displaying the Van der Waals results on a p versus v plot, the immediate
feel for the v versus p plot may not be there. To assist those readers who do not
readily sea the equality of the areas A and B in the “volume versus pressure”
picture, we add some additional information below which may be of help in this
regard.

Notice that if we had constructed integrals like
� R Vo4

VoG
.vo dpo/t

�
and

� R VoL
Vo4

.vo dpo/t
�
, they would both be equal to zero because their paths proceed along a

straight line at constant value of the pressure po – for which dpo is equal to zero.
Therefore, without affecting any change in value, they can both be added to the right
hand side of (6.55). That is, we can write

0 D
Z Vo5

VoL

.vo dpo/t C
Z Vo4

Vo5

.vo dpo/t C
Z Vo3

Vo4

.vo dpo/t C
Z VoG

Vo3

.vo dpo/t

C
Z Vo4

VoG

.vo dpo/t C
Z VoL

Vo4

.vo dpo/t : (6.57)

Transferring the first, the sixth and the second terms from the right hand side to the
left gives

Z VoL

Vo5

.vo dpo/t C
Z Vo4

VoL

.vo dpo/t C
Z Vo5

Vo4

.vo dpo/t D Area A

D
Z Vo3

Vo4

.vo dpo/t C
Z VoG

Vo3

.vo dpo/t C
Z Vo4

VoG

.vo dpo/t D Area B: (6.58)

Equations (6.56) and (6.58) are an equivalent, but an alternate, theoretical form for
the Maxwell construction.[Areas A and B are indicated graphically in Fig. 6.2b.]

13Refer, e.g., to the Extremum Principle for Gibbs Free Energy discussed in (10.39)–(10.40), etc.
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6.10.5 Exercise II

Show that despite the fact the integral
H
.vo dpo/t over the above described loop is

vanishing, .vo dpo/t is not an exact differential. This behavior reconfirms the fact
that while the vanishing of the loop integral is necessary, it is not sufficient for a
given differential to be exact.

6.10.6 Comments: Metastable Regions

The Maxwell isobar, represented by the horizontal line VoG ! Vo4 ! VoL, is the
thermodynamically appropriate isotherm within the two phase region.

6.10.7 .po; vo/ Isotherms for Van der Waals Gas

On the other hand, as noted before, rather than being an horizontal line, the Van der
Waals isotherm has an S shaped structure in this region. Can one make any sense
of this odd behavior? Perhaps, one could say that the portion VoG ! Vo3, along
which the pressure is above the saturation pressure, represents a state of metastable
equilibrium where the vapor is super-saturated and, with scant inducement, would
be ready to condense. Similarly, an argument could be advanced to suggest the
portion Vo5 ! VoL, which lies below the equilibrium isobar, represents a metastable
super-heated liquid, ready to evaporate.

Stranger still is the behavior of the isotherms for even lower values of temper-
ature. In Fig. 6.3, an additional isotherm is included that refers to to D 0:8. The
negative pressure portion can surely not be related to a fluid state which cannot
exist in a state of outwardly directed internal tension.

0 1 2 3 4
vo

-0.25

0

0.25

0.5

0.75

1

1.25

p o

Van der Waals Isotherms

to=0.9

to=1.0

to=0.8

Fig. 6.3 .po; vo/ plot of the Van der Waals isotherms for to D 1:0I 0:9I 0:8
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Could it then represent a state where the system has solidified? Of course, solids
do support stresses that are the functional equivalent of negative pressure.

Despite these musings, no possible excuse can be offered for portions such as
Vo3 ! Vo4 ! Vo5 in Fig. 6.2a, b, along which the pressure and the volume decrease
simultaneously thus yielding a negative value for the isothermal compressibility, �t .
We shall learn in a later chapter that in order for the system to be thermodynamically
stable, �t must be positive. In other words, the Van der Waals equation has serious
failings in its description of the two phase state.

Yet the very suggestion that the two phase state could/should exist was a major
accomplishment.

6.10.8 The Spinodal Curve: Boundary
of the Metastable–Unstable Regions au Van der Waals

It is nevertheless interesting to outline the boundary between the unstable and what
we have tentatively called the metastable region. This boundary is referred to as the
spinodal curve.

To do this we need to determine the locus of such points as Vo3 and Vo5 shown in
Fig. 6.2a, b. Fortunately, this is easily done because these are points of local maxima
and minima of the sub-critical isotherms. At both these points the tangents to the
isotherms in the po; vo plane must be parallel to the vo axis. That is,

�
@po

@vo

�

to

D 0: (6.59)

We proceed as was done in (6.33), where po in the equation of state (6.30)

�
po C 3

v2o

�
.3vo � 1/ D 8to;

is differentiated at constant to. We get

�
@po

@vo

�

to

D 6

v3o
� 24to

.3vo � 1/2 D 0: (6.60)

Eliminating to from these two equations leads to the desired locus

po D .3vo � 2/

v3
: (6.61)

In Fig. 6.4, the spinodal curve, that is the locus – drawn as a dashed curve – is
super-imposed on a series of isotherms for to D 1:1; 1:0I 0:99I : : : I 0:9. Note, the
region that lies within the spinodal curve is the thermodynamically unstable region.
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Fig. 6.4 The spinodal curve: boundary of the metastable–unstable regions au Van der Waals The
spinodal curve – dashed – is shown against background of .po; vo/ isotherms. These are plotted
for to D 0:9� 1:0 in increments of 0:01. Also given at the top is the curve for to D 1:1

6.11 Molar Specific Volumes and Densities

Below tc, the difference in the reduced molar densities of the co-existing liquid
and gaseous phases, i.e., �oL and �oG – which are the inverse of the corresponding
specific volumes – that is �oL D 1=VoL and �oG D 1=VoG – is of considerable
physical interest. In order to investigate this matter, first the dictates of the Maxwell
rule have to be represented in an analytical form.

To this end, as mentioned earlier, we note that the construction of a Maxwell
isobar, such as VoL ! Vo4 ! VoG shown in Fig. 6.2b, requires the satisfaction of
(6.50), or equivalently (6.55).

Let us denote the reduced pressure along the Maxwell isobar VoL ! Vo4 ! VoG
as poo.

Because poo is constant along the path VoL ! Vo4 ! VoG , the integral on the
left hand side of (6.50) is easily done.

Z VoG

VoL

po � dvo D poo

Z VoG

VoL

dvo D poo.VoG � VoL/: (6.62)

For the remaining four parts of the integrals on the right hand side of (6.50) which
are summed along the path VoL ! Vo5 ! Vo4 ! Vo3 ! VoG , the pressure po is
determined by the reduced equation of state (6.30) that meanders along the given
path. That is,

po D 8to

3vo � 1
� 3

v2o
: (6.63)



6.12 Temperature Just Below the Critical Point 277

Accordingly, they can be summed as follows:

Z VoG

VoL

�
8to

3vo � 1 � 3

v2o

�
dvo D 8to

3
ln

�
3VoG � 1

3VoL � 1
�

� 3

�
1

VoL
� 1

VoG

�
: (6.64)

Equating the right hand sides of (6.62) and (6.64) gives

3

�
1

VoL
� 1

VoG

�
C poo.VoG � VoL/ D 8to

3
ln

�
3VoG � 1

3VoL � 1

�
: (6.65)

Our next task is to note that both the specific volumes VoG and VoL lie on the
equation of state – see also, (6.30). Therefore, in addition to (6.65), they must also
satisfy the relationships imposed by the equation of state (6.63). That is,

poo D 8to

3VoG � 1 � 3

V 2
oG

(6.66)

and

poo D 8to

3VoL � 1 � 3

V 2
oL

: (6.67)

6.12 Temperature Just Below the Critical Point

Below the critical point, for any given temperature to there are three unknowns
poo; VoL, and VoG that can be determined by the simultaneous solution of
(6.65), (6.66), and (6.67). Except for the immediate neighborhood of the critical
point, where we can utilize series expansions in powers of small parameters,
analytical solution of these equations is not possible. Nevertheless, if we should
so desire, we can work out a numerical solution.

6.12.1 III: Difference in Critical Densities

Calculate the difference in the liquid and gas densities in the coexistence region just
below the critical temperature.

6.12.1.1 Solution

Let us write

to D t

tc
D 1 � .tc � t/

tc
D 1 � Nt ; (6.68)
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and

VoG D 1C Nv: (6.69)

Now what about VoL? If we use a different expansion variable for VoL we would be
forced to deal with the three simultaneous equations mentioned above. We note that
the empirical principle of rectilinear diameters implies that when Nt � 1, to a high
degree of experimental accuracy

VoL D 1 � Nv: (6.70)

If we assume this principle to be true, we need to solve only two simultaneous
equations, say (6.65) and (6.66), thus greatly simplifying the analysis. Most
importantly, after working out a solution, we can double check it for accuracy by
trying it out on the other pair of (6.65) and (6.67). The analysis given below will
show that the principle of rectilinear diameters is correct to the leading order.

Eliminating poo from (6.65) and (6.66) and using the expansions suggested in
(6.68)–(6.70), we get the relationship

.1 � Nt/
	
8

3
ln

�
2C 3 Nv
2� 3 Nv

�
� 16v

2C 3v



D 3

	
1

1 � Nv � 1

1C Nv



� 6 Nv
.1C Nv/2 : (6.71)

Small Nv expansions are readily obtained. For example,

ln

�
2C 3 Nv
2 � 3 Nv

�
D ln

 
1C 3

2
Nv

1 � 3
2

Nv

!
D 3 Nv C 9 Nv3

4
C 243 Nv5

80
CO. Nv7/ (6.72)

and

16v

2C 3v
D 8 Nv � 12 Nv2 C 18 Nv3 � 27 Nv4 C 81 Nv5

2
CO. Nv6/: (6.73)

Using (6.72) and (6.73) the left hand side of (6.71) becomes

.1 � Nt/
	
12 Nv2 � 12 Nv3 C 27 Nv4 �

�
162 Nv5
5

�
CO. Nv6/



: (6.74)

The right hand side is similarly calculated

3

	
1

1� Nv � 1

1C Nv



� 6 Nv
.1C Nv/2 D 12 Nv2 � 12 Nv3 C 24 Nv4 � 24 Nv5 CO. Nv6/: (6.75)

Dividing both by the factor

	
12 Nv2 � 12 Nv3 C 27 Nv4 �

�
162 Nv5
5

�
CO. Nv6/
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gives

1 � Nt D 1 � Nv2
4

C 9 Nv3
20

� 21 Nv4
20

CO. Nv5/:

That is,

Nt D Nv2
4

� 9 Nv3
20

C 21 Nv4
20

�O. Nv5/: (6.76)

To check on the consistency of the rectilinear diameters assumption contained
in (6.69) and (6.70) we work next with the alternative pair of (6.65) and (6.67).
Following a procedure similar to that used for deriving (6.76), we now get the result

Nt D Nv2
4

C 9 Nv3
20

C 21 Nv4
20

CO. Nv5/: (6.77)

Clearly, the violation of the principle of rectilinear diameters occurs first in the
third order in Nv. Thus, we can confidently conclude that correct to the leading order
Nv2 D 4Nt .

The difference in the critical densities can be directly related to the difference in
the corresponding specific volumes. As a result, just below the critical temperature,

�oL � �oG D 1

VoL
� 1

VoG
D 1

1 � Nv � 1

1C Nv D 2 Nv
1 � Nv2 D 2 Nv CO. Nv/3

D 2
p
4Nt CO.Nt/ 32 D 4

�
tc � t
tc

�ˇ
CO

�
tc � t
tc

�ˇC1
; (6.78)

where

ˇ D 1

2
: (6.79)

Again, we have used the traditional notation whereby the leading term represent-
ing the difference between the specific densities of the coexisting liquid and gaseous

phases just below the critical point is displayed as
�
tc�t
tc

�ˇ
. Rather than being equal

to 1=2, as predicted here by the Van der Waals theory, experimental results for the
exponent ˇ are found to be 	0:3.

6.12.2 IV: The Saturation Pressure

Describe how the pressure of the coexistent liquid–gas phases – sometime called the
saturation pressure – varies just below the critical point
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6.12.2.1 Solution

The behavior of the reduced saturation pressure14 poo just below the critical
temperature can be examined by using either (6.66) or (6.67). This corresponds
to setting the starting point in the gaseous or the liquid phase. Thus, we can use
either the expansion indicated in (6.69) or (6.70). To the leading order, attesting to
the consistency of the approximation used, both the equations give the same result.
That is,

poo D 1 � 4

�
tc � t
tc

�
: (6.80)

[Additional details of poo as a function of to is provided in Fig. 6.8a, b.]

6.12.3 V: Isothermal Compressibility Just Below Tc

Calculate the isothermal compressibility in the coexistence region just below the
critical temperature tc.

6.12.3.1 Solution

In order to examine the behavior of the isothermal compressibility just below the
critical point, we need to start at the co-existence curve. We can begin either in the
vapor phase where we set

vo D 1C Nv; (6.81)

or the liquid phase where, in an equivalent approximation, we can write

vo D 1 � Nv: (6.82)

As before, the above prescription will be valid only if the results, for given value of
temperature, are independent of the starting location on the relevant isotherm in the
coexistence phase. Of course, for the present purposes, we should be satisfied if this
is true to the leading order in the smallness parameter

�
t�tc
tc

�
. Fortunately, as before,

the general expression for ��1
t given in (6.42) remains valid.

Thus, depending on whether we begin in the gaseous – upper signs – or the
liquid – lower signs – phase we get

14Note that poo is defined as the reduced pressure, i.e.
�
p

pc

�
, that obtains along the Maxwell isobar

in the co-existent region.
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��1
t D �.1˙ Nv/pc

	
6

.1˙ Nv/3 � 24.1� Nt /
.2˙ 3 Nv/2



; (6.83)

which is readily expanded to yield

��1
t D �6Nt C 9

2
Nv2 ˙ 12 Nv Nt CO.Nt Nv2; Nv3/: (6.84)

Because Nv2 D 4Nt , therefore, in retrospective validation of our approximation, to the
leading order we get the same result for both the starting positions:

��1
t D 12 Nt: (6.85)

Accordingly, the compressibility just below tc is given as follows:

�t D 1

12pc

�
tc

tc � t
�� 0

; (6.86)

where

� 0 D 1:

Note that the coefficient
�

1
12pc

�
, obtained for �t below tc, is equal to one half that

obtained for �t above tc. [Compare (6.44)] Note also that rather than being equal
to one, as predicted here by the Van der Waals theory, the experimentally observed
value of the exponent � 0 is 	1:2.

6.13 The Lever Rule

The validity of the principle of rectilinear diameters mentioned above is limited
to the region in the immediate vicinity below the critical point. With decreasing
temperature, the isothermal-isobar within the two phase region widens as does the
difference in the specific molal volumes, VoG and VoL, of the co-existing phases. At
any point in between the two ends of this isobar, the specific molal volume of the
mixture, voM , is on the average given by the relationship15

nGVoG C nLVoL D voM .nG C nL/: (6.87)

Because, the isothermal-isobar in question refers to a total of only one mole of the
substance, the following two simultaneous equations determine nG and nL.

15See P. Atkins, J. de Paula, Atkins Physical Chemistry, 7th edition, Oxford University Press;
Fredrick Rhines, Phase Diagrams in Metallurgy. McGraw-Hill book company, New York (1956).
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nG C nL � 1 D 0; (6.88)

nGVoG C nLVoL � voM D 0: (6.89)

The solution is

nG D VoL � voM
VoL � VoG

I nL D VoG � voM

VoG � VoL
: (6.90)

6.14 Smooth Transition from Liquid to Gas and Vice Versa

Incorrectly, it may appear from the above discussion that any travel from the gaseous
state to the liquid state of necessity has to pass through the co-existent two phase
region. A little reflection indicates that this is not always the case. A system starting
in the gaseous phase can be made to travel above the transition point across to the
other side of the co-existent region into the liquid phase. Also, the same process may
be performed in reverse, whereby liquid state is smoothly converted into gaseous
state without traversing across a two-phase region.

6.14.1 Exercise III: Question for Skeptics

A sort of an experimental observation made while making coffee is of water boiling
“directly” into steam at 100ıC. Additionally, the fact that the boiling point at the
atmospheric pressure is much below the critical temperature which is 	375ıC
for H2O, – as noted, for instance, in: Dillio, Charles C. and Nye, Edwin P.,
Thermal Physics, International Textbook Company, (1963) – a reader might expect
to “observe” the two phases occurring over a wide pressure–volume region. So an
untutored observer is understandably skeptical about the foregoing description of
the co-existent two phase region. Indeed, as a result he/she may want to be skeptical
about most of the theory presented in this chapter! If the co-existent two phase
region indeed occurs across a wide “region,” why doesn’t the observer notice what
should be a long Maxwell isobar? Should he/she be skeptical?

6.15 The Principle of Corresponding States

The advent of Van der Waals theory led to the expectation that perhaps the reduced
equation of state (6.30) implied the existence of a more general rule called the
Principle of Corresponding States � PCS. This rule conjectures that the true
equation of state of a fluid should possess the form implicit in (6.30). That is, it
should look like the following
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po D f .vo; to/: (6.91)

Furthermore, according to this principle, even though the exact form of the function
f .vo; to/ is not known – and is certainly different from the Van der Waals
approximation for it given in (6.30) – it should be the same for all physically similar
fluids.

Clearly, the chemically inert gases such as Neon, Argon, Krypton, and Xenon are
monatomic and physically similar. Therefore, they are the primary candidates for
testing the hypothesis posited by the PCS. We should be aware that for the lighter
inert gases, quantum effects – which are not included in the current discussion – can
hold sway at very low temperatures. This is significantly the case for the lightest
member of the group, Helium. However, Neon, the next heavier, is much less
affected in this regard.

We can also try another group of fluids as possible candidates for testing the
hypothesis. These have weak inter-particle interaction – manifested by relatively
low values for the critical temperature tc. Additionally – except for Hydrogen H2,
the very light member of this group – they are not plagued by quantum effects.
Included in this category are Nitrogen N2, Oxygen O2, Carbon Monoxide CO and
Methane CH4, for which a variety of data are available.

6.15.1 Xo as Function of po for Various Fluids

Returning to the PCS, the available data allow us to explore various relationships
that are subsumed under (6.91).

We recall that the ratio <c D �
pcvc
Rtc

�
is equal to 3=8 for all Van der Waals fluids.

Yet, experimentally observed values of <c for real fluids – see Table 6.1 – are spread
over a range, albeit a narrow one. It turns out that even though the parameter <c itself
is not quite the same for different fluids, when we use it to scale the dimensionless
ratio

�
povo
to

�
we find a nearly universal behavior – as is demonstrated in Fig. 6.5a

where such a scaled expression, Xo, i.e.,

Xo D pv

Rt
D
�
povo

to

�
<c ; (6.92)

is plotted as a function of po for a number of fixed values16 of to.

16See, G.J. Su, Ind. Eng. Chem. Anal., Edinburgh, 303, 38 (1946), as quoted in Stanley, H.E.
“Introduction to Phase Transitions and Critical Phenomena,” Oxford University Press (1971).
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Fig. 6.5 (a) Experimental results for Xo as function of po. For a variety of fluids, Xo is plotted
as a function of the reduced pressure. The fluids represented are: carbon di-oxide, ethane,
ethylene, iso-pentane, methane, n-butane, n-heptane, nitrogen, and water. The experimental results
are qualitatively similar to those predicted by the Van der Waals theory. Data fit remarkably
well on to curves that are almost identical for different fluids. To avoid cluttering up the
figure, the curves have not been labeled. Top curve refers to to D 2:0. In the descending
order, to for the next four lower curves is D 1:5I 1:3I 1:2I 1:1I 1:0. [Copied with permission
from H. Eugene Stanley’s book: “Introduction to Phase Transitions and Critical Phenomena”,
figure 5.3, p. 73, Oxford University Press (1971). Data from E. J. Su, Ind. Engng. Chem.
analyt. Edn. 38, 803 (1946)] (b) Xo versus po. Van der Waals Theory Results for Xo ver-
sus po. The curves follow almost the same pattern as the experimental results shown in
Fig. 6.5a
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6.15.2 Xo as Function of po for Van der Waals Gas

Corresponding results derived from the Van der Waals theory are also provided –
see Fig. 6.5b. It is noticed that there is qualitative agreement between the Van der
Waals theory and the experiment.

6.15.3 The Reduced Second Virial Coefficient

Experimental data is also available for the second virial coefficient for a number of
real gases.

General form of the virial expansion within the context of the PCS would be

povo

to
D C1 C C2

vo
C C3

v2o
C � � � ; (6.93)

where C1; C2; etc. depend on the reduced temperature to. In other words:

povo

to
D C1

	
1C b2

vo
CO

�
1

v2o

�

; (6.94)

where b2 D C2=C1. Note, that when we work with the Van der Waals equation in
reduced variables – see (6.30) – i.e.,

�
po C 3

v2o

�
.3vo � 1/ D 8to;

the expansion that corresponds to (6.94) is the following:

povo

to
D 8

3

	
1C 1

vo

�
1

3
� 9

8to

�
CO

�
1

v2o

�

: (6.95)

Hence, the Van der Waals theory counterpart of the reduced – i.e., the PCS – second
virial co-efficient is

b2 D
�
1

3
� 9

8to

�
: (6.96)

Figure 6.6 shows experimental results for the reduced second virial coefficient b2,
obtained for a variety of fluids, as a function of the reduced temperature to. The
corresponding results predicted by the Van der Waals theory are plotted as solid and
dashed curves.
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Fig. 6.6 Reduced second Virial coefficient ı 
, Ar; 4 N, Kr; Þ, Xe; �, CH4 For ease of display
we have broken the data up into two parts. Experimental data shown on the lower curve refers
to 0:5 	 t

tc
	 1:0. The right-hand and lower scales relate to the lower curve. The dashed curve

represents the corresponding results of the Van der Waals theory. Data for 1:0 	 t
tc

	 6:0 is
displayed in the upper curve. The left-hand and upper scales relate to the upper curve. Full curve
records corresponding Van der Waals results [Copied with permission from E. A. Guggenheim’s
book: “THERMODYNAMICS: An advanced treatment for Chemists and Physicists”, figure 3.10,
p. 137, North Holland Publishing Company, Amsterdam (1967).]

We note that while the Van der Waals estimates behave qualitatively similarly
to the experimental results, quantitatively they are quite poor at temperatures well
below the critical point.

For instance, the lower data curve records experimental results below the critical
point. Agreement with the corresponding Van der Waals theory prediction, given
as the dashed curve, is notably poor at t D 0:5tc but is seen to improve as the
temperature rises towards tc. Indeed, above the critical temperature – compare the
upper data curve with the solid curve – the agreement is much improved.

It needs to be reiterated that Fig. 6.6 displays a parameter free representation of
both the experimental and theoretical results. The story would be a little different –
meaning the fit between theory and experiment would be better than shown in
Fig. 6.6 – if we were to fit the data for a given fluid, by appropriately choosing
the Van der Waals parameters a and b.
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Fig. 6.7 Reduced molar densities in the co-existent regime Experimental data – from E.A.
Guggenheim, J Chem Phys 13, 253 (1945) – for the reduced molar densities �oG and �oL –
equal respectively to the inverse of the reduced molal volumes VoG and VoL – is displayed for
a variety of fluids. Note that when �o < 1, the displayed results are for �oG . Similarly, the data
for �oL is displayed in the region where �o > 1. The fluids studied are: argon, neon, krypton,
xenon, nitrogen, oxygen, carbon mono-oxide and methane. The ordinate is the reduced temperature
to [Copied with permission from H. Eugene Stanley’s book: “Introduction to Phase Transitions
and Critical Phenomena”, figure 1.8, p. 10, op. cit., and also from E. A. Guggenheim’s book:
“THERMODYNAMICS: An advanced treatment for Chemists and Physicists”, figure 3.11, p. 138,
op. cit.]

6.15.4 Molar Densities of the Co-existing Phases and the PCS

As before we use the notation VoL and VoG for the reduced molal volumes of the
mutually co-existing liquid and vapor phases that occur in the condensed region that
obtains below the critical point. According to the dictates of the PCS, both VoL and
VoG should be common functions – that is, common within similar groups of fluids
– of the reduced temperature to. Accordingly, results for similar fluids should all lie
on the same curve. As is displayed in Fig. 6.7, this prediction is well supported by
the experiment.17

17See, E. A. Guggenheim, Thermodynamics, North Holland Publishing Company (1967).
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6.16 Examples VI–XI

In these examples, extensive use will be made of (5.18) and (5.25). We also note the
relationships

�
@Cv

@v

�

t

D t

�
@2p

@2t

�

v

(6.97)

and

du D
�
@u

@t

�

v

dt C
�
@u

@v

�

t

dv

D Cvdt C
	
t

�
@p

@t

�

v

� p



dv: (6.98)

6.16.1 VI: Internal Energy and Volume Dependence of Cv

Describe the volume dependence of the specific heat Cv of a Van der Waal’s gas.
Assuming the temperature is well above the critical point, give an expression for the
internal energy, u.

6.16.1.1 Solution

For the Van der Waals gas

p D Rt

v � b
� a

v2
: (6.99)

Therefore,

�
@p

@t

�

v

D
�

R

v � b

�
; (6.100)

and

�
@2p

@2t

�

v

D 0: (6.101)

As such (6.97) gives
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�
@Cv

@v

�

t

D t

�
@2p

@2t

�

v

D 0: (6.102)

Consequently, for fixed temperature, Cv is independent of the volume. Indeed,
this would be the case for any thermodynamic system for which the pressure is

a linear function of the temperature because
�
@2p

@2t

�
v

would then be zero. Keeping the

temperature constant and integrating
�
@Cv
@v

�
t

with respect to v gives

Z �
@Cv

@v

�

t

dv D Cv D f .t/ D Cv.t/; (6.103)

where f .t/ is a constant independent of v but possibly dependent on t .
Thus, Cv is independent of the volume. This is true even if we arrange the

pressure so that the volume becomes large – i.e., the density becomes small making
the gas dilute – while the temperature is kept constant. In the very dilute limit, the
behavior of the Van der Waal’s gas must approach that of an ideal gas. Therefore,
its specific heat Cv must equal that for an ideal gas. The latter, of course, is known
to be independent of the temperature.

Combining (6.98) and (6.100) we can write

du D Cvdt C
	�

Rt

v � b
�

� p



dv D Cvdt C a

v2
dv: (6.104)

Next, we integrate this equation along the path .to; vo/ ! .t; vo/ ! .t; v/. This
readily leads to the result

u � Cvt C .a=v/ D uo � Cvto C .a=vo/ D D; (6.105)

whereD is a constant.

6.16.2 Reduced Vapor Pressure in the Co-existent Regime
and the PCS

In Fig. 6.8a, experimental data for the logarithm of the reduced vapor pressure18

poo within the co-existing vapor–liquid phases, is plotted as a function of the
inverse reduced temperature, 1=to. Again, the dictates of the PCS are seemingly well
followed and the data for a wide variety of fluids appears to lie on the same curve.

Also, it is interesting to note that when plotted against the inverse of the reduced
temperature, the experimental results for the logarithm of poo seem to suggest a

18Note, poo was defined to be the reduced pressure, i.e. .p=pc/, that obtains along the Maxwell
isobar in the co-existent region.



290 6 Van der Waals Theory of Imperfect Gases

curve which is nearly a straight line. That is,

poo / Œto�
'; (6.106)

with

' 	 7:3: (6.107)

6.16.3 Reduced Vapor Pressure for a Van der Waals Gas

Just below the critical point, the poo for a Van der Waals gas can also be fitted
to a similar result with ' D 4. Accordingly, the saturation pressure for a Van der
Waals gas – see Fig. 6.8b – falls off less rapidly with decrease in temperature than
is observed in experiment.19 Moreover, for lower temperatures the Van der Waals
result for ' falls further below 4. This, of course, means that except possibly in the
neighborhood of the critical point, for the Van der Waals gas the power relationship
with a single ' does not obtain.

6.16.4 VII: Temperature Change on Mixing
of Van der Waals Gases

A quantity of Van der Waal’s gas is contained in two thermally isolated vessels, of
volume v1 and v2, which are connected across a short tube with a stopcock. Initially,
with the stopcock closed, there are n1 and n2 moles, at temperatures t1 and t2, in the
first and the second vessel, respectively. Calculate the final temperature tf of the gas
when, after a quasi-static opening of the stopcock, thermal equilibrium is achieved.
What is the corresponding result for an ideal gas?

6.16.4.1 Solution

Because the system is thermally isolated, the process is adiabatic. Therefore,
according to the first law, the work done by the gas is compensated by an equal
decrease in the internal energy. For the process under study, no work has been done
because the gas can be considered to have performed a free expansion. This is a
subtle point and needs some explanation.

Consider that initially the stopcock is closed and one vessel is empty – meaning
at some earlier time it had been completely evacuated. Therefore, initially all the
gas is in the other vessel.

19Note that ' D 4 is consistent with the analytical result derived earlier. [See (6.80)].
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Fig. 6.8 (a) Reduced vapor pressure in the co-existent regime. The fluids studied are: Argon,
Krypton, Xenon, Nitrogen, Oxygen, Carbon Mono-Oxide and Methane. Note that the curve
appears to be a straight line, indicating a linear drop with 1=to, which is equivalent to a functional
dependence of the form poo / t

'
o with ' � 7:3. [Copied with permission from E. A. Guggenheim’s

book: “THERMODYNAMICS: An advanced treatment for Chemists and Physicists”, figure 3.12,
p. 139, op. cit.] (b) Reduced vapor pressure in the co-existent regime for a Van der Waals gas
The figure on the left hand side shows Maxwell isobars on a P-V plot. Each such isobar has
a corresponding temperature which is not shown in this figure. The figure on the right hand
side displays the pressure of such isobars against their corresponding temperature, both on the
reduced scale. (This plot is reproduced courtesy of Addison–Wesley–Longman–Pearson from D.V.
Schroeder’s book: An introduction to thermal physics, Fig. 5.23, page 184)
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Upon opening the the stopcock quasi-statically, the gas would slowly enter the
evacuated vessel and push against an imaginary, massless wall that moves without
friction. The pressure on the evacuated side of this imaginary wall is clearly equal
to zero. Hence, no work is being done20 as the gas pushes this (imaginary) wall and
expands into the evacuated portion. Clearly, we can push the stopcock in and halt
this process anywhere en route to the final equilibrium state.

Thus, we can treat the process described in the problem as though it is executed
without any change in the internal energy of the gas.

According to (6.105), the initial value of the internal energy in the two vessels is

uinitial D u1 C u2

D n1Cvt1 � an21
v1

CD1

C n2Cvt2 � an22
v2

CD2: (6.108)

When the stopcock is opened and the equilibrium has been reached, the number of
moles in the two vessels become �1 and �2 where

�1 D v1

�
n1 C n2

v1 C v2

�
;

�2 D v2

�
n1 C n2

v1 C v2

�
: (6.109)

Note,

�1 C �2 D n1 C n2: (6.110)

Therefore, again according to (6.105), the expression for the the total internal energy
after the expansion is

ufinal D �1 Cv tf � a .�21=v1/CD1

C �2 Cv tf � a .�22=v2/CD2: (6.111)

Because there has been no change in the internal energy, therefore, we can equate
the initial and the final value of the internal energy. Using (6.108)–(6.111) we get

20This is ensured by the fact that the valve is opened quasi-statically. As a result the gas enters the
evacuated vessel with little kinetic energy.
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Cv .n1t1 C n2t2/� a
�
n21
v1

C n22
v2

�
CD1 CD2

D Cvtf.n1 C n2/ � a
�
�21
v1

C �22
v2

�
CD1 CD2; (6.112)

and

tf D .n1 t1 C n2 t2/

.n1 C n2/
C a.n1 C n2/

Cv.v1 C v2/

� a

Cv.n1 C n2/
�
	
n21
v1

C n22
v2



: (6.113)

The corresponding result for an ideal gas,

tf D
�
n1t1 C n2t2

n1 C n2

�
;

is obtained by setting a D 0.

6.16.5 VIII: Specific Heats, Enthalpy, � and �

for Van der Waals Gas

If the internal energy of one mole of a Van der Waal’s gas is as given in (6.105),
calculate:

(a) The difference in the specific heats: Cp � Cv ,
(b) The enthalpy h,
(c) The coefficients � D �

@t
@v

�
u

and � D �
@t
@p

�
h
.

(d) What are the corresponding results for an ideal gas?

6.16.5.1 Solution

(a) Here, it is convenient to use (5.83)

Cp � Cv D t

�
@p

@t

�

v

�
@v

@t

�

p

: (6.114)

The derivatives
�
@p

@t

�
v

and
�
@v
@t

�
p

are readily calculated from the equation of state
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�
p C a

v2

�
� .v � b/ D Rt:

We have

�
@p

@t

�

v

D R

v � b

and

�
@v

@t

�

p

D R.v � b/
Rt � 2a.v � b/2=v3 :

Thus, (6.114) gives

Cp � Cv D Rh
1 � 2a.v�b/2

Rtv3

i : (6.115)

It is convenient to re-cast the above expression in terms of the reduced variables

vo D v

vc
D v

3b

and

to D t

tc
D
�
27Rb

8a

�
:

We get

Cp � Cv D Rh
1 � .3vo�1/2

4v3o to

i : (6.116)

At very high temperatures, and/or very low densities – i.e., to � 1 and/or vo �;

1 – the predicted difference in the specific heats equals R. This result is, of course,
correct because here the gas closely approximates an ideal gas.

As the temperature and the volume are decreased towards their critical value,
to D 1 and vo D 1, the difference between the specific heats increases, eventually
approaching infinity at the critical point. Because above the critical point the specific
heat Cv for the Van der Waals gas is finite – in fact, it is equal to that for an ideal
gas – the divergence of Cp at the critical point has to be considered a positive feature
of the theory.

(b) Equation (6.105) and the equation of state can also be used to write the
expression for the enthalpy:
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h D u C pv D Cvt � a

v
C pv CD

D Cvt � a

v
C
	
Rt

v � b � a

v2



v CD

D Cvt � 2a=v CRtv=.v � b/CD: (6.117)

(c) Next,21 we calculate � where

� D
�
@t

@v

�

u

:

According to the cyclic identity, the right hand can be represented as

�
@t

@v

�

u

D �
�
@u

@v

�

t

�
@t

@u

�

v

D � � @u
@v

�
t�

@u
@t

�
v

:

As such for the Van der Waals gas we get

� D � � a
v2

�

Cv
: (6.118)

Using a procedure similar to that followed above, we can also find the coefficient�
@t
@p

�
h
.

� D
�
�
@h
@p

�
t�

@h
@t

�
p

D
�
�
@h
@p

�
t

Cp
:

Next, we write

�
@h

@p

�

t

D
�
@h

@v

�

t

�
@v

@p

�

t

D
�
@h
@v

�
t�

@p

@v

�
t

:

The partial differentials on the right hand side are easy to calculate. From (6.117)
we find:

�
@h

@v

�

t

D 2a

v2
CRt

	
1

v � b � v

.v � b/2



:

21Note, the physical relevance of the coefficients � and � is explained in the chapter on Joule
and Joule–Kelvin effects where we re-derive the relevant expressions by a different procedure.
Compare the results derived there and recorded in (7.9) and (7.19).
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The partial differential
�
@p

@v

�
t

is found directly from the equation of state.

�
@p

@v

�

t

D � Rt

.v � b/2
C 2a

v3
:

Thus, for the Van der Waals gas,

� D
�
@t

@p

�

h

D 1

Cp

	
2av.v � b/2 � bRtv3

Rtv3 � 2a.v � b/2



: (6.119)

Corresponding results for an ideal gas can be obtained by setting aD 0 and b D 0

in the above equations. Accordingly, both � and � are equal to zero and

h D Cvt C pv D Cvt CRt:

6.16.6 IX: Work Done and Change in Internal Energy
and Entropy in Van der Waals Gas

One mole of a Van der Waal’s gas is in contact with an infinite thermal reservoir at
temperature tc. In an isothermal, reversible expansion the gas increases its volume
from vi to vf and in the process does work w. Calculate w, the resultant change in
the internal energy, u0, and the entropy, s0, of the gas and the reservoir.

6.16.6.1 Solution

w D
Z vf

vi

p dv D R tc lnŒ.vf � b/=.vi � b/�� a.1=vi � vf/:

Since
�
@p

@t

�

v

D R=.v � b/;

therefore,
�
@u

@v

�

t

D �p CRt=.v � b/ D a=v2:

Accordingly, for the isothermal process, the net change in the internal energy is

u0 D
Z vf

vi

dv.a=v2/ D a.1=vi � 1=vf/: (6.120)
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For reversible, isothermal transfer of heat to the gas, the first-second law dictates

s0 tc D u0 C w D Rtc lnŒ.vf � b/=.vi � b/�:
Thus,

s0 D R lnŒ.vf � b/=.vi � b/�; (6.121)

is the increase in the entropy of the gas. Because of reversible operation, the entropy
of the universe remains unchanged. Therefore, the entropy of the reservoir decreases
by the same amount.

Note, for isothermal processes volume dependence of the internal energy arises
only out of the presence of inter-particle interaction, parameterized here by the
constant a.

The occurrence of the constant b in the expression for the entropy change given
above is quite interesting. Had we analyzed the statistical basis of entropy, we
would have found that for isothermal processes the change in the entropy involves
logarithmic dependence on the volume. This volume has to be the one that a
molecule can actually roam around in. That means, rather than just v, the reduced
volume v � b must be involved.

6.16.7 Example X: Adiabatic Equation of State for Van der Waals
Gas in the Region Above the Critical Point

Calculate the entropy of one mole of a Van der Waal’s gas above its critical point
and use it to construct an adiabatic equation of state in that region.

6.16.7.1 Solution

Dividing both sides of the first T:dS equation by t gives

ds D Cv
dt

t
C
�
@p

@t

�

v

dv D Cv
dt

t
C R

.v � b/
dv: (6.122)

Because Cv is a constant in the region above the critical point, we can integrate the
above along the path .to; vo/ ! .t; vo/ ! .t; v/ to get

s � so D Cv ln.t=to/CR lnŒ.v � b/=.vo � b/�: (6.123)

For an adiabatic process

s � so D 0:
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Consequently, (6.123) becomes

ln.t=to/Cv C lnŒ.v � b/=.vo � b/�R D 0:

It can be recast as

lnŒtCv .v � b/R� D lnŒtCvo .vo � b/R�:

A convenient form for the adiabatic equation of state is obtained by exponentiating
both sides.

tCv .v � b/R D const: (6.124)

When b D 0 this result reduces to that for an ideal gas.

6.16.8 XI: u; h; s; Cp � Cv, and Adiabatic Equation of State

One mole of a certain gas has an equation of state

.p C a/v C .b=v/ D Rt:

At a temperature above the point where the specific heat Cp peaks, calculate: (1) the
internal energy u (2) the enthalpy h and (3) the entropy s and (4) the difference
in the specific heats Cp and Cv. Finally, (5) construct its adiabatic equation of
state.

6.16.8.1 Solution

1. Because

�
@2p

@2t

�

v

D 0 the specific heat Cv is independent of volume. Therefore,

much like the Van der Waals gas, Cv is independent of the temperature. Using
the identity

du D
�
@u

@t

�

v

dt C Œt

�
@p

@t

�

v

� p�dv;

we get

du D Cvdt C
�
a C b

v2

�
dv:
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Integrating along the path .to; vo/ ! .t; vo/ ! .t; v/ gives

u � uo D Cv.t � to/�
�
b

v
� b

vo

�
C a.v � vo/;

or

u D Cvt C a v �
�
b

v

�
C const: (6.125)

2. The enthalpy is now readily evaluated.

h D u C pv D .Cv CR/t � 2

�
b

v

�
C const:

3. To evaluate the entropy we use the relationship

ds D du

t
C p

t
dv:

Next, we use (6.125) to find du, i.e.,

du D Cvdt C
	
a C b

v2



dv:

Thus,

ds D Cv
dt

t
CR

dv

v
:

Integrating along the path used for deriving (6.125), we get

s � so D Cv ln.t=to/CR ln.v=vo/: (6.126)

Whence

s D so C ln

"
T CvvR

T
Cv
o vRo

#
: (6.127)

4. As recorded earlier in (6.114)

Cp � Cv D t

�
@p

@t

�

v

�
@v

@t

�

p

:

Here
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�
@p

@t

�

v

D R=v;

and
�
@v

@t

�

P

D
"
.v=t/

1 � 2b
Rtv

#

therefore,

Cp � Cv D
 

R

1 � 2b
Rtv

!
: (6.128)

As Rtv approaches 2b from above, the specific heat Cp becomes large and tends

to 1. While the first derivative
�
@p

@v

�
t

approaches zero, the second derivative
�
@2p

@2v

�

t

is non-vanishing. As such, there is no critical point.

Finally, for an adiabatic process, we set

s D so:

in (6.127). The adiabatic equation of state, therefore, is

vRtCv D const: (6.129)

6.17 Dieterici’s Equation of State

6.17.1 XII: Behavior of Dieterici Gas

Discuss the behavior of a Dieterici gas with the equation of state:

P.v � b/ D Rt exp.�av�1=Rt/: (6.130)

6.17.1.1 Solution

Much like the Van der Waals gas, the equation of state of a Dieterici gas employs
two constants, a and b, that are supposed to represent inter-particle interaction and
molecular size effects. And, it leads to a co-existent region involving gaseous and
liquid phases. Moreover, in the low density limit, both these equations yield identical
results for the leading two virial coefficients.

For large v, expand the exponential in the small parameter .�av�1=RT /
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p.v � b/ D Rt

�
1 � av�1

Rt

�
CO.v�2/:

Next, multiply both sides by Œ v
Rt.v�b/ �

pv

Rt
D v

v � b

�
1 � av�1

Rt

�
CO.v�2/:

and expand the term v
.v�b/ on the right hand side in inverse powers of v to get

pv=Rt D 1C .b2/=v CO.v�2/:

Hence, identical with the Van der Waals gas, the second virial coefficient is

b2 D b � a=.Rt/:
Also, in principle, the constants a and b should be the same for both these equations.
Despite this superficial similarity, we shall see below that the critical constants,
pc; vc and tc, are quite different.

As noted for the Van der Waals gas, at the critical point two requirements have
to be satisfied. First,

�
@p

@v

�

t

D Rt.v � b/�1 exp.�av�1=Rt/
�

a

Rtv2
� 1

v � b

�
D 0; (6.131)

and second,

0 D
�
@2p

@2v

�

t

D Rt
exp.�av�1=Rt/

v � b

"
2

.v � b/2
C
�
av�2

RT

�2
� 2

av�3

RT
� 2av�2

Rt.v � b/

#
:

After some algebra, it is determined that in order to satisfy these two requirements
we must set

vc D 2bI Rtc D 1

4
.a=b/I pc D a=.2eb/2: (6.132)

In particular, here the dimensionless ratio .pcvc=Rtc/ is equal to 2=e2 D 0:271.
Compared to the Van der Waals prediction, namely 3=8 D 0:375, this result is seen
to be – see Table 6.1 above – in somewhat better agreement with the experiment.

Using the above values for tc; pc; vc , the Dieterici equation of state is transformed
to its reduced variables to; po; vo

po D toe
2

2vo � 1 exp

� �2
voto

�
: (6.133)
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Fig. 6.9 Dieterici equation of state isotherms for to D 1:0; 0:9:; 0:8; 0:7; 0:6

Similar to the Van der Waals gas, the reduced derivatives

�
@po

@vo

�

to

D
�
2toe

2

2vo � 1

�	 �1
2vo � 1

C 1

tov2o



exp

� �2
voto

�
; (6.134)

and

�
@2po

@2vo

�

to

D �
�

4

2vo � 1

��
@po

@vo

�

to

C
	
4e2.1 � tovo/
tov4o.2vo � 1/



; (6.135)

are both vanishing at the critical point to D 1; po D 1; vo D 1.

6.17.2 Dieterici Isotherms

Shown in Fig. 6.9 below are a set of isotherms for Dieterici’s equation of state.
Close to vo D 0:5 the pressure increases rapidly, ultimately diverging at vo D 0:5.
Therefore, much as Van der Waals would have intended, the smallest volume the
Dieterici fluid can occupy is equal to b.



Chapter 7
Internal Energy and Enthalpy: Measurement
and Related Examples

Unlike the state variables the volume, pressure, and the temperature, thermodynamic
state functions such as the internal energy and the enthalpy cannot easily be
measured by a well designed piece of apparatus. Rather, it is necessary to follow
a circuitous route.

Measurement of the internal energy was first attempted in what is called the
Gay–Lussac–Joule (GLJ) experiment. This experiment attempted to determine the
amount of heat energy that is occasioned by a free-expansion of gas enclosed in
vessels submerged in water. Unfortunately, the heat capacities of the water that was
used, plus the enclosing tank, were vastly greater than the heat capacity of the gas
being expanded. The resultant change in energy was immeasurably minuscule and
could not reliably be measured. All that is discussed – and three worked examples
are provided – in Sect. 7.1.

To overcome these difficulties, Joule and Kelvin devised an experiment with two
different foci. One, the experiment shifted the focus from the internal energy to the
enthalpy. Two, rather than dealing with a fixed amount of gas that is stationary, it
used a procedure that involved “steady-flow.” As a result, reliable measurements
could be made. These issues, two worked examples, and the study of upper and
lower inversion temperatures are discussed in Sects. 7.2–7.5. Three more problems
are worked out in Sect. 7.6. The physics of “From the Empirical to Thermodynamic
Temperature Scale” is discussed in some detail in Sect. 7.7, while solutions to seven
additional problems are provided in Sect. 7.8. Cursory remarks on the concept of
negative temperature are reported in Sect. 7.9 the concluding section.

7.1 Gay–Lussac–Joule Coefficient

7.1.1 Introductory Remark

To this end, let us first deal with the internal energy, u � u.t; v/. Being a state
function, it allows an exact differential,

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3
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7, © Springer-Verlag Berlin Heidelberg 2012
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du D
�
@u

@t

�

v

dt C
�
@u

@v

�

t

dv D cv.t/dt �
�
@u

@t

�

v

�
@t

@v

�

u

dv

D cv.t/dt � cv.t/�.t; v/ dv: (7.1)

In the above, use was made of the cyclic identity1: namely,

�
@u

@v

�

t

D �
�
@u

@t

�

v

�
@t

@v

�

u

:

Also, the so-called GLJ coefficient, �.t; v/ D �
@t
@v

�
u
; was introduced.2

According to (7.1), in order to fully calculate the internal energy, u.t; v/, detailed
knowledge of the specific heat, cv.t/, as well as the GLJ coefficient, �.t; v/; is
desired.3

7.1.2 Measurement

Gay–Lussac, and separately Joule, were the first to attempt to measure �.t; v/ – i.e.,�
@t
@v

�
u

– for a gas by using an apparatus that is displayed schematically in Fig. 7.1.
The vessel “A” on the left-hand side is filled with a quantity of gas. It is connected
to an evacuated vessel “B” via a pipe that can be opened and closed by the use of a
stopcock. The vessels are immersed in water whose temperature is measured by an
installed thermometer. The whole assembly is placed in a tank.

The opening of the stopcock causes the gas in the vessel “A” to expand so that
both the vessels are filled by gas at the same pressure. Because originally the vessel
“B” is fully vacant, the expansion is free. As such, the expansion occurs without any
work being done, i.e., dw � 0: According to the first law4

dq D dw C du � 0C du: (7.2)

Therefore, the heat energy, dq, introduced into the gas must be very close to
equalling the increase, du, in its internal energy.

Clearly, the heat energy, dq, that has been added to the gas has come from the
change, dt , in the temperature of the surrounding water. Both Gay–Lussac and Joule
failed to observe any such change of temperature. In other words, they found dt � 0

and therefore concluded that dq � 0. Using (7.2), this leads to the conclusion that
for the gas under consideration

1See (1.44) and (1.45) for proof of the cyclic identity.
2Gay–Lussac, Joseph Louis (12/6/1778)–(5/9/1850).
3If, however, we needed to determine u.t; v/ at a fixed volume, say v0, then we could set dv D 0

and use only the remainder of (7.1) in the form: du D cv0 .t / dt:
4See (3.7).
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Fig. 7.1 Schematic view of
the Gay–Lussac–Joule
apparatus [Copied with
permission from F. W. Sears
and G. L. Salinger’s book:
“THERMODYNAMICS,
KINETIC THEORY, AND
STATISTICAL
THERMODYNAMICS”,
Third Edition, figure 4-1,
p. 103, op. cit.]

dt � 0; therefore; dq � 0I
dq � 0C du; therefore; du � 0: (7.3)

Noting that both dt and du are close to zero, (7.1) yields

du D cv.t/ dt � cv.t/�.t; v/ dvI
0 � �cv.t/�.t; v/ dv: (7.4)

In other words, GLJ found experimentally that �.t; v/ is “immeasurably” small
at the given temperature. In accord with GLJ, below we show by a theoretical
procedure that in a perfect gas the GLJ coefficient �.t; v/ is indeed vanishingly
small.

7.1.3 Derivation

The GLJ coefficient, �.t; v/, can be expressed in terms of the specific heat Cv ,
isothermal compressibility �t , isobaric volume expansion co-efficient ˛p; pressure
p; and temperature t . To this end, recall the relationship (see 5.17)

�
@u

@v

�

t

D t

�
@p

@t

�

v

� p: (7.5)

Accordingly, one can write

�.t; v/ D
�
@t

@v

�

u

D �
�
@t

@u

�

v

�
@u

@v

�

t

D � � @u
@v

�
t�

@u
@t

�
v

D � � @u
@v

�
t

Cv

D
Œp � t

�
@p

@t

�
v
�

Cv
: (7.6)
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(Here the cyclic identity was used to derive the right hand side of the second line
from that of the first.)

A direct experimental measurement of �.t; v/ is not straightforward. Yet, if the

usual type of equation of state is available, the quantity
�
@p

@t

�
v

that occurs in (7.6)

can readily be calculated.

7.1.4 Example I: For a Perfect Gas

The equation of state for one mole of a perfect gas is

pv D Rt:

Differentiating with respect to the temperature t and holding the volume v constant
gives �

@p

@t

�

v

v D R:

To calculate the coefficient � we use (7.6).

�.t; v/Cv D
	
p � t

�
@p

@t

�

v



D Œp �Rt=v� D Œp � p� D 0:

Thus, the GLJ coefficient �.t; v/ for a perfect gas is zero.

7.1.5 II: For a Nearly Perfect Gas

If the gas does not greatly depart from being perfect, the addition of the so called
“second virial coefficients,” e.g.,

p D Rt

	
1

v
C B2.t/

v2



;

well improves its equation of state.
Again using (7.6) we have

�.t; v/ D 1

Cv
Œp � t

�
@p

@t

�

v

� D �
�
Rt2

v2Cv

��
@B2.t/

@t

�

v

:

Because R, Cv; and
�
@B2.t/

@t

�
v

D dB2.t/

dt are positive,5 the GLJ coefficient �.t; v/ for

a slightly imperfect gas is non-zero and negative.

5See Statistical Mechanics, by R.K. Pathria, Pergamon Press.
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7.1.6 III: For a Van der Waals Gas

For the Van der Waals gas a derivation of the GLJ coefficient, �.t; v/ D �
@t
@v

�
u
,

is already available in a previous chapter. (See (6.118) and (6.119).) But the
present derivation is different. It utilizes the more compact expressions for these
coefficients derived in the present chapter and also develops more fully their
physical connotation.

Beginning with the equation of state for one mole of a Van der Waals gas

p D Rt

.v � b/ � a

v2
; (7.7)

the partial derivatives
�
@p

@t

�
v

and
�
@v
@t

�
p

are readily determined. For instance, one
gets

�
@p

@t

�

v

D R

.v � b/
: (7.8)

Accordingly, (7.6) yields

�.t; v/ D
�
@t

@v

�

u

D
h
p � t

�
@p

@t

�
v

i

Cv

D 1

Cv

	
p � Rt

.v � b/



D � a

v2Cv
: (7.9)

Because both a and Cv are positive, similarly to the slightly imperfect gas, the GLJ
coefficient �.t; v/ for a Van der Waals gas is negative.

Let us examine what happens if a Van der Waals gas undergoes a quasi-static, free
expansion, in an adiabatic environment that allows no exchange of heat energy with
the outside. Because the expansion is “free,” the process does not do any work, i.e.,
dw D 0. Further, because the expansion is quasi-static and occurs without exchange
of heat energy, we have t � ds D 0. Accordingly, the first-second law equation,
t � ds D du C dw, leads to the result, 0 D du C0. This means that the process occurs
at constant u. Hence, (7.9) can be represented as

�
@t

@v

�

u

D dt

dv
D � a

v2Cv
:

Thus, the increase in temperature, dt , as a result of the expansion (meaning, as a
result of the increase, dv, in its volume) is negative. That is, volume expansion cools
the gas down. This, of course, is not surprising because the overall inter-molecular
force is attractive. Therefore, upon expansion of the volume, positive work is needed
to overcome the attractive force. And such work has to be provided by the heat
energy that is extracted from the gas. Hence, the cooling.
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7.1.7 Description

Much like the internal energy, the enthalpy is a state function. Its exact differential
can be represented in terms of the state variables t and p.

dh.t; p/ D
�
@h

@t

�

p

dt C
�
@h

@p

�

t

dp D cp.t/dt �
�
@h

@t

�

p

�
@t

@p

�

h

dp

D cp.t/dt � cp.t/�.t; p/dp: (7.10)

In the above use was made of the cyclic identity, namely

�
@h

@p

�

t

D �
�
@h

@t

�

p

�
@t

@p

�

h

:

Further, the equality
�
@h
@t

�
p

D cp was noted. Also, the so-called Joule–Kelvin (JK)
coefficient,

�.t; p/ D
�
@t

@p

�

h

; (7.11)

was introduced.
In order to fully calculate the enthalpy,h.t; v/, (7.10) recommends having

detailed knowledge6 of the specific heat, cp.t/, as well as the JK coefficient,
�.t; p/.

7.1.8 Constant Enthalpy

Issues relating to the internal energy were the focus of the GLJ experiment. The
attempt to measure an exceedingly small heat energy transfer that is occasioned by
the free-expansion of gas enclosed in vessels submerged in water, is particularly
handicapped by the enormous difference in the heat capacities of the gas and the
surrounding water (including the enclosing tank).

To overcome these difficulties, Joule and Kelvin devised an experiment which
did two things differently. One, it shifted the focus from the internal energy to the
enthalpy. Two, rather than dealing with a fixed amount of gas that is stationary, it
used a procedure that involved “steady-flow.” Such a procedure circumvented the
need to measure extremely small changes in energy which get masked by the very
large heat capacities of the tank and its contents.

6Note, however, that if the pressure is constant, say p0, then dp D 0. All we need then is the
knowledge of cp0.t /.
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Fig. 7.2 Schematic view of the Joule–Kelvin apparatus

A schematic diagram of the apparatus used by Joule and Kelvin is displayed in
Fig. 7.2. A stream of gas is steadily pushed in – at temperature T1 and pressure P1 –
from side 1 across a porous plate constriction. The stream is extracted at temperature
T2, and pressureP2, by a piston on side 2. The flow continues until a steady, dynamic
state is achieved.

After a steady state is reached, the temperature profile of the flowing gas, subject
only to the vagaries of heat energy exchange with the environment across the
insulation, remains essentially constant. To minimize any such exchange the tube is
adiabatically shielded – meaning, it is extremely well insulated. Thus, the exchange
of heat energy with the environment is made essentially equal to zero, i.e.,�Q � 0:

Moreover, because of the relative slowness of both the incoming and the outgoing
portions of the gas, their kinetic energy is both small and not much different.
Therefore, changes in the kinetic energy can also be assumed to be negligible.

Even though one knows that very little or no heat energy is exchanged with the
environment, i.e., that, �Q � 0, in order to use the first law, �Q D �U C �W ,
one also needs information about the increase in the internal energy, �U , and the
work, �W , done during the expansion. All this, of course, refers to the process in
which from side 1 a volume7 V1 of gas at temperature T1 and pressure P1, is pushed
across to side 2. Side 2 is at temperature T2 and some lower pressure P2, and the
outgoing volume is V2. Therefore, during this traversal, the work done by the gas is

�W D .P2V2 � P1V1/; (7.12)

and the increase in its internal energy is .U2 � U1/. Then, following the first law,
one has

�Q D �U C�W D .U2 � U1/C .P2V2 � P1V1/ � 0; (7.13)

or equivalently

H1 D U1 C P1V1 � U2 C P2V2 D H2: (7.14)

7A schematic plot of this is given in Fig. 7.2 above.



310 7 Internal Energy and Enthalpy: Measurement and Related Examples

This is an important result. During steady flow of a gas in the manner described
above, its enthalpy (per mole) remains essentially unchanged. And with appropriate
planning, this behavior can be utilized for lowering the temperature of the gas.

Let us ask the question: Given that the starting point of the incoming gas is
.Pi ; Ti/ what obtains for the outgoing gas?

Because the value of the enthalpy, Hi per mole, for the incoming gas is fixed,
the value of the enthalpy of the outgoing gas – which must also be equal to Hi per
mole – is both fixed and pre-determined. Now, two state variables completely deter-
mine the thermodynamic state of a simple system. As such, there remains only one
other variable – say, for example, the pressure – of the outgoing gas that is subject to
change. By adjusting the pumping rate, the pressure of the outgoing gas can be made
to achieve a series of decreasing values: say,Pj ; Pk , etc. As a result, the correspond-
ing temperature8 of the outgoing gas takes on the values Tj ; Tk , etc., respectively.

Finally, the pressure Pi and the temperature Ti of the incoming, as well as the
series of measured points of the outgoing gas – i.e., the points, .Pj ; Tj /; .Pk; Tk/,
etc. – are all plotted. A smooth curve9 is then drawn through these points, all of
which refer to the same value of the enthalpy.

7.1.9 Constant Enthalpy Curves and Gaseous Cooling

A constant enthalpy curve10 that starts at some appropriately chosen11 incoming
point .P1; T1/, is schematically drawn in Fig. 7.3a. Initially, the slope

�
@T
@P

�
H

of
this curve12 is negative. As a result, the outgoing gas is warmer than the incoming
gas. Continuing in the direction of lower values of the outgoing pressure, the curve
rises toward its maximum, and the magnitude of the (negative) slope decreases.
The position of the maximum, where the slope

�
@T
@P

�
H

becomes zero, is called13 the
“inversion point.” Further to the left,14 the slope becomes positive: meaning, here
the outgoing gas cools down. By choosing different starting points and then, as was
done above, performing a series of measurements of the outgoing gas, a family of
such constant enthalpy curves is produced. Each member of such family has an
inversion point – e.g., see Fig. 7.3b. Then, much like the dotted curves in Figs. 7.3b

8Meaning, once the enthalpy and the pressure Pj of the outgoing gas have been chosen, its
temperature Tj gets pre-determined.
9Incidentally, this curve represents behavior that is quite likely non-quasi-static. Therefore,
progress from one such point to the next does not necessarily occur through states that are in
thermodynamic equilibrium.
10To be called isenthalpic.
11See below for an explanation of what such appropriate choice should be.
12View Fig. 7.3a and also observe the point a on the curve which is second from the bottom in
Fig. 7.3b.
13See point b on the noted curve in Fig. 7.3b.
14As, e.g., is the case at point c on the same curve in Fig. 7.3b.
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Fig. 7.3 (a) Schematic view of the Joule–Kelvin experiment results. Each smooth curve refers
to a constant value of the entropy while the dotted curve in figure (b) represents the locus
of the inversion points [Copied with permission from F. W. Sears and G. L. Salinger’s book:
“THERMODYNAMICS, KINETIC THEORY, AND STATISTICAL THERMODYNAMICS”
Third Edition, figures 4-4(a) and (b), p. 107, op. cit.]

and 7.4, a curve is drawn that passes through all these inversion points. This is
the so-called “inversion curve.” When extended to zero pressure, the inversion
curve meets the temperature coordinate at two points, one higher than the other.
These points are denoted as T max and T min, respectively. From the comments in the
present footnote15 it is clear that when an isenthalpic curve starts at a point higher
than .Pupper; Tupper/ it passes above the inversion curve – as, for example, does the
top curve in Fig. 7.3b – and no cooling results from it.

Initially, all the isenthalpic curves that start off at appropriately chosen loca-
tions16 warm up as they begin heading toward lower pressure until they reach the
inversion curve. After crossing this curve, they start to cool down.

Long ago gases were thought not to liquefy. The realization that the Joule–
Kelvin process can lead to cooling, motivated its use in the liquefaction of gases.
However, to reach really low temperatures, use is made of the reversible adiabatic
demagnetization of paramagnetic salts – and indeed of nuclei themselves. This
phenomenon will be investigated in a later chapter.

15When the constant enthalpy curves are extended toward zero pressure, the highest and the lowest
such curves – assume they begin at the points .Pupper ; Tupper/ and .Plower; Tlower/, respectively –
touch the temperature coordinate at T max and T min. As shown in Fig. 7.4, in Nitrogen T max �
610K and T min � 100K. Regarding the magnitude of the starting pressures, Pupper and Plower,
note that they are also dependent on the relevant temperatures, Tupper and Tlower, respectively.
16An appropriately chosen location .P; T / is one that sits lower than the point .Pupper; Tupper/ and
higher than the point .Plower; Tlower/. See the preceding footnote for explanation.
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Fig. 7.4 Schematic view of the constant enthalpy curves for nitrogen. The dotted line represents
the inversion curve. The pressure at the critical point should be �3:5M Pa and the temperature
�125K (Compare M.W. Zemanski and R.H. Dittman, “Heat and Thermodynamics,” McGraw
Hill, 1981.) [Copied with permission.]

7.2 Joule–Kelvin Effect: Derivation

The JK coefficient, � D �.t; p/ D
�
@t
@p

�
h
, can be expressed in terms of the specific

heat Cp , isobaric volume expansion co-efficient ˛p , volume v and temperature t .
Again, we invoke a relationship that was obtained via the first-second law. (See

(5.74).) �
@h

@p

�

t

D �t
�
@v

@t

�

p

C v: (7.15)

Using the cyclic identity we can write
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i

Cp
: (7.16)
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Despite the fact that the direct measurement of �.t; p/ via the Joule–Kelvin
porous plug experiment is of great physical and historical interest, making this
measurement is a cumbrous procedure. In contrast, looking at the right hand side
of (7.16), we note that Cp is easy to measure. Equally important, the measurement
of
�
@v
@t

�
p

is both straightforward and can be done with much greater experimental

accuracy. Also, there is the possibility that, if an equation of state is known,
�
@v
@t

�
p

can be theoretically calculated.

7.2.1 IV: JK Coefficient For a Perfect Gas

The JK coefficient � is readily found by using (7.16)

�.t; p/ D
�
@t

@p

�

h

D Œt

�
@v

@t

�

p

� v�=Cp:

Differentiating the equation of state, pv D Rt , with respect to t and keeping p
constant gives

p

�
@v

@t

�

p

D R;

which in turn yields

�.t; p/Cp D t

�
@v

@t

�

p

� v D .Rt=p/ � v D v � v D 0:

Therefore, for a perfect gas, much like the GLJ coefficient �.t; v/, the JK coefficient
�.t; p/ is also equal to zero.

7.2.2 V: JK Coefficient for a Nearly Perfect Gas

As before, consider the nearly perfect gas with the equation of state

pv D Rt

	
1C B2.t/

v



:

In order to calculate �.t; p/, first differentiate the equation of state with respect
to temperature at constant pressure, then divide by pressure p and multiply by
temperature t and from the result subtract the volume v. Finally, multiply by
Cp
�
pv

Rt

�
. This gives:
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�
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which can be written as

�.t; p/ D

2
64 t

dB2.t/
dt � B2.t/

Cp

�
1C B2.t/

v

�2

3
75 : (7.18)

For a perfect gas B2.t/ ! 0. In this manner, (7.18) again confirms the fact that for
an ideal gas the Joule–Kelvin coefficient � ! 0.

7.3 JK Coefficient for a Van der Waals Gas

To determine �.t; p/ D
�
@t
@p

�
h
, for the Van der Waals gas, first we use (7.16) which

equates �.t; p/ to 1
Cp

h
t
�
@v
@t

�
p

� v
i
: Next, we carry out direct differentiation of the

equation of state – given in (7.7) above – to determine
�
@v
@t

�
p

. This gives

�
@v

@t

�

p

D R

Œ.p C a=v2/ � 2a.v � b/=v3�
D R.v � b/
ŒRt � 2a.v � b/2=v3�

:

Accordingly, for the Van der Waals gas, the J–K coefficient is

�.t; p/ D
"
t

�
@v

@t

�

p

� v
#
=Cp

D 1

Cp

"
2a.v�b/2

v2
� bRt

Rt � 2a.v�b/2
v3

#
D �.t; p/

�.t; p/
: (7.19)

As noted before, for a perfect gas, the constants “a” and “b” are equal to zero and as
a result the J–K coefficient, �.t; p/, is vanishing.
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7.4 JK Coefficient: Inversion Point for a Van der Waals Gas

In the (t � p) plane, any point at which the slope of the constant enthalpy curve
for a Van der Waals gas is vanishing, will be called an “inversion point.” The
temperature, volume and pressure at which this happens will be denoted as ti; vi

and pi. Accordingly, at ti; pi the derivative
�
@t
@p

�
h

tends to zero. When this happens,

the numerator �.ti; pi/, in (7.19) is vanishing. That is

	
2a.vi � b/2

v2i
� bRti



! 0: (7.20)

We are assured of the accuracy of this statement by the fact that when � tends
to zero the denominator in (7.19) is in general finite. This is easily demonstrated
by multiplying the denominator by b. In general, b is not equal to vi. As a result,
the coefficient bRti cannot simultaneously be equal to 2ab.vi � b/2=v3i – which
would make the denominator vanish – and 2a.vi � b/2=v2i – which would make the
numerator vanish. Consequently, the numerator and the denominator generally do
not become zero at the same time.

7.4.1 JK Coefficient: Positive and Negative Regions

To investigate the other two possibilities, namely to find when �.t; p/ is positive
or negative, we will also need to examine the behavior of the denominator. Let us,
therefore, look again at �.t; p/, which is recorded in (7.19). As is shown in the
equation below, the denominator� is directly proportional17 to Cp=�t .

� D Cp � ŒRt � 2a.v � b/2=v3� D Cp � .v � b/2 �
	
�
�
@p

@v

�

t




D .Cp=v/ � .v � b/2 �
	
�v

�
@p

@v

�

t



D .Cp=v/ � .v � b/2=�t : (7.21)

Because in stable thermodynamic equilibrium,Cp and �t are both positive, therefore
the denominator � is positive. Hence, the sign of the Joule–Kelvin coefficient
�.t; p/ is the same as the sign of the numerator � , i.e., � � 0 if � � 0. Similarly,
� � 0 if � � 0.

As we pass through the inversion point the Joule–Kelvin coefficient changes sign.
Of course, as noted above, this means that at the inversion point, the Joule–Kelvin
coefficient is equal to zero. In the (t � v) plane, the inversion temperature is readily

17To check this fact, use the equation of state (7.8) and determine that
h�

@p

@v

�
t

D �
2a
v3

�� Rt
.v�b/2

i
:
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Fig. 7.5 Van der Waals reduced inversion temperature vs. inverse of reduced volume

calculated from (7.20).18

ti D 2a

bR
�
�
1 � b

vi

�2
: (7.24)

It is convenient to work in terms of the so called reduced variables in which
p; v; t are divided by pc; vc; tc, respectively. (See (6.22)–(6.24)) That is, we work in
terms of po; vo; to instead of p; v; t .

po D p=pc D p=
� a

27b2

�
I vo D v=vc D v=.3b/I

to D t=tc D t=

�
8a

27Rb

�
: (7.25)

In Fig. 7.5 above, we have plotted, in the temperature–volume plane, the dimension-
less version of (7.24). Note in this figure toi D ti

tc
, and voi D vi

vc
. It is important to

18As an aside, we mention a so called maximum inversion temperature. Because the inversion
volume vi > b � 0, such inversion temperature .ti/max would be obtained from (7.24) in the limit
. b
vi
/ � 1

.ti/max D 2a

bR
D 2tb: (7.22)

Therefore, for temperatures higher than twice the Boyle temperature, tb; the throttling process for
the Van der Waals gas does not result in cooling. Note, .ti/max is much higher than the critical
temperature tc

.ti/max D 2a

bR
D
�
27

4

�
�
�

8a

27Rb

�
D
�
27

4

�
tc: (7.23)
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note, however, that rather than the pair t and v, which is used in the above, for the
discussion of the Joule–Kelvin effect, a more relevant pair of variables would have
been t and p.

7.5 Upper and Lower Inversion Temperatures

Having recorded that rather than v and t , the relevant state variables for the porous
plug experiment are p and t , the equation of state is used to eliminate the variable
v from the expression for the Joule–Kelvin coefficient � given in (7.19). In this
manner, we obtain the desired (p � �t) relationship. Again, this is best done by
using the reduced variables given in (7.25).

The Van der Waals equation of state, that is

po D 8to

3vo � 1
� 3

v2o
; (7.26)

is already given in terms of the reduced variables – see (6.30). Therefore, only the
Joule–Kelvin coefficient � given in (7.19) needs to be re-expressed in terms of the
reduced variables. Fortunately, as noted before, in order to study the inversion curve
all that needs to be analyzed is the numerator of this equation, i.e., � – as indeed
was done in (7.20). In terms of the reduced variables, � is expressed as

� D 2a.3vo � 1/2

9

	
1

v2o
� 4

3
� to

.3vo � 1/2



: (7.27)

At the inversion points, (7.26) and (7.27) are written as follows:

poi D 8toi

3voi � 1
� 3

v2oi

; (7.28)

and

� D 2a.3voi � 1/2
9

	
1

v2oi

� 4

3
� toi

.3voi � 1/2



! 0: (7.29)

Next, in order to solve19 the two simultaneous (7.28) and (7.29), we first eliminate
voi. This leads us to the following quadratic equation in toi.

.�1;080C 24poi/toi C 144t2oi D �729� 54poi � p2oi: (7.30)

We shall call the two solutions of this quadratic equation tupper and tlower,

19Mathematica functions “Eliminate” and “Solve” have been employed here.
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t0i D tupper D 1

12

h
45 � poi C 12

p
9 � poi

i
; (7.31)

t0i D tlower D 1

12

h
45� poi � 12p9 � poi

i
: (7.32)

Thus, for a given value of the reduced pressure poi there are two possible inversion
temperatures, tupper and tlower. They are both plotted in Fig. 7.6. Note that at poi D 9

the upper and the lower inversion temperatures are both equal to 3. (Compare with
the measured values of the upper and the lower inversion temperatures for nitrogen,
shown as the dotted curve in Fig. 7.4.)

7.6 Examples VI–VIII

7.6.1 VI: Adiabatic-Free Expansion of Van der Waals Gas

An adiabatically enclosed vessel of negligibly small heat capacity is partitioned into
two evacuated compartments of volume v1 and v2. One mole of a Van der Waals gas
at temperature ti D 300K is introduced into the first compartment with volume v1.
Upon removal of the partition, the gas expands into the second compartment. When
thermal equilibrium is achieved, the temperature of the gas is found to be tf.

Given v1 D 1L, v2 D 6L, and the Van der Waals constants for the gas are:
a D 0:37 J m3I b D 43 � 10�6 m3I Cv D 25 JK�1, calculate tf.

7.6.1.1 Solution

The expansion occurs into an evacuated vessel of volume v2. Thus, no work is
done during the expansion. Also, because of thermal isolation, no heat energy
is exchanged with the environment. As a result, the internal energy remains
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unchanged during the expansion. This is the Joule–Gay–Lussac (JGL) process.
Clearly, therefore, the relevant equation to integrate is (7.6), i.e.,

tf � ti D
Z v1Cv2

v1

�
@t

@v

�

u

dv D
Z v1Cv2

v1

0
@p � t

�
@p

@t

�
v

Cv

1
A dv: (7.33)

[Note that the final volume of the gas is .v1 C v2/.]
For the Van der Waals gas the integrand in (7.33) is as given in (7.9). Because, we

are told that Cv is constant, it can be pulled out of the integral. Further from the Van

der Waals equation of state, namely
�
p C a

v2

� D Rt
v�b , we readily find p�t

�
@p

@t

�
v

D
�a v�2. Therefore we have:

tf � ti D � a

Cv

Z v1Cv2

v1

v�2dv D � a

Cv

	
1

v1
� 1

v1 C v2




D �0:37 J m3

25 J K�1

	
1

1 � 10�3 � m3
� 1

6 � 10�3 � m3



: (7.34)

Thus, tf � ti D �12:3K. Finally,

tf D ti � 12:3K D 300K � 12:3K D 287:7K

7.6.1.2 Back-of-the-Envelope Calculation

It is interesting to also do a “back of the envelope” calculation by assuming with
Van der Waals that the gas is subject to an internal pressure equal to

�P D � a

v2
:

And this pressure resists any further expansion of the gas. As a result, in expanding
from v1 to .v1 C v2/ the gas will have to “internally” do work equal to

�w D �a
Z v1Cv2

v1

v�2dv:

Because the “external expansion” is free, no external work results from it. Also, the
internal energy is constant. Thus, the internal work done itself is equal to the change
�w in the heat energy content of the system. Because Cv is constant, �W can also
be expressed as

�w D Cv.tf � ti/:

Equating these two results for �w leads to the expression given in (7.34) – a result
obtained by the more formal procedure!
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7.6.2 Example VII: For Hydrogen, Estimate of Inversion
Temperature from the Equation of State

Equation of state for describing one mole of Hydrogen in the limit of low pressure
and moderate temperature – t 	 300K – is

pv D Rt

	
1C B.t/

v



: (7.35)

Assuming

B.t/ D const �
h
3:15� 2:9 � e

10
t

i
; (7.36)

estimate the inversion temperature for hydrogen.

7.6.2.1 Solution

Similar to (7.18), the Joule–Kelvin coefficient � for the equation of state (7.35) is

�.t; p/Cp D t
dB.t/

dt � B.t/
�
1C B.t/

v

�2 : (7.37)

At the inversion temperature, t D ti,

�.ti; p/ D 0:

Therefore,

ti D B.ti/

Œ dB
dt �tDti

: (7.38)

Using the expression for B.t/ given in (7.36), after a little algebra the above can be
expressed as

3:15 exp.�z/ � 2:9.1C z/ D 0; (7.39)

where z D .10=ti/. This equation is readily solved numerically using Mathematica
and we get ti D 239:4K. Surprisingly, this result is identical to the corresponding
experimental value, 239:4K!

7.6.3 Alternate Solution of VII

An alternate, more “physical” – but approximate – solution of example VII is given
below:
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First, to get a feel for the size of z we look for the Van der Waals estimate for the
Boyle temperature tb given in (7.22). An estimate for this can be found by setting t
to be very large or equivalently z � 1. Thus we would have

3:15 	 2:9 � ez .1C z/ � 2:9.1C 2z/: (7.40)

Accordingly,

z 	 0:04310 D
�

1

23:2

�
D 10

ti
;

which in turn gives

ti 	 10

0:0413
	 242K:

7.6.4 VIII: Enthalpy Minimum for a Gas
with Three Virial Coefficients

The equation of a state of one mole of a certain gas is given in terms of three leading
virial coefficients in the form

pv D Rt C p
�
b � a

Rt

�
C ab

� p
Rt

�2
; (7.41)

where a and b are gas specific parameters that are > 0. The gas undergoes an
isothermal compression at temperature t . If the temperature t is less than a certain
t0, the enthalpy has a minimum value at pressure p0 such that

p0 D R2t

3a
.t0 � t/: (7.42)

Show that R t0 D 2
�
a
b

�
.

7.6.4.1 Solution

The relevant thermodynamic relationship to use is (7.15), which says:
�
@h
@p

�
t

D
�t � @v

@t

�
p

C v: With its help the equation of state (7.41) readily leads to

�
@h

@p

�

t

D v � Rt

p
� a

Rt
C 2ab

p

R2t2
(7.43)

and

�
@2h

@2p

�

t

D 2
ab

R2t2
: (7.44)
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Clearly, because ab > 0,

�
@2h

@2p

�

t

> 0. Therefore, the remaining condition for

determining the enthalpy minimum is the following:

�
@h

@p

�

t

D 0: (7.45)

Multiplying (7.43) by p and combining the result with (7.41) and (7.45), and doing
some simple algebra, yields the following result for the pressurep at the point where
the enthalpy minimum occurs.

p D 2
Rt

3b
� R2t2

3a
: (7.46)

The statement of the problem tells us that the enthalpy minimum obtains when the
pressure p is equal to p0.

p0 D R2t

3a
.t0 � t/: (7.47)

The requirement that the pressure p becomes equal to p0 – see (7.46) and (7.47) –
yields the desired result

Rt0 D 2
a

b
: (7.48)

7.7 From Empirical to Thermodynamic

Let us assume that an appropriate physical property has been chosen as the basis
for an empirical temperature scale. Then we examine how a relationship may
be established between the empirical temperature 
 and the true thermodynamic
temperature t . To this end, we follow a suggestion of Lord Kelvin and choose
thermodynamic relationships that explicitly involve the Kelvin temperature.

Equation (7.5) provides one such relationship. For convenience we re-write it
below. �

@u

@v

�

t

D t

�
@p

@t

�

v

� p: (7.49)

In order to proceed further we remind ourselves of the fact that .1 � carnot/;

where carnot is the efficiency of a perfect Carnot engine operating with an arbitrary

working substance, is exactly equal to the ratio,
�
tC
tH

�
; of the Kelvin temperatures

of the cold and the hot reservoirs with which the working substance exchanges heat
energy – see (4.2), (4.7), and (4.18). When the temperatures of the hot and the cold
reservoirs are measured in terms of an arbitrary thermometric property, this ratio is
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no longer directly that of the empirical temperatures, 
C and 
H. Rather, the needed
ratio is that of an appropriate function, f .
/, of the relevant empirical temperatures,

C and 
H, i.e., the needed ratio is f .
C/

f .
H/
. Thus, the Kelvin–Carnot temperature t can

be represented as
t D f .
/: (7.50)

Because except for t , (7.50) does not depend on any other thermodynamic variables,
say x and y, we can write

�
@t

@


�

x

D dt

d

I
�
@


@t

�

y

D d


dt
; (7.51)

�
@y

@x

�

t

D
�
@y

@x

�




; (7.52)

and �
@y

@t

�

x

D
�
@y

@


�

x

�
d


dt

�
: (7.53)

Similarly, (7.49) can be written as

�
@u

@v

�

t

D
�
@u

@v

�




D t

�
@p

@


�

v

�
d


dt

�
� p: (7.54)

Slight re-arrangement of (7.54) yields

�
@u

@v

�




C p D t

�
@p

@


�

v

� d


dt
I dt

d

D

t
�
@p

@


�
v�

@u
@v

�



C p
I

Z t2

t1

dt

t
D
Z 
2


1

0
@

�
@p

@


�
v�

@u
@v

�



C p

1
A d
: (7.55)

First, we carry out indefinite integration of the last term in (7.55). Next, we convert
it into definite integration; we follow that by its exponentiation, and finally use the
relationship between t and f .
/ that is given in (7.50). All this is indicated below

ln.t/ D
2
4
Z 0
@

�
@p

@


�
v�

@u
@v

�



C p

1
A d


3
5CA D ln Œf .
/� I

t2 � t1 D exp

2
4
Z 
2


1

0
@

�
@p

@


�
v�

@u
@v

�



C p

1
A d


3
5 D f .
2/� f .
1/: (7.56)
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In so far as the above procedure allows for an experimental–numerical calculation
of f .
/, in principle, it offers a method of determining the Kelvin temperature in
terms of an empirical measurement. It is clear that only the difference between the
two temperatures, t2 and t1, is provided. Therefore, in practise, a reference point is
also needed for such a determination.

7.7.1 Thermodynamic Temperature Scale via JGL Coefficient

Rather than directly choosing a reference point, let us try an alternative procedure
and see how far it takes us.

To this purpose, let us first measure the pressure p, the specific heat Cv and the
JGL coefficient, � – all with respect to the empirical temperature scale 
 . Next, let
us re-write the second line of (7.55) in the form20

dt

t
D

�
@p

@


�
v

p � �.
/Cv.
/ : (7.57)

Introducing the symbol

ˇp D
�
@p

@


�
v

p
; (7.58)

the parameter,
�
@p

@


�
v
, in the numerator can be replaced by p ˇp.
/. Dividing the

numerator and denominator on the right hand side of (7.57) by p, we get

dt

t
D
	

ˇp

1 �Z.
/



d
; (7.59)

where we have introduced the notation

Z.
/ D Cv.
/�.
/

p
: (7.60)

20Even though the temperatures 
 and t are neither assumed to be equal, nor are their rates of
change necessarily equal, when a statement refers to a specific value of t it can legitimately also
be expressed as referring to the appropriate specific value of 
 . Therefore, in (7.57), we have used
the following relationships – compare, (7.6) –

�.
/ D
�
@


@v

�

u
D �

�
@u
@v

�

�

@u
@


�
v

D �
�
@u
@v

�



Cv.
/
:

which yields
�
@u
@v

�



D ��.
/Cv.
/.
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For Helium and Hydrogen, near the ice point, Z.
/ is small compared to unity.
Thus, to an accuracy of better than a couple of parts per thousand, we can ignore
Z.
/. Accordingly,

Z t0C�

t0

�
dt

t

�
D
Z �

0

ˇp

1�Z.
/
d
 D

Z �

0

ˇp Œ1CZ.
/C � � � � d


�
Z �

0

ˇpd
: (7.61)

The meaning we have attached to the notation used in (7.61) given above is the
following:

(i) The ice point on the true thermodynamic temperature scale – also called the
absolute temperature scale or, as it is often the case, is called the Kelvin scale –
is denoted as t0.

(ii) The empirical scale is set so the ice point is at 0ı empirical.
(iii) The thermodynamic temperature scale is such that any rise in temperature,

�; beyond 0ı empirical has the same numerical value on both the true
thermodynamic and the empirical scales.

(iv) Further, for convenience in the present calculation, work with a � such that
� � t0.

Conditions (ii) and (iii) make the empirical scale identical to the Celsius scale.
Upon integration, (7.61) gives

ln

	
t0 C�

t0



�
Z �

0

ˇpd
 D ˇp�

D ln

	
1C �

t0



� �

t0
: (7.62)

Comparing terms proportional to � leads to the sought after solution for the
estimated value of the temperature, t0, of the ice-point on the “true thermodynamic
scale.” The appropriate estimate for t0 is thus found to be equal to the inverse of the
“constant-volume, pressure expansion coefficient” ˇp .

t0 � 1

ˇp
D
	
1

p

�
@p

@


�

v


�1
: (7.63)

For Hydrogen the experimental result for ˇp is 0:003663. Accordingly, the cor-
responding value for the temperature, t0, of the ice-point on the true thermodynamic
scale is � 273:0K.
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7.7.2 Thermodynamic Scale via J–K Coefficient

Continuing the study of convenient experimental procedures for relating an empiri-
cal measurement to the true thermodynamic temperature, we try next the use of the
Joule–Kelvin relationship. In practice, this procedure is somewhat more convenient
than those discussed above. And, to this purpose, it is helpful here to reproduce
(7.16).

�.t; p/ D
�
@t

@p

�

h

D
h
t
�
@v
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� v
i

�
@h
@t

�
p

: (7.64)

The transformation to the empirical scale yields the following21:
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� : (7.67)

After multiplying both sides by
�
Cp.
/

d

dt

�
, the above is readily re-arranged to give
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v C Cp.
/�.
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#
d
: (7.68)

First, let us look at the isobaric-volume expansion parameter,
�
@v
@


�
p

, in the numera-
tor. Dividing the numerator and the denominator on the right hand side of (7.68) by

21Another route to deriving the same result is the following: Begin with (7.15). For convenience,
we re-write it as below: �
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C v: (7.65)

Following the prescription contained in (7.51)–(7.53), (7.65) can be represented as
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Slight rearrangement leads to the following:
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Here we have noted that �
�
@h
@p

�



D Cp.
/
�
@

@p

�
h
.
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v gives

dt

t
D
"
1
v

�
@v
@


�
p

1C Y

#
d
; (7.69)

where

Y D Cp.
/�.
/

v
(7.70)

Often, the empirical temperature is measured by a gas thermometer which

utilizes the same gas that is also used for the measurement of
�
@

@p

�
h
. The optimal

gas thermometer, of course, is an ideal gas thermometer. And, of all gases, Helium is
the closest to being an ideal gas. Hydrogen is the next closest, though it is dangerous
to handle. In the following, we shall work with both these gases.

For Helium and Hydrogen, near the ice point, Y is small compared to unity.
Thus, to an accuracy of better than a couple of parts per thousand, we can ignore Y .
Accordingly,

Z t0C�
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�

p

#
d
: (7.71)

We use the same notation described in the preceding example. Thus,

(i) The ice point on the true thermodynamic temperature scale is again denoted as
t0.

(ii) The empirical scale is set so the ice point is at 0ı empirical.
(iii) The thermodynamic temperature scale is such that any rise in temperature,

�; beyond zero degree empirical has the same numerical value on both the
absolute and the empirical scales.

(iv) Further, for convenience in the present calculation, we shall work with a �
such that � � t0.

Conditions (ii) and (iii) make the empirical scale identical to the Celsius
scale.

Expanding the logarithm, (7.71) leads to the following:

�

"
1

v

�
@v

@


�

p

#
� ln

�
t0 C�

t0

�
� �

t0
CO

�
�

t0

�2
:

Comparing terms proportional to � shows that the temperature of the ice-point
on the true thermodynamic scale is equal to the inverse of the “constant-pressure,
volume expansion co-efficient.” That is,
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t0 �
"
1

v

�
@v

@


�

p

#�1
D 1

˛p.
/
: (7.72)

[Note for the student: Quite remarkably this result looks similar to the earlier one

that was obtained by following the JGL procedure: namely, t0 �
h
1
p

�
@p

@


�
v

i�1
.

(See (7.63).) These two results merely interchange the variables v and pŠ Should it
remind one of the equation of state of a nearly perfect gas?]

For Helium and Hydrogen, the measured values of ˛p.
/ are as follows:
0:003659 for Helium, 0:003660 for Hydrogen. Accordingly, the corresponding
values for the temperature, t0, of the ice-point on the true thermodynamic scale
are 273:3K and 273:2K, respectively.

7.7.3 Temperature of the Ice-Point: An Estimate

The average value of the three estimates for t0, the temperature of the ice-point,
given in the two foregoing subsections is

t0.average/ � .273:0C 273:3C 273:2/

3
� 273:17K: (7.73)

In the above, for simplicity, the admittedly small contributions from the quantitiesZ
and Y; given in ((7.60)–(7.61)) and ((7.70)–(7.71)), respectively, were ignored. Yet,
a serious attempt at evaluating t0 would surely have to include these contributions
and, moreover, work with more accurate measurements of Z and Y:

We conclude with a word of caution. Despite the simplicity and attractiveness of
the methods that we have proposed above, the modern practice is more elaborate
and involved. Indeed, according to the dictates of the 1990 convention on the
“International Temperature Scale,”22 the Kelvin temperature scale is defined by
separate processes that refer to different temperature ranges.

7.7.4 Temperature: The Ideal Gas Thermodynamic Scale

Historically, the most important thermodynamic system for establishing the perfect
temperature scale has been the ideal gas – or the nearest approximation to it. Let us
attempt to do the same below.

According to Joule’s experiments, for an ideal gas or its closest equivalent, we
have the result

22See www.its-90.com, for details.
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�
@u

@v

�




D 0: (7.74)

Additionally, the Boyle–Charles observations indicate that

pv D a.t0 C 
/; (7.75)

where a and t0 are constants that can be determined by experiment and 
 is the
temperature on the Celsius scale. Equation (7.75) yields the following:

a

pv
D 1

t0 C 

I and;
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�

v

D a

v
: (7.76)

Therefore, from (7.55), (7.74), and (7.76) we get
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C p
D t

�
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v

�

0C p
D t

t0 C 

;

which is recast as

dt

t
D d


t0 C 

: (7.77)

Integration and exponentiation lead to the result

t D b.t0 C 
/; (7.78)

where b is a constant. The upshot of it all is that, by combining (7.75) and (7.78),
the Boyle et al. observations can be codified into the relationship

pv D
�a
b

�
t D Rt: (7.79)

Note .a=b/ D R is a constant and t , the so-called ideal gas temperature, is the true
thermodynamic temperature.

To express the centigrade scale in terms of thermodynamic temperature we
determine the constant R by establishing a reference point. Taking the ice point
of pure water as the reference point and using the Charles’ experiments conducted
in the early nineteenth century we get t0 � 272. Note, by definition, the centigrade
temperature for the ice-point is 
i D 0.

Traditionally, it is the triple point of pure water, defined to be exactly at
temperature t3 D 273:16K, that provides a highly reproducible reference point.
To this end, let us for the ideal gas in question experimentally determine pv at the
triple point, namely .pv/3. Then



330 7 Internal Energy and Enthalpy: Measurement and Related Examples

R D .pv/3

273:16
; (7.80)

and as a result

pv D t.pv/3

273:16
: (7.81)

7.8 IX–XV: Some Interesting Relationships

7.8.1 IX: Prove
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7.8.1.1 Solution

Using the cyclic identity – see (1.44) and (1.45) – we can write

�
@u

@v

�

t

D �
�
@u

@t

�

v

�
@t

@v

�

u

D �Cv
�
@t

@v

�

u

:

Therefore, �
@t

@v

�

u

D � � @u
@v

�
t

Cv
:

Similarly, according to (7.5)
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Accordingly, what we are required to prove is the following relationship:
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Canceling
�
p

Cv

�
from the last two terms on the right-hand side of (7.83), what still

remains to be proven is the equality
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In order to prove this equality, let us re-visit the first T.dS equation given in (5.18),
i.e.,

tds D Cvdt C t

�
@p

@t

�

v

dv;

and keep s constant. This gives

0 D Cv.dt/s C t
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.dv/s:

Now divide both sides by .dv/s .
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s

D 0: (7.85)

Q.E.D.

7.8.2 Example X: Prove
�

@t
@p

�
h

�
�

@t
@p

�
s

D �
�

v
Cp

�

7.8.2.1 Solution

Using the cyclic identity – see (1.44) and (1.45) – we can write

�
@h

@p

�

t

D �
�
@h

@t

�

p

�
@t

@p

�

h

D �Cp
�
@t

@p

�

h

:

Therefore,
�
@t

@p

�

h

D
�
�
@h
@p

�
t

Cp
:

Similarly, according to (7.15)

�
@h

@p

�

t

D �t
�
@v

@t

�

p

C v:

As a result �
@t

@p

�

h

D
�Œ�t � @v

@t

�
p

C v�

Cp
: (7.86)

Accordingly, what we are required to prove is

�
@t

@p

�

h

�
�
@t

@p

�

s

D
�Œ�t � @v

@t

�
p

C v�

Cp
�
�
@t

@p

�

s

D
�

� v

Cp

�
: (7.87)
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Canceling
�
� v
Cp

�
from the last two terms on the right, what still remains to be

proven is the equality

�
t

Cp

��
@v

@t

�

p

�
�
@t

@p

�

s

D 0: (7.88)

In order to prove this equality, let us re-visit the second T.dS equation, given in
(5.75) in the form,

tds D Cpdt � t
�
@v

@t

�

p

dp;

and keep s constant,

0 D Cp.dt/s � t

�
@v

@t

�

p

.dp/s:

Therefore, we have

�
t

Cp

��
@v

@t

�

p

�
�
@t

@p

�

s

D 0; (7.89)

which proves the desired equality given above in (7.88).

7.8.3 XI: Prove v�t

�

�
@h
@v

�
t

D Cp

In other words, show that

.�v�t / �
�
@h

@v

�

t

D ��Cp: (7.90)

7.8.3.1 Solution

Let us look at the left-hand side. We have

.�v�t / �
�
@h

@v

�

t

D
�
@v

@p

�

t

�
�
@h

@v

�

t

D
�
@h

@p

�

t

: (7.91)

Next, examine the right hand side.

� �Cp D �
�
@t

@p

�

h

�
�
@h

@t

�

p

D
�
@h

@p

�

t

: (7.92)

(In the above we have used the cyclic identity given in (1.44) and (1.45).) Q.E.D.
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7.8.4 XII: Prove 1
�v�t

�
@u
@p

�
t

D Cv

In other words, show that

� � v �t � Cv D
�
@u

@p

�

t

: (7.93)

7.8.4.1 Solution

The left hand of (7.93) is:
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@v

�

u

�
	
�
�
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@p

�

t
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D
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D
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�

t

�
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D
�
@u
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�

t

: (7.94)

Q.E.D.

7.8.5 XIII: Prove
�

@h
@t

�
v

D Cp.1 � � ˛p=�t/

7.8.5.1 Solution

Recalling the identity given in (1.50)

�
@A

@x

�

y

D
�
@A

@z

�

x

�
@z

@x

�

y

C
�
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�
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(7.95)

and making the substitution

A ! hI x ! t Iy ! vI z ! p

we get �
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@t

�

v

D
�
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t

�
@p

@t

�
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C
�
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: (7.96)

Noting that �
@h

@t

�

p

D Cp;

and �
@p

@t

�

v

D �
�
@p

@v

�

t

�
@v

@t

�

p

D ˛p

�t
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the right hand side of (7.96) can be written as

Cp C @.h; t/

@.p; t/
�
�
˛p

�t

�
D Cp C

�
˛p

�t

�	
@.h; t/

@.p; h/
� @.p; h/
@.p; t/




D Cp C
�
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�t

�	
� @.t; t/

@.p; h/
� @.h; p/
@.t; p/




D Cp C
�
˛p

�t

�"
�
�
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@p

�

h

�
�
@h

@t

�

p

#

D Cp C
�
˛p

�t

�
� Œ�� � Cp� : (7.97)

Q.E.D.

7.8.6 XIV: Prove
�

@t
@v

�
h

D 1
v
.˛p � �t

�
/�1

In other words, we are required to show that

@.t; h/

@.v; h/
D 1

v

	
˛p � �t

�


�1
: (7.98)

7.8.6.1 Solution

@.t; h/

@.v; h/
D @.t; h/

@.t; v/

@.t; v/

@.v; h/
D

@ .t; h/

@ .t; v/

@ .v; h/

@ .t; v/

D
@ .h; t/

@ .v; t/	
� @ .h; v/

@ .t; v/


 : (7.99)

Recasting (7.90) as
@.h; t/

@.v; t/
D �Cp

v�t

and the combination of (7.96) and (7.97) as

@.h; v/

@.t; v/
D
�
@h

@t

�

v

D CpŒ1 � �˛p=�t �;

the right hand side of (7.98) and (7.99) are readily seen to be identical.
Q.E.D.
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7.8.7 XV: Prove
�

@u
@s

�
v

D t and
�

@u
@v

�
s

D �p

7.8.7.1 Solution

Write

du.s; v/ D
�
@u

@s

�

v

ds C
�
@u

@v

�

s

dv (7.100)

and compare with the first-second law written in the form

du D t ds C p dv:

Comparing coefficients yields:

�
@u

@s

�

v

D t I
�
@u

@v

�

s

D �p: (7.101)

7.9 Negative Temperature: Cursory Remarks

By relating the average kinetic energy of a perfect gas to its absolute temperature
“T ” – see (2.31) – we have “psychologically” committed ourselves to treating T
as a positive quantity. And this feeling has been further reinforced by Carnot’s
statement – see (4.7) – that the efficiency of a perfect Carnot engine, carnot, is equal

to 1 �
�
TC
TH

�
:

One may well ask: How has Carnot added to our distrust of negative temper-
atures? The answer is the following: Under no circumstances, the actual work
produced may be greater than the energy used for its production. This means that the
working efficiency of an engine may never be greater than 100% – if the opposite
were ever true, the world would not have an “energy problem”! And, clearly, a
negative value for TC or TH would lead to . 100C/% efficiency!

It turns out that the Kelvin–Planck formulation of the Second Law23 is also
uncomfortable with the concept of negative temperatures. The Clausius formula-
tion24 of the Second Law,25 on the other hand, can be retained with qualifications:
that is, it needs to be agreed that in the negative temperature regime, the “warmer”

23See D. ter Haar and H. Wergeland, “Elements of Thermodynamics” op. cit.
24This is true despite the fact – as previously concluded – that: “ A violation of the Carnot version
of the second law results in a violation of the Clausius statement of the second law.”
25Namely: “Without assistance it is impossible to withdraw positive amount of heat energy from
a colder object and transfer the same to a warmer object.” In other words, heat energy does not
spontaneously get transferred from a colder object to a warmer one.
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of the two bodies has the smaller absolute value for the temperature.26 This means
that just as C3K is greater than C2K, so is �2K greater than �3K. There is,
however, an important “caveat.” In increasing order the relevant temperature in
integer degrees Kelvin is:

C0;C1;C2; : : : ;C1;�1; : : : ;�2;�1;�0:

Therefore, if we must use negative temperatures we must also accept the fact
that: An object at any negative temperature is warmer than one at any positive
temperature!

More seriously, the question to ask is how, using fundamental thermodynamic
principles, must a negative absolute temperature T be defined? Following Ramsey’s
suggestion, T should be defined from the thermodynamic – see (7.101) above –
identity

�
@U

@S

�

V;N

D T: (7.102)

If this equation is used as the definition of the absolute temperature, then if and
when the internal energy can be measured as a function of the entropy – big “if and
when,” considering it is very hard to precisely measure either of these quantities by
any “direct” method – and if the derivative is negative, then we have a confirmed
case of negative temperature!

According to ter Haar27: “For a system to be capable of negative temperatures,
it is necessary for its energy to have an upper bound.” Energy U is not bounded in
normal systems. Rather, as a function of the entropy S , the energy is monotonically
increasing. As a result, the derivative

�
@U
@S

�
V;N

is positive. That, according to (7.102),
results in the temperature being positive.

All this would work well unless the entropy is bounded from above. In that case

when S reaches Smaximum, then
h�

@U
@S

�
V;N

i
suddenly changes from C1 to �1 and

the system starts its progress up the negative temperature scale ! As noted above,
the end point of the negative part of the temperature scale is T D �0, which surely
must be just as unattainable as is T D C0.

An experiment with precisely these characteristics was first performed by Purcell
and Pound.28 Because the subject matter involves quantum statistical mechanics,
for all relevant details the reader is referred to the chapter titled: “Statistical
Thermodynamics.”

26See, N.F. Ramsey: “Thermodynamics and Statistical Mechanics at Negative Absolute Tempera-
ture,” Phys. Rev. 103, 20 (1956)
27op. cit.
28E.M. Purcell and R.V. Pound, Phys. Rev. 81, 279 (1951).



Chapter 8
Fundamental Equation and the Equations
of State

In Chap. 5, we noted that in combination the first and the second laws lead to an
important relationship: the difference, dU; in the internal energy of two neighboring
equilibrium states is linearly related to the corresponding difference, dS; in their
entropy. Of course, also included in this relationship is the heat energy quasi-
statically added to the system and the quasi-static work, dWquasi�static D P dV ,
performed by the system when it transitions from a state with extensive variables
.U; S; V / to one with .U C dU; S C dS; V C dV /. That is

dQquasi�static ! T dS D dU C dWquasi�static D dU C P dV: (8.1)

Mostly, thus far, we have explicitly treated only single phased, closed systems where
the number of moles, n; is constant. Moreover, in addition to the internal energy1

U; and the entropy S; the only extensive variable treated has been the volume V .
More general systems may possess properties such as magnetization, electric

charge and polarization, surface tension, etc.; be composed of more than one variety
of molecules; may separate into different phases; and sometimes even undergo
chemical decomposition, etc. In order to describe these phenomena, other extensive
variables also need to be included in the expression for dWquasi�static: Thus, even
while still considering a single phase system, it is helpful to also include two
additional terms to the quasi-static work that is performed by the system. To this
end we write

dWquasi�static D P dV �
`cX
jD1

�j dnj C
X
i

YidXi : (8.2)

1And, of course, the enthalpy H – which is an extensive variable – that has also been considered
before. Here the inclusion of H , however, is subsumed in that of U because the knowledge of the
volume (and its conjugate variable, the pressure) relates U to H:

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3
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8, © Springer-Verlag Berlin Heidelberg 2012
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The parameters, �j ; are the intensive variables conjugate to the extensive variables
nj ; the latter indicating the number of moles of the j th type of molecules in
the system.2 The variable �j is generally called the molar chemical potential
of the j th chemical constituent. We assume here a single phase constituted of `c

different chemical constituents. Similarly, Xi are the other extensive variables that
may be needed for a complete description of the system. As mentioned earlier,
such variables may represent the magnetization M; the electric polarization P , the
surface area A of a film, etc., etc. The relevant conjugate variables, denoted as Yi ;
would then be the magnetic field H; the electric filed E ; the surface tension T ; etc.,
etc. Note the product of a variable and its conjugate, for example, P and V , has
dimensions of energy U:

The Euler equation is introduced in Sect. 8.1. Equations of state are introduced
and for a simple perfect gas the three possible equations of state in the energy
representation are identified. Two of these equations are well known. The third
equation of state is introduced and described in Sect. 8.2. Gibbs–Duhem relations
in the energy and the entropy representations are worked out in Sects. 8.3 and 8.4.
The fundamental equation for the ideal gas in the entropy representation and the
three equations of state for a simple ideal gas are described in Sects. 8.5 and 8.6.
The same is done in the energy representation in Sects. 8.7 and 8.8. The concluding
Sect. 8.9, is devoted to making a relevant remark.

8.1 The Euler Equation

Combining (8.1) with (8.2) gives:

`cX
jD1

�j dnj � dG D dU � T dS C P dV C
X
i

YidXi : (8.3)

HereG denotes the Gibbs potential – a thermodynamic potential that is put to much
use later.

8.1.1 Chemical Potential

We are now more informatively able to identify the role that the chemical potential
plays. First, when all other extensive variables – for example, S; V; and Xi – are

2Although, in the chapter on imperfect gases – see Chap. 6 – we did describe the co-existence
of liquid–vapor phases, it was done without an explicit treatment of the internal energy, U; and
the entropy S; in the co-existent regime. Therefore, we were able to make do without having to
introduce the concept of varying n:
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held constant, an addition of a single mole of the j th chemical constituent increases
the internal energy of the given thermodynamic system by an amount�j : Therefore,
much like the intensive variable pressure, which provides the motive force for
causing change in the extensive variable the volume, the intensive variable chemical
potential provides the motive force for changing the extensive variable related to
chemical composition. In open systems, the chemical potential is related to the rate
at which a given chemical constituent is exchanged with the environment. Equally,
in closed systems, the concept can be utilized for considering such phase transitions
as affect changes of physical properties between co-existing phases, etc.3

It is important to note that when more than one phase is present, chemical
potential of any constituent is not dependent on the magnitude – that is, the size –
of the corresponding phase. Rather, it is a function of the intensive variables: the
temperature, the pressure, the relative composition, and the various Yi ’s.

Having made the point that a complete description of a thermodynamic system
may involve more than one extensive variable of the variety nj andXi ; for simplicity
in the following we limit the description to a single chemical component system
that involves only one n: Also, for further simplicity, only one additional extensive
variable, X ; is included in the analysis. That is, the analysis is limited to a system
where (8.3) reduces to the following:

dU D T dS � P dV C �dn� YdX : (8.5)

Thus in the manner of (8.4) we have

�
@U

@S

�

V;n;X
D T I �

�
@U

@V

�

S;n;X
D P I

�
@U

@n

�

S;V;X
D �I �

�
@U

@X

�

S;V;n

D Y: (8.6)

Because the internal energy is extensive – meaning its magnitude scales linearly
with the size of the system – its dependence on the extensive variables, such as the
entropy, the number of moles n, the volume V; and the property X , must be such
that it constitutes a first-order homogeneous form. What this means is that if each

3Note: According to (8.3), the rate of change of the extensive function U is completely described
in terms of the rates of change of the extensive variables S; V; nj ’s and Xi ’s. Consequently, U
is a function only of these extensive quantities. Moreover, because dU is an exact differential, its
partial differentials with respect to any of the extensive variables are equal to, what we shall call,
their conjugate intensive fields. For instance:

�
@U

@S

�

V; nj ;Xi

D T I
�
@U

@V

�

S;nj ;Xi

D �P I
�
@U

@nl

�

S;nj¤l ;Xi

D �l I etc: (8.4)

The subscripts in the above equation that include nj need to be summed over all values of j: For
notational convenience, the sum is not displayed.
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of these variables is made bigger by a factor4 equal to �; then the resultant internal
energy U must also get enlarged by the same factor �: That is

U
0 D U.S

0

; V
0

; n
0

;X 0

/ D � U.S; V; n;X / ; (8.7)

where

S
0 D �S IV 0 D �V In0 D � nIX 0 D �X : (8.8)

Using the chain rule for partial differentiation of an equation given in parametric
form,5 we have
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dX 0

d�

!
: (8.9)

If we look only at the display above, this equation looks fierce! In reality, the
differentials with respect to �; are easy to carry out – see (8.8) – and the result
has a much tamer look:
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!
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@X 0

!

S;
0

V;
0

n
0

X : (8.10)

While this relationship is good for all finite values of the variable �; it is particularly
transparent for � D 1: That, according to (8.8), means

U D
�
@U

@S

�

V ;n;X
S C

�
@U

@V

�

S ;n;X
V

C
�
@U

@n

�

S ;V ;X
nC

�
@U

@X

�

S ;V ;n

X : (8.11)

4Usually, � is called the “scaling parameter.”
5Note: Here � is the parameter.
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Introducing the results for
�
@U
@S

�
V;n;X ; etc., from (8.6), (8.11) yields, in the energy

representation, the Euler equation6

U D TS � PV C � n � YX

D TS � PV CG � YX : (8.12)

8.1.2 Multiple-Component Systems

It is clear that if the thermodynamic system under discussion has multiple chemical
constituents, then much like (8.3), instead of the single n in (8.12), molecular
concentration of additional constituents would also need to be specified. This will
result in the replacement of the Gibbs potential that has a single term, that is, .� n/;
by a Gibbs potential that is a sum over all the `c different chemical constituents, that
is,

G D
`cX
jD1

�j nj : (8.13)

Similarly, additional variables could also be included. As a result, the Euler equation
will take the more general form

U D TS � PV CG �
X
i

Yi Xi

D TS � PV C
`cX
jD1

�j nj �
X
i

Yi Xi : (8.14)

This then is the “Complete Euler Equation,” or equivalently, the “Complete
Fundamental Equation” – of the given thermodynamic system, in the energy rep-
resentation. For a complex thermodynamic system, the knowledge of the complete
fundamental equation is the holy grail of thermodynamics: for it – according to
Gibbs – contains all the thermodynamic information (about the given system).

8.1.3 Single-Component Systems

Only a single component system will be treated in what follows in this chapter.

6Occasionally, the Euler equation is also called the “Complete Fundamental Equation.”
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8.2 Equations of State

8.2.1 Callen’s Remarks

So far the only equation of state we have talked about is

PV D nRT:

In formal terms, however, there are more than one equations of state. In fact, for a
given thermodynamic system the number of equations of state – in the energy or
in the entropy representation – is equal to the number of all the intensive variables
required for the description of thermodynamic states. In this context, Callen7 refers
to the intensive variables, T;P and � as follows:

“The temperature, pressure, and the electrochemical potentials are partial deriva-
tives of a function of S; V;N1; : : : ; Nr and consequently are also functions of
S; V;N1; : : : ; Nr : We thus have a set of functional relationships

T D T .S; V;N1; : : : ; Nr/I
P D P.S; V;N1; : : : ; Nr/I
�j D �j .S; V;N1; : : : ; Nr/: (8.15)

Such relationships, that express intensive parameters in terms of the independent
extensive parameters, are called: “equations of state.”

Callen further writes:
“: : : knowledge of all the equations of state of a system is equivalent to

knowledge of the fundamental equation and consequently is thermodynamically
complete.”

This statement will be referred to as the Callen rule.
The fact that the fundamental equation of a system is homogeneous first-order

in terms of the extensive variables8 has direct implications for the functional
form of the equations of state. It follows immediately that the equations of state
are homogeneous zero-order. That is, multiplication of each of the independent
extensive parameters by a scalar � leaves the function unchanged.

T .�S; �V; �Ni/ D T .S; V;Ni/I
P.�S; �V; �Ni/ D P.S; V;Ni/I
�.�S; �V; �Ni/ D �.S; V;Ni/: (8.16)

7op. cit.
8For instance, multiply S; V; nj and Xi each by � and U changes to �U .
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It, therefore, follows that the temperature of a composite system, composed of two
macroscopically sized subsystems, is equal to the temperature of either subsystem.

We shall refer to (8.16) as Callen’s scaling principle.

8.2.2 The Energy Representation

Consider a system with internal energy9

U D U.S; V; n;X /:

For such a system, in principle, up to four equations of state may be constructed.
A formal display of these equations (compare (8.6)) could be as follows:

T .S; V; n;X / D
�
@U

@S

�

V;n;X
I �P.S; V; n;X / D

�
@U

@V

�

S;n;X
I

�.S; V; n;X / D
�
@U

@n

�

S;V;X
I �Y.S; V; n;X / D

�
@U

@X

�

S;V;n

: (8.17)

Clearly, for a general system, involving more than one chemical potential �j and
extensive variable Y there would be appropriate additional equations of state.

8.2.3 The Entropy Representation10

Equation (8.12) can readily be re-arranged,

S D
�
1

T

�
U C

�
P

T

�
V �

��
T

�
nC

�Y
T

�
X : (8.18)

As before, the equations of state are found as derivatives with respect to the
extensive variables. That is

�
1

T

�
D
	

1

T .U; V; n;X /



D

�
@S

@U

�

V;n;X
I

�
P

T

�
D
	
P.U; V; n;X /
T .U; V; n;X /



D

�
@S

@V

�

U;n;X
I

9Note that the phrase “energy representation” implies that the derivatives being considered here
are those of the internal energy U:
10Note that the phrase “entropy representation” implies that the derivatives being considered here
are those of the system entropy S.
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��
T

�
D
	
�.U; V; n;X /
T .U; V; n;X /



D �

�
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@n

�

U;V;X
I

�Y
T

�
D
	Y.U; V; n;X /
T .U; V; n;X /



D

�
@S

@X

�

U;V;n

: (8.19)

8.2.4 Known Equations of State: Two Equations for Ideal Gas

Of all thermodynamic systems, the ideal gases are the easiest to analyze. Indeed, for
a simple ideal gas, with f degrees of freedom and no additional extensive variable
X ; we already know11 two of the possible three12 equations of state in the entropy
representation. That is:

�
1

T

�
D fNkB

2U
D f nNAkB

2U
D f nR

2U
I

�
P

T

�
D NkB

V
D nNAkB

V
D nR

V
: (8.20)

Comparison with (8.19) indicates that these equations of state have been expressed
in the entropy representation.

8.2.5 Where is the Third Equation of State?

Clearly, the missing, third equation of state in the entropy representation has to be –
see (8.19) – of the form

��
T

�
D
	
�.U; n; V /

T .U; n; V /



D �

�
@S

@n

�

U; V

: (8.21)

Because we have not yet worked out the functional details of the entropy, at this
juncture it is not entirely clear how the above calculation is to be carried out.
Therefore, to pursue the matter further, we need to take a different tack.

11See, e.g., the chapter on the Ideal Gas.
12The possible three equations of state in the entropy representation are specified in the first three
equations in (8.19).
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8.3 Gibbs–Duhem Relation: Energy Representation

In order to derive the Gibbs–Duhem relation in the energy representation, it
is helpful first to examine the difference between the internal energy of two
neighboring equilibrium states for the simple system being treated above, for which
the fundamental, that is, the Euler, equation is given in (8.12). To this end, we write

dU D .T dS CSdT /� .P dV CV dP/C .�dnCnd�/� .YdX CXdY/: (8.22)

Next, we compare this result with what would be the corresponding statement of the
first-second law (compare, (8.3)), namely

dU D T dS � P dV C �dn � YdX : (8.23)

Subtracting (8.23) from (8.22) yields the so-called Gibbs–Duhem relationship, for
a simple one-component system, in the energy representation13

0 D SdT � V dP C n d�� XdY: (8.24)

8.4 Gibbs–Duhem Relation: Entropy Representation

Proceeding in an analogous fashion to that done above, we write first the Euler
equation in a format best suited to the entropy representation. That is

S D U

�
1

T

�
C V

�
P

T

�
� n

��
T

�
C X

�Y
T

�
: (8.25)

Next, we find its derivative.

dS D Ud

�
1

T

�
C
�
1

T

�
dU C Vd

�
P

T

�
C
�
P
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�
dV

�nd
��
T

�
�
��
T

�
dnC Xd

�Y
T

�
C
�Y
T

�
dX : (8.26)

Now we write the first-second law – compare (8.23) – in the form

13Clearly, for the more general system the Gibbs–Duhem equation in the energy representation
would be

0 D SdT � V dP CX
j

njd�j �X
i

XidYi :
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dS D
�
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�
dU C

�
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T

�
dV �

��
T

�
dnC

�Y
T

�
dX ; (8.27)

and subtract it from (8.26). The resultant relationship is the Gibbs–Duhem equation
in the entropy representation14

0 D Ud

�
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T

�
C Vd

�
P
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�
� nd

��
T

�
C Xd

�Y
T

�
: (8.28)

8.5 Fundamental Equation for Ideal Gas

We are now in a position to take a stab at finding the missing third equation of state
in the entropy representation.15 It is convenient to begin this effort by determining
the fundamental equation. Also, for simplicity and convenience, we continue to
consider only the simple ideal gas which does not involve extensive variables of
the form X .

Start by re-arranging (8.28) as follows:

nd
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�
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�
C Vd

�
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T

�
: (8.29)

In order to integrate (8.29), substitute the results of the first and the second equations
of state that were recorded in (8.20). That is
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Rdn: (8.30)

14For the more general system, in the entropy representation, the Gibbs–Duhem equation would be
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�X
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��j
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CX

i

Xi d
�Yi
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�
:

15For instance, look at (8.21) and note how it involves �; T; S; n; U , and V:



8.5 Fundamental Equation for Ideal Gas 347

In the top right hand line of this equation, we first multiplied by two different factors

each equal to unity, that is,
�
nfRT

2U

�
and

�
RV
RV

�
. We then extracted

h
f

2
R
i

from the

left term and R from the right term. Finally in the second term on the right, we
used the fact that PV D nRT: (Note, for monatomic ideal gas there are only three
degrees of freedom for each molecule. That is, f D 3: But for a diatomic ideal gas,
at temperatures that are usually available in physics laboratories, f D 5:) Next we
divided both sides of (8.30) by n: Thus, we have found

d
��
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�
D �f

2
R

�
dU

U

�
�R

�
dV
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2
R

�
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n

�
: (8.31)

Integration is now easy to do and we get

�

T
D �

�
f

2

�
R ln .U /� R ln .V /C

�
f C 2

2

�
R ln .n/ � C0 ; (8.32)

where C0 is a constant. Using (8.32)16, (8.25) leads to the following:
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R: (8.33)

(Note that the relationships
�
U
T

� D f R n

2
and V

�
P
T

� D R n have again been used
here.)

While the procedures of statistical mechanics lead to an analytical expression for
the constant C0 – namely

C0 D
�
3R

2

�
ln

2
4 4	m

3h2N
5
3

A

3
5 (8.34)

16Remember, here we are considering the case where, in (8.25), X
�Y
T

� D 0:
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– the discipline of thermodynamics does not lend itself to doing the same. Rather,
the constant C0 can be determined only if the entropy, S0; for some reference state
is known. At a certain reference state “0” let S D S0; U D U0; V D V0 and n D n0:

Then (8.33) gives

n0C0 D S0 �
�
fRn0

2

�
ln .U0/� Rn0 ln .V0/C

�
f C 2

2

�
Rn0 ln .n0/

�
�
f C 2

2

�
Rn0: (8.35)

Multiplying the above by
�
n
n0

�
and inserting the result for nC0 in (8.33) yields the

fundamental equation for the ideal gas – however, one that is subject to a boundary
condition – in the entropy representation, in the following convenient form:
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: (8.36)

8.6 Three Equations of State in Entropy Representation:
Ideal Gas

Having derived the fundamental equation for an ideal gas in the entropy represen-
tation, the relevant three equations of state, that were defined in (8.21), are readily
found.
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Regarding Callen’s scaling principle, note that in all of the three equations of state
given above, multiplication of extensive parameters .U; U0; V; V0; n; n0; S0/ by �
leaves the equations unchanged.

8.7 Ideal Gas: Energy Representation

8.7.1 Fundamental Equation

The fundamental equation for the ideal gas given in (8.36) is in the entropy repre-
sentation. But it can readily be transformed into one in the energy representation.
The algebra is straight forward and one gets
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: (8.40)

8.8 Three Equations of State in Energy Representation:
Ideal Gas

The relevant equations were noted in (8.17). The first one is
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The second and the third equations in energy representation are
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It is interesting to check whether Callen’s rule, regarding the knowledge of all the
equations of state being equivalent to the knowledge of the complete fundamental
equation itself, is correct. This is especially interesting because an equation of
state generally involves partial differentials whose integration introduces unknown
constants.

In order to check the accuracy of Callen’s rule (in the energy representation), let
us introduce the results of the three equations of state, namely (8.41)–(8.43) into the
relevant version of the Euler (8.14). That is,
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: (8.44)

Note the last line on the right in (8.44) follows from (8.40).

8.8.1 Exercise I

With the use of the Euler equation in the entropy representation given in (8.25) –
remember the terms involving the extensive variable X are not being used here –
and the relevant three equations of state given in (8.37), (8.38) and (8.39), show that
Callen’s rule also applies to the entropy representation.

8.8.2 Example I

Given the fundamental equation, S D A�.nV U / 13 ;whereA is a constant, determine
the three equations of state in the entropy representation.

8.8.2.1 Solution

We have
1
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I
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:

Callen’s scaling clearly applies because when n ! �n; U ! �U , and V ! �V;

all the equations remain unchanged. Similarly, Callen’s rule also applies because
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3 : (8.45)

8.8.3 Example II

Re-work Example I, but this time in the energy representation.

8.8.3.1 Solution

In the energy representation, the relevant three equations of state are the following:
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Again Callen’s scaling applies because when n ! �n; S ! �S , and V ! �V; all
the equations remain unchanged.

Similarly, Callen’s rule also applies because
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8.9 Remark

Only for special cases can thermodynamic systems be exactly solved and a complete
solution of the fundamental equation obtained. Nevertheless, the foregoing study
of an extremely simple system has not been for nought. It has taught us that
thermodynamics of a system in equilibrium can be formulated in two alternative
but equivalent ways: one based on the representation of the internal energy as a
function of the entropy S and extensive variables such as the volume V , the mole
numbers nj , etc., and the other, on the basis of the entropy as a function of U and
the relevant extensive variables.



Chapter 9
Zeroth Law Revisited; Motive Forces;
Thermodynamic Stability

The Zeroth Law of Thermodynamics asserts that if a given macroscopic system
is in thermal equilibrium simultaneously with two different systems, then those
two (otherwise separate) systems are also in thermal equilibrium with each other.
Further, whenever this happens, there is a property common to all three systems.
This property is identified as the “temperature.”

In the chapter on the Second Law we learned that all spontaneous processes in an
isolated thermodynamic system increase its total entropy. Spontaneous processes,
of course, continue until the system achieves thermal equilibrium. In an isolated
system, the state of thermal equilibrium – at least in theory – remains unchanged
with the passage of time. Accordingly, subject to the constraints under which
the system has been maintained, and for the given value of its various extensive
properties, its total entropy in thermodynamic equilibrium is the maximum possible.

Let us “mentally” – as distinct from “physically” – divide a given isolated
macroscopic system – that has achieved thermodynamic equilibrium – into two sub-
systems: (a) and (b). Clearly, upon such imagined division, two conditions – named
“First” and “Second” – have to be satisfied:

First: The total internal energy U.0/, total volume V.0/, total number of
moles nj .0/ for each chemical constituent j , and total magnetic moment, electric
polarization, surface area, etc., cannot be affected by just imagining the stated
division.1 As a result,

U.0/ D uŒa�C uŒb�IV.0/ D v.a/C v.b/I
nj .0/ D nj .a/C nj .b/IXi .0/ D Xi .a/C Xi .b/: (9.1)

Second: The following two facts – named (1), given in (9.2), and (2) given in
(9.3), below – must also obtain.

1It is important to note that all these quantities are extensive – meaning they change linearly with
the number of (relevant) particles in the system.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3
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9, © Springer-Verlag Berlin Heidelberg 2012



354 9 Zeroth Law Revisited; Motive Forces; Thermodynamic Stability

1. If as a result of the “gedanken experiment,” the extensive properties of the
sub-system (a) were to change, say by infinitesimal amounts duŒa�, etc.,
they would be compensated by corresponding changes in sub-system (b), for
example, duŒb�; etc. Because the total amounts of the extensive properties,
U.0/; V .0/; nj .0/; Xi .0/; are conserved, their differential is vanishing. In other
words,

dU.0/ D duŒa�C duŒb� D 0I dV.0/ D dv.a/C dv.b/ D 0I
dnj .0/ D dnj .a/C dnj .b/ D 0I dXi .0/ D dXi .a/C dXi .b/ D 0: (9.2)

2. Because the system is in thermodynamic equilibrium, its (extensive state function
the) entropy is a maximum. As a result, the entropy is stationary with respect to
any change occasioned by the gedanken experiment. That means, the difference,
�S; between the entropy after- and the entropy-before the gedanken experiment
is vanishing

0 D �S D �
S.U; V;Xi ; nj /

�
after gedanken experiment

� �S.U; V;Xi ; nj /
�

before gedanken experiment : (9.3)

With the information recorded in (9.1)–(9.3) in hand, coupled with the concept
of the fundamental equation, we are able to more fully examine the nature of the
zeroth law.

The zeroth law is re-visited in Sect. 9.1 and the resulting physical insights into
determining the direction of thermodynamic motive forces are discussed at length
in Sect. 9.2. Thermodynamic stability, as well as the Le Ch Oatelier’s principle, are
discussed in Sect. 9.3. Two basic requirements for intrinsic thermodynamic stability
are derived in the concluding Sect. 9.4.

9.1 Zeroth Law Revisited

9.1.1 Sub-Systems in Mutual Equilibrium

Using the Euler equation in the entropy representation (that is recorded in (8.18)),
the entropy before and after the gedanken experiment can be represented as follows:
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and
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Subtract (9.4) from (9.5), and make use of the fact that in equilibrium the entropy is
a maximum. The latter fact is identified by the equality given in (9.3). That is,
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dnj .a/: (9.6)

Because the infinitesimal changes duŒa�; dv.a/; dXi .a/ and dnj .a/ are linearly
independent, the above equation can be satisfied only if each coefficient in the above
equation is equal to zero.2 Therefore, to satisfy (9.6) we must have

2This can readily be checked, for example, by setting three of the four quantities du.a/;
dv.a/; dXi .a/; dnj .a/ equal to zero.
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t.a/ D t.b/Ip.a/ D p.b/I
Yi .a/ D Yi .b/I�j .a/ D �j .b/: (9.7)

Clearly, rather than just the two sub-systems, a and b; this argument can be extended
to any number of sub-systems – a; b; c; : : : ; etc.

Similarly, the above discussion can immediately be applied also to real experi-
ments on a macroscopic object composed of two separate thermodynamic systems,
labeled (A) and (B). We arrange for these systems to be in complete thermal contact,
and allow them to freely exchange all extensive properties. Note that jointly (A) and
(B) are to be kept isolated from the rest of the universe.

Fortunately, all the needed work has already been done. It turns out that (9.6)
is rather versatile. Above we used it to analyze two parts – (a) and (b) – of
a single, isolated system in thermodynamic equilibrium where the entropy had
achieved its maximum. Equation (9.6) can similarly be put to use to examine the
adiabatically enclosed duo of two separate macroscopic systems .A/ and .B/ that
are in thermodynamic contact.

Again, because these two systems will have reached mutual thermodynamic
equilibrium, their total entropy will have attained its maximum value consistent
with the given total value of the extensive properties U; V; nj ’s, Xj ’s. Accordingly,
much like the �S of the previous gedanken experiment, here too the change in
the entropy between the “imagined” initial and the “imagined” final states of the
experiment will be zero. (Compare with (9.3).) Therefore, the result of this process
would be identical to that obtained in (9.7). The two separate systems, (A) and (B),
therefore act as if they were part and parcel of one composite system. [ In other
words, (9.7) now hold with labels .A/; .B/ exchanged for .a/; .b/.]

Because merely the exchange in the indices from (a) and (b) to (A) and (B)
recasts the result for the former case into that for the latter, in the following we
shall assume the indices (a) and (b), etc., to be just generic indices. Thus, they
are applicable to all thermodynamic systems and/or their macroscopic parts. The
requirement is that while being contained within adiabatic walls, they be in perfect
physical contact.

9.1.1.1 Remark

Because (9.7) can be extended to an arbitrary number of thermodynamic systems,
and/or to their macroscopic sub-systems, it represents an important corollary of the
zeroth law. It states unequivocally that when a set of systems in perfect physical
contact are in thermodynamic equilibrium, at least theoretically speaking,3 their
temperature is the same all across their (macroscopic constituent) parts.

3Note that by saying “theoretically speaking” we are being appreciative of the fact that reality
always militates against perfection. In practice, somewhere a metastable fluctuation from what
was thought to be perfect equilibrium may also appear.
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And, the same is true for the pressure, the chemical potential for any constituent
i , etc.4 Remember, however, that allowance for gravity, or other forces that would
cause changes in the pressure across the system, has not been made. If changes
in pressure due to such forces were to be incorporated in this analysis, then their
effect on the volume and some other variables conjugate to the relevant forces – for
example, the chemical potentials,�j ; and other intensive variables such as Yi ; etc. –
would also need to be taken into account.

9.2 Direction of Thermodynamic Motive Forces

9.2.1 The Entropy Extremum

As mentioned earlier, one of the important consequences of the second law is that
any spontaneous process that occurs in an isolated thermodynamic system increases
its total entropy. Therefore, when an isolated system with specified values of the
internal energy u, the volume v; the mole numbers nj and other extensive variables
Xi ; is in thermodynamic equilibrium, its entropy s is the maximum possible.

Entropy, therefore, behaves as if it were, to coin a phrase, a thermodynamic
“motive force” that drives an isolated system towards equilibrium which in the
present context is defined as the state with maximum entropy. The question then
is, how may one leverage this information – both in regard to the two separate
thermodynamic systems, .A/ and .B/; that are in mutual contact but are otherwise
isolated from the rest of the universe, and – equivalently – also in regard to two
macroscopic sub-systems5 .a/ and .b/ which comprise a single thermodynamic
system isolated from the universe?

9.2.2 Heat Energy Flow

9.2.2.1 Question

The direction of heat energy flow is always from the warmer to the colder. Why is
that the case? All macroscopic parts of a thermodynamic system in equilibrium are
subject to undergoing spontaneous infinitesimal transformations that obey the stan-
dard conservation rules for the overall value of the property that is spontaneously
being affected. That is, the system must follow the dictates of the first law.

However, in regard to following the second law, the spontaneous transformation
is required to result either in increasing the overall entropy of the system or at

4This, of course, proves Pascal’s principle: Pascal, Blaise (6/19/1623)–(8/19/1662).
5As mentioned earlier, it is convenient to call two separate thermodynamic systems by the same
pair of indices, .a/ and .b/, that is used for two sub-systems of a single thermodynamic object.
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best holding it unchanged. Because the entropy in the equilibrium state is the
maximum possible, if the thermodynamic system being considered is not exactly at
equilibrium, but is infinitesimally close to it, then the overall resultant, infinitesimal,
entropy change, .ds/spontaneous, caused by the spontaneous transformation must be
positive.

To study this matter, let us again consider macroscopic components (a), (b), etc.,
of a single thermodynamic system. Or equivalently consider different thermody-
namic systems (a), (b), etc., with or without other constituent parts. Again we use
the Euler equation in the entropy representation.6

Often the spontaneous process will cause some infinitesimal change in each of
the three extensive state variables: namely, the internal energy, u; the volume, v;
and/or the number of moles, nj ; of the j -th chemical potential.7 However, because
the overall system is assumed to be adiabatically enclosed, the total value of all the
extensive state variables is conserved. Thus, if we consider only two system, (a) and
(b), we have

duŒa�C duŒb� D 0I dv.a/C dv.b/ D 0I dnj .a/C dnj .b/ D 0: (9.8)

The Euler equation tells us that the resultant change in the entropy is as given below.
And the second law requires the corresponding spontaneous change in the entropy
to be either greater than, or at best equal to, zero. Therefore, we can write

	
1

t.a/



duŒa�C

	
p.a/

t.a/



dv.a/ �

X
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�j .a/

t.a/



dnj .a/
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1

t.b/
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p.b/

t.b/



dv.b/�

X
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�j .b/

t.b/



dnj .b/
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1

t.a/
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t.b/
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p.a/

t.a/
� p.b/

t.b/



dv.a/

�
X
j

	
�j .a/

t.a/
� �j .b/

t.b/



dnj .a/:

D .ds/spontaneous � 0: (9.9)

Now, in order to answer the question posed regarding the direction of heat energy
flow, let us proceed as follows.

Imagine the isolated composite system, composed of .a/ and .b/; is infinites-
imally close to achieving equilibrium. Assume that during such a spontaneous
process, the only contact allowed between .a/ and .b/ is across a fixed8, imper-

6Recall that such Euler equation is given in (8.18).
7We work with constant Xi so that dXi D 0.
8Meaning the process is isochoric.



9.2 Direction of Thermodynamic Motive Forces 359

meable, diathermal wall9: meaning, dv.a/ D 0 and dnj .a/ D 0: Therefore, .a/ and
.b/ can exchange only the internal energy, that is, du.a/:

Of the two options available – namely the spontaneous change in the entropy is
either positive or it is equal to zero – consider first the case where the spontaneous
change in the entropy is positive. Then according to (9.9)

.ds/spontaneous D
	
1

t.a/
� 1

t.b/



duŒa� > 0: (9.10)

As a result, if t.b/ > t.a/; meaning if

	
1

t.a/
� 1

t.b/



> 0; (9.11)

then du.a/ > 0:
Note that, if we had used the equality option in (9.9), then nothing much would

have happened. The temperatures on the two sides would be equal, t.a/ D t.b/;

and no heat energy would be transferred: namely, du.a/ D du.b/ D 0:

In words, if the temperature on side .b/ is higher than that on side .a/; then heat
energy will flow such that the resultant change in the internal energy10 of the cooler
side – that is, side a – is positive. This means that positive heat energy is transferred
from the warmer side .b/ to the cooler side .a/:

Simply put, the requirement that in an isolated system entropy must increase in
any isochoric spontaneous process mandates that, across any fixed impermeable
wall, heat energy can flow only from the “hot” side to the “cold.”

9.2.3 Molecular Flow

9.2.3.1 Question

At constant temperature and pressure, molecules tend to flow from regions of higher
chemical potential to those of lower chemical potential. What is the relevant
physics? To this end, let us examine the isothermal–isobaric behavior. Here, t.a/
and t.b/ are the same, say each is equal to t; and also p.a/ D p.b/: Further, except
for the exchange of the j th chemical component across an appropriately chosen
membrane between the two systems, disallow the sharing of all remaining chemical

9Note: Being diathermal ensures the flow of internal energy. The requirement that the diathermal
wall be fixed ensures dv.a/ D 0: Similarly, the requirement of impermeability ensures that
dnj .a/ D 0:
10In this case, the increase du.a/ in the internal energy is synonymous with the increase in the heat
energy.
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components. Therefore, according to (9.9), the expression for the infinitesimal
increase in the entropy is the following11

.ds/spontaneous D �
	
�j .a/

t
� �j .b/

t



dnj .a/ > 0: (9.12)

Thus, if �j .a/ > �j .b/; then the change, dnj .a/; in the j th mole number in system
.a/ is negative – or equivalently, the change in the j th mole number in system b is
positive.

Simply put, the requirement that in an isolated system the entropy must increase
in any spontaneous process mandates that at constant temperature and pressure,
molecules always flow from a region of higher chemical potential towards a region
of lower chemical potential.

A myriad common experiences testify to this fact. Those of us with a sweet-tooth
have surely noticed that, when added to a fluid, sweet taste flows away from a sugar
cube to regions of lower sugar concentration. At constant temperature, the chemical
potential for sugar would thus appear to be larger in regions where its density is
higher.

9.2.4 Isothermal Compression

9.2.4.1 Question

If the total volume is kept constant, in thermal contact two macroscopic parts of
a system with a freely moveable but impermeable partition between them, adjust
their volumes in such a way that the part with lower original pressure shrinks in
volume. Why is that the case? With the total volume – that is, the sum of the
volumes of a and b – kept constant, let the two systems at the same temperature
t be allowed to exchange only the volume12 across a freely moveable diaphragm.
All other exchanges are disallowed. Accordingly, the relevant relationship now is

.ds/spontaneous D
	
p.a/

t
� p.b/

t



dv.a/ > 0:

Clearly, therefore, if the pressure on the side a is greater than the pressure on
side b – that is, p.a/ > p.b/ – then dv.a/ has to be positive. That is, the side a
expands. As a result, the partitioning diaphragm moves towards system b: meaning,

11Because nothing much happens if we use the equality sign, we shall not waste any energy looking
at that option.
12This means that chemical potential of any given type, say of type j , in both the a and the b
systems is the same. That is, �j .a/ D �j .b/:
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the volume of the system13 a increases and the system b shrinks in volume.14 In
other words, given two macroscopic systems in thermal contact are placed together
in an adiabatically isolated chamber, if their total volume is constant, their chemical
potentials are equal, they are at the same temperature, but they can freely affect each
other’s volume, then:

The requirement that the total entropy must increase in any isothermal spon-
taneous process, ensures that the side with originally lower pressure will shrink
in volume. And if the process is allowed to continue, shrinking of the side with
originally lower pressure will continue until the two pressures become equal.

Later, we shall formally learn that this is an essential characteristic of thermody-
namic systems in stable equilibrium: the isothermal compressibility in these systems
is positive. Which means, the volume of a system at constant temperature decreases
when it is subjected to increased compression.

9.2.5 The Energy Extremum: Minimum Energy

In the foregoing, the entropy was treated as the all-important thermo-motive force
that drove the flow towards thermodynamic equilibrium. Any rôle that the other
basic state function, the internal energy, may play in nudging the system towards
equilibrium was not investigated.

It turns out that the extremum principle for the entropy – that thermodynamic
equilibrium requires the entropy of an isolated system to be the maximum consistent
with any existing constraints that determine u; v; nj ; etc. – is equivalent15 to a
corresponding extremum principle for the internal energy: namely, that when an
isolated thermodynamic system reaches equilibrium, the internal energy, u; achieves
its minimum value, consistent with the existing constraints which specify the other
extensive quantities s; v; nj ; etc.

Exploiting the internal energy extremum – which requires that in equilibrium
energy is the minimum possible – provides an alternative formulation for the flow
towards equilibrium.

The equivalence of the entropy and the energy extremum principles can be
demonstrated by showing that in an isolated system unless the internal energy is
the minimum possible, the entropy cannot be the maximum possible. Thus, for
one to be true, the other must also obtain. Consequently, the two extrema occur
simultaneously.

13Note that the system b is in such contact with a that the “volume” can flow from one to the other.
Also that pressure in system b is lower than the pressure in a.
14Another way of looking at this is the fact that because dv.a/C dv.b/ D 0; therefore, if dv.a/ is
positive, dv.b/ is negative.
15There are other extremum principles that are also equivalent to that for the entropy and the
internal energy. These refer to the system enthalpy, the Helmholtz free energy and the Gibbs
potential. See the following chapter on “Stable, Meta-Stable and Unstable Equilibria” for details.
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To this end, consider an hypothetical circumstance when thermodynamic
equilibrium is reached – i.e., when the entropy is the maximum possible – without
the internal energy having achieved its lowest possible value. As noted in the chapter
on the second law, internal energy may be extracted out of a system even during
reversible adiabatic processes. Clearly, the entropy of the isolated system under any
such reversible adiabatic process must, by thermodynamic fiat, stay unchanged –
at its maximum permissible value. On the other hand, the extraction of energy
would decrease the system internal energy. Note, under the above hypothesis any
such decrease would be permitted as long as the internal energy remained above its
minimum possible level consistent with the specified entropy. Clearly, this course
of action, would continue decreasing the internal energy of the system. Followed to
its logical conclusion, these actions would lead the system to achieve the minimum
possible internal energy.

Alternatively, and perhaps even more dramatically, another scenario can be
made to unfold. The internal energy extracted as described above can in turn be
transformed into equal amount of work. And, the work so produced converted into
equal amount of heat energy that in turn can be added back into the system. This
round-trip restores the original amount of internal energy. Because even a reversible
introduction of such heat energy must result in increasing the system entropy, we
are left with a situation where the system entropy has been increased from what
was assumed to be its maximum possible value. The only situation in which this
boot-strapping cannot be permitted is when the internal energy is already at its
minimum permissible value.

To recapitulate, as has also been mentioned previously, when an isolated system
with specified values of the internal energy u, the volume v; the mole numbers nj
and other extensive variables Xi ; is in thermodynamic equilibrium, its entropy s is
the maximum possible. But the matter of interest in this section is the following:

Simultaneously, with the entropy s being a maximum and with values of all other
extensive variables that obtain in the given state in equilibrium, the internal energy
is the minimum possible.

Consequently, two requirements are obeyed in equilibrium. For any given
value of the internal energy, u; and other unconstrained extensive parameters of
a system in thermodynamic equilibrium, the corresponding value of the entropy
is at its maximum. And similarly, for any given value of the entropy s; and other
unconstrained extensive parameters of a system in thermodynamic equilibrium, the
corresponding value of the internal energy, u; is a minimum. We display these
statements as follows:

.ds/ D 0; (9.13)

.d2s/ < 0; (9.14)

and
.du/ D 0; (9.15)

.d2u/ > 0: (9.16)

Note: While (9.13) and (9.15) ensure the occurrence of thermodynamic equilibrium,
(9.14) and (9.16) describe the bases for thermodynamic stability.
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As we know from the work that led to (9.1)–(9.7), using the stationarity
requirement for the entropy – a statement that is also embodied in (9.13) – leads
to (“an extended version of”) the zeroth law. Indeed, its implications have also been
exploited to good effect for the study of thermodynamic motive forces – see (9.8)–
(9.13). Therefore, we turn our attention to (9.15), which refers to the stationarity of
the internal energy. We shall find that this equation also leads to the same physical
conclusions as were derived from (9.13). It is instructive to see how this happens.

9.2.6 Reconfirmation of the Zeroth Law

Begin with the statement of the first-second law that is contained in (8.23).
For brevity, again limit the discussion to a simple system with only nj ’s and
v as extensive variables (and, of course, s and u as extensive state functions).
Equation (8.23) thus simplifies to

du.s; v; nj / D t. ds/ � p.dv/C
X
j

�j .dnj /: (9.17)

First, let us check on the status of the zeroth law. To this end, imagine the isolated
thermodynamic system that has achieved equilibrium, to be divided into two parts:
.a/ and .b/: The specification that the system is isolated, ensures that the total
amount of the extensive variables, the entropy, the mole numbers, and volume
remain constant. This fact is represented by the following equalities:

.ds/ D 0 D ds.a/C ds.b/I .dv/ D 0 D dv.a/C dv.b/I
.dnj / D 0 D dnj .a/C dnj .b/: (9.18)

Also, of course, because the internal energy is stationary, du D 0 D duŒa�C duŒb�:
Let us now write (9.17) so that it refers to the duo .a/ and .b/:

du.s; v; nj / D fduŒa�C duŒb�g .s; v; nj / D 0

D t.a/ds.a/C t.b/ds.b/� p.a/dv.a/ � p.b/dv.b/
C
X
j

˚
�j .a/dnj .a/C �j .b/dnj .b/

�
: (9.19)

With the use of (9.18), (9.19) can be written as follows:

0 D Œt.a/ � t.b/� ds.a/� Œp.a/ � p.b/�dv.a/
C
X
j

�
�j .a/ � �j .b/

�
dnj .a/: (9.20)
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Because in the energy representation the variables s; n and v are linearly indepen-
dent, therefore in order for (9.20) to hold, each term on the right hand side must
be vanishing. Thus, much like the entropy stationarity principle, the stationarity of
energy also correctly leads to the zeroth law:

t.a/ D t.b/Ip.a/ D p.b/I�j .a/ D �j .b/: (9.21)

9.2.7 Motive Forces: The Energy Formalism

Again, as was done for the entropy extremum analysis, imagine the composite sys-
tem, composed of .a/ and .b/; to be infinitesimally close to achieving equilibrium.
Further, assume the system undergoes an infinitesimal spontaneous transformation
which actually brings it to thermal equilibrium. Because in equilibrium, for the
given value of total entropy and other extensive variables, the total internal energy
u is to be a minimum, such a spontaneous process must result in reducing the total
internal energy. Accordingly, any change, du; must represent a decrease. That is,

.du/spontaneous D duŒa�C duŒb�

D Œt.a/ � t.b/�ds.a/ � Œp.a/ � p.b/�dv.a/

C
X
j

Œ�j .a/ � �j .b/�dnj .a/

< 0: (9.22)

9.2.8 Isobaric Entropy Flow

Consider the case when the pressures pa and pb are equal and all molecular flows
are disallowed. Then the inequality (9.22) simplifies to the following:

.du/spontaneous D duŒa�C duŒb� D Œt.a/ � t.b/�ds.a/ < 0: (9.23)

Let the temperature difference between a and b be positive, that is,

Œt.a/ � t.b/� > 0; (9.24)

then (9.23) demands that ds.a/<0: In words, while the total entropy in this situation
remains unchanged, positive entropy is transferred out of the warmer side “a” into
the colder side “b.”

Simply put, the requirement that in an isolated thermodynamic system in
equilibrium, with no molecular flows occurring, and a given amount of total entropy,
the energy must decrease in an isobaric spontaneous process mandates that:

The entropy must flow outwards from a region of higher temperature towards a
region of lower temperature.
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9.2.9 Isothermal–Isobaric Molecular Flow

Next, examine the isothermal–isobaric behavior. Here, t.a/ and t.b/ are the same,
say each is equal to t; and also p.a/ D p.b/:

Further, except for the exchange of the l th chemical component across an
appropriately chosen membrane between the two systems, disallow the sharing of
all remaining extensive properties. Then (9.22) becomes

.du/spontaneous D Œ�l .a/ � �l.b/�dnl .a/ < 0: (9.25)

Thus, in order to satisfy the inequality (9.25) for the case when the chemical
potential �l.a/ is greater than �l.b/; the quantity dnl.a/ has to be negative.
Consequently, the number of l type-molecules in system “a” must decrease. This
is equivalent to saying more type l molecules leave system “a” than return to it. In
other words:

Molecules tend to move away from regions with larger chemical potential, and
go to regions with smaller chemical potential.

This behavior is summarized as follows: Assume an isolated system that is in
thermal equilibrium. Its internal energy is the minimum possible for given values
of the entropy and all other extensive variables. In such a system, the internal
energy must decrease in any isothermal–isobaric spontaneous process that results
in the interchange of, say, the l-type molecules. And for this to happen, the l-type
molecules must flow from a region where the relevant chemical potential, �l; is
higher to a region where that particular chemical potential is lower. This is exactly
the result that was derived from the entropy maximum principle – see (9.12).

9.2.10 Isothermal Compression

Let the two systems at the same temperature t be allowed to exchange only
the volume across a freely moveable diaphragm. All other exchanges are to be
disallowed. Accordingly, the relevant relationship now is

.du/spontaneous D �Œp.a/ � p.b/�dv.a/ < 0: (9.26)

Clearly, therefore, if the pressure p.a/ is less than the pressure p.b/; then
� Œp.a/ � p.b/� is positive. Therefore, dv.a/ has to be negative. This means that
the diaphragm must then move towards system a. As a result, the system a will
shrink in volume and system b will expand an equal amount.

Simply put, when the total volume of the two systems at the same temperature
is constant but they can freely affect each other’s volume, the requirement that total
energy of the two systems must decrease in an isothermal spontaneous process,
mandates that the one with lower pressure shrink in volume.
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This is exactly the same result that was derived from the entropy extremum
principle. (See (9.13).)

9.3 Thermodynamic Stability

9.3.1 Le Ch Oatelier’s Principle

Le Ch Oatelier’s Principle asserts:
“Spontaneous processes caused by displacements from equilibrium help restore the
system back to equilibrium.”

In equilibrium, temperature of an isolated metal rod is uniform. If equilibrium
were disturbed by – let us say, a virtual – fluctuation resulting in the rise of
temperature at one of the ends and a compensating fall in the temperature at the
other, heat energy would spontaneously flow from the hot end to the cold. In other
words, displacement from equilibrium spawns spontaneous processes that help drive
the system back towards equilibrium.

Moreover, as demonstrated in a solved example,16 when this happens the entropy
of the metal rod is higher in the equilibrium state.

Myriad other familiar examples can be cited along these lines. So why does this
happen?

Germane to this issue is the observation noted above: namely, that the entropy
of the equilibrium state is higher than the state displaced from equilibrium. This of
course follows from the Clausius version of the second law: A spontaneous process
causes the entropy of an isolated system to increase. Formally, this statement is
embodied in the inequality (4.40), namely

dStotal.spontaneous/ > 0: (9.27)

Thus, spontaneous processes induced by displacements away from the equilibrium
result in increasing the entropy. Clearly, this continues until the entropy, for specified
constraints on, and given values of other extensive properties of, the system achieves
its maximum: or in other words, the system achieves thermodynamic equilibrium.

Therefore, according to the above, when an isolated system – with given values
of the internal energy U , volume V; mole numbers nj and other extensive variables
Xi – is in thermodynamic equilibrium its entropy S is the maximum possible.

Equally importantly, simultaneous with the above, another extremum principle
also obtains. That is, for given amount of the entropy S and other extensive
variables, the internal energy in an isolated system is the minimum possible.
Therefore, according to the dictates of calculus, in such isolated systems, (9.13)–
(9.16) must be satisfied.

16See (4.213) and (4.215).
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The requirement related to only the first order differential – namely those given
in (9.13) and (9.15) – apply to all types of extrema.

For example, in the preceding part of this chapter – see (9.7)–(9.26) – they helped
re-derive the zeroth law – see (9.7) and (9.21) – and, more importantly, they helped
determine the direction of thermodynamic motive forces.

The second set of requirements that use second order differentials specified in
(9.14) and (9.16), also have noteworthy – indeed, fundamental and far-reaching –
physical consequences.

In particular, they are crucial to the understanding of thermodynamic stability: a
topic that is addressed below.

9.4 Stable Thermodynamic Equilibrium

The question that needs to be answered is the following: What are the essential
criteria for a stable thermodynamic equilibrium? This question can refer either to a
single system which is in equilibrium by itself, or to a composite system where its
different sub-systems, in addition to being in equilibrium by themselves, are also
in equilibrium with each other. Because the results obtained are similar in both the
formulations, they can easily be transliterated from one case to the other. Therefore,
in this chapter, we shall treat only issues relating to self-equilibrium.

As was discovered in the preceding sections, the entropy maximum formulation
leads to exactly the same physical conclusions regarding thermodynamic properties
as does the energy minimum formulation. Further, that at the margins, the minimum
energy formulation is easier to work with. Therefore, to simplify and reduce the
amount of work needed, in the following we shall work only with the energy
minimum formulation.

9.4.1 Intrinsic Stability: CV and �T > 0

We do two things here.
First: we analyze as simple a system as possible. (To this end, we shall limit

extensive quantities to two state functions, that is, the internal energy U and the
entropy S; and one state variable, that is, the volume17 V: )

Second: we express the internal energy in terms of its characteristic variables, the
entropy S and the volume V; that is,

U D U.S; V /: (9.28)

According to the first-second law:

17A system with an additional variable, namely the number of moles, requires somewhat more
effort and, therefore, for convenience, is deferred to appendix H.
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T dS D dU C P dV;

or equivalently

dU.S; V / D T dS � P dV D
�
@U

@S

�

V

dS C
�
@U

@V

�

S

dV: (9.29)

The stationarity of the energy – expressed in (9.15) – has already been fully
exploited in the preceding work. Therefore, one needs now to examine only the
second requirement – expressed in (9.16) – that comes into play because the energy
is a minimum (for specified values of the extensive variables S and V ).

Using (9.29), (9.16) can be written as18

d2U.S; V / D dŒdU.S; V /�

D
�
@ŒdU.S; V /�

@S

�

V

dS C
�
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C
�
@2U

@V @S

�
dV � dS C

�
@2U

@2V

�

S

.dV /2

> 0: (9.30)

It is convenient to display this inequality in a matrix form:

d2U.S; V / D fdS; dV g � Oa �
�

dS
dV

�
> 0; (9.31)

where

Oa D

0
BB@

�
@2U

@2S

�

V

�
@2U

@S@V

�

�
@2U

@V @S

� �
@2U

@2V

�

S

1
CCA : (9.32)

The right hand side of (9.31), is an homogeneous quadratic form. The inequality
> 0 stipulates that the given homogeneous form be positive definite. For this to be

18Note: According to the usual notation, the mixed derivative
�
@2U
@S@V

�
is equivalent to�

@Œ. @U@V /S �
@S

�

V

.
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true the two principal minors of the determinant Oa, that is jA1j and jA2j ; must be
positive definite19. In other words, the following two inequalities must hold:

jA1j D
�
@2U

@2S

�

V

> 0; (9.33)

and20

jA2j D
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�
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�
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@S@V

�

�
@2U

@V @S

� �
@2U

@2V

�

S

ˇ̌
ˇ̌
ˇ̌
ˇ̌
> 0: (9.34)

9.4.1.1 Analysis: First Requirement

First let us analyze the implications of the requirement given in (9.33). Because�
@U
@S

�
V

D T; we have

jA1j D
�
@2U

@2S

�

V

D
�
@T

@S

�

V

D T

CV
> 0:

Because T is positive, the first requirement for thermodynamic stability is

CV > 0: (9.35)

In words:
For thermodynamic stability, the specific heat at constant volume must be positive.

19See appendix G, (F.10) and (F.11), which state that for the quadratic form to be positive-definite,
the principal minors of the matrix Oa must be positive definite.
20Note that inequalities (9.34)

�
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�2
> 0

and (9.33) �
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also imply the following inequality
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Indeed, the last inequality would itself have been mandated if, instead of the vector fS; V g, we had
made an equally allowed choice: work with the vector fV; Sg.



370 9 Zeroth Law Revisited; Motive Forces; Thermodynamic Stability

The first requirement has an obvious physical basis: If heat energy is not allowed
to be expended on expanding the volume, all any addition of (positive amount
of) heat energy cane do is increase the system temperature. Of course, one has
complete confidence in this statement only when the given system is intrinsically
stable against phase separation.

9.4.2 Analysis: Second Requirement

Next, let us examine the second requirement which signifies thermodynamic
stability. This is represented by the inequality (9.34). Expanding the determinant
and writing the result in the Jacobian form gives
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Because in thermodynamic equilibrium,
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write (9.36) given above as follows:
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> 0: (9.37)

And because both V and T are necessarily positive and according to (9.35), for
thermodynamic stability, CV is also positive, therefore, �T must be positive. That
means

�T > 0: (9.38)

In words:
For intrinsic thermodynamic stability, both the specific heat at constant volume, CV ;
and the isothermal compressibility, �T ; must be positive.
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The positivity of the isothermal compressibility �T is testified to by observation.
With the temperature maintained constant, increase in compression shrinks the
volume of the object being compressed. Again, this is necessarily true if the system
is intrinsically stable against phase separation.

9.4.3 Intrinsic Stability: Chemical Potential

The above adequately describes the physics of intrinsic – or, indeed, mutual –
stability in simple thermodynamic systems. Because of the importance of the
chemical potential, the variables used above must be extended to also include the
mole number n: Understandably, such extension adds quite a little bit to the algebra.
Therefore, the details are best deferred to an appendix – see appendix H. It may,
however, be helpful for a student to be apprised of the result.

In order to achieve and maintain intrinsic thermodynamic stability the following
three physical requirements21 must be met:

CV > 0I�T > 0I
�
@�

@n

�

S;V

> 0: (9.39)

Much like the first two requirements – already discussed above – the third also has
an obvious physical basis: to maintain thermodynamic equilibrium when the total
entropy and volume are held constant, the addition of a molecule (that is, a tiny
fraction) to an otherwise isolated system in equilibrium must increase its chemical
potential. A hint of this phenomenon has already been noted in (9.12). There, an
observation was made whose implications are similar to those of this requirement –
namely, that the chemical potential must be higher in a region of higher particle
density.22

9.4.4 Intrinsic Stability: CP and �S > 0

The requirement that for intrinsic stability both CV and �T must be> 0 implies that
both CP and �S are also > 0:

To see that CP is > 0; let us refer to (5.83) and (5.84) where the exactness of the
equality,

21See appendix G, (G.19) for details.
22For instance, compare with the earlier statement: Simply put, the requirement that in an isolated
system the entropy must increase in an isothermal spontaneous process, mandates the molecular
flow, at constant temperature, to occur outwards from a region of higher chemical potential towards
a region of lower chemical potential.
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CP D CV C T V

�
˛2P
�T

�
; (9.40)

was demonstrated. Because T; V; and the square of the real quantity ˛P are all
necessarily positive and in an intrinsically stable thermodynamic system both CV
and �T are also > 0; therefore

CP > CV > 0: (9.41)

To examine the positivity of �S let us look at (5.87) – which for convenience is
reproduced in an equivalent form below:

�
�S

�T

�
D
�
CV

CP

�
: (9.42)

Because �T ; CV ; and CP are all positive,

�T > �S > 0: (9.43)

9.4.5 Exercise

Show the in an intrinsically stable thermodynamic system �T is greater than �S :

9.4.6 Summary

To recapitulate, positivity of the specific heatCV and the isothermal compressibility,
�T ; in each of the two parts of a composite thermodynamic system, ensures both
the intrinsic as well as the mutual thermodynamic stability of the two parts. Further,
when changes in the particle density are also allowed, the rate of change of the
chemical potential with respect to the particle density – for given values of the
entropy and the volume– is also positive.

Clearly, the same must hold true even if the composite system has more than
two parts. For instance, for a system with three parts, we can first lump two (of
the three) parts together into a single system. This process can then be repeated to
accommodate a system with arbitrary number of parts.



Chapter 10
Energy and Entropy Extrema; Legendre
Transformations; Thermodynamic
Potentials; Clausius–Clapeyron Equation;
Gibbs Phase Rule

In the preceding chapter titled, “Zeroth Law Revisited; Motive Forces; Ther-
modynamic Stability,” we examined some issues that pertain to thermodynamic
motive forces. Also, some matters relating to intrinsic thermodynamic stability were
investigated. These analyses were guided by the extremum principles for the internal
energy and the entropy. In Chap. 10, other extremum principles are also identified
and their consequences predicted.

First, in Sect. 10.1, we treat systems constituted of single variety of molecules. In
such systems, when more than one phase is present in thermodynamic equilibrium,
the extremum principle related to the internal energy stipulates – see Sects. 10.1.1
and 10.1.2 – that the specific internal energy be the same in all phases. The same is
also true of the entropy, as is made clear in Sect. 10.2. Legendre transformations,
which provide an essential tool for these studies, are discussed in Sect. 10.3.
Extremum principles obeyed by the Helmholtz free energy, the Gibbs potential, and
enthalpy are analyzed and their consequences predicted in Sects. 10.4–10.6, respec-
tively. Characteristic equations for the four thermodynamic potentials – namely the
internal energy, the Helmholz, and the Gibbs potentials, and the enthalpy – are
studied in Sect. 10.7. Maxwell relations are described in Sect. 10.8. The concept
of meta stable equilibrium is discussed in Sect. 10.9. A detailed account of the
Clausius–Clapeyron differential equation and its use in the study of thermodynamic
phases is given in Sect. 10.10. Finally, in Sect. 10.11, we discuss the Gibbs phase
rule and variance, completing the description by referencing the application of the
Gibbs phase rule to systems with internal chemical reactions.
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10.1 Systems Constituted of Single Variety of Molecules

10.1.1 Minimum Internal Energy in Adiabatically Isolated
Systems

Relative Size of Phases

Assume the given isolated thermodynamic system is constituted of two different
thermodynamic phases. The energy extremum principle requires that the relative
size1 of the two phases must adjust itself to such value as minimizes the total internal
energy: meaning, the relative size of the two phases adjusts itself so that the sum of
the internal energy of the two phases is the minimum possible. Accordingly, this
adjustment is such that for an isolated thermodynamic system, at the equilibrium
values of all the relevant extensive variables, including the entropy, the following
holds:

The relative numbers of moles of the two co-existent phases – of an isolated,
macroscopic system in thermodynamic equilibrium – are those that lead to the
lowest value for the total internal energy.

10.1.2 Equality of Specific Internal Energy of Different Phases

Assume two different simultaneously present phases, A and B; constitute a given
isolated thermodynamic system. Further, let their “specific” internal energy –
meaning, internal energy per mole – be uA and uB . For an equilibrium state titled-1
let the numbers of moles for the two phases be nA;1 and nB;1; respectively. Then the
value of the internal energy, utotalI1; of the isolated thermodynamic system for the
equilibrium state 1 is

utotalI1 D nA;1 uA C nB;1uB: (10.1)

Now, if there should be another equilibrium state titled 2; then with similar notation
we can write

utotalI2 D nA;2 uA C nB;2uB: (10.2)

Thermodynamic equilibrium stipulates that the system be in the state with the lowest
value of the internal energy. Therefore, the given isolated thermodynamic system
cannot possibly be equally willing to be in either of the two equilibrium states,

1Note, however, that while the relative size of the two phases does indeed depend upon the
thermodynamic state of the system, their total mass does not, because it is necessarily conserved.
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1 and 2 – unless, of course, the two states should have the same total internal energy,
D u.total/. Accordingly, we must have utotalI1 D utotalI2 D u.total/. That is:

nA;1uA C nB;1uB D nA;2uA C nB;2uB D u.total/: (10.3)

Also, let the total number of moles in the system be ntotal. Then, because the total
number of particles in a given thermodynamic system – not subject to any leakage
of atoms – is conserved, the total number of moles in either of the two equilibrium
states, 1 or 2; must be the same. That is,

nA;1 C nB;1 D nA;2 C nB;2 D ntotal: (10.4)

The only physically acceptable solution of the above two equations, that is, (10.3)
and (10.4), is

uA D uB: (10.5)

To sum up:
When a bi-phase macroscopic system, placed in an adiabatically isolating

chamber, is in stable thermodynamic equilibrium, the specific internal energy of
the two phases is the same.

10.2 Maximum Entropy in Adiabatically Isolated Systems

10.2.1 Comment

The maximum in the entropy, for an adiabatically isolated macroscopic system,
plays a similar role to the minimum in the internal energy. The latter was analyzed
above. Either requirement leads to achieving stable thermodynamic equilibrium.2 In
particular the requirement that:

“At the equilibrium value of all the other extensive variables (including the
internal energy), the entropy of an adiabatically isolated thermodynamic system be
a maximum,”

demands that under the appropriate conditions stated above:

(a) In a completely isolated thermodynamic system, only those spontaneous pro-
cesses occur that increase the total entropy of the system.

(b) And, should an isolated, thermodynamic system exist in two or more states of
stable equilibria, then the specific entropy is the same in each of those states.

2Refer again to the chapter titled “Equilibrium, Motive Forces, and Stability” where issues of
thermodynamic stability were investigated.
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10.2.2 Relative Size of Phases and Entropy Maximum

Much like the internal energy, the entropy is a state function of fundamental
importance.

Consider a macroscopic system, constituted of two phases, placed within an
adiabatically isolating chamber. The entropy extremum principle demands that in
thermodynamic equilibrium the entropy summed over the two phases has to be
a maximum. Therefore, during any spontaneous process the relative number of
moles of the two phases will undergo appropriate thermodynamic changes so that
in equilibrium the total entropy of the two phases is at its maximum.

Accordingly, given the equilibrium values of all the relevant extensive variables,
including the internal energy, of the given bi-phase macroscopic system in thermo-
dynamic equilibrium that has been placed in an adiabatically isolating chamber, the
following holds true:

In an isolated, single constituent thermodynamic system, the relative number
of moles of the two phases in the final equilibrium state are those that lead to the
largest total entropy.

10.2.3 Equality of Specific Entropy

Let the two different, simultaneously present, phases, A and B; constitute a given
isolated single constituent thermodynamic system. Further, let their “specific”
entropy – meaning, entropy per mole – be sA and sB . For an equilibrium state
titled- 1 let the numbers of moles for the two phases be nA;1 and nB;1; respectively.
Then, the total value of the entropy, stotalI1; of the isolated thermodynamic system
for the equilibrium state 1 is

stotalI1 D nA;1sA C nB;1sB: (10.6)

Now, if there should be another equilibrium state titled 2; then with similar notation
we can write

stotalI2 D nA;2sA C nB;2sB: (10.7)

Thermodynamic equilibrium stipulates that the system be in the state with the largest
value of the total entropy. Therefore, the given isolated thermodynamic system
cannot possibly be in two different equilibrium states – unless, of course, the two
states should have the same amount of total entropy D s.total/. Accordingly, we
must have stotalI1 D stotalI2 D s.total/. That is:

nA;1sA C nB;1sB D nA;2sA C nB;2sB D s.total/: (10.8)

Also, let the total number of moles in the system be ntotal. Then, because the mole
number in a given system – not subject to any leakage of atoms – is conserved, the
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total number of moles in either of the two equilibrium states must be the same. That
is,

nA;1 C nB;1 D nA;2 C nB;2 D ntotal: (10.9)

The only physically acceptable solution of the above two equations, that is, (10.8)
and (10.9), is

sA D sB : (10.10)

To sum up:
When a bi-phase, macroscopic system, placed in an adiabatically isolating

chamber, is in stable thermodynamic equilibrium, the specific entropy of the two
phases is the same.

10.2.4 Remark

It turns out that, in addition to the internal energy, u; and the entropy, s; extremum
principles are also obeyed by other thermodynamic potentials. And, much like u
and s; these potentials also play compelling roles in thermal physics.

10.3 Legendre Transformations

As has been mentioned before, direct measurement of the entropy is not possible.
This seriously affects the usefulness of those thermodynamic relationships where
the entropy is an “independent variable.” So one asks the question: is there some
way of transforming out a specific independent variable that is hard, or inconvenient,
to measure? Further, can such transformation be performed cleverly enough so that
no loss of information occurs?

Happily, answers to both these questions are in the affirmative. And the method-
ology to use is that of Legendre Transformations. Below we demonstrate, in the
energy representation,3 how to use Legendre transformations. For this purpose,
let us choose first the most pre-eminent thermodynamic potential:4 the internal
energy,5 u. In this regard, it is helpful to review the “Euler Equation.” A detailed

3Similar work in the entropy representation is also possible. The relevant potentials are then called
Massieu functions. See appendix I for details.
4What constitutes a “thermodynamic potential” is dealt with later in this chapter.
5Recall that, in the preceding two chapters, the internal energy was shown to play a central role in
the description of thermodynamic equilibrium and stability.
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description of the fundamental equation – namely the Euler equation which is
(8.12) – is given in the chapter titled “Fundamental Equation and The Equations
of State.” For convenience, it – that is, (8.12) – is re-produced in an equivalent form
below:

u D �pv C ts C �n � YX : (10.11)

This equation describes how the extensive variable of interest, that is, the internal
energy u; is related to other extensive variables: the volume v, the entropy s, the
mole number n and parameters such as X .

Accordingly, the quasi-static increase in the potential energy of two neighboring
equilibrium states is a function of the corresponding increases in the volume, the
entropy, the mole numbers, and X . This fact is represented in the form of the
joint version of the first-second laws.6 For convenience, that too is reproduced in
an equivalent form below:

du D �pdv C tds C �dn � YdX : (10.12)

10.3.1 Simple System

The system that we treat first has only constant number of atoms – meaning
dn D 0 – and also does not have any dependence on the term YdX : For such a
simple system, a convenient appropriate relationship is provided by the statement of
the first-second law.7

du D �pdv C tds

D
�
@u

@v

�

s

dv C
�
@u

@s

�

v

ds;

therefore;

u � u.v; s/: (10.13)

Note: all the changes, that is, du in the internal energy, dv in the volume and
ds in the entropy, refer to extensive variables, are infinitesimal in size, and occur
quasi-statically. Further, note that the “canonical” – that is, the characteristic –
independent variables for the internal energy are the volume v and the entropy s.
And, while the volume is readily measured, precise measurement of the entropy s
is not possible. Therefore, s is not the most desirable independent variable to have.

6Compare (8.5).
7That was first given in (5.6).
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Should we then attempt to transform out of the entropy as an independent variable?
That is, precisely what is achieved by the Helmholtz free energy. (For details, see
the following subsection where the Helmholtz free energy is discussed.)

10.4 Helmholtz Free Energy

10.4.1 System as Function of Volume and Temperature

We often need to consider transformations in systems whose properties are available
as functions of the two most accessible variables: volume and temperature. In
(10.13), one of those two variables of interest – namely v through the occurrence of
dv – is already present. The second variable of interest, namely t , can be included
by transforming out of the entropy variable s – which occurs here via ds – into dt .

In other words, without engendering any loss in information, we need to
transcribe the term .Ct ds/ from (10.13), into a term that would involve dt . This
can be done by using an appropriate Legendre transformation as follows:

First: Recall that (10.13) represents the internal energy, u; as a function of its
characteristic variables, the volume v and the entropy s. To transcribe .Ct ds/ out
of this equation, we need to add .�t s/ to the primary8 function u. (Note that by
this addition we have introduced an alternate function f – which we shall call the
“Helmholtz Thermodynamic Potential.”)

f D u � .t s/: (10.14)

Second: Determine the differential df:

df D du � t ds � s dt: (10.15)

Third: In (10.15), introduce the original expression for .du/ that was given in the
starting (10.13).

We get

df D .du/� t ds � s dt

D .�p dv C t ds/ � t ds � s dt

D �p dv � s dt

D
�
@f

@v

�

t

dv C
�
@f

@t

�

v

dt: (10.16)

8Reader: Please note the procedure: To transform out of .Ct ds/ we need to add .�t s/ to the
primary function.
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In this fashion, without any loss of information, the original function – that is, the
internal energy u – has been replaced by a new function f: The important thing to
note is that the new function f is a function only of the variables of interest that are
the most convenient for treating the thermodynamics of systems that are maintained
at constant volume and constant temperature. That is,

f D f .v; t/: (10.17)

Clearly, the new independent variable, the temperature t; which is conjugate to the
previous independent variable the entropy s; is one of the easiest thermodynamic
parameters to measure.

The newly introduced potential, f .v; t/; is called the “Helmholtz Free Energy” –
or equivalently, the “Helmholtz Thermodynamic Potential” – and the variables v
and t are often called its “characteristic, independent, variables.”

10.4.2 Maximum Available Work

As we know from the chapter on the second law, heat engines need a minimum of
two temperatures to successfully operate cyclically: namely, the higher temperature,
tH ; of the reservoir that supplies the needed heat energy and the lower temperature,
tC ; of the dump into which the unused heat energy is discarded. The maximum work
efficiency, max; is achieved by a perfect Carnot engine and is a direct function of

the two temperatures, that is, max D
�
1 � tC

tH

�
:

Although it cannot operate cyclically – which a good heat energy engine must – a
thermodynamic system in contact with a heat energy source at a single temperature
can still produce work. The questions that arise are: How much work is produced?
And what is its maximum possible value?

To answer these questions let us refer to the differential form of the Clausius
inequality (4.54). For convenience, it is reproduced below:

dS � dQ0.T /
T

: (10.18)

For the present purposes, it is helpful to multiply both sides by T and express dQ0
according to the first law. In this fashion, the above inequality can be represented in
the following equivalent form:

t �s � �u C�w0: (10.19)

Here, t is the temperature, and �s the increase in the entropy of the system. Also,
�u is the increase in the internal energy of, and �w0 the work done by, the system.
Note the equality holds only when all these processes are fully quasi-static.
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10.4.3 Isothermal Change of State

Consider a system that is maintained at constant temperature t by thermal contact
with a temperature reservoir. Label the initial and the final states: i and j .

Then t �s D t.sj � si /. Let the work done “by the system” in transforming
from state i to state j be denoted as�w0

i!j .t/ and the relevant increase,�u; in the
internal energy be D .uj � ui/. Then, using the inequality (10.19) we can write

t.sj � si / � .uj � ui/C�w0
i!j .t/;

or equivalently

t.sj � si /� .uj � ui/ D fi .t/ � fj .t/ � �w0
i!j .t/: (10.20)

Note:
�
fi .t/ � fj .t/

�
is the decrease in the Helmholtz free energy – or, equivalently

stated, the decrease in the Helmholtz potential – when the system, in thermal contact
with a heat energy reservoir at temperature t; undergoes a transformation from
an initial equilibrium state i to a final equilibrium state j . Then according to the
inequality (10.19), the decrease,

�
fi .t/ � fj .t/

�
; in the Hemholtz potential is almost

always greater than – but, exceptionally, equal to – the work �w0
i!j .t/ done by the

system in going from i to j .
In other words: Consider an isolated macroscopic system in thermodynamic

equilibrium. The system is in thermal contact with a single heat energy reservoir. In
performing some work it gets transformed from one equilibrium state, i; to another
equilibrium state, j . In such a process,

The maximum possible work that a given system – in thermal contact with a
constant temperature reservoir – can possibly perform is equal to the resulting
decrease in its Helmholtz free energy.

And this maximum can only be achieved if, �w0
i!j .t/ ! �wi!j .t/. Because

then, (10.20) becomes:

fi .t/ � fj .t/ D �wi!j .t/: (10.21)

And this happens only when all the transformation processes occur quasi-statically.

10.4.4 Decrease of Helmholtz Free Energy
for Constant Extensive Variables

A general description of the quasi-static infinitesimal work that can be performed by
a macroscopic system in thermodynamic equilibrium at temperature t is recorded in
(8.2). For convenience it is reproduced in an equivalent form below:

�w0.t/ D p�v0 � ��n0 C Y �X 0; (10.22)
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If all the extensive variables, such as the volume v0, the mole numbers n0, and the
properties referred to by the general parameter X 0; remain constant and equal to
their equilibrium values at temperature t then �v0 D �n0 D �X 0 D 0. Therefore,
according to (10.22), �w0.t/ D 0.9;10 A consequence of this is that in (10.20),
�w0

i!j .t/ D 0. And the decrease in the Helmholtz free energy in any spontaneous
passage from a state i to a state j becomes

fi .t/ � fj .t/ � 0: (10.23)

Or equivalently,

fi .t/ � fj .t/: (10.24)

In words: For a macroscopic system that is in thermodynamic equilibrium, is in
thermal contact with a temperature reservoir, and for which the volume, the mole
numbers and the quantity X are maintained constant at their equilibrium value:

The Helmholtz free energy decreases during any spontaneous thermodynamic
process during which the equilibrium values of the volume, the mole numbers,
and other extensive variables such as X remain constant. Only in exceptional
circumstances, when the process involved is fully quasi-static, does the Helmholtz
free energy remain unchanged.

More briefly:
A spontaneous isothermal–isochoric process can proceed only if the Helmholtz

free energy either decreases or holds steady.

10.4.5 Extremum Principle for Helmholtz Free Energy

In systems where the equilibrium values of the volume, the mole numbers, and other
extensive variables such as X remain constant, spontaneous isothermal processes
occur as long as they decrease the Helmholtz free energy. Clearly such processes
continue until the Helmholtz free energy cannot decrease any further. In other
words:

At the equilibrium values of s, and n, and at constant value of the volume
v and temperature t – the latter is maintained constant by thermal contact with
a heat energy reservoir – the inequality (10.24) demands that in thermodynamic
equilibrium the Helmholtz free energy be a minimum.

9Literally, this implies that its integral, or equivalently the sum, �w0.t/ is constant. Hence, w0 in
both the states i and j is the same.
10Note that �w0, etc., indicate that the changes being described may have occurred either wholly
or partially non-quasi-statically.
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Briefly stated:
The Helmholtz free energy of a system of given volume, mole numbers and

the property X , whose temperature is maintained by contact with a heat energy
reservoir, is a minimum in thermodynamic equilibrium.

10.4.6 Relative Size of Phases and Helmholtz Potential Minimum

While the relative sizes – that is, the relative number of moles – of the two phases
depend upon the equilibrium state, their total mass is necessarily conserved. In
the foregoing analyses we have learned that for such a system, at the equilibrium
values of all the unconstrained extensive variables and at constant temperature, t;
the Helmholtz free energy, f; is a minimum.

In order that in equilibrium, the total Helmholtz free energy of such a bi-phase
thermodynamic system be at its minimum, during any spontaneous process the
relative masses – that is, the relative numbers of moles – of the given two phases
will adjust themselves to decrease the Helmholtz free energy by the largest amount
possible. In other word:

For the amounts of all the relevant extensive variables, the relative numbers of
moles of the two phases in the final equilibrium state are those that lead to the lowest
total value for the Helmholtz free energy.

Note: The same ideas can also be extended to multi-phase – that is, more than two
phases – and multi-constituent systems which for brevity are not explicitly treated
here.

10.4.7 Specific Helmholtz Free Energy is Equal
for Different Phases

Let the two different simultaneously present phases, A and B; constitute a given
thermodynamic system (at given fixed value of the total volume and given tem-
perature). Further, let the “specific” Helmholtz free energies of the two phases –
meaning, Helmholtz free energy per mole of the two phases that are in mutual
thermodynamic equilibrium – be fA and fB .

For an equilibrium state titled-1 let the numbers of moles for the two phases be
nA;1 and nB;1; respectively. Then the value of the Helmholtz free energy, ftotalI1; of
the given thermodynamic system in state 1 is

ftotalI1 D nA;1 fA C nB;1fB : (10.25)

Now, if there should be another equilibrium state titled 2; then with similar notation
we can write

ftotalI2 D nA;2fA C nB;2fB : (10.26)



384 10 Energy and Entropy Extrema; Legendre Transformations

Thermodynamic equilibrium stipulates that the system must be in the state with
the lowest value of the Helmholtz free energy. Therefore, the given thermodynamic
system cannot possibly be in two different equilibrium states – unless, of course, the
total Helmholtz free energy in each phase, that is, ftotalI1 and ftotalI2; is the same for
both the states 1 and 2. Accordingly, we have

ftotalI1 D ftotalI2 D f .total/; (10.27)

where

nA;1fA C nB;1 fB D ftotalI1 D f .total/I
nA;2fA C nB;2 fB D ftotalI2 D f .total/: (10.28)

Also, let the total number of moles in the system be ntotal. Then, because the total
number of moles is conserved, the total number of moles in state 1 is the same as it
is in state 2, that is,

nA;1 C nB;1 D ntotal D nA;2 C nB;2: (10.29)

The only physically acceptable solution of the above two equations, that is, (10.28)
and (10.29), is

fA D fB: (10.30)

To sum up:
In a bi-phase thermodynamic system, which is in thermal contact with a heat

energy reservoir at a fixed temperature, the specific Helmholtz free energy of the
two co-existent phases is the same.

10.5 Gibb’s Free Energy

Usually, the study of the Helmholtz free energy is the preferred option for theoretical
calculations. But in experimental work, especially in chemistry, constant pressure is
much easier to maintain than is constant volume. Thus, rather than v and t; it is
even better to have the pressure, p and the temperature t as the two independent
variables. To this purpose, in an analogous fashion to that followed before, we need
to use an appropriate Legendre transformation.

Consider (10.16): namely df D �p dv � s dt . Because, while leaving dt alone,
we wish to transform out of the Helmholtz free energy’s dependence on dv; namely
from the form �p dv; into a possible dependence on dp; this process affects only
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the term .�p dv/. Therefore, as in (8.12) we define an appropriate state11 function
g by adding .Cp v/ to the Helmholtz potential f . That is:

g D pv C f: (10.31)

Then dg D pdvC v dpC .df /: But .df / is equal to .�pdv� sdt/. Therefore, we
can write

dg D Cpdv C vdp C .�pdv � sdt/ D v dp � sdt: (10.32)

Thus, the characteristic independent variables for the Gibbs’ free energy, g; are the
pressure and the temperature. That is,

g � g.p; t/I

dg D
�
@g

@p

�

t

dp C
�
@g

@t

�

p

dt: (10.33)

10.5.1 Maximum Available Work: Isothermal–Isobaric
Change of State

We previously learned that when all the transformation processes occur quasi-
statically, the amount of work any thermodynamic system in contact with a single
heat energy reservoir – which maintains it at a fixed temperature – can possibly
perform is equal to the resulting decrease in its Helmholtz free energy. It is, however,
usually the case that in stable equilibrium the naturally provided reservoir – meaning
the atmosphere around the heat energy engine – not only serves as an energy
reservoir at constant temperature but also maintains its pressure constant. Then the
question that arises is the following. What is the amount of work that can possibly
be done by such an engine if, in addition to the constancy of the temperature, its
pressure, p; were also kept constant?

10.5.1.1 General Analysis

Consider two equilibrium states, i and j; of a given thermodynamic system in
thermal contact with a heat energy reservoir at temperature t – meaning, both the
temperatures, ti and tj ; of the states i and j are equal to t: Additionally, let there
also be a volume connection, across a freely movable piston, which ensures the
constancy of pressure between the system and the volume reservoir. The pressures,

11Again to be called the Gibbs potential, or equivalently, the Gibbs free energy, but note that in this
sub-section the system being treated has both � and Y absent.
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pi and pj ; of the two states are therefore equal to the pressure, p; of the volume
reservoir, that is, pi D pj D p: Finally, let the internal energy of the two states be,
ui and uj ; their volumes, vi and vj ; and their entropy, si and sj ; respectively. Then,
let us define the following equalities:

�u.i!j / D uj � uiI�w0
.i!j / D p0.v0

j � v0
i /C�.Z0

i!j /I�s.i!j / D sj � si I
�.Z0

i!j / D �
h˚��n0 C YX 0�

j
� ˚��n0 C YX 0�

i

i
: (10.34)

Note�.Z0
i!j / is the non-PdV “work done by the system” in going from the state i

to state j: As a result the inequality (10.20) becomes

t.sj � si / � .uj � ui/ � �w0
i!j .t/; (10.35)

or, equivalently,

t .sj � si / � .uj � ui/� p0 .v0
j � v0

i / �
�
g0
i � g0

j

�
� �.Z0

i!j /: (10.36)

Thus, the non-PdV work,�.Z0
i!j /; “done by the system” in going from the state i

to the state j; is almost always less than the corresponding decrease, .g0
i �g0

j /; in the
Gibbs free energy. And only exceptionally is the non-PdV work done by the system
equal to the decrease, .gi � gj /; in the Gibbs12 free energy of the system. And
that happens when all extensive thermodynamic variables undergo only quasi-static
changes. If any of the intervening processes are non-quasi-static, then the non-PdV
work done,�.Z0

i!j /; is less than the corresponding decrease, .g0
i�g0

j /; in the Gibbs
free energy. In other words, assuming that a given system is in thermal contact with
a heat energy reservoir, which maintains its temperature at t; and it can also freely
exchange volume with a volume reservoir, so that, in addition to the temperature,
the pressure p is also equalized between the system and the reservoir, then:

The maximum possible non-PdV work that can be extracted from such a
thermodynamic system, when it undergoes a transformation from one equilibrium
state to another, is equal to the corresponding decrease in its Gibbs free energy.
And the relevant maximum can only be achieved if all the transformation processes
occur quasi-statically.

10.5.2 Decrease in Gibbs Free Energy at Constant
Mole-Numbers and Constant X

10.5.2.1 The PdV Work

Here the mole-numbers as well as all X ’s are constant. Therefore, in (10.36)

12Note the absence of the prime in the quantity .gi � gj /:
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�.Z0
i!j / D 0:

This means, the non-PdV work is vanishing. As a result, according to (10.36), the
decrease in the Gibbs free energy in going from any initial equilibrium state i to
any final equilibrium state j – or, equivalently, during any spontaneous process – is
either equal to, or greater than, zero. That is,

gi .p; t/ � gj .p; t/ � 0; (10.37)

or equivalently,

gi .p; t/ � gj .p; t/: (10.38)

Therefore, in a system where the non-PdV work is vanishing, all isobaric–isothermal
spontaneous processes decrease the Gibbs free energy. More completely stated:

In a system which does only the PdV work, a spontaneous, isothermal–isobaric,
transformation can proceed only if the Gibbs free energy either decreases, or holds
steady. Note, in order for the Gibbs free energy to hold steady, all the processes
involved in the transformation must be quasi-static.

10.5.3 Extremum Principle for Gibbs Free Energy

Clearly, these spontaneous processes continue until the Gibbs free energy cannot
decrease any further. In other words:

The Gibbs free energy is a minimum in stable thermodynamic equilibrium for a
system that does only PdV work and whose temperature and pressure are maintained
constant by contact with external reservoirs.

10.5.4 Relative Size of Phases and Gibbs Potential Minimum

As mentioned before, while the relative number of moles of the two phases depends
upon the equilibrium state, their total mass is conserved. Therefore, in order
that in equilibrium the total value of the Gibbs free energy of such a bi-phase
thermodynamic system be at its minimum, during any spontaneous process the
relative number of moles of the given two phases must adjust itself to decrease
the Gibbs free energy by the largest amount.

Thus, at the equilibrium values of s; v and n; and at constant temperature – main-
tained by thermal contact with a heat energy reservoir – and at constant pressure –
maintained by contact with a volume reservoir across a freely compressible
piston – a bi-phase, single constituent system in thermodynamic equilibrium
behaves as follows:
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The relative number of moles of the two phases in the final equilibrium state is
such as leads to the lowest total value for the Gibbs free energy.

While the same ideas can also be extended to multi-constituent, multi-phase
systems, for brevity we continue to work with a single chemical constituent with
up-to two phases.

10.5.5 Equality of Specific Gibbs Free Energy
of Different Phases

Let the two different simultaneously present phases, A and B; constitute a given
thermodynamic system (at given fixed value of the pressure and temperature).
Further, let the “specific” Gibbs free energy of the two phases – meaning, Gibbs
free energy per mole – be gA and gB:

For an equilibrium state titled-1 let the numbers of moles for the two phases be
nA;1 and nB;1; respectively. Then the value of the Gibbs free energy, gtotalI1; of the
given thermodynamic system in state 1 is

gtotalI1 D nA;1gA C nB;1gB : (10.39)

Now, if there should be another equilibrium state titled 2; then with similar notation
we can write

gtotalI2 D nA;2gA C nB;2gB : (10.40)

Thermodynamic equilibrium stipulates that the system be in the state with the
lowest total value of the Gibbs free energy. Therefore, the given thermodynamic
system cannot possibly be in two different equilibrium states – unless, of course,
the total Gibbs free energy, gtotalI1 and gtotalI2; is the same for both the states 1 and 2:
Accordingly, we have

gtotalI1 D gtotalI2 D g.total/; (10.41)

where

nA;1gA C nB;1 gB D gtotalI1 D g.total/I
nA;2gA C nB;2 gB D gtotalI2 D g.total/: (10.42)

Also, let the total number of moles in the system be ntotal: Then, because the total
number of moles is conserved, the number of moles in state 1 is the same as it is in
state 2; that is,

nA;1 C nB;1 D ntotal D nA;2 C nB;2: (10.43)
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The only physically acceptable solution of the above two equations, that is, (10.42)
and (10.43), is

gA D gB: (10.44)

To sum up:
At constant pressure, in a bi-phase thermodynamic system that is in thermal

contact with a heat energy reservoir at a fixed temperature, the specific Gibbs free
energy of the two co-existent phases is the same.

Clearly, the above argument is readily extended to three – and indeed to an
arbitrary number of – phases.

It is interesting to recall that a system with two (or, indeed three) possible
thermodynamic phases – vapor–liquid, or (vapor–liquid and vapor–solid) – was first
treated in the chapter titled “Van der Waals Theory of Imperfect Gases.” There – see
the statement presented between (6.55) and (6.56) – it was stated without proof that:
“During phase transitions, thermodynamic stability requires the specific Gibbs free
energy to be the same for all phases.”

10.6 The Enthalpy: Remarks

As noted in (10.13), the characteristic independent variables for the internal energy
u are the volume v and the entropy s: That is, u D u.v; s/: The first time we used
the Legendre transformation in this chapter, we exchanged the entropy (that is, the
independent variable s) for the temperature (that is, the independent variable t),
thereby transforming out of the internal energy u D u.v; s/ into the Helmholtz free
energy f D f .v; t/: The Legendre transformation that was used next, exchanged
volume (that is, the independent variable v) for pressure (that is, the independent
variable p) thereby transforming the Helmholtz free energy f .v; t/ into the Gibbs
free energy g D g.p; t/:

For the simple thermodynamic system being considered here, there are only four
possible choices for the pairs of independent characteristic variables. These are
.v; s/; .v; t/; .p; t/ and .p; s/. So far in this chapter, only three of these have been
utilized: namely, .v; s/ in u.v; s/; .v; t/ in f .v; t/ and .p; t/ in g.p; t/: To make use
of the last of these four possible pairs, namely .p; s/;we need to transform the Gibbs
potential g.p; t/ into an appropriate Legendre transform that involves the variable
pair .p; s/:

Consider (10.32). As stated, we wish to transform out of the the term .�s dt/ in
the equation: dg D v dp�s dt:As such, we need to invent an appropriate potential 13

by adding .Cs t/ to g: That is:

h D g C st: (10.45)

13Incidentally, such a potential was first introduced in (3.54) where it was equated to u C p v and
named the Enthalpy.
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This leads to

dh D .dg/C sdt C tds

D .vdp � s dt/C sdt C tds D vdp C tds: (10.46)

Thus, the independent characteristic variables of the enthalpy h are the pressure p
and the entropy s:

dh.p; s/ D
�
@h

@p

�

s

dp C
�
@h

@s

�

p

ds: (10.47)

Note that despite this fact – namely, that the characteristic independent variables for
h are p and s – the enthalpy h can also be written as

h D g C st D u � ts C p v C st D u C pv: (10.48)

Indeed, this is how the enthalpy is usually represented!
A word of caution is in order. To a beginner, the essential identity of (10.48)

and (10.47) – both representing the enthalpy – may seem incongruous. Adding
to any possible such incongruity may also be the fact that previously – meaning
much earlier in this book, as for example in (3.89) – enthalpy was analyzed in
terms of yet other pair of variables: namely p and t: Of course, while that analysis
was perfectly legitimate for what was needed there, the more appropriate pair of
variables – namely the characteristic variables – for the enthalpy are indeed p and s:

10.6.1 Heat of Transformation

Liquids, when sufficiently cooled usually solidify. Similarly, solids, when heated
tend to liquify. Also, much as happens to frozen snow, occasionally, solids can
evaporate without liquifying. And, at appropriately high temperatures, liquids
boil, and in part vaporize. A convenient term for these occurrences is: “phase
transformations.”

Enthalpy, is an important state function. Because many issues that either relate
to, or involve, the enthalpy have already been discussed in detail – see, (3.78) and
related text – in what follows we shall only give a brief description of its use in the
treatment of heats of transformation, where the enthalpy plays a central role.

Generally, during a phase transformation the temperature, t; remains constant but
the volume changes, say from vi ! vf: There are exceptions to the volume change
rule – as, for example, is the case for, the so called, “second order phase transitions.”
In any event, because the transformation is isothermal, it is usually isobaric – so the
initial, pi; and the final, pf; values of the pressure are the same, that is, pi D pf D p:
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Assuming the volume increase,�v D .vf �vi/; occurs quasi-statically, the work,
�w; done by the system during the isothermal–isobaric volume change is

�w D p.vf � vi/:

If the heat energy used for the phase transformation – for one mole – is �q.PhTr/;

then according to the first law

�q.PhTr/ D �u C�w;

where�u D .uf � ui/ is the relevant increase in the internal energy. Therefore,

�q.PhTr/ D �u C�w

D uf � ui C p vf � pvi

D .uf C pvf/ � .ui C pvi/

D hf � hi D li!f: (10.49)

The important fact to note here is the following. In stable thermodynamic equilib-
rium, and at the temperature and pressure at which the given system undergoes a
phase transformation:

The heat energy, li!f; needed for the phase transformation – from a state i to a
state f – is equal to the corresponding increase, .hf � hi/ ; in the enthalpy.

Incidentally, for the so called second order phase transitions, the heat of
transformation is vanishingly small.

10.7 Thermodynamic Potentials: s; f; g and h

In the foregoing we have studied the following important thermodynamic state
functions: the internal energy u – e.g., as in (10.13); the Helmholtz free energy
f – as in (10.16); the Gibbs free energy g – as in (10.32); and the enthalpy h – as
in (10.46). We notice that, much like the derivatives of electrostatic or mechanical
potentials, the derivatives of these state functions also lead to appropriate “field
functions.” (See (10.50)–(10.53) below.) Therefore, in addition to the phrase
thermodynamic state function, the other phrase to use for u; f; g and h; that suggests
itself here, is “thermodynamic potential.”

For convenience, the relevant equations and their derivatives are represented
below:

See (10.13) W du D �pdv C tds D
�
@u

@v

�

s

dv C
�
@u

@s

�

v

ds;

Therefore W
�
@u

@v

�

s

D �p I
�
@u

@s

�

v

D t: (10.50)
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See (10.16) W df D �pdv � sdt D
�
@f

@v

�

t

dv C
�
@f

@t

�

v

dt;

Therefore W
�
@f

@v

�

t

D �p I
�
@f

@t

�

v

D �s: (10.51)

See (10.32) W dg D vdp � sdt D
�
@g

@p

�

t

dp C
�
@g

@t

�

p

dt;

Therefore W
�
@g

@p

�

t

D v I
�
@g

@t

�

p

D �s: (10.52)

See (10.46) W dh D vdp C tds D
�
@h

@p

�

s

dp C
�
@h

@s

�

p

ds;

Therefore W
�
@h

@p

�

s

D v I
�
@h

@s

�

p

D t: (10.53)

10.7.1 Characteristic Equations

The characteristic variables of two of the four thermodynamic potentials handled
above – namely, the Helmholtz potential f D f .v; t/ and the Gibbs potential g D
g.p; t/ – are easy to measure.14 If available, knowledge of these potentials – that is,
f and g – also helps determine the other two potentials: namely, the internal energy
u D u.v; s/ and the enthalpy h D h.p; s/:

10.7.2 Helmholtz Potential Helps Determine Internal Energy

For instance, imagine that the functional form of the Helmholtz potential, f .v; t/;
is known. Then, with the help of (10.51) and (10.14), the internal energy u may be
obtained as follows:

�
@f

@t

�

v

D �sI u D f C ts D f .v; t/ � t
�
@f

@t

�

v

: (10.54)

Further, because p D �
�
@f

@v

�
t
; if we are interested we can also determine the

pressure!

14These variables are, of course, .v; t / and .p; t/; respectively.
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10.7.3 Gibbs Potential Helps Determine Enthalpy

Similarly, if the functional form of the Gibbs potential, g.p; t/; is known, then with
the help of (10.31), (10.32), and (10.52) the enthalpy h can also be determined in
the following manner:

�
@g

@t

�

p

D �sIh D g C ts D g.p; t/ � t
�
@g

@t

�

p

: (10.55)

Because v D
�
@g

@p

�
t
; we can even determine the volume here !

10.8 The Maxwell Relations

Recall that for an exact differential dZ; where Z D Z.x; y/; one has the following
relationships

dZ D
�
@Z

@x

�

y

dx C
�
@Z

@y

�

x

dy; (10.56)

and

 
@
�
@Z
@x

�
y

@y

!

x

D @2Z

@y@x
D @2Z

@x@y
D
0
@@

�
@Z
@y

�
x

@x

1
A
y

: (10.57)

Because differentials of the state functions, u; f; g and h are exact, (10.50)–(10.53),
therefore, lead to the following set of useful relationships.

See equation (10.50) W
�
@u

@v

�

s

D �p;
�
@u

@s

�

v

D t I

Therefore;
@2u

@s@v
D �

�
@p

@s

�

v

D @2u

@v@s
D
�
@t

@v

�

s

:

See equation (10.51) W
�
@f

@v

�

t

D �p;
�
@f

@t

�

v

D �sI

Therefore;
@2f

@t@v
D �

�
@p

@t

�

v

D @2f

@v@t
D �

�
@s

@v

�

t

:

See (10.52) W
�
@g

@p

�

t

D v;

�
@g

@t

�

p

D �sI
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Therefore;
@2g

@t@p
D
�
@v

@t

�

p

D @2g

@p@t
D �

�
@s

@p

�

t

:

See (10.53) W
�
@h

@p

�

s

D v;

�
@h

@s

�

p

D t I

Therefore;
@2h

@s@p
D
�
@v

@s

�

p

D @2h

@p@s
D
�
@t

@p

�

s

: (10.58)

In (10.58), there are four equalities that are preceded by the word: ‘Therefore,’.
Clearly, to the extent that the second and the third of these equalities, that is,

�
@s

@v

�

t

D
�
@p

@t

�

v

; and;

�
@s

@p

�

t

D �
�
@v

@t

�

p

; (10.59)

describe the rates of change of the entropy in terms of, and with respect to, the
measurable parameters – the pressure, the volume, and the temperature – they are of
great thermodynamic interest. Indeed, one expects these relations to be particularly
useful for the calculation of the entropy.

Outwardly, that appears not to be the case for the relations one and four. That
view, however, changes if we look at the first and the fourth relations when they are
displayed upside-down. That is

�
@s

@p

�

v

D �
�
@v

@t

�

s

; and;

�
@s

@v

�

p

D
�
@p

@t

�

s

: (10.60)

Because the differentials on the right hand side of (10.60) are taken at constant value
of the entropy they outwardly do not appear to be as easy to handle experimentally
as the two differentials on the right hand side of (10.59), which do not involve the
entropy.

Yet, in practise, keeping the entropy constant is much easier to achieve than
finding the actual value of the entropy. Therefore, the relations given above in
(10.60), where the entropy occurs only as a parameter that remains constant, are
also useful.

For the record, we shall henceforth call the four relations that appear in
(10.59) and (10.60) as the Maxwell Relations for a simple thermodynamic system.
Additional Maxwell Relations for less simple thermodynamic systems, that involve
changes in mole numbers and other extensive variables such as X ; can also be
worked out. However, for brevity we shall not include that analysis here.
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10.8.1 Exercises

A motivated student might want to work out the Maxwell Relations for a less simple
thermodynamic system: for example, one with different mole numbers, that is, a
multi-constituent system.

10.9 Meta-Stable Equilibrium

The physical requirements that need to be satisfied for stable thermodynamic
equilibrium have been examined in Chap. 9 – see the section titled: “Stable Ther-
modynamic Equilibrium.” Additional aspects of the issue are studied in appendix G.
When those requirements are not met, the equilibrium is unstable. There is, however,
a possible third option.

At least in principle, a stable thermodynamic equilibrium is “almost infinitely
long lived.” This is so for two reasons:

The “Le Ch Oatelier’s Principle” assures us that15 infinitesimal spontaneous
processes that move the system out of equilibrium immediately get followed by ones
that bring the system back to equilibrium.

More generally, finite sized spontaneous processes are much less likely to occur.
Why is that the case? The answer is as follows: For given values of all the
constraints, the relevant values of all the unconstrained parameters, and the fixed
values of the temperature and the pressure, the Gibbs free energy is at its minimum
in thermodynamic equilibrium. And any finite sized spontaneous process, if it
should occur, would of necessity want to additionally decrease the Gibbs free energy
by a finite amount. And this decrease would need to happen even though the system
Gibbs free energy is already at its minimum !

However, if some or all of the constraint are loosened, finite sized spontaneous
processes may occur. Furthermore, according to statistical mechanics – see the
following chapter titled : “Statistical Thermodynamics” – when left to its own
devices, a thermodynamic system is subject to “tiny” spontaneous fluctuations that
move fractional parts of the system away from the equilibrium. Occasionally, and
in appropriate circumstances, these effects are additive and persist for long enough
period of time that the system can no longer be classified as being in a state of
thermodynamic equilibrium. And when that happens, the system is in a state of
“meta-stable” equilibrium.

Consider, for instance, a quantity of vapor, at temperature and pressure such
that under normal circumstances – that is, in the presence of some “condensation
nuclei” – it would be ready to condense into the liquid form. Assume that there are
no condensation nuclei – for example, tiny dust particles or groups of ions – present.

15See the chapter entitled:“Zeroth Law Revisited; Motive Forces; Thermodynamic Stability.”
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Further, assume that spontaneous processes that cause statistical fluctuations are few
and far between.

Now, very, very slowly start reducing the temperature. Because the system is also
completely free of any mechanical disturbance that might motivate the supercooled
vapor to condense, the usual change to liquid phase does not occur. Indeed, here
the vapor is being “supercooled” and often, this process can continue for a while
until the supercooled vapor undergoes a finite sized, spontaneous condensation
to the thermodynamically stable liquid phase. Note, however, that the finite sized
spontaneous condensation of the super-cooled vapor can occur only if the Gibbs
potential decreases in the process.

Liquids can also be supercooled. Instead of condensing into the solid phase, the
liquid state continues to exist even when the temperature has fallen below the normal
condensation point. Again the supercooled liquid eventually converts to the then
thermodynamically stable solid phase.

Much like supercooling, superheating can also occur. Beginning with a system in
the liquid phase, and while the pressure is kept constant, if the temperature is slowly
and gently increased beyond the point where the liquid normally vaporizes, one can
achieve a meta-stable state of superheating. Again, any small fluctuation here trans-
forms the system out of this meta-stable state into a state of equilibrium involving
the vapor phase. Again, any spontaneous process that brings the super-heated liquid
back to the equilibrium state would decrease the specific Gibbs potential.

Similar thoughts were expressed earlier in reference to the “Maxwell Prescrip-
tion” that was proposed for the Van der Waals isotherm. (See (6.52)–(6.58).) Note,
after an appropriate recommendation – see below 16 – physical use of the Gibbs free
energy was made, for the first time, there.

10.10 The Clausius–Clapeyron Differential Equation

In the foregoing we have learned that for the simultaneously present two phases –
say, phases A and B – in a single constituent, bi-phase thermodynamic system
in equilibrium, the specific Gibbs free energy uA is equal to uB: Of course, this
equality holds at temperature t and pressure p – both of which are set by contact
with an outside reservoir. The question that we ask here is the following: If
the simultaneously present two phases should stay in equilibrium even when the
reservoirs that control the pressure and the temperature are reset at the values pCdp
and tCdt; how would that affect the results ? In particular, would the rate of change
of the pressure with respect to the temperature be relevant?

16It was recommended there that “Because the reader has not yet been introduced to the Gibbs
free energy, upon first reading a beginner might postpone the reading of that section until after the
Gibbs potential had been introduced and fully discussed. Equation (6.52) and the development of
(6.55) will become more clear after the Gibbs free energy has been properly introduced and fully
explained. See (10.31)–(10.44).”
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To this purpose let us recall (10.32) – which describes the relevant increase in the
specific Gibbs free energy – and set it to refer separately to each of the two phases.
That is:

dgA D vA dp � sAdt; and; dgB D vB dp � sBdt; (10.61)

where .gA; sA; vA/ and .gB ; sB; vB/ are the specific – that is, the values per mole –
Gibbs potential, the entropy, and the volume, of the phases A and B; respectively.
Because, as explained earlier, in equilibrium the specific Gibbs potential of the
(two) co-existing phases is necessarily equal, that is, dgA D dgB; (10.61) leads to
the result

vA dp � sAdt D vB dp � sBdt: (10.62)

Or equivalently,

.sB � sA/
.vB � vA/ D dp

dt
D
	

dp

dt




A!B

D t.sB � sA/

t.vB � vA/
: (10.63)

Recall that under these circumstances, the temperature multiplied by the relevant
increase in the entropy per mole, that is, t .sB � sA/; is equal to the corresponding
increase in the enthalpy, that is, .hB � hA/: And the latter – according to (10.49)
and the description that follows it – is equal to the heat energy, lA!B; that is needed
for the phase transformation from A to B . (Recall that lA!B was called the latent
heat of transformation from A to B:)

In other words – that is, in the form of an equation – the following obtains:

t.sB � sA/ D hB � hA D lA!B: (10.64)

On combining (10.63) and (10.64), we are led to the following result for the slopeh
dp
dt

i
A!B

of the equilibrium curve that obtains – in the p � t plane – between the

phases A and B:

	
dp

dt




A!B

D lA!B

t .vB � vA/
: (10.65)

This is the Clausius–Clapeyron differential equation. It describes the phase bound-
ary between phases A and B – or equivalently stated, the slope of the equilibrium
curve between the A and the B phases – that are simultaneously present in a multi-
phase thermodynamic system in equilibrium (at some given temperature17 t and
pressure18 p:

17The temperature t is maintained by contact with a heat energy reservoir.
18The pressure p is maintained by contact with a so-called volume reservoir.
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Fig. 10.1 Schematic plot of
the Clausius–Clapeyron
equations and the phase
boundaries for real substances
except H2O [Copied with
permission from Sears and
Salinger, op. cit., figure 2-8
(a), p. 32]

SOLID

P
R

E
S

S
U

R
E

LIQUID

TRIPLE
POINT

CRITICAL
POINT

GAS

VAPOR

TEMPERATURE

S - L

S - V

L - V

In Fig. 10.1, a schematic plot is drawn of the phase boundaries that normally
obtain for the three different phase-duos. These are

(˛): A D liquid and B D gas;
(ˇ): A D solid and B D vapor; (� ): A D solid and B D liquid.
Note, while the numerator in (10.65) – that is, the latent heat of phase trans-

formation lA!B – can have a strong dependence on the temperature, and some
dependence on the pressure, it is almost always19 positive for all of the three cases,
˛ ! �: Similarly, the denominator – that is, t .vB � vA/ – clearly depends on t;
and usually also on p: Despite this fact, some general comments about the sign of
the denominator can also be made.

With regard to the liquid–gas and the solid–vapor phases, that is, the cases
referred to as ˛ and ˇ, we know that the specific volume of the gaseous – meaning
the gas or the vapor – phases exceeds that of the liquid or the solid phases. Therefore,
the difference .vB � vA/ > 0: Also, the latent heat, lA!B; for phase transformation
is positive for both the “vapor pressure curve” – that is, the case ˛ – and the

“sublimation pressure curve” – that is, the case ˇ: Thus,
h

dp
dt

i
A!B

is positive.

Next let us look at the solid-liquid phases, that is, the case �: For substances that
shrink on freezing – which is usually the case – the specific volume vA of the solid is
less than vB for the liquid. Thus, .vB �vA/ > 0:And because – as also stated earlier

– lA!B is positive for all the cases referred to in ˛; ˇ and �; the slope
h

dp
dt

i
A!B

is

also positive for the solid–liquid phases – see Fig. 10.1.

19An exception, usually cited, is liquid Helium at � 0.3 K.
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Fig. 10.2 Schematic plot of
the Clausius–Clapeyron
equations and the phase
boundaries for H2O [Copied
with permission from Sears
and Salinger, op. cit., figure
2-9 (a), p. 33]
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However, the opposite is the case for H2O – that is, pure water – which expands
when it freezes to ordinary ice, namely Ice I – and .vB � vA/ < 0: Therefore, for

the solid-liquid phases, that is, the case �; the slope
h

dp
dt

i
A!B

is negative for H2O

(see Fig. 10.2.)
Accordingly, while the equilibrium Pressure versus Temperature curves slope

upwards to the “right” for all the three cases ˛; ˇ and � – as in Fig. 10.1 – for Ice
I the solid–liquid curve – that is, the case � – slopes upwards to the “left” – as in
Fig. 10.2.

10.10.1 Solving Clausius–Clapeyron Differential Equation

Following (S–S – that is, Sears and Salinger)20 we describe below an approximate
integration of the Clausius–Clapeyron differential equation that refers to the case
where one of the phases is vapor. Note that this applies to both (˛) and (ˇ). The
approximations used are the following:

(a) All temperature and pressure dependence of the latent heat lA!B is small and
therefore negligible. Thus lA!B is approximately a constant.

(b) Specific volume of the liquid or the solid phases is assumed to be small in com-
parison to the specific volume of the vapor phase. Therefore, vB � vA � vB:

20See Sears and Salinger, op. cit., pages 194–196.
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(c) Further, the vapor phase may be treated as a perfect gas. Accordingly,

.vB/ �
�
R t

p

�
: (10.66)

With these approximations, the Clausius–Clapeyron differential (10.65) becomes

	
dp

dt




A!B

� lA!B

t .vB/
� lA!B

t
�
R t
p

� : (10.67)

This is a separable equation and can readily be integrated:

Z
dp

p
�
�
lA!B

R

�Z
dt

t2
I

ln .p/ �
�
lA!B

R

�	�1
t



C ln .constant/I

p � constant � exp

��lA!B

R t

�
: (10.68)

Thus, instead of just the derivative of the phase-separation curve – for phases A and
B – here we have an approximate representation of the phase separation curve itself
for both of the phase-duos specified in ˛ and ˇ:

10.10.2 Triple and the Ice-Points of Water: Why the Separation?

Again, we follow S–S : this time to study how the Clausius–Clapeyron differential
equation can be used to understand why the temperature of the ice-point – equal to
273.15 K – of pure water is slightly lower than that – that is, 273.16 K – of the triple
point. According to S–S, this fact: “. . . appears puzzling, since at both temperatures
ice and water are in equilibrium.”

At the triple point, which is at temperature t3 D 273:16K, the three phases –
namely: pure-water, that is, the liquid ; pure standard ice, that is, the solid; and water
vapor – are all in equilibrium. Here, the vapor pressure of water, the sublimation
pressure of ice, and the system pressure are all equal to p3 where

p3 D 4:58Torr:

(See the schematic plot of the triple point, and its neighborhood, in Fig. 10.2.)
On the other hand, at the ice point the following holds true: Pure ice, under total

pressure pi of exactly one atm, that is,

pi D 760Torr;

and at temperature ti ; is in thermal equilibrium with air-saturated water.
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Given that the pressures p3 and pi are noticeably different, it is no wonder that
the triple point temperature t3 should differ from the ice point temperature ti : Indeed,
one can estimate the corresponding temperature difference by using the Clausius–
Clapeyron differential equation.

To this end let us first note that the expected difference, ti � t3; in the temperature
is very small. Accordingly, an acceptable approximation to the left hand side of
(10.65) is the following:

	
dp

dt




A!B

D .pi � p3/
.ti � t3/

: (10.69)

Similarly, in the right hand side of (10.65), to three significant figure, we may use
the approximation:

t � .ti C t3/

2
	 273K: (10.70)

After first inverting (10.65) and then using the approximations indicated in (10.69)
and (10.69), we get

.ti � t3/
.pi � p3/ 	 273K � .vi � v3/

.lice!water/

� .ti � t3/

.1:01 � 105 N m�2/
� 273K �

�
1:00 � 10�3 � 1:09 � 10�3�m3 kg�1

3:34 � 105 J kg�1 ;

(10.71)

which leads to

.ti � t3/ � �
1:01 � 105N� � 273K �

�
1:00 � 10�3 � 1:09 � 10�3�Nm

3:34 � 105 J

� �0:0075K: (10.72)

Thus, the difference in the pressures of the triple point and the equilibrium point
of ice-coupled with pure water lead to a small difference between the triple point
temperature, t3; and the equilibrium temperature, ti ; of ice-coupled with pure water.
The triple point is very slightly warmer than the ice point.

In addition to the difference in pressures, the presence of dissolved air in water
also affects the value of .t3 � ti / : Dissolved air helps lower the temperature at
which liquid air is in equilibrium with pure ice under atmospheric pressure by about
0.0023 K. Thus, the triple point lies above the ice point by a total of approximately
0:0075C 0:0023 D 0:0098K. Because by international agreement the triple point
temperature is exactly 273.16 K, by this reckoning the ice point is very close
to 273.15 K.
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10.11 Gibbs Phase Rule

10.11.1 Multi-Phase Multi-Constituent Systems

So far in this chapter single phased, uni-constituent thermodynamic systems –
meaning, systems that are in a single phase and are composed of only one type of
molecule – have been treated. Here we extend that analysis to multi-phased, multi-
constituent systems.

Consider a thermodynamic system with `p different phases, each composed of
`c different chemical constituents. Let the i -th constituent in the j -th phase be
characterized by specific chemical potential – that is, chemical potential per mole –
equal to �.j /i : Assume there are n.j /i moles of the i -th constituent in the j -th phase
where i D 1; 2; : : : ; `c and j D 1; 2; : : : ; `p: In accord with the Euler (8.14), as
noted in (8.13), for such multi-phased, multi-constituent systems the total Gibbs
free energy, Gtotal; should be a weighted sum of the specific chemical potentials
over all of the `c constituents in each of the `p phases.

Gtotal D
iD`cX
iD1

jD`pX
jD1

�
.j /
i n

.j /
i : (10.73)

Note that of necessity the total number of molecules – or equivalently, total mole
numbers – for each constituent is conserved (compare (10.43)). That is, for any
constituent i we have

jD`pX
jD1

n
.j /
i D constant: Therefore;

jD`pX
jD1

dn.j /i D 0: (10.74)

Earlier in this chapter we learned two facts that are relevant here.
(1) First: The relative number of moles of different phases in the final equilibrium

state of a multi-phased thermodynamic system in thermodynamic equilibrium – at
the equilibrium values of the entropy, the volume, and at constant temperature and
pressure – is such that the total Gibbs free energy, Gtotal; is the lowest possible.
Accordingly, a system reaches thermodynamic equilibrium when its total Gibbs
free energy is a minimum. Further, if the temperature and the pressure are kept
constant, the total Gibbs potential remains stationary with respect to infinitesimal
changes in the equilibrium state. Because any such changes leave the specific
chemical potentials unchanged, they result in infinitesimally changing only the mole
numbers, nji ’s. And, of course, changes in the mole numbers happen subject to the
requirement – described in (10.74) – that the total number of any given type of
molecule is conserved. In addition, the following must also hold:
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dGtotal D
iD`cX
iD1

jD`pX
jD1

�
.j /
i dn.j /i

D
iD`cX
iD1

h
�
.1 /
i dn.1 /i C �

.2 /
i dn.2 /i C �

.3 /
i dn.3 /i C � � � C �

.`p/

i dn
.`p/

i

i

D 0: (10.75)

If every one of the `c �`p differentials dnji were independent – in the sense that their
values could be chosen without any regard to the values of the others – then (10.75)
would be satisfied only if all the chemical potentials �ji were vanishing. Clearly,
that solution would be un-physical.

But, as noted in (10.74), the differentials dnji are not all independent. As a result,
there must exist a more physical solution than the one where all chemical potentials
are vanishing. Indeed, we have already reported such a solution for uni-constituent,
dual phased systems in (10.44).

(2) Second: Extending the previous result – that is, that given in (10.44) – we
assert that for any given chemical constituent i; the specific Gibbs free energy �ji is
the same for all the `p different phases j: In other words, we assert that the following
is true.

�
.1/
i D �

.2/
i ; : : :; D �

.`p/

i I i D 1; 2; : : : ; `c: (10.76)

For each of the `c constituents i , according to (10.76) above, there are a total
of .`p � 1/ different equalities that must be satisfied. As a result, for the whole
thermodynamic system, this amounts to a total of `relationships different relationships
where

`relationships D `c.`p � 1/: (10.77)

10.11.2 Phase Equilibrium Relationships

10.11.2.1 Proof of (10.76)

Remember that the changes, dnji ; in the mole numbers are not independent. Rather
they are constrained by the requirement imposed by (10.74).

Write (10.74) and (10.75) in expanded form. Choose a constituent i – meaning,
choose molecules of type i – from the total of `c different constituents. Because the
total number of any given type of molecules is conserved, therefore according to
(10.74), a variation in the number of such molecules in phase 1 affects the number
of the same type of molecules present in other .`c � 1/ co-existent phases.
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dn.1 /i D �
h
dn.2 /i C � � � C dn

.`p /

i

i
: (10.78)

Next, multiply both sides by �.1 /i and insert the resulting expression into (10.75) on
the right hand side. In this fashion, we readily get

iD`cX
iD1

h
.�

.2 /
i � �

.1 /
i /dn.2 /i C .�

.3 /
i � �

.1 /
i /dn

.3 /
i C � � � C .�

.`p /

i � �.1 /i /dn
.`p /

i

i
D 0:

(10.79)
Notice that the constraint for dn.1/i prescribed by (10.78) has now been fully

satisfied in (10.79). Therefore, dn.j /i ’s for j � 2 can be handled independently. For

instance, assume that dn.2 /i ¤ 0 but dn.j /i D 0 for all j � 3. Then (10.79) becomes

iD`cX
iD1

h
.�

.2 /
i � �.1 /i /

i
dn.2 /i D 0: (10.80)

The above equation can be satisfied only if

�
.1 /
i D �

.2 /
i : (10.81)

Clearly, this argument can be repeated to obtain the equalities

�
.1 /
i D �

.3 /
i I

: : :

�
.1 /
i D �

.`p /

i : (10.82)

10.11.2.2 The Relationships

As was also noted following (10.76), there are a total of `c.`p � 1/ different
relationships implicit in (10.81) and (10.82). These relationships are often called
“Phase Equilibrium Relationships.” They generalize the previously derived result21

for a multi-phased, single constituent thermodynamic system which was in thermal
contact with a heat energy reservoir at a fixed temperature. The result there showed
that chemical potentials in different co-existent phases are all equal.

21See (10.44).
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10.11.3 The Phase Rule

Clearly, if a multi-phased thermodynamic system is not in equilibrium, then chem-
ical potentials – for a given constituent in all the co-existent phases – are not neces-
sarily equal. In an argument that was presented following (9.12) in the chapter titled:
“Zeroth Law Revisited; Motive Forces; Thermodynamic Stability,” it was concluded
that at constant temperature and pressure, molecules always flow out of a region of
higher chemical potential into a region of lower chemical potential. When for any
given constituent, differences in chemical potential exist between different phases, a
motive force is created which causes the relevant molecules to escape from regions
of higher chemical potential to those of lower chemical potential. This escaping
process continues until the relevant chemical potential is the same in all phases.

Consider a homogeneous thermodynamic system in which molecules from `c

constituents are present in `p different phases. Because by definition the sum of
mole fractions of all the constituents in any given phase is equal to unity, only
.`c � 1/ mole fractions can be chosen independently in any given phase. Thus in
`p different phases, the total number of possible choices of the mole fractions is
equal to `p.`c � 1/: The temperature and the pressure are added to this mix making
the total number of available variables, `variables; equal to

`variables D `p.`c � 1/C 2: (10.83)

10.11.4 The Variance

Numerical difference between the total number of variables available, `variables; and
the number of relationships that need to be satisfied, `relationships; is often called the
“variance,” `variance: It is equal to the number of variables that can arbitrarily be
chosen.

`variance D `variables � `relationships

D `p.`c � 1/C 2 � Œ`c.`p � 1/�

D `c � `p C 2: (10.84)

This is the “Gibbs Phase Rule” for the so called PdV systems that do not have any
non-PdV interaction.

10.11.4.1 Invariant Systems

When the variance is vanishing, that is, `variance D 0; the system is labeled
“invariant.” And if there are no non-PdV forces, we have

`p D `c C 2: (10.85)
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Of course, being invariant does not guarantee that all the relationships – that is,
the `c.`p � 1/ different equations – can be solved and all the `p.`c � 1/ C 2

variables – that is, the relative composition of all the phases as well as pressure
and the temperature – determined. What it does say, however, is that no arbitrary
assignment can be made to the result for any of the variables.

As an example of this feature, let us consider the triple point of water. Clearly
there is only one chemical constituent22: namely H2O molecules. So `c is equal to
1: Also, in equilibrium, the system has three phases: liquid, gas and solid. There-
fore, `p D 3I `variable D Œ`p.`c � 1/C 2� D 2 I `relationships D Œ`c.`p � 1/� D 2 I and
`variance D `variables � `relationships D 0: Consequently, the result that is obtained for
the available two variables – meaning, the pressure and the temperature – is what
it is and neither of them can be assigned an arbitrary value. Therefore, at the triple
point, both the pressure and the temperature have fixed values.

10.11.4.2 Mono-Variant Systems

Next, consider two co-existent phases: liquid water and its vapor. Again, there is
only a single chemical constituent, that is, the H2O molecules. Hence, `c D 1: But
now there are two phases: thus `p D 2: As a result the number of variables is equal
to two, that is, `variable D 2: However, there is only a single relationship: meaning,
`relationships D 1: Clearly, the relationship here must refer to the equality of the two
chemical potentials, that is, �liquid D �vapor.

In addition, now the variance is unity: meaning, `variance D 2 � 1 D 1:Of the total
of two available variables – clearly the temperature T and the pressure P – one can
be assigned an arbitrary value. Everyday experience confirms this fact. Water can
be heated to any desired temperature23 and the vapor-pressure is determined accord-
ingly. If the vapor pressure is increased beyond its appropriate value, the additional
vapor will condense into liquid form, as water. On the other hand, if the vapor pres-
sure is lower than its appropriate value for the temperature, more liquid will evap-
orate until the pressure regains its requisite value. Or indeed, while we do not often
witness this in our daily lives, the vapor pressure can be set at any desired value:
and that will determine the relevant, appropriate value of the system temperature.

10.11.5 Phase Rule for Systems with Chemical Reactions

In the above, all `c constituents were assumed to mix without any inter-reaction. If
this should not be the case, and there should be a total of r different, independent,
reversible chemical reactions that take place after the `c constituents have been
placed within the system, then the total number of independent equations is r more

22Therefore, the relative composition in all the phases is exactly known. It is exactly one!
23Physics for treating the boiling of water has not been included here. So this statement is valid
only as long as the temperature is above the freezing point but below the boiling point of water.
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than was previously the case. In other words, now `relationships D `c.`p � 1/ C r:

However, the number of variables is still the same, that is, `variables D `p.`c �1/C2:

Therefore,

`variance D `variables � `relationships

D `p.`c � 1/C 2 � Œ`c.`p � 1/C r�

D `c � `p C 2 � r: (10.86)



Chapter 11
Statistical Thermodynamics: Third Law

So far, no effort has been made to carry out exact numerical calculation of
state functions such as the entropy and the internal energy.1 Indeed, analyses of
thermodynamic state functions have focused mainly on their rates of change and
inter-relationships. This has happened for a reason. Without considerable help from
experimental observation, thermodynamics itself does not have any convenient
method to precisely calculate the entropy or even the internal energy. Often,
therefore, the good offices of statistical mechanics are needed for doing the same.

Using statistical mechanics is not unlike working with automobiles. There
are important issues that relate to the physics and engineering of automobiles.
While these issues are fundamental for, and integral to, achieving a full, proper,
and complete understanding of automobiles, most of us get by without knowing
anything about them. For an automobile to be any use to us, we must learn to drive
it – and hopefully do that safely and well.

With a view to describing how statistical thermodynamics calculations are carried
out, in the following we give first a brief and elementary description of the “standard
route” that is often traversed for the calculation of state functions for a classical
thermodynamic system which is in touch with a heat energy reservoir at some
temperature T and where the number of particles is constant. Much as is the case
for an automobile, there are important theoretical arguments in support of how and
why the standard procedure leads us to where we want to go. But discussing them
here would take us far afield. Therefore, we opt instead to learn only to drive!

To carry out a statistical mechanical calculation one needs to decide on the
type of ensemble to use. Next, one works out the relevant partition function.
In Sects. 11.1 and 11.2, we provide a partition function for use in a Canonical
ensemble. The thermodynamic system being analyzed here is a classical monatomic
perfect gas. The relationship of the partition function to thermodynamic potentials

1Excepting, of course, for the one attempt that was made by making rudimentary use of statistical
mechanics in the calculation of the internal energy u – see (2.13)–(2.27). But the calculation of the
entropy, and some other thermodynamic potentials, requires a more serious effort.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics,
DOI 10.1007/978-3-642-21481-3
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is also described. Using the statistical mechanical procedure, thermodynamics of
mixed perfect gases in a variety of physical situations is studied in Sects. 11.3 and
11.4. Perfect gas of classical diatoms is analyzed in Sect. 11.5. Thermodynamics of
harmonic and anharmonic simple oscillators, classical dipole pairs, and Langevin
paramagnetism is discussed in Sects. 11.6–11.8. Extremely relativistic monatomic
ideal gas is treated in Sect. 11.9. The case of a classical gas with inter-particle
interaction is studied in Sect. 11.10. Next, a study of quantum systems is begun.
First treated are quasi-classical quantum systems. Also, quasi-classical quantum –
sometimes called “classical-co-quantum” – and quantum statistics are compared
and contrasted in Sect. 11.11. While rigid quantum and hetero-nuclear diatoms
are treated in Sects. 11.12 and 11.13, Sects. 11.14 and 11.15, respectively, deal
with homo-nuclear diatoms and diatoms with vibrational motion. Nernst’s heat
theorem and the third law are analyzed in Sect. 11.16. Section 11.17 is devoted
to dealing with the concept of negative temperatures. Use of grand Canonical
ensemble – first for classical and then for quantum systems – is begun in Sects. 11.18
and 11.19, respectively. Non-interacting Bose–Einstein and Fermi–Dirac gases are
introduced in Sect. 11.21. Section 11.22 deals with perfect Fermi–Dirac gas and
Pauli paramagnetism. Landau diamagnetism is also discussed here. The Richardson
effect is described in Sect. 11.23. Detailed discussion of the Bose–Einstein gas
is provided in Sects. 11.24 and 11.25. Black body radiation and phonons are
treated in Sects. 11.26 and 11.27, respectively. A table of Debye temperatures and
thermodynamic potentials is provided in the concluding section Sect. 11.28.

11.1 Partition Function: Classical Systems in ı-Dimensions

11.1.1 The Canonical Ensemble

Assume the temperature T of the given thermodynamic system, with a specified
number of particles, is maintained at a fixed value by contact with a heat energy
reservoir.

(a): Find a functional form for the system Hamiltonian. The Hamiltonian, H D
H.Q; p/; is the sum of kinetic and potential energies of the N particles that
constitute the thermodynamic system. Variables that are needed for specifying
the Hamiltonian can often be expressed in terms of the number N and
mutually conjugate variables, say Q; and p: For instance, Q may represent
the Nı-dimensional position vectors for the N particles: or equivalently, their
Nı position variables D .q1; q2; : : : ; qNı/: Similarly, p may stand for the Nı-
dimensional momentum vectors for the N particles: or equivalently, their
Nı momentum variables D .p1; p2; : : : ; pNı/: Here, ı stands for the spatial
dimensionality of the system; and if all of the N particles are identical, each
will be assumed to have mass m:



11.1 Partition Function: Classical Systems in ı-Dimensions 411

(b): Calculate the so-called partition function, „.N; V; T /; that is defined as
follows:

„.N; V; T / D .N Š/�� h�Nı
Z 1

�1
: : :

Z 1

�1
dQ � dp � exp Œ�ˇH.Q; p/�: (11.1)

The notation used here2 – see also (2.13)–(2.27) – is the following: N is the
total number of particles, each of mass m, V the volume, and T the “statistical-
mechanical” temperature – called the “Kelvin” temperature (usually labeled as T K
but occasionally also as T k:). If all theN particles3 are “in-distinguishable,” which
is often the case, then � D 1; otherwise – that is, if they all are distinguishable –
� D 0: Additionally, the following notation is used:

dQ D d q1d q2 : : : dqNı I
dp D dp1dp2 : : : dpNı I

ˇ D 1

kBT
D
�
NA

RT

�
D
�
N

nRT

�
I (11.2)

n and NA refer to the number of moles and the Avogadro’s number, respectively;
R is called the “molar gas constant: kB is the Boltzmann constant: h is the Planck
constant. In addition, the velocity of light, c; in vacuum is a useful number to have:4

NA D 6:02214179.30/� 1023 mol�1

R D 8:3144 72.15/ J mol�1 K�1

kB D 1:38065 04.24/� 10�23 J K�1

h D 6:62606896.33/� 10�34 J s

c D 2:99792458� 108 m s�1: (11.3)

In (11.1), the integrations over the Q variables are carried out over the maximum
volume available to each of the N particles. The integration over the momentum
variables is over the – in principle – infinite range available to the momenta from
�1 to C1:

2Note: There are situations where the appropriate variables to use are different thanQ and P: Such
is often the case for systems involving angular motion. See, e.g., (11.45)–(11.55).
3Be careful when dealing with mixtures: see, e.g., (11.22) and compare with (11.29)–(11.33) and
the argument following (11.29).
4Also, see (2.12) – and the statement that follows it – for details.
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It is helpful to deal directly with the factorial ofN that occurs in (11.1). Because
N is a very large number, one may use the Stirling asymptotic expansion: namely5

NŠ D .2	N/1=2
�
N

e

�N 	
1C 1

12N
C 1

288N 2
�O

�
1

N 3

�

: (11.4)

This looks fierce ! It turns out, however, that statistical mechanics generally works
with the natural logarithm of N Š Therefore (11.4) can be simplified.

ln .N Š/ D ln

"
.2	N/1=2

�
N

e

�N
O

�
exp

�
1

N

��#

D 1

2
ln.2	N/C ln

�
N

e

�N
CO

�
1

N

�

D
(

ln

�
N

e

�N) 	
1CO

�
.1=2/ ln.2	N/

N ln.N=e/

�


D ln

�
N

e

�N 	
1CO

�
1

N

�

� ln

�
N

e

�N
: (11.5)

Thus, to the leading order, we can use the approximation

.N Š/ �
�
N

e

�N
: (11.6)

Because N; the number of particles, is 
 1; the above equality is almost exact.

(c): Following Boltzmann–Maxwell’s ideas – as extended by Gibbs6 – the partition
function, „.N; V; T /; determines the Helmholtz free energy F: Once F is
known, other thermodynamic potentials – as well as the pressure – are readily
evaluated. For convenience these relationships are listed below:

F.N; V; T / D �kBT ln„.N; V; T /I

P.N; V; T / D �
�
@F

@V

�

N;T

I

5See: Abramowitz, M. and Stegun, I. (2002), Handbook of Mathematical Functions; Paris, R. B.
and Kaminsky, D. (2001), Asymptotics and the Mellin-Barnes Integrals, New York: Cambridge
University Press; Whittaker, E. T. and Watson, G. N. (1996), A Course in Modern Analysis (4th
ed.), New York: Cambridge University Press.
6To be referred to as BMG.
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S.N; V; T / D �
�
@F

@T

�

N;V

I

G.N; V; T / D N

�
@F

@N

�

T;V

D n� D F C PV I

U.N; V; T / D �
�
@ ln„.N; V; T /

@̌

�

N;V

D F C TS I

H.N; V; T / D U C PV: (11.7)

We have used the standard notation here. That is, F is the Helmholtz free energy;
P is the pressure; S is the entropy; G is the Gibbs Potential and � is the chemical
potential per mole; n is the number of moles; U is the internal energy; andH is the
enthalpy.

11.2 Non-Interacting Classical Systems: Monatomic Perfect
Gas in Three-Dimensions

The Hamiltonian H.Q; p/ for a perfect gas is assumed not to include the effects
of any external forces. Therefore, (11.1) is isotropic – which implies that both the
Hamiltonian and all its physical consequences are the same in all directions. Also,
because inter-atomic coupling is completely absent, and there are no single-body
potentials, the system Hamiltonian has no potential energy terms – which would
normally be position dependent. Therefore, H.Q; p/ is independent of the position
vectors Q: Indeed, although an atom has finite mass, here we shall assume that
it is so tiny that it does not rotate around its own center. With these assumptions,
the Hamiltonian is just the total translational kinetic energy of the N atoms.
Accordingly, the Hamiltonian depends only on the sum of the squares of the 3-N
components .p1; p2; : : : ; p3N / of the N; three-dimensional, momentum vectors.

H.Q; p/ D H D
3NX
iD1

�
p2i
2m

�
: (11.8)

Recall that all atoms have the same mass m:

11.2.1 The Partition Function

We are now in a position to calculate the thermodynamics of N non-interacting
classical single-atoms in three dimensions. While the subject of indistinguishability
will be treated later when we get to study quantum many-body systems, we assume
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that these atoms are “indistinguishable for the present purposes.” In the partition
function

„.N; V; T / D .N Š/�1 h�3N
Z

Q

dQ
Z 1

�1
: : :

Z 1

�1
dp exp Œ�ˇH�; (11.9)

the integral overQ is trivial because (here) exp Œ�ˇH� does not depend onQ: Also,
each of the N atoms contributes a factor V that is equal to the maximum volume
available to it. Therefore,

Z

Q

dQ D
iDNY
iD1

"Z

qi;x

Z

qi;y

Z

qi;z

d qi;xd qi;ydqi;z

#
D V N ; (11.10)

and as a result, (11.9) becomes

„.N; V; T / D .N Š/�1 h�3N
Z

Q

dQ
Z 1

�1
: : :

Z 1

�1
dp exp Œ�ˇH�

D 1

N Š

�
V

h3

�N Z 1

�1
: : :

Z 1

�1
dp1 : : : dp3N exp

 
�ˇ

3NX
iD1

p2i
2m

!
:

(11.11)

The remaining integrals in (11.11) are of a standard form and are worked out in
detail in (A.18)–(A.22). Therefore, only a brief description is provided below.

Z 1

�1
: : :

Z 1

�1
exp

 
�ˇP3N

iD1 p2i
2m

!
dp1dp2 : : : dp3N

D
3NY
iD1

	Z 1

�1
exp

��ˇp2i
2m

�
dpi



D

3NY
iD1

�
2m	

ˇ

� 1
2

D
�
2m	

ˇ

� 3N
2

: (11.12)

Inserting the result of (11.12) into (11.11) leads to the partition function for the
perfect gas:

„.N; V; T / D 1

N Š

�
V

h3

�N "�
2m	

ˇ

� 3N
2

#

�
�
eV

Nh3

�N h
.2	mkBT /

3N
2

i
D „.N; V; T /IG: (11.13)

Because the partition function for the perfect gas – sometime called the “ideal gas” –
will be needed again later, it is helpful to introduce a convenient notation, e.g.,
„.N; V; T /IG; for it. [Note that the subscript IG stands for “ideal gas.”]
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11.2.2 Monatomic Perfect Gas: Thermodynamic Potentials

Once the partition function,„.N; V; T Im/IG; has been calculated, then with the use
of (11.7) the Helmholtz free energy,

FIG.N; V; T / D �NkBT ln

	�
eV

Nh3

�
.2	mkBT /

3
2



; (11.14)

the pressure, PIG; and thermodynamic potentials – such as the entropy, SIG; the
Gibbs potential GIG; the internal energy UIG; and the enthalpy, HIG – are readily
found. Note that the suffix IG is specific to the monatomic ideal – i.e., perfect –
gas.

Using (11.7) and (11.14) we find

PIG.N; V; T / D �
�
@FIG

@V

�

N;T

D NkBT

V
; (11.15)

SIG.N; V; T / D �
�
@FIG

@T

�

N;V

D N kB ln

�
V

N

�
C 3

2
NkB ln

�
2	mkBT

h2

�
C
�
5

2

�
NkB; (11.16)

and

GI;G.N; V; T / D FI;G.N; V; T /C PV D n�

D �kBTN ln

��
V

Nh3

�
.2	mkBT /

3
2

�
: (11.17)

Next, the internal energy can be evaluated from (11.14) and (11.16).

UI;G.N; V; T / D FI;G.N; V; T Im/C TSI;G.N; V; T /

D �
�
@.ln„/

@̌

�

N;V

D
�
3

2

�
NkBT: (11.18)

Because in an ideal gas, at temperature T; each degree of freedom contributes

to the free energy an amount equal to
�
kB T
2

�
per-particle, the above proves that

the number of degrees of freedom is equal to three. Also, since PV D N kB T the
enthalpyHI;G.N; V; T /; being equal to ŒUI;G.N; V; T /C PV �; is

�
5
2
NkBT

�
:
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11.3 Monatomic Perfect Gases: Changes Due to Mixing

11.3.1 Example I: Isothermal Mixing of Ideal Gas: Different
Pressures but Same Gas and Same Number of Atoms

An adiabatically isolated vessel has two chambers, to be referred to as 1 and 2: The
chambers are separated by a massless, friction free, partition of zero volume. Both
chambers contain the same ideal gas; are maintained at the same temperature T I
and the gas in them initially contains the same number, N; of atoms. However, the
volumes – V1 and V2 – and, therefore, the initial pressures – P1 and P2 – of the gas
in the two chambers are different. Calculate the resulting change in thermodynamic
potentials if the partition is removed and the gas in the two chambers is allowed to
mix homogeneously?

11.3.1.1 Solution

We are told that two portions of the ideal gas – to be labeled 1 and 2 – are placed
in two different chambers of volume V1 and V2: The initial pressure of the ideal gas
in the two chambers is P1 and P2: The temperature of the gas, T; and initially the
number of particles, N; in each of these chambers is the same. Once the partition
separating the chambers is removed, the gas from the two sides mixes together and
achieves a total volume equal to V1 C V2:

The resulting change in thermodynamic potential was evaluated in an earlier
chapter – see (5.33) and (5.35) where use was made of only the standard thermo-
dynamic techniques. Furthermore, the earlier calculation for change was limited to
only one thermodynamic potential – namely the entropy. In the following we use
statistical mechanics instead. It enables us to determine change in all the relevant
thermodynamic potentials. Let us begin first with the entropy.

11.3.1.2 Change in the Entropy

The expression for the entropy, both before the mixing of portions 1 and 2 – namely,
S1 and S2 – and after their mixing, namely – S1C2 – is available in (11.16) in the
form SIG.N; V; T /: All we need to do here is transcribe the appropriate variables.
Thus we have7

S1 D SIG.N; V1; T /

D NkB ln

�
V1

N

�
C 3

2
N kB ln

�
2	mkBT

h2

�
C
�
5

2

�
N kBI

7Note: After the mixing there are 2N particles and their volume is V1 C V2:
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S2 D SIG.N; V2; T /

D N kB ln

�
V2

N

�
C 3

2
N kB ln

�
2	mkBT

h2

�
C
�
5

2

�
NkBI

S1C2 D SIG.2N; V1 C V2; T /

D 2NkB ln

�
V1 C V2

2N

�
C 3N kB ln

�
2	mkBT

h2

�
C 5NkB: (11.19)

Therefore,

S1C2 � S1 � S2 D 2NkB ln

�
V1 C V2

2N

�
�NkB ln

�
V1

N

�
�NkB ln

�
V2

N

�

D NkB ln

"
.V1 C V2/

2

4V1V2

#
: (11.20)

The result presented in (11.20) is identical to that obtained by employing standard
thermodynamics procedures(see (5.33)). Using the simple equation of state for the
ideal gas in its initial state, that is Pi Vi D N kB T for i=1, and 2, (11.20) can also
readily be expressed in terms of the pressures P1 and P2: That is:

S1C2 � S1 � S2 D NkB ln

"
.P1 C P2/

2

4 P1P2

#
: (11.21)

Again, the result given in (11.21) is identical – as it ought to be – to that found
earlier – see (5.35).

11.3.2 Exercise I

Using the above procedure, calculate the following differences: F1C2 � F1 � F2; in
the Helmholtz potential;G1C2 �G1 �G2; in the Gibbs potential; U1C2 � U1 � U2;
in the internal energy; andH1C2 �H1 �H2; in the enthalpy. The subscripts 1 and 2
refer to the portions of the gas labeled 1 and 2; respectively, while the subscript 1C2
describes their mixture.

11.3.3 II: Isothermal Mixing of Monatomic Ideal Gas:
Different Pressures and Different Number of Atoms

Two different vessels are placed together in an isolating chamber. Both the vessels
contain the same ideal gas, at the same temperature T; but their volumes, V1
and V2; are different. Initially, these vessels have different numbers, N1 and N2;
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of particles and have different pressures P1 and P2; respectively. Calculate any
resulting changes in thermodynamic potentials if the vessels are connected and the
gas in the two vessels is allowed to mix homogeneously?

11.3.3.1 Solution

By using standard thermodynamics techniques, the resulting change in the entropy
was evaluated in an earlier chapter – see (5.43) and (5.44). However, by employing
statistical mechanics the entropy before the mixing – namely, S1 and S2 – and after
the mixing – namely, S1C2 – can be determined directly from (11.16). As was done
in the preceding subsection, all we need to do is transliterate (11.16) to the variables
relevant to the present case. We get:

S1 D SIG.N1; V1; T /

D N1kB ln

�
V1

N1

�
C 3

2
N1kB ln

�
2	mkBT

h2

�
C
�
5

2

�
N1kBI

S2 D SIG.N2; V2; T /

D N2kB ln

�
V2

N2

�
C 3

2
N2kB ln

�
2	mkBT

h2

�
C
�
5

2

�
N2kBI

S1C2 D SIG.N1 CN2; V1 C V2; T /

D .N1 CN2/kB ln

�
V1 C V2

N1 CN2

�
C 3

2
.N1 CN2/ kB ln

�
2	mkBT

h2

�

C
�
5

2

�
.N1 CN2/ kB: (11.22)

[Note that after the mixing there are .N1 CN2/ particles – that isN ! .N1 CN2/ –
and their volume is .V1 C V2/ – that is V ! .V1 C V2/:] Therefore,

S1C2 � S1 � S2 D .N1 CN2/kB ln

�
V1 C V2

N1 CN2

�

�N1kB ln

�
V1

N1

�
�N2kB ln

�
V2

N2

�
: (11.23)

This result is, of course, identical to that obtained by using standard thermodynamics
procedures(see (5.43)). Utilizing the equation of state: PiVi D Ni kBT for i D
1; or; 2 we can re-write the result given in (11.23) as follows:

S1C2 � S1 � S2 D kB ln

2
64

�
N1
P1

C N2
P2

�.N1CN2/

.N1 CN2/
.N1CN2/ .P1/

N1 .P2/
N2

3
75: (11.24)
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Again this result is the same as previously obtained for the mixing of identical
perfect gases that are at the same temperature but have different pressure and number
of atoms – see (5.44).

11.3.4 Exercise II

Using the above procedure, calculate the following differences: F1C2 � F1 � F2; in
the Helmholtz potential;G1C2�G1�G2; in the Gibbs potential;U1C2�U1�U2; in
the internal energy; andH1C2 �H1 �H2; in the enthalpy. As before, the subscripts
1 and 2 refer to the portions of the gas labeled 1 and 2; respectively, while the
subscript 1C 2 describes their mixture.

11.3.5 III: Mixing of Ideal Gas with Different Temperature,
Pressure, and Number of Atoms

Two different vessels are placed together in an isolating chamber. While both the
vessels contain the same ideal gas, their volumes, V1 and V2; and their initial
temperatures, T1 and T2; are different. Also, initially these vessels have different
numbers, N1 and N2; of particles and have different pressures P1 and P2; respec-
tively. Calculate any resulting changes in thermodynamic potentials if the vessels
are connected and the gas in the two vessels is allowed to mix homogeneously?

11.3.5.1 Solution

We need to remind ourselves of two things: First: Before mixing, the equation of
state of each of the two parts of the ideal gas is Pi Vi D Ni kB Ti where i D 1; or; 2:

Second: While before mixing, the temperatures of the two parts of the given ideal
gas are T1 and T2; after mixing the joint system has only one temperature. We shall
call it Tfinal:

Tfinal D .N1T1 CN2T2/=.N1 CN2/: (11.25)

The entropy before the mixing – namely, S1 and S2 – and after the mixing – namely,
S1C2 – can be determined8 directly from (11.16).

S1 D SIG.N1; V1; T1/

D N1kB ln

�
V1

N1

�
C 3

2
N1kB ln

�
2	mkBT1

h2

�
C
�
5

2

�
N1kBI

8Note: After the mixing there are .N1 CN2/ particles, their volume is .V1 C V2/ and their
temperature is Tfinal:
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S2 D SIG.N2; V2; T2/

D N2kB ln

�
V2

N2

�
C 3

2
N2kB ln

�
2	mkBT2

h2

�
C
�
5

2

�
N2kBI

S1C2 D SIG.N1 CN2; V1 C V2; Tfinal/

D .N1 CN2/kB ln

�
V1 C V2

N1 CN2

�
C 3

2
.N1 CN2/ kB ln

�
2	mkBTfinal

h2

�

C
�
5

2

�
.N1 CN2/ kB: (11.26)

Therefore, we have

S1C2 � S1 � S2 D 3

2
kB ln

"�
Tfinal

T1

�N1
�
�
Tfinal

T2

�N2#

C kB ln

"�
V1 C V2

N1 CN2

�.N1CN2/ �N1
V1

�N1 �N2
V2

�N2#
: (11.27)

Now using (5.53) for the portions 1 and 2;

V1 D kB

�
T1N1

P1

�
and V2 D kB

�
T2N2

P2

�
;

the dependence upon V1 and V2 can be re-cast in terms of the pressures P1 and P2:
That is,

S1C2 � S1 � S2 D 3

2
kB ln

"�
Tfinal

T1

�N1
�
�
Tfinal

T2

�N2#

CkB ln

2
4
 
T1N1
P1

C T2N2
P2

N1 CN2

!N1CN2 �
P1

T1

�N1 �P2
T2

�N2
3
5 : (11.28)

Of course, when T2 D T1 D Tfinal; the result given in (11.28) is identical to that
obtained in (5.58).

11.3.6 Exercise III

Using the above procedure, calculate the following differences: F1C2 � F1 � F2; in
the Helmholtz potential ;G1C2�G1 �G2; in the Gibbs potential ; U1C2�U1�U2;
in the internal energy; and H1C2 � H1 � H2; in the enthalpy. As in the above, the
subscripts 1 and 2 refer to the portions of the gas labeled 1 and 2; respectively, while
the subscript 1C 2 describes their mixture.
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11.4 Different Monatomic Ideal Gases Mixed

Assume that two different monatomic ideal gases are both at the same tempera-
ture T: They consist of N1 andN2 atoms of mass9 m1 andm2; and are placed in two
different chambers of an adiabatically isolated vessel. The volume of these chambers
is V1 and V2; respectively. When there is gas present, it can be exchanged via an
interconnecting stop-cock of zero heat capacity. Initially, the gas in these chambers
is at pressures P1 and P2; respectively.

Two things need to be noted.
First: Before mixing, the equation of state of the ideal gas in either of the two

chambers is Pi Vi D Ni kB T where i D 1; or; 2:

Second: While before mixing, the different monatomic ideal gases occupy
different volumes, V1 and V2; after mixing both the gases occupy the same joint
volume .V1 C V2/:

We shall begin by calculating the various thermodynamic potentials of the gas
initially present in each of the two vessels. To this end we need their partition
functions.

Clearly, either of the ideal gases in their single, un-mixed state, can be repre-
sented by the partition function recorded earlier. All that needs to be done here is to
make appropriate changes in the variables N;V and m: Thus, (11.13) specifies the
following partition functions for the unmixed, monatomic but different ideal gases
1 and 2:

„.N1; V1; T Im1/IG D
�
e V1

N1 h3

�N1 h
.2	m1kBT /

3N1
2

i
I

„.N2; V2; T Im2/IG D
�
e V2

N2 h3

�N2 h
.2	m2kBT /

3N2
2

i
: (11.29)

Regarding the mixture of “different” ideal gases, the partition function is the
product of their individual partition functions. It is, however, not the product of
exactly the partition functions as given in (11.29) above. The reason is that any
atom in either of the gases in their combined status has access to the full volume
.V1 C V2/. Therefore, as anticipated from (11.13), the partition function of the
mixture of the two different ideal gases is the following:

„.mixture/ D „.N1; .V1 C V2/; T Im1/IG �„.N2; .V1 C V2/; T Im2/IG

D
�
e .V1 C V2/

N1 h3

�N1 h
.2	m1kBT /

3N1
2

i

�
�
e .V1 C V2/

N2 h3

�N2 h
.2	m2kBT /

3N2
2

i
: (11.30)

9Examples of such mixing could be the mixing of Helium and Neon, or Argon, etc. Or indeed,
3He2 and 4He2:
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11.4.1 Thermodynamic Potentials

As before, we first work out the Helmholtz potential energy.

F1 D FIG.N1; V1; T Im1/ D �kBT ln„.N1; V1; T Im1/IGI
F2 D FIG.N2; V2; T Im2/ D �kBT ln„.N2; V2; T Im2/IGI

F1C2 D �kBT ln f„.mixture/g : (11.31)

The entropy is calculated next. We have S D � � @F
@T

�
N;V

: Accordingly,

S1 D SIG.N1; V1; T Im1/I
S2 D SIG.N2; V2; T Im2/I

S1C2 D SIG.N1; V1 C V2; T Im1/C SIG.N2; V1 C V2; T Im2/: (11.32)

Therefore, the increase in the entropy as a result of the mixing of two different ideal
gases at the same temperature T is equal to

S1C2 � S1 � S2 D N1kB ln

�
V1 C V2

N1

�
CN2kB ln

�
V1 C V2

N2

�

�N1kB ln

�
V1

N1

�
�N2kB ln

�
V2

N2

�

D N1kB ln

�
V1 C V2

V1

�
CN2kB ln

�
V1 C V2

V2

�

D kB ln

2
64

�
N1
P1

C N2
P2

�N1CN2

.N1/
N1 � .N2/N2

.P1/
N1 .P2/

N2

3
75 : (11.33)

11.4.2 Gibbs Paradox

G.W. Gibbs was arguably the most important contributor to what may be called
early-modern thermodynamics. Not having the space – or the time – to dwell on
the details of his multifaceted contributions, here we shall refer only to his work on
Thermodynamics of Mixtures – and, in particular to what is known as the Gibbs
Paradox. Indeed, in the following we discuss only an intimately related but more
accessible version of the Gibbs Paradox.

The increase in the entropy caused by the mixing of two different gases10 is
recorded in (11.29)–(11.33). Although the masses of the atoms in the two different

10See the comments following (11.29).



11.5 Perfect Gas of Classical Diatoms 423

gases discussed there are defined to be m1 and m2 and are not necessarily equal,
the final result for S1C2 � S1 � S2 does not show any presence of that information!
Outwardly, therefore, this result could just as well have applied to the mixing of
identical gases for which m1 is necessarily equal to m2: These thoughts are clearly
disconcerting, and might possibly imply that our analysis given in the foregoing is
not quite right!

Gibbs noticed this conundrum and managed to explain why both (11.24)
and (11.33) should in fact be correct. He argued that even though the increase in the
entropy for the mixing of identical gases – as recorded in (11.24 – and that for the
similar mixing of different gases – as in (11.33) – are both seemingly independent
of the two masses m1 and m2; they are in fact quite different in detail (for instance,
compare the denominators within the logarithm). And the reason for the difference
is the following:

The partition function, for a mixture of two identical gases with total number of
particles equal to .N1 CN2/; should be divided by .N1 CN2/Š (Notice that we have
followed the Gibbs suggestion in our work here – see, for instance, (11.22)–(11.24)
and the statement that follows (11.22).

In contrast, when the gases being mixed are different, irrespective of whether
their atomic masses are the same, the partition functions of the type 1 and type 2
atoms should be dealt with separately. This way, the relevant dividing factor would
equal .N1Š/ for type 1 atoms and .N2Š/ for type 2 atoms. Of course, then the total
partition function will be the product of these two partition functions. And, indeed,
this is exactly what we have done here.

11.4.3 Exercise IV

Extending the above work and that presented in (11.29)–(11.33), calculate ther-
modynamic potentials for a mixture of different ideal gases with different initial
volume, different number of particles, different initial temperature and of course
particles with different masses. However, rather than calculating the actual value of
the final temperature – which in addition to the masses and the initial temperatures
of the two gases will also involve their specific heats – for simplicity, assume that
the final temperature of the mixture is defined just by the symbol Tfinal:

11.5 Perfect Gas of Classical Diatoms

11.5.1 Free Interatomic Bond

As mentioned in Chap. 2, a “monatomic molecule” – i.e., a single, zero-sized atom –
by definition, cannot have any vibrational or rotational motion of its own. Therefore,
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it has only three translational degrees of freedom. A diatomic molecule with
zero inter-atomic interaction – and no associated electronic or nuclear dynamics
whatever - consists of two completely free monatoms with no inter-atom interaction.
Each such molecule, of course, has six translational degrees of freedom. It is easy
to predict the thermodynamics of a perfect gas of such “completely open, free
diatomic molecules” by using the results obtained for a perfect gas of monatomic
molecules.11

11.5.2 Non-Interacting Atoms in Free Diatoms

Denote the time as “t” and the two non-interacting atoms, that make up a single
diatom, by suffices “1” and “2.” In three dimensions, at time t; the position of
the i -th atom – i D 1, or 2 – can be described by its three Cartesian co-ordinates
xi .t/; yi .t/ and zi .t/: Because an atom is assumed to be of size zero so that
any notion of it rotating around its own center is meaningless, and interatomic
interaction is also assumed to be absent, the Hamiltonian, H.one free diatom/;
contains only the sum of the kinetic energy of the two single atoms. That is

H.one free diatom/ D m1

2

"�
@x1.t/

@t

�2
C
�
@y1.t/

@t

�2
C
�
@z1.t/

@t

�2#

Cm2

2

"�
@x2.t/

@t

�2
C
�
@y2.t/

@t

�2
C
�
@z2.t/

@t

�2#

D
2X
iD1

 
p2i;x.t/

2mi

C p2i;y.t/

2mi

C p2i;z.t/

2mi

!
; (11.34)

where mi denotes the mass and pi;x.t/ the x component of the momentum vector
of the i -th atom at time t:

11.5.3 Thermodynamics of Nd Free-Diatoms

Given the fact that the Hamiltonian for one classical free-diatom is the same as that
for two non-interacting free classical monatoms, the thermodynamics of Nd such
free-diatoms is identical to that of Nd non-interacting free monatoms of mass m1

plus another Nd non-interacting free monatoms of mass m2. And, as per (11.14)–
(11.18), this means that each of the free-diatoms contributes to the internal energy

11For example, see the preceding section.
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the amount provided by two single free monatoms, one of massm1 and the other of
massm2: That is, at temperature T the contribution to the internal energy per dipole
is D 2

�
3
2

�
kB T: Accordingly, a single free-diatom has six degrees of freedom.

Also, using (11.14)–(11.18), at temperature T and volume Vd ; we can predict
that such a system would exert pressure

P D 2NdkBT

Vd
; (11.35)

and would have internal energy

U.Nd non � interacting free � diatoms/ D Nd .3kBT / ; (11.36)

which would lead to specific heat equal to 3kB per (diatomic) molecule. This is
equivalent to cv being equal to 3R per (diatomic) mole.

11.5.4 Experimental Observation

But the specific heat, cv; of real diatomic gases at low temperatures is observed to
be 3R

2
per (diatomic) mole, or equivalently 3kB

2
per diatom. Experimental result,

therefore, is only half of that predicted for a non-interacting free diatomic gas.
Why is that the case? It is clearly not a result of diatoms dissociating into two
monatoms because the dissociation energies are of the order of electron volts. And
that translates into � 104 ! 105 K: namely, temperatures that are much, much
higher than where laboratory experiments are done.

In a real diatomic molecule, the two constituent atoms are coupled by attractive
interaction causing the two to get bound together. And at low temperature a “bound”
diatom acts much like a single particle of mass .m1 C m2/: Because the specific
heat per free particle – of whatever mass – is 3kB

2
; therefore the experimental result

is entirely as expected.
As the temperature rises, in addition to the translational motion, a bound diatom

also begins to experience molecular rotation around its center of mass. Such rotation
has two components that are mutually transverse and are transverse to the line
joining the two atoms. Thus, the rotational motion adds two degrees of freedom
to the system thermodynamics.

With further rise in the temperature, other physical features of the bound diatom
also become relevant. For example, depending on the molecular weight of the
diatom, at appropriately high temperature a diatomic molecule may experience – in
addition to translational motion of the center of mass and the two rotational motions
around it – intra-diatom vibration.12

12Indeed, in principle, at even higher temperatures, electronic and nuclear excitations may also
obtain.
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To study these behaviors, in addition to doing purely algebraic manipulation, it is
helpful also to be aware of the experimental results over a wide range of temperature.
In particular, the fact that while at low temperatures the specific heat cv of most
light-diatomic gases starts off being equal to that of non-interacting monatomic
gases – that is, it is equal to 3R

2
per-mole 13 – at higher temperatures the specific heat

increases to become 5R
2

per-mole. And it generally stays at that level for a range of
temperature – the range itself depending on the particularity of the diatom. But with
even further increase in the temperature, the bond stiffness begins to weaken. The
specific heat breaks through the rotational threshold of 5R

2
per-mole, and starts to

rise toward a value equal to 7R
2

per-mole.
Let us work through the algebraic manipulation first.

11.5.5 Motion of and About Center of Mass

The total kinetic energy of a system composed of QN particles has two parts that
are mutually independent. First part consists of the kinetic energy of the center of
mass. This is equivalent to the motion of a single particle moving with the velocity
of the center of mass. The mass of such a single particle is equal to that of all the QN
particles of the system. The second part represents motion with respect to the center
of mass of all the QN particles.

When measured from the center of mass, let the velocity of the i -th atom be
denoted as KVi : Also, let the velocity of the center of mass itself – as measured
from the origin of the Cartesian coordinates – be Vo: Then, clearly, the Cartesian
representation of the velocity, Vi ; of the i -th particle is the vectorial sum of the
velocity of the center of mass and the velocity measured with respect to the center
of mass. That is,

Vi D Vo C KVi : (11.37)

The kinetic energy of the QN particles of masses mi ; where i D 1 ! QN; is:

1

2

QNX
iD1
.mi � V 2

i / D 1

2

QNX
iD1

mi �
�
Vo C KVi

�2

D V 2
o

2

QNX
iD1
.mi/C 1

2

QNX
iD1
.mi � KVi 2/

CVo �
QNX

iD1

�
mi

KVi
�
: (11.38)

13See Fig. 11.1, e.g., where the experimental values of Cv
R

for (diatomic) Hydrogen are plotted as a
function of the temperature.
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Fig. 11.1 Schematic plot of cv
R

versus temperature for H2: (Compare Sears and Salinger, figure
12-16, page 379. op. cit.) [Copied with permission.] For diatomic Hydrogen, some experimental
results for the specific heat cv; in units of R; are schematically shown as a function of the
temperature. The temperature scale used is logarithmic

The second row contains the kinetic energy of the center of mass and the kinetic
energy of the QN particles due to their motion relative to the center of mass. The last
term in the above equation – i.e., in (11.38) – can be demonstrated to be equal to
zero. To this end, we proceed as follows: First, look at

QNX
iD1

�
mi

KVi
�

D
QNX

iD1

�
mi � d Kri

dt

�

D
d
hP QN

iD1 .mi Kri /
i

dt
; (11.39)

where Kri is the (time-dependent) position vector of the i -th atom with respect

to the center of mass. Next, notice that an expression like

hP
QN
iD1.mi Kri /

i

P
QN
iD1.mi /

would

represent the position vector of the center of mass when measured from the center
of mass itself. In other words, it would be vanishing by definition. Because the
denominator of such an expression equals the total mass of the system, it is
necessarily positive. Therefore, only the numerator would be vanishing. But the
differential of the numerator of such an expression – being equivalent to differential
of zero – represents the right hand side of (11.39). Therefore, as initially stated, the
left hand side of (11.39) – or equivalently, the last term in (11.38) – is equal to
zero. Therefore we have
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Kinetic Energy of QN Particles D V 2
o

2

QNX
iD1
.mi/C 1

2

QNX
iD1
.mi � KVi2/: (11.40)

Thus, the total kinetic energy of the system indeed consists only of two separate
parts: .a/ and .b/. The part .a/ represents motion much like that of a single particle –
whose mass is equal to the total mass of the system that is translating at the velocity,
Vo; of the center of mass. We shall call it the “kinetic energy of the center of mass.”
And part .b/ is the kinetic energy of motion (of all the given QN particles) with
respect to the center of mass. We shall call it the motion “about the center of mass.”
The important thing to note is that the variables for these two motions – namely their
respective velocities Vo and KVi for i=1,. . . , QN – are completely unrelated. Therefore
whether one wishes to calculate the partition function, or determine the degrees of
freedom, parts .a/ and .b/ can be treated independently.

11.5.6 Translational Motion of Center of Mass

The treatment of the translational motion of the center of mass of a given diatom is
identical to that of the translational motion of the perfect gas monatoms discussed
in the preceding section. Indeed, all the previous results can be transferred here
with the following trivial caveat: the number N – which was the number of free
monatoms – is now to be changed to Nd – which is the number of diatoms. Also,
wherever the mass m of a single monatom occurs in (11.13)–(11.18), it has to be
changed to .m1 Cm2/ which is the mass of a single diatom. In particular, following
(11.13), the partition function for the translational motion of the center of mass
coordinates for Nd diatoms is

„.center of mass motion of Nd diatoms/

D 1

Nd Š

�
Vd

h3

�Nd �2.m1 Cm2/	

ˇ

� 3Nd
2

�
�
eVd

Ndh3

�Nd �2.m1 Cm2/	

ˇ

� 3Nd
2

; (11.41)

where Vd is the maximum volume in which a single diatom may roam around.
Next, by using (11.14)–(11.18), the contribution to the system thermodynamics

from the center of mass motion is readily determined. The relevant Helmholtz
potential is

F.c:of:m/ D �Nd kBT ln

"�
e Vd

Nd h3

��
2.m1 Cm2/	

ˇ

� 3
2

#
: (11.42)
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Therefore, the pressure, P.c:of:m/; and thermodynamic potentials – such as the
entropy, S.c:of:m/; the Gibbs potential G.c:of:m/; the internal energy U.c:of:m/; and the
enthalpy,H.c:of:m/ – are as follows:

P.c:of:m/ D NdkBT

Vd
;

S.c:of:m/ D NdkB ln

�
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Nd
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C 3

2
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@̌

�
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H.c:of:m/ D U.c:of:m/ C P.c:of:m/Vd D
�
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2

�
NdkBT: (11.43)

According to the equipartition theorem, each degree of freedom contributes to the

internal energy, U; an amount equal to
�
kB T
2

�
per-particle. Therefore, the number

of degrees of freedom for the center of mass translational motion is equal to three.

11.5.7 Motion About Center of Mass

11.5.7.1 Transformation to Spherical Coordinates: Classical Diatom
with Stationary Center of Mass

Consider a classical diatom whose center of mass is stationary. Let its two
monatoms – both of which are of infinitesimal size – be separated from each other by
distance jroj: Using the notation: ro � jroj; r1 � jr1j; r2 � jr2j; the center of mass
of the diatom is at distance ri from the monatom of mass mi so that r1 C r2 D ro
andm1r1 D m2r2: Accordingly,

r1 D m2ro

m1 Cm2

I r2 D m1ro

m1 Cm2

: (11.44)

It is convenient to transform the Cartesian representation – with variables .xi ; yi ; zi /
that were used in (11.34) – to one using spherical coordinates whose variables
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are ri ; 
i and �i : That is,

xi .t/ D ri .t/ sin.
i / cos.�i /I
yi .t/ D ri .t/ sin.
i / sin.�i /I
Zi.t/ D ri .t/ cos.
i /: (11.45)

For additional convenience, the origin of both the spherical and the Cartesian
coordinate systems is set at the position of the center of mass so that it remains
stationary. The index “i” stands for one of the two monatoms – i.e., i D 1 or i D 2 –
that make up the diatom; ri .t/ represents the distance of the i -th monatom from the
center of mass. Both 
i and �i are also time-dependent. And, as usual, “t” represents
the time. To avoid cluttering, in the above we have not explicitly displayed the time
dependence of 
i and �i : For the diatom described above, the angles 
1 and 
2 – and
similarly, �1 and �2 – are related to each other. That is,


2 D 	 � 
1I �2 D �1 � 	: (11.46)

Making use of this identity helps transform the angles for atom 2, i.e., 
2,�2; into
angles for atom 1; i.e., 
1 and �1. Because

sin.	 � 
1/ D sin.
1/I cos.	 � 
1/ D �cos.
1/I
sin.�1 � 	/ D �sin.�1/I cos.�1 � 	/ D �cos.�1/; (11.47)

(11.45) can be written as

x1.t/ D r1.t/ sin.
1/cos.�1/I
y1.t/ D r1.t/ sin.
1/sin.�1/I
z1.t/ D r1.t/cos.
1/I
x2.t/ D �r2.t/sin.
1/cos.�1/I
y2.t/ D �r2.t/sin.
1/sin.�1/I
z2.t/ D �r2.t/cos.
1/: (11.48)

In order to calculate the kinetic energy, we need the time derivative of the six terms
given in (11.48) above. Now that all angles carry the suffix 1, no confusion is caused
if in what follows we use the notation: 
 � 
1; � � �1: Further, to avoid writing
something like

�
@a
@t

�
many times, we shall use the simpler notation a: � �

@a
@t

�
.

x:1 D r:1sin.
/cos.�/C r1Œ

:cos.
/cos.�/ � �:sin.
/sin.�/�I

y:1 D r:1sin.
/sin.�/C r1Œ

:cos.
/ sin.�/C �:sin.
/cos.�/�I

z:1 D r:1cos.
/ � r1 

:sin.
/I
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x:2 D �r:2sin.
/cos.�/� r2Œ

:cos.
/cos.�/� �:sin.
/sin.�/�I

y:2 D �r:2sin.
/sin.�/ � r2 Œ
 :cos.
/sin.�/C �:sin.
/ cos.�/�I
z:2 D �r:2cos.�/C r2 


: sin.
/: (11.49)

It should be noted that none of our diatoms is assumed to have any intra-diatom
potential energy. Furthermore, the system of diatoms being treated here is also
considered not to have any inter-diatom coupling. This means that the total potential
energy of the system is equal to zero and the Hamiltonian consists only of the sum
of the kinetic energy ofNd diatoms. Accordingly, the Hamiltonian for one diatom14

is:
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2
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.
 :/2 C .�:/2 sin2.
/

�
; (11.50)

where15

14Remember that here we have assumed that the center of mass of the diatom is stationary. So the
kinetic energy refers only to motion with respect to – that is, “to and from” and “around” – the
center of mass.
15While the algebra needed for deriving the result given in (11.50) is trivial, it is a hassle doing it by
hand. Therefore, we recommend using Mathematica, which of course is both easy to use and takes
much less time. Also, it should be mentioned that a more elegant, but more abstruse, alternative
description of the above result is available on page 34, .1:100/ of the text titled: “Classical
Dynamics of Particles and Systems,” 4th edition (Saunders College Publishing, Harcourt Bruce and
Co., 1995) by Jerry B. Marion and Stephen T. Thornton. The authors show that setting the origin
of the spherical coordinates at the “center of mass” of the diatom, the relevant transformation for
an infinitesimal increase, dEs; in the position Es of a particle is:

dEs D dr Eer C rd
 Ee
 C rsin.
/d� Ee� ; (11.51)

where Eer ; Ee
 ; and Ee� are unit vectors along the direction of Er , and angles 
 and �; respectively.
These vectors are orthogonal. Accordingly, the velocity vector Ev and its square are

Ev D Pr Eer C r P
 Ee
 C rsin.
/ P� Ee�I
Ev:Ev D v2 D Pr2 C r2 P
2 C r2sin.
/2 P�2: (11.52)

M is the moment of inertia of the diatom.

M D .m1r
2
1 Cm2r

2
2 / : (11.53)
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11.5.8 Single Classical Diatom with Stiff Bond:
Rotational Kinetic Energy

At room temperature, in light diatomic ideal gases, the intra-diatom bond is
quite “stiff.” This effectively stops all intra-diatomic vibration at such ordinary
temperatures. As a result, the distance separating the two monatoms in a given light
diatom remains essentially constant – meaning, it does not depend on time. So, for
such a stiff-diatom:

ri .t/ D ri I Pri D 0: (11.54)

Using (11.54) we can write (11.50) as follows:

Hrotation one stiff diatom D M

2

�
.
 :/2 C .�:/2 sin2.
/

�
; (11.55)

In order to find the contribution that the rotational motion of the stiff diatom
makes to the partition function, we need first to find the momenta that are conjugate
to the two rotational angles 
 and �: To this purpose, we need its Lagrangian, �:
Now, � is equal to the difference between the kinetic and the potential energies.
The given diatom has a stiff bond, its center of mass is stationary, and it does not
have any intra-diatom potential energy. Therefore, the � here is equal just to its
rotational kinetic energy. That is

� D 1

2
M
�
.
 :/2 C .�:/2sin2.
/

�
; (11.56)

where, as noted in (11.53),M is the moment of inertia. According to the theory of
Lagrange, the momenta L
 and L� that are conjugate to the angles 
 and �; are
calculated as follows:
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Therefore,
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We can now set up the expression for the rotational contribution to the partition
function for one classical – homo-nuclear or hetero-nuclear – diatom with stiff-bond
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; (11.59)

where �max D 2	 for hetero-nuclear diatoms. For homo-nuclear diatoms, on the
other hand, because the azimuthal angles � and �C	 differ only in the interchange
of two identical nuclei, they correspond to only one distinct state of the system.
Therefore, for the calculation of the classical partition function for homo-nuclear
diatoms, the relevant range for the angle � is just 0 ! 	 rather than 0 ! 2	:

Accordingly, for homo-nuclear diatoms �max D 	:

Because the inter-diatom interaction is absent, each diatom operates inde-
pendently. Therefore, the total partition function is the product of Nd partition
functions, each referring to a single diatom.

Now the thermodynamics of rotational motion is readily evaluated. We have

„.rotation of Nd stiff diatoms/ D
	
4	�maxMkBT

h2
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I

Frotation D �kBT ln

	
4	�maxMkBT

h2


Nd
I

Protation D 0I

Srotation D kBNd ln

	
4	�maxMkBT

h2



C kBNd I

Urotation D Hrotation D NdkBT: (11.60)

Clearly, the internal energy is the same for both homo- and hetero-nuclear classical
diatoms. This, of course, is not strictly true for quantum diatoms except at very
high temperature(See section titled: “Quasi-Classical Statistical Thermodynamics
of Rigid Quantum Diatoms”).
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11.5.9 Statistical Thermodynamics of Nd Classical Diatoms
with Stiff Bonds

We are now in a position to calculate the thermodynamics of Nd classical diatoms
each with stiff intra-diatom bond.

Because the contribution to the partition function from different parts of the
Hamiltonian is multiplicative, therefore the total value of the thermodynamic
potentials is the sum of that obtained for the motion of the center of mass – that
is, the result given in (11.43) – and the rotational motion of the diatoms – i.e., that
given in (11.60). In particular, we have for the pressure, the entropy, and the internal
energy the result

P.Nd diatoms with stiff � bond/ D P.c:of:m/ C Protation D NdkBT

Vd
I

S.Nd diatoms with stiff � bond/ D S.c:of:m/ C Srotation

D NdkB ln
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2

�
NdkBI

U.Nd diatoms with stiff � bond/ D U.c:of:m/ C Urotation

D
�
5

2

�
Nd kB T: (11.61)

This means that each of the Nd diatoms with a stiff-bond contributes an amount
equal to

�
5
2
kB T

�
to the internal energy. Therefore, for classical diatoms with stiff

intra-diatom bonds, the number of available degrees of freedom is equal to 5.

11.5.10 Free Bonds

If the intra-diatom bond is completely free, then at all times (11.45) can be reversed
back to (11.34). As a result, each diatom becomes identical to two free monatoms
and the thermodynamics of Nd diatoms is identical to that of 2Nd free monatoms.

11.5.11 Remark

So far diatoms have been treated classically. Also, nowhere has it been necessary to
introduce the fallacious notion: namely, that the sixth degree of freedom consists of
the self-rotation of the infinitesimally sized two atoms – each around its own center.
However, in order fully to appreciate the temperature dependence of the system
thermodynamics, it is helpful to also use some quantum mechanical ideas. (See, for
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instance, (11.144)–(11.151).) At very low temperature only the translational motion
is excited. But soon thereafter, rotational motion begins getting tweaked. As a result
the internal energy per diatom starts to increase from its initial value of

�
3
2
kB T

�
:

And, at the temperature where the rotational motion has become fully available,
but intra-diatom bond still remains essentially stiff, the internal energy per diatom
becomes

�
5
2
kB T

�
: In other words, a diatom with stiff intra-diatom bond will, with

appropriate rise in the temperature,16 access up to five degrees of freedom. And
when this process is completed, the specific heat cv per mole of such diatoms would
have risen to become 5

2
R. In a “real” diatomic gas – as distinct from an “ideal”

diatomic gas – when the system temperature continues to rise beyond this point, the
sixth – i.e., the vibrational degree of freedom – and the seventh degrees of freedom17

would also get excited. Note, the seventh degree is a theoretical construct. It arises
because of the occurrence of the two-body, intra-diatom, potential.

It is instructive to examine experimental results – over a wide range of
temperature – for the specific heat of diatomic gases. Here the relevant quantities
are the Characteristic Temperatures for Rotation and Vibration of Diatomic
Molecules.18

For Hydrogen (i.e., H2) the “characteristic rotational” temperature – which is
85:5 K – is almost as low as the temperature of liquid air (i.e., � 77 K). The
rotational degrees of freedom become fully excited long before the “characteristic
vibrational” temperature is reached. This is so because generally for the light
diatomic molecules the characteristic vibrational temperature is much higher than
the rotational temperature. Figure 11.1, indicates that in diatomic Hydrogen, while
the bond stiffness very slowly begins to relax as early as � 750 K it persists until a
fantastically high temperature � 6140 K:

The next diatom listed in the given table is the heteronuclear OH. Here the
relevant two numbers are 27:5 K for the rotational motion and 5; 360 K for the
vibrational motion. Again, the intra-diatom bond appears mostly to remain stiff at
laboratory temperatures. HCl, CH and CO appear to behave in similar fashion.

Like H2; one of the other homonuclear diatoms listed in the table is Potassium
.K2/: Here, the rotational motion occurs at very low temperature: indeed, not
far above absolute zero. And, in contrast with the light, heavy diatoms allow
vibrations to set in much sooner. For instance, here bond stiffness begins decreasing

16Accessing the five degrees of freedom at this stage is true both in the classical and the quantum
pictures.
17We have ignored electronic and nuclear excitations, and also rotation of single atoms around
their center. These excitations may in principle occur and thereby add to the number of degrees of
freedom. However, in practice, for small diatoms these excitations are often irrelevant because the
temperatures needed for them are inordinately high.
18See the attached table for characteristic temperatures at which diatomic-rotations and intra-
diatomic vibration in various diatoms begin to take effect. Note: the characteristic temperature
for rotation is defined as the temperature where, in addition to the three translational degrees of
freedom of the center of mass, two degrees of freedom for rotation also begin to be excited – and
clearly where the bond is still effectively “stiff.”
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at relatively low temperatures and the vibrational modes are fully available at
temperature as low as � 140 K:

To recapitulate: It is clear that the bond-stiffness in most “light” diatoms – which
one would normally apply the ideal gas theory to – is a real, genuine, physical
phenomenon. This stiffness holds-back both the sixth and, of course, the seventh
degrees of freedom. Often in light diatoms, while the rotational degrees of freedom
are available at moderate temperatures, substantial increase in temperature is needed
to overcome the bond stiffness and excite vibrational motion. (For instance, see
Fig. 11.1.)

11.5.12 Characteristic Temperatures for Rotation
and Vibration of Diatoms

As noted on page 378 of “Thermodynamics, Kinetic Theory, and Statistical
Thermodynamics,” by Sears and Salinger.

Room temperature Troom is 	 310 K.

Diatom Trotation Tvibration

H2 85.5 K 6140 K
OH 27.5 5,360
HCl 15.3 4,300
CH 20.7 4,100
CO 2.77 3,120
NO 2.47 2,740
O2 2.09 2,260
C l2 0.347 810
Br2 0.117 470
Na2 0.224 230
K2 0.081 140

11.5.13 Classical Diatoms: High Temperature

With rise in temperature beyond the region where the bond stiffness holds sway,
interaction between the two atoms in the diatomic molecule leads to simple
harmonic like vibration of the two atoms. As a result, the bond length begins to
vibrate at a rate specified by the interaction (see Sect. 11.5.14). When this behavior
is fully established, it adds two more degrees of freedom to the diatom. Therefore,
eventually, the specific heat per mole achieves a value equal to

�
7
2
kB T

�
: Clearly

with even further rise in temperature the interatomic bond vibration will become
more and more enharmonic. Also eventually other issues such as electronic and
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nuclear excitations – and even possibly self rotation of the single atoms around the
line joining them – will begin to contribute. And last, and perhaps the most, the
present treatment – that employs classical statistics – will need to be revamped with
the use of quantum statistics.

11.5.14 End of Stiffness: Bond Length Vibration

For a diatom, in addition to the Hamiltonia that have already been considered –
meaning, that referring to the translational motion of the center of mass, and that
given in (11.55): namely, Hrotation one stiff diatom – there remains the part that refers
to the intra-diatom potential energy, and the part that refers to the kinetic energy
of the two atoms when the bond un-stiffens. Let us deal first with the intra-diatom
potential energy.

Assume that when the bond un-stiffens, the Hooke’s like force of attraction
between the two atoms – in a given classical diatom – will cause the atoms to start
vibrating in a simple Harmonic like motion. Because the diatom is not subject to
any external forces, its total momentum is conserved. Assuming it starts with zero
total momentum, its momentum will stay zero throughout.

The Hooke’s law equations of motion of the two atoms are

m1

d2r1.t/

dt2
D �Kro.t/;

m2

d2r2.t/

dt2
D �Kro.t/I

ro.t/ � r1.t/C r2.t/: (11.62)

ro.t/ is the bond length at time t I r1.t/ and r2.t/ are distances from the center of
mass to atoms 1 and 2; respectively. Rather than focusing on r1.t/ and r2.t/; it
is convenient instead to study the time dependence of ro.t/: This can be done by
adding the two equations as follows:

d2r1.t/

dt2
C d2r2.t/

dt2
D d2ro.t/

dt2
D �

�
K

m1

C K

m2

�
ro.t/ D �!2ro.t/; (11.63)

where

K D
�

m1m2

m1 Cm2

�
!2; (11.64)

and ! is the angular frequency of the simple Harmonic motion. Clearly the part
of the Hamiltonian that contains the intra-diatom coupling which gives rise to the
potential energy – and describes the Hooke’s law given above – is K

2
r2o :
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Next, we look at the kinetic energy part of the Hamiltonian. This kinetic energy –

namely 1
2

h
m1

�
r:1
�2 Cm2

�
r:2
�2i

– represents the motion of the two atoms after

the diatomic bond has un-stiffened. Such kinetic energy was, of course, present in
(11.50). But it was then dropped from that equation because of the effect of bond
stiffness which is described in (11.54).

Therefore, the total (remaining part of the) Hamiltonian for a single diatom – to
be called H.vibration single diatom/ – is the following:

H.vibration single diatom/ D K

2
r2o C 1

2

h
m1

�
r:1
�2 Cm2

�
r:2
�2i

D K

2
r2o C

�
p21
2m1

C p22
2m2

�
: (11.65)

Clearly, because there are no external forces present, the total momentum is
conserved and the momenta of the two atoms must add up to zero. That is,

Ep1.t/ D � Ep2.t/Ip1.t/2 D p2.t/
2 � p2.t/: (11.66)

This fact and the use of (11.64) help write the remaining Hamiltonian in terms of
only two variables.

H.vibration single diatom/ D
�

m1m2!
2

2.m1 Cm2/

�
r2o C p2

.m1 Cm2/

2m1m2

: (11.67)

Note that this Hamiltonian is identical to that for one dimensional Harmonic
oscillator.

The contribution to the partition function from the vibrational motion of a single
diatom is now readily calculated.

„.vibration single diatom/ D h�1
Z 1

�1
exp

	
�ˇ

�
m1m2!

2

2.m1 Cm2/

�
r2o



dro

�
Z 1

�1
exp

	
�ˇ

�
.m1 Cm2/

2m1m2

�
p2



dp

D h�1
�
2	.m1 Cm2/

ˇm1m2!2

� 1
2

�
�
2	.m1m2/

ˇ.m1 Cm2/

� 1
2

D
�
2	

hˇ!

�
: (11.68)

The resultant vibrational partition function for Nd diatoms is simply the Nd -th
power of the above. The vibrational motion of Nd diatoms adds to the Helmholtz
potential the amount,
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F.vibration/ D �kBTNd ln„.vibration single diatom/

D NdkB T ln

�
ˇh!

2	

�
: (11.69)

Because the Helmholtz potential is independent of the (one-dimensional) volume,
the corresponding change in the pressure is vanishing. Contribution to other
thermodynamic potentials – due to the vibrational motion – are the following:

S.vibration/ D �
�
@F.vibration/

@T

�

Nd

D NdkB

	
1C ln

�
2	kBT

h!

�

I

G.vibration/ D Nd

�
@F.vibration/

@Nd

�

T

D NdkBT ln

�
h!

2	kBT

�
I

U.vibration/ D F.vibration/ C T S.vibration/ D NdkBT I
H.vibration/ D U.vibration/: (11.70)

Adding U.vibration/ to U.c:of:m/ and Urotation leads to the result

Utotal D
�
3

2

�
NdkBT CNdkBT CNdkBT D

�
7

2

�
NdkB T: (11.71)

This means that a diatom, when raised to an appropriately high temperature,
in addition to undergoing translational and rotational motion, also experiences
vibrational motion of its intra-diatom bond. And when that happens, it contributes
an amount equal to

�
7
2
kB T

�
to the internal energy, making the number of degrees of

freedom equal to 7: (A quantum statistical treatment of these issues is provided in the
section titled: “Quasi-Classical Statistical Mechanics of Rigid Quantum Diatoms”;
see (11.144)–(11.166).

11.6 Anharmonic Simple Oscillators

Elementary theoretical physics owes much to the idea of simple harmonic oscil-
lators. Indeed, the bond length vibration studied in the previous section – see
(11.67)–(11.70) – was treated as simple Harmonic motion. In real systems, however,
such simple oscillators must often be assumed to possess some anharmonicity.

Consider a collection of N; distinguishable, one-dimensional simple oscillators
each with a tiny bit of anharmonic potential. Assume that each oscillator is
independent of the other because there is no interaction between different oscillator.
Further assume that at time t the i -th such oscillator has momentum pi .t/ and
separation length equal to qi .t/ W and its Hamiltonian Hi .t/ is

Hi .t/ D p2i
2m

Cm!2
�
qi
2

2
� a qi 3 � b qi 4

�
; (11.72)
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where b � O.a2/ and a � 1: Then the partition function is

„.N; V; T / D
�
2	kBT

h!

�N

�
"
1C

�
3b C 15

2
a2
��

kBT

m!2

�
CO

 
b2
�
kBT

m!2

�2!#N
:(11.73)

(Note: To see the algebra that takes us from (11.72)–(11.73) refer to the long
footnote below).19

Therefore, we have

F D �kBT ln „.N; V; T /

D �NkBT ln

�
2	kBT

h!

�

19We need to work out the following:

„.N; V; T / D
"�

1

h

�N Z
1

�1

: : :

Z
1

�1

dp1 : : : dpN exp

 
�ˇ

NX
iD1

p2i
2m

!#

�
Z

1

�1

: : :

Z
1

�1

dq1 : : : dqN

� exp

(
�ˇ

NX
iD1

m!2
�
qi
2

2
� a qi

3 � bqi
4

�)

D
"�

1

h

�N �
2m	

ˇ

� N
2

#

�
Z

1

�1

: : :

Z
1

�1

dq1 : : : dqN

� exp

(
�ˇ

NX
iD1

m!2
�
qi
2

2
� a qi

3 � b qi
4

�)
: (11.74)

To this purpose, we introduce the simplifying notation: ˛ D ˇm!2

2
; �1 D ˇ m!2 a; and

�2 D ˇm!2 b, and make a Taylor expansion of the exponential in powers of the small quantities
�1 and �2: That is,

exp

�
�ˇm!2

�
q2

2
� aq3 � b q4

��
D exp

��˛q2 C �1 q
3 C �2q

4
�

D exp
��˛q2�

	
1C �1 q

3 C �2 q
4 C �21

2
q6 C �1 �2 q

7 C �22
2
q8 CO

�
�31 q

9
�

: (11.75)

Now using (A.22) and (A.23) we can write
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�NkBT

"�
3b C 15

2
a2
��

kBT

m!2

�
�O

 �
3b C 15

2
a2
�2 �

kBT

m!2

�2!#
I

S D �
�
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@T

�

N;V

D NkB

	
1C ln

�
2	kBT

h!

�


C2NkB

�
kBT

m!2
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3b C 15
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�

�O

 
NkB

�
3b C 15

2
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�2 �

kBT

m!2

�2!
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U D F C T S D NkBT

	
1C
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kBT
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3b C 15
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I

Cv D
�
@U

@T

�

V;N

D NkB

	
1C 2

�
kBT

m!2

��
3b C 15

2
a2
�

: (11.77)

The results in (11.77) are recorded to the same accuracy as in (11.76).

11.6.1 Exercise V

Assume spatial symmetry and work out the foregoing problem in three dimensions.

11.7 Classical Dipole Pairs: Average Energy
and Average Force

A thermodynamic system, consisting of N pairs of – magnetic or electrostatic –
classical dipoles of zero mass, is at temperature T: The intra-pair separation ( of
each pair of dipoles) is R: Interaction between different pairs of dipoles – namely
the inter-pair interaction – is assumed to be zero.

Z
1

�1

dq exp
��˛q2 C �1q

3 C �2q
4
�

D
Z

1

�1

dq exp
��˛ q2�

	
1C �1q

3 C �2q
4 C �21q

6

2
C �1�2q

7 C �22q
8

2
C � � �
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: (11.76)
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The potential energy of the i -th pair of dipoles,�Hi ; is

�Hi D C

	
�i I1 � �i I2 � 3�izI1�izI2

R3




D C

	
�ixI1 �ixI2 C �iyI1�iyI2 � 2�izI1 �izI2

R3



: (11.78)

Here, �i I1 and �i I2 are the vector moments of the i -th pair of dipoles. Because there
is no inter-pair interaction, the dipoles do not translate spatially, and are assumed to
be of zero mass, the sum of (only) the potential energies of all theN pairs of dipoles
is the system Hamiltonian H: That is

H D
NX
iD1

�Hi : (11.79)

The notation used in (11.78) is such that �ixI1; �iyI1, and �izI1 are the x, y and the
z-components of the dipole moment vector, �i I1: For convenience, the z-direction
is chosen to be along the line joining the centers of the two dipoles. Let us first
calculate the observed – i.e., the thermodynamic average – value of the energy.

11.7.1 Distribution Factor and Thermal Average

Whenever we have available the system Hamiltonian, H.‚;ˆ/; then following
(2.13), the BMG distribution factor f .‚;ˆ/ can be written as

f .‚;ˆ/ D exp Œ�ˇH.‚;ˆ/�R
:
R

d‚ � dˆ exp Œ�ˇH.‚;ˆ/� : (11.80)

Accordingly, the observed value of the total energy – namely, the thermal average
of the total Hamiltonian H.‚;ˆ/ – is the following:

< ŒH.‚;ˆ/� > D
R
:
R

d‚ � dˆ ŒH.‚;ˆ/� exp Œ�ˇH.‚;ˆ/�R
:
R

d‚ � dˆ exp Œ�ˇH.‚;ˆ/� :

(11.81)

Using (11.79) we can write the above as

U D < H >D<
NX
jD1

�Hj >

D
R
:
R

d‚ � dˆ
hPN

jD1 �Hj

i
exp .�ˇH/

R
:
R

d‚ � dˆ exp .�ˇH/ : (11.82)
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The differentials d‚ and dˆ are defined in (11.84) below.
For the problem in hand, (11.82) can be greatly simplified(compare with (2.16)–

(2.21)). While any given pair of dipoles do have angular interaction with each other,
they remain unaware of the presence of the other .N � 1/ dipole-pairs. Also, the
temperature T experienced by any given pair of dipoles is that established by the
very large number, N 
 1; of dipole pairs present. Further, because of spherical
symmetry, rather than Cartesian, spherical are the best coordinates to use. To this
end, we chose the angular orientations of the i -th pair of dipole to be .
i1; �i1/ and
.
i2; �i2/:

In light of the above, all N � 1 terms for which the subscript j is different from
some given subscript i are the same in both the numerator and the denominator of
(11.82). Therefore, they cancel each other out. As a result (11.82) simplifies to the
following:

ui D< �Hi >D
R
:
R

d
i � d�i .�Hi / exp .�ˇ�Hi /R
:
R

d
i � d�i exp .�ˇ�Hi /
: (11.83)

The differentials in (11.83) and (11.82) are denoted as given below:

d
i � d�i D sin 
i1d
i1 sin 
i2d
i2d�i1 d�i2I

and; d‚ � dˆ D
iDNY
iD1

Œd
i � d�i � : (11.84)

In the spherical representation, the dipole vectors that occur in�Hi – see (11.78) –
are the following:

�ixI1 D �1 sin.
i1/ cos.�i1/I
�iyI1 D �1 sin.
i1/ sin.�i1/I �izI1 D �1 cos.
i1/: (11.85)

The corresponding vectors for the second dipole of the i -th pair – namely, number
2 – are similarly expressed. (Just change 1 to 2Š)

Because all N pairs of dipoles are identical, the observed value of the potential
energy ui of the i -th pair of dipoles must be the same as the observed corresponding
value for any one of the other N � 1 dipole pairs. Therefore, the thermodynamic
average ui, D < .�Hi / > D u; is independent of the index i: Considerable
notational simplification is achieved by ignoring any future mention of this index.
Indeed, we can represent (11.78) more simply as follows:

�Hi D �
�
C

R3

��
2�1z �2z � �1x�2x � �1y�2y

�

D �
�
C�1 �2

R3

�
Œ2 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/�

D F .1; 2/ ; (11.86)
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and (11.83) as:

ui D u D < F.1; 2/ >

D
R 	
o

sin.
1/d
1
R 2	
o

d�1
R 	
o

sin.
2/d
2
R 2	
o

d�2F .1; 2/ exp Œ�ˇF .1; 2/�R 	
o

sin.
1/ d
1
R 2	
o

d�1
R 	
o

sin.
2/ d
2
R 2	
o

d�2 exp Œ�ˇ F .1; 2/�
; (11.87)

where

exp Œ�ˇ F .1; 2/� D 1 � ˇF .1; 2/C 1

2
ŒˇF .1; 2/�2 C � � � (11.88)

The integral (11.87) above can only be done by numerical methods. If the system is
at high enough temperature such that �1�2

R3
� T; the exponential can be expanded in

powers of the exponent. The resultant integrals are straight forward, but somewhat
tedious to do. Therefore, it is convenient to append the relevant details in an
appendix. (See (I.1)–(I.20)).

The average value, U; of the energy of N dipole pairs is N times the average
energy, u; of a single dipole pair. Note u is the ratio of the results given in (I.17)
and (I.16). That is,

U D N < �Hi >D N u D �NˇA3
.4	/2

	
1C ˇ2

3

�
C �1 �2
R3

�2
 C � � �

D �Nˇ2
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C�1 �2

R3

�2 "
1 � ˇ2
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�
C�1�2

R3

�2#
C � � �

� �N ˇ
2

3

�
C�1 �2

R3

�2
: (11.89)

11.7.2 Average Force Between a Pair

The force ƒ between any pair of dipoles can be determined by differentiating their
intra-pair potential energy�Hi that was specified in (11.86).

ƒ D �
�
@�Hi

@R

�

�1;�2;
1;
2;�1;�2

D
�
3

R

�
�Hi : (11.90)

Similar to the average energy,< �Hi >; of a pair – see (11.83) and (11.84) – we
can also represent the average value of the intra-dipolar force,ƒ; as < ƒ > :

< ƒ >D
�
3

R

�
< �Hi >D

�
3

RN

�
U D �ˇ 2

R

�
C�1�2

R3

�2
: (11.91)
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(Note, U is as given in (I.18).) Clearly, the thermodynamic average of the force
between any single pair of dipoles is attractive.

11.8 Langevin Paramagnetism: Classical Picture

Magnetic dipoles arise as a result of the presence of electronic and/or nuclear
angular momenta. Consider a uniform, constant magnetic field EB applied to a
system of N such – assumed to be classical – non-interacting magnetic dipoles.
We further assume that the spatial location of all dipoles as well as the size, �c; of
their dipole moments is fixed. Yet every dipole is assumed to be free to rotate around
its midpoint. The Hamiltonian consists only of the potential energy

H D � EB �
NX
iD1

E�i D �Bo �c
NX
iD1

cos.
i /; (11.92)

where 
i is the angle between the dipole moment vector E�i and the applied magnetic
field EB: (For convenience the z-axis is chosen parallel to the applied field. The
z�components of the applied field and the dipole moment vectors are Bo and �c;
respectively.

11.8.1 Statistical Average

Because there is no inter-dipole interaction, all thermodynamic averages – e.g.,
< EB � �i > – for a given dipole i are independent of their location indices i: etc:
Much as in (11.83)–(11.85), the spherical coordinate representation of the statistical
average of the magnetic moment – which will, of course, equal its thermodynamic
average – M; can be written as follows:

M D N
< EB � �i >

Bo
D �< H >

Bo
D
��U
Bo

�
D N �c < Œcos.
i /� >

D N �c

R 	
o
Œcos.
i /� � sin.
i / exp ŒˇBo�c cos.
i /� d
i

R 2	
o

d�iR 	
o

sin.
i / exp ŒˇBo�c cos.
i /� d
i
R 2	
o

d�i
: (11.93)

To do the integral in the numerator of the last term on the right hand side, we employ
standard integration techniques. Namely,

(1) Introduce the substitution:

˛ D ˇBo�c I y D cos.
i /: (11.94)
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(2) Integrate the numerator by parts.
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y exp.˛ y/.�dy/ � .2	/ D .2	/

Z 1

�1
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˛
y


1
�1

� 1
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�
1

˛
� 1

˛2

�
C exp.�˛/
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˛
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˛2

�

: (11.95)

Using the same notation, the integral in the denominator of (11.93) is:

.2	/

Z 1

�1
exp.˛y/dy D

�
2	

˛

�
Œexp.˛/ � exp.�˛/� : (11.96)

The ratio of the numerator given in (11.95), and the denominator given in (11.96),
yields < cos.
i / > : And as noted in (11.93), < cos.
i / > leads to both the total
energy< H > and the statistical average of the magnetic momentM:

U D < H >D �NBo�c < cos.
i / >D �BoM

D �NBo�c
"
.2 	/

�
exp.˛/

�
1
˛

� 1
˛2

�C exp.�˛/ � 1
˛

C 1
˛2

��
�
2	
˛

�
Œexp.˛/ � exp.�˛/�

#

D �NBo�c
	

coth.˛/ � 1

˛



D �NBo�cL .˛/ : (11.97)

11.8.2 High Temperature

In the limit of high temperature – i.e., when ˛ is small – we can expand the Langevin
functionL.˛/ in powers of ˛: Recall that ˛, i.e., ˇBo�c; is the ratio of the magnetic
potential energy (per dipole) – which is Bo�c – and the thermal kinetic energy (per
dipole) – which is � kBT . We get

L.˛/ D coth.˛/ � 1

˛
D
	
˛

3
� ˛3

45
C � � �
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�
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3kBT

�"
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#
I
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.�/langevin�classical D
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D N�c

�
@L.˛/

@Bo
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� N�c
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3 kB T

"
1 � 1
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�2 "
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Bo�C

kBT

�2#
: (11.98)

Note: The above results have been obtained by the use of classical statistics and

are applicable at high temperatures. Here,
�
@M
@Bo

�
T

is the magnetic susceptibility

of the Langevin paramagnet. It will be referred to as .�/langevin�classical. At what we
have called high temperature, it varies as the inverse power of the temperature. This

result is known as Curie’s law of paramagnetism. The quantity,
�
N�c

2

3 kB

�
; is called

the Curie constant for a system consisting of N Langevin classical paramagnetic
dipoles.

In paramagnetic salts, such as gadolinium ethylsulphate, the high temperature
Curie’s law is found to hold down to about 10 K:However, the high temperature law
for the Langevin susceptibility must surely break down – and the system undergo
a phase transition – at some finite low temperature because in its present form –
compare (11.98) – the law can predict an un-physically large alignment of dipoles
that exceeds even 100%!

Note that at high temperature, the specific heat decreases as the square of the
inverse power of the temperature, i.e.,

�
Cspecific heat

�
langevin�classical / 1

T 2
:

11.8.3 Low Temperature

On the other hand, at low temperature where ˛ 
 1; the Langevin factor L.˛/ can
be approximated as:20

	
coth.˛/ � 1

˛



D
�
1 � 1

˛

�
CO fexp.�4˛/g : (11.99)

Therefore, according to (11.97), at very low temperature < cos.
i / > is equal to
unity and all the Langevin classical dipoles are completely aligned with the applied
field; and quite understandably, the magnetic susceptibility is extremely small.

20See Fig. 11.2 for a plot of the Langevin function and a demonstration of its low and high
temperature behavior.
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Fig. 11.2 The Langevin Function L.˛/ Recall that the average energy, U; of a Langevin
paramagnet is related to L.˛/: That is, U D �NBo�cL.˛/: Plotted above is L.˛/ versus

˛ D
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Bo�c
kBT

�
. The thinly dashed curve represents the high temperature approximation, i.e.,

L.˛/ � ˛
3
; that is valid for ˛ � 1: The curve with wider dashes represents the low temperature

approximation valid for ˛ � 1: that is, L.˛/ � 1� 1
˛

11.9 Extremely Relativistic Monatomic Ideal Gas

As noted in (2.83), special theory of relativity predicts that particles with rest mass
m0 and velocity vi have energy

Ei D mic
2 D

0
B@ m0q

1 � vi2

c2

1
CA c2 (11.100)

and momentum

pi D mivi D

0
B@ m0q

1 � vi2

c2

1
CA vi; (11.101)

where c is the velocity of light. Combining these equations leads to

Ei D
q
c2pi

2 Cm2
0c
4: (11.102)

In the extreme relativistic limit,

c2pi
2 
 m2

0c
4: (11.103)

Accordingly, in (11.102) we can use the approximation

Ei � cpi : (11.104)
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Note that here pi D p
pi

2.
Consider N such indistinguishable particles. The Hamiltonian H; the partition

function„.N; V; T /; and the Helmholtz potential F are then

H D H.Q;P / D
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�

: (11.105)

Other thermodynamic potentials and the pressure can now readily be determined
from the Helmholtz potential,

P D �
�
@F

@V

�

N;T

D N kBT

V
I

S D �
�
@F

@T

�

N;V

D kBN

	
ln

�
8	eV

N

�
C 3 ln

�
kBT

hc

�

C 3kBN I

U D F C TS D 3NkB T: (11.106)

Equation (11.106) shows that

.P V /relat ivist ic D N kBT D
�
U

3

�
: (11.107)

This extreme-relativistic result contrasts with that for non-relativistic, monatomic
ideal gases recorded in (2.31). Indeed, all non-relativistic monatomic ideal gases
in three dimensions, whether they be classical or quantum, obey the following
relationship: i.e.,

.PV /non�relativistic classical or quantum ideal gas in 3 dim D
�
2U

3

�
: (11.108)
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11.10 Gas with Interaction

Non-interacting classical gases considered in the preceding sub-sections of this
chapter have been easy to treat. Treatment of systems with interactions, however,
is more involved.

11.10.1 The Hamiltonian

Hamiltonian for a gas of N particles, with no ability for self-rotation but with the
presence of two-body inter-particle potential, can be written as follows:

H D H.Q;P / D
NX
iD1

pi
2

2m
C

NX
.jD2Ij>i/

N�1X
iD1

Ui;j : (11.109)

Note that by definition the two-body potential Ui;i D Uj;j D 0 and by symmetry
Ui;j D Uj;i D U.jri � rjj/ where ri and rj are the three-dimensional position
vectors of the i -th and the j -th particles.21 Note also that pi is the three dimensional
momentum vector of the i -th particle and the form of the summation over the pairs
.i; j / ensures that the total number of pairs summed is equal to N.N�1/

2
and that as

a result no double counting occurs.22

11.10.2 Partition Function: Mayer’s Cluster Expansion

Using the Hamiltonian specified in (11.109), the partition function for fixed number
of particles – i.e., equal to N – is:

„.N; V; T / D .N Š/�1 h�3N
Z 1

�1
: : :

Z 1

�1
dP

Z 1

�1
: : :

Z 1

�1
dQ exp Œ�ˇH�

D V N

N Š

�
1

h3

�N 	Z 1

�1
exp

�
�ˇ p

2

2m

�
dp


3N

21Here, jri � rjj D r is the separation between the i -th and the j -th atoms.
22A beginner might benefit from a numerical example. For simplicity let us consider N D 3: Then
the summation of

P
j>i Ui;j will consist of the following possible choices: Start with i D 1. As a

result, j can be either 2 or 3: These two possible choices lead to two possible potentials: U1;2 and
U1;3: Next, we choose i D 2: Then j can only be equal to 3 leading to the third possible choice
for the two-body potential: namely, U2;3: Note i D 2 was the maximum possible allowed value
for i : that is i D N � 1 D 3� 1 D 2: Therefore, the total of the three choices for the U ’s, that
have already been made, exhausts the possibility of making any further choices. And of course
3 D N.N�1/

2
D 3�2

2
D 3:
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In (11.110) we have made use of Mayer’s notation for his two-particle function
fi;j : Also, introduced a new notation: exp fAg That is,

exp
��ˇUi;j

� D 1C fi;j I
Z 1

�1
: : :

Z 1

�1
V �N Y

i<j

�
1C fi;j

�
dQ D exp fAg : (11.111)

In ideal gases there is no inter-particle interaction, i.e., Ui;j D 0: As a result
exp

��ˇUi;j
� D 1 and therefore – see (11.111) – fi;j is also equal to zero.

Similarly, when either the system is weakly interacting, i.e., Ui;j is very small,
or the temperature is high, i.e. ˇUi;j � 1; we have an equally simple result because
then

fi;j D exp
��ˇUi;j

� � 1 D �ˇUi;j CO
�
ˇUi;j

�2 � 1: (11.112)

Thus, fi;j is a small number compared to unity for: (a) the weekly interacting
systems; (b) at high temperatures; and (c) when both (a) and (b) are true.

The integral on the right hand side of (11.110) is extraordinarily difficult to work
out. Indeed, it cannot be done exactly for any but the most trivial cases. Therefore,
approximations have to be made. Central to these approximations is the fact that
fi;j is small.23

Because the needed integrals increase in complexity very rapidly as the number
of f -functions being multiplied increases, we need to look for a power expansion
of the product integrals in exp fAg that occur in the second line of (11.111).
Note that because eventually we shall need the logarithm of the partition function,
it is convenient to express the product integrals as an exponential. There is also
another important benefit that this form of expression shares with other studies that
involve interacting many-body systems. The relevant series expansion for exp fAg
is restricted only to a class of multiply-connected f -functions. In fact we get:

23For more details, see “Statistical Mechanics,” by R. K. Pathria, pages 255–278, Pergamon
Press, (1977). Also see, J. E. Mayer and M. G. Mayer, in “Statistical Mechanics,” John Wiley,
New York, (1940).
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In (11.113), we have recognized that in anN particle system in toto there are N.N�1/
2 Š

pairs and N.N�1/.N�2/
3 Š

– multiply connected – triplets available. Also, that each
particle can be represented by any dummy position index i; j or k: And further that
the volume available to each particle is equal to V:

As is well known, for two identical particles i and j , d3rid3rj can be represented
as d3R d3r where R is the position vector of the center of mass, i.e., R D�
rj C ri

�
=2; and r is their vector separation: that is, r D �

ri � rj
�
: Because

fi;j D f
�jri � rjj

� D f . r/; we can write (for dummy indices i; j )
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::
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fi;jd3rid3rj D

Z
d3R
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0

f .r/d3r D V

Z 1

0

f .r/4	r2dr:

Therefore, the Helmholtz potential – calculated from the partition function specified
in (11.110) and (11.113) becomes:

F D �kBT ln Œ„.N; V; T /� D �kBT ln f„.N; V; T /IGg
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fi;j fj;kfk;id3rid3rjd3rk
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� : : : (11.114)

(Note: „.N; V; T /IG is as defined in (11.13). Also note that in the above we have
used an approximation that is valid for large N W i.e., N.N � 1/ D N2

�
1� 1

N

� �
N2 and N.N � 1/.N � 2/ � N3: )

The third term on the right hand side of (11.114), involves three- and higher-body
integrals. Even the simplest of these – namely the three-body integral with only the
hard-core potential – requires considerable effort to evaluate. However, because in
the limit of weak-interaction and/or high temperature, the physical contribution of
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these terms is much smaller than that of the second term, in the following we shall
work with an approximation where they can be ignored.

With this approximation the Helmholtz potential energy is

F � �kBT ln f„.N; V; T /IGg � kBT

�
N2

2V

�Z 1

0

f .r/4	r2dr: (11.115)

Therefore the pressure, P; is as follows:
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(11.116)

Clearly, therefore, the second virial coefficient, b2; defined in (6.16), is the
following:

b2 D �
�
NA

2

�Z 1

0

f .r/4	r2dr: (11.117)

In the following we shall attempt to evaluate it.

11.10.3 Hard Core Interaction

For simplicity, we consider first a dilute classical gas where the inter-particle
interaction is of the “hard-core” variety.

In a hard-core gas, each particle offers infinite repulsion to any other particle that
attempts to come closer than a specified distance. If the hard-core radius is ro then
the nearest the centers of any two particles can get to is D 2 ro: Therefore, once
the centers of the given two particles are separated by a distance greater than 2 ro;
interaction between them vanishes. In other words:

U. r/ D 1; for r � 2ro

D 0; otherwise: (11.118)

Thus,

f .r/ D �1; for r � 2ro

D 0; otherwise: (11.119)
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Accordingly,
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: (11.120)

The notation Vexcluded is the same as first introduced in (6.2). Inserting the result
given in (11.120) into (11.116) yields

P D NkBT

V

	
1C Vexcluded

V
C � � �



(11.121)

It is convenient – as was done in (6.16) – to re-express (11.121) in terms of the
inverse powers of the specific volume v D V

n
: We get

Pv
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D
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v
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D
	
1C b

v
C � � �



(11.122)

As is apparent from (6.19), when the (long-range) inter-particle interaction is
absent, i.e., when a D 0; the first two terms of the virial expansion recorded above
in (11.122) are identical to those obtained for the Van der Waals gas.

11.10.4 Exercise VI

Using (11.115) and (11.120) work out thermodynamic potentials for the hard-core
gas.

11.10.5 Lennard–Jones Potential

The total electric charge of an atom is zero. Yet, because of the presence of
a (quantum-mechanical) cloud of negatively charged electrons, a pair of atoms
experiences interaction. Lennard–Jones, in 1924, proposed what appears to have
been a formalization of the classical Van der Waals ideas of a weak attractive inter-
atomic force in the limit of large separation and a strong repulsive force for short
separation. The interatomic potential U.r/ expressed below is phenomenologically
similar to the original version of the Lennard–Jones (L-J) potential, yet is somewhat
more convenient for computational purposes.

U.r/ D Uo

	�ro
r

�12 � 2
�ro
r

�6

: (11.123)
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The parameters Uo and ro can be fitted to reproduce experimental data or results of
accurate quantum chemistry calculations.

11.10.5.1 The Attractive Potential

The attractive long-range interatomic potential is related to (what is known as) the
“London24 Dispersion Interaction.”

Clearly, there exists non-zero probability that the dynamic behavior of electron
occupancy (variables) will result in temporary occurrences of (electric) dipoles
in each of the given pair of atoms. To see how this might come about, consider
one of the atoms – to be labeled as the first atom – spontaneously achieving an
instantaneous asymmetry of charge distribution. Such asymmetry results in the first
atom developing a temporary electric dipole. This dipole then induces an oppositely
directed charge distribution in the second atom: which amounts to the development
of a dipole in the second atom.

The above “bootstrap” process, spontaneously results in the temporary occur-
rence of two dipoles. As a result, a temporary attractive force is produced. We know
from classical electrostatics that the potential (between two dipoles) falls off as the
third power of their separation r:

Quantum mechanical calculations of the resultant energy require the use of
perturbation theory. Because of symmetry, first order perturbation is vanishing. The
second order perturbation clearly must depend on the square of the inter-particle

potential. Therefore, the overall result for the energy falls off as / �
1
r

�6
:

Amusingly, as noted in the preceding section, the thermodynamics of classical

electric dipoles also ordains an inter-particle potential that falls off as / �
1
r

�6
:

The L-J potential is a relatively good approximation and due to its simplicity is
often used to describe the properties of gases, and to model dispersion and overlap
interactions in molecular models. It is particularly accurate for noble gas atoms and
is a good approximation at long and short distances for neutral atoms and molecules.

At very long distances the inter-particle potential U.r/ approaches zero from
below. As the inter-particle separation decreases,U.r/ also (slowly) decreases.U.r/
approaches its minimum at r D ro: For shorter distances it starts to increase rapidly.
Indeed, when r is only about 0:705 ro; U.r/ has risen25 more than fifty times as
high as the lowest value it attained at r D ro:

11.10.6 The Repulsive Potential

Clearly, the Lennard–Jones potential (also referred to as the L-J potential; 6–12
potential; or, less commonly, 12–6 potential) is an approximation. The exponent, 12,

24London, F.,Z. Physik 60,245(1930); Z.Physik Chemie B11, 222 (1930).
25See Fig. 11.3.
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Fig. 11.3 The
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continues to be chosen because it is equal to the square of the more reliable attractive
potential of power 6: This is done largely for the resultant ease in computation.
Indeed, the precise form of the repulsive term has scant theoretical justification.
Given that its physical origin is quite possibly related to the Pauli principle –
meaning, when the electronic clouds surrounding the atoms start to overlap, the
energy of the system increases appropriately. Therefore, one might have expected
the repulsive force to have had an exotic dependence on the inter-particle separation.
Still, as long as the repulsion is steep, the precise nature of the repulsion is not
critical to the physics of the problem.

11.11 Quasi-Classical Quantum Systems

11.11.1 Quantum Mechanics: Cursory Remarks

Most undergraduates reading physics take one or two courses in quantum mechan-
ics. Therefore, a long winded introduction is not necessary. And, we limit ourselves
to a few cursory remarks.

After the Hamiltonian, H; is assembled as a function of % – which represents
translational and other relevant variables – the so called Schr Rodinger equation, i.e.,

H.%/ n.%/ D En n.%/; (11.124)

is put together. Any function of % that satisfies the above equation,  n.%/; is known
as an eigenfunction and the correspondingEn as the eigenvalue.

The Hamiltonian is always Hermitian. Therefore, its eigenvalues are real.
Physically, they represent the observable value of energy that the system is allowed
to have. It turns out, in stark contrast with classical physics, that the system is
allowed to have only “quantized levels” of energy. These levels may be “discrete”
or “continuous.”

Often it is convenient to use Dirac’s notation. The square-integrable version of
wave-function n1.%/ is represented as an eigenvector in the form of a “ket”: i.e., as
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jn1 >. If needed, in addition to n1 other indices, say n2; etc., that identify the wave-
function  n1;n2.%/ may also be added to n1; e.g., jn1In2 >. The complex conjugate
of  n1In2.%/ is written as a “bra” eigenvector, i.e., as < n2In1j. Then the following
notation applies:

< n0
2In0

1jn1In2 > D
Z
 
n0

1In0

2
.%/ n1In2.%/d%

D ın0

1;n1
ın0

2;n2
I

< n0
2In0

1jV jn1In2 > D
Z
 
n0

1In0

2
.%/ V .%/ n1In2.%/d%

D V
n0

1In0

2
n1In2 : (11.125)

11.11.2 Canonical Partition Function

Newton’s laws that describe classical mechanics do not demand quantization of
energy, angular momentum, or indeed of any observable quantity. The rules of
quantum mechanics, on the other hand, specify quantization. As noted above, such
quantization may lead to discrete, or continuous values.

Equally important, in quantum mechanics the Hamiltonian and other “operators”
for observable quantities, are required to be Hermitian. The eigenvalues of such
operators represent physically allowed – and therefore, measurable – values. Being
eigenvalues of Hermitian operators, these values are necessarily “Real.”

Let us indicate the eigenvectors and eigenvalues by energy and other relevant
indices, for instance � and �: In accord with the BMG theories, a convenient
partition function is the following:

„ D Tr Œexp .�ˇH/� D
X
�; �

Œ< �; � j exp .�ˇH/ j�; � >� ; (11.126)

where j� I � > is the � � � th eigenvector of the Hamiltonian and “Tr” stands for the
“trace.” Also, we have the BMG distribution factor, f .H/;

f .H/ D exp .�ˇH/
„

; (11.127)

which can be used to determine the thermal average, < OO >; of any observable
whose operator is OO:

< OO > D
Tr
h OO exp .�ˇH/

i

Tr Œexp .�ˇH/�
D
X
�; �

h
< �; � j OOf.H/j�; � >

i
: (11.128)
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Note, that by definition, and common sense, < 1 >D 1:

The thermodynamic potentials are related to the partition function in the usual
manner:

F D �kBT ln f„g IP D �
�
@F
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�

T

IS D �
�
@F

@T

�

V

IG D F C PVI

U D F C TS D �
�
@ lnf„g
@̌

�

V

I H D U C PV: (11.129)

Again, standard notation has been used. That is, F is the Helmholtz potential; P is
the pressure; S is the entropy; G is the Gibbs Potential; U is the internal energy;
andH is the enthalpy.

11.11.3 Quantum Particle

Let us imagine a gas of non-interacting – i.e., ideal – quantum particles, each of
mass m: This sounds much-like a quantum perfect gas!

On second thoughts, we have to, alas, admit that we are not yet ready to reliably
study a truly quantum, many body thermodynamic system. This is in particular true
of a system consisting of light particles (such as electrons) and especially if the
system is gaseous or is in liquid state. Reliable study of these can be done only after
the grand Canonical ensemble has been introduced. And then, we shall need also to
treat the effects of fundamental symmetry rules that the particles that make up such
a many-body system have to follow.

So while we wait to possibly sketch how to do some of that, we shall amuse
ourselves by playing around with a single quantum particle. The simplest example
is a particle without any external field that is free to move within a cuboid of lengths,
l1; l2, and l3:

11.11.3.1 Motion in One Dimension

To begin with, let us consider motion only in one dimension: say, from x D 0 ! l:

Let us assume the end points of this range are infinitely thick so the particle cannot
cross out of them.

In quantum mechanics, the space and the momentum variables, x and px; are
transformed into Hermitian operators OX and OPx; respectively. These operators are
inter-related.

OPx D �i„
�
@

@ OX
�

I
h OX; OPx

i
� D OX OPx � OPx OX D i„: (11.130)
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The Hamiltonian H; dependent only on the kinetic energy of the single particle, is:

H D
OPx2
2m

D � „2
2m

0
@@

�
@

@ OX
�

@ OX

1
A: (11.131)

The Schr Rodinger expression is a differential equation,

H n1.X/ D En1 n1.X/

D � „2
2m

�
@2 n1.X/

@2X

�
; (11.132)

which is readily solved. Its solutions are the eigen-functions:

 n1.X/ D
�
2

l

� 1
2

sin

�
n1	X

l

�
: (11.133)

The relevant eigen-values are:

En1 D
� „2
2m

��n1	
l

�2
: (11.134)

Here n1 is a positive integer 1; 2; : : :. Notice that the eigen-functions,  n1.X/; are
orthonormal, i.e.,

 r
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l

!2 Z l

o

sin

�
n1	X

l

�
sin

�
n2	X

l

�
dX D ın1;n2 : (11.135)

The choice of the solution given in (11.133) has been motivated by the Dirichlet
boundary condition whereby  n1.X/ is required to be zero at the hard-core
boundaries:X D 0 and X D l:

11.11.3.2 Partition Function

For a free quantum particle moving in one dimension, between x D 0 ! l; the
partition function is

„.l; T / D Tr Œexp .�ˇH/� D
1X
n1D1

Œ< n1j exp .�ˇEn1/ jn1 >�

D
1X
n1D1

	
< n1j exp

�
� 	2„2n12
2m kBT l2

�
jn1 >



: (11.136)
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For a hydrogen atom

�
	2„2
2mkB

�
� 2:3 � 10�18;m2 K: (11.137)

For distance l � 10�6 m, and temperature T � 1 K; the exponent
�
� 	2„2n2
2mkB T l2

�

changes slowly with change in n: Therefore – much as in a later equation (11.142) –
the discrete sum in (11.136) may be approximated by an integral, i.e.,
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: (11.138)

Note, at moderate to high temperature, in the fourth row on the right hand side, the
first part is much larger than the integral over dn – the latter being � 1: Therefore,
the integral has been ignored in the last row.

11.11.3.3 Motion in Three Dimensions

Briefly, the relevant Schr Rodinger equation is

H‰ D E‰ D � „2
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; (11.139)

whose solution – appropriate to the Dirichlet boundary condition – is as follows:
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; (11.140)

where n1; n2 and n3 are positive integers, 1; 2; 3; : : : Accordingly, the allowed
energy levels, E D E.n1; n2; n3/; are quantized: namely,

E.n1; n2; n3/ D
�
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�2
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�
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: (11.141)
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Therefore, the partition function for a single quantum particle in three dimensions
is the following:

„.V; T / D Tr Œexp .�ˇH/�

D
1X

.n1 n2; n3/D1
exp f�ˇE.n1; n2; n3/g

� l1l2l3
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2	mkBT

h2
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D V

�
2	mkBT

h2

� 3
2

; (11.142)

where V D .l1l2l3/ is the available volume. Note that here we have made use of the
results of the integration described in (11.138).

As is clear from (11.13), the above result – i.e., (11.142) for a free quantum
particle at moderate to high temperature – is identical to the corresponding result
for a classical single particle.

11.11.4 Classical-co-Quantum Gas

Having now studied the partition function of a single quantum particle with only
translational degrees of freedom, the temptation is to make a simple extension to a
system of similar many-particles. We shall succumb to this temptation but be honest
in admitting that the resultant gas is not a quantum ideal gas but rather an one that –
when described most euphemistically – is a “classical-co-quantum” gas.

The partition function of N “classical-co-quantum” particles – assumed here to
be distinguishable – of the type analyzed above is equal simply to the N -th power
of the single particle partition function given in (11.142). That is

„.N; V; T / D Œ„.V; T /�N D
"
V

�
2	mkBT

h2

� 3
2

#N
: (11.143)

It is no surprise that this result, and therefore all thermodynamic potentials that
follow from it, are identical to those that can be found from (11.13) for a classical
ideal gas of N distinguishable particles.

11.11.5 Non-Interacting Particles: “Classical-co-Quantum” vs.
Quantum Statistics

Whether labeled distinguishable or indistinguishable, any given group of non-
interacting “classical-co-quantum” particles behaves as though it is a collection of
distinct particles. Each particle in the group is “physically” recognizable as a distinct
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individual and two particles cannot be interchanged without the interchange being
noticeable. In addition, there are no fundamental symmetry rules that the (quantum
mechanical) wave-functions of such particles have to obey.

In contrast, any two indistinguishable quantum particles can be interchanged
without the interchange being physically noticeable. Indeed, in a system consisting
of identical quantum particles, a single quantum particle can no longer be considered
as occupying only one single-particle constituent state . Rather, each particle may be
considered as occupying different fractions of all single particle constituent states.
Yet for those indistinguishable quantum particles that are called fermions, no single-
particle state may have more than .2 S C 1/ particles present. Note, for electrons
the spin S is equal to

�
1
2

�
, so .2 S C 1/ D 2: Thus, any single particle state may

have either one electron with spin pointing in any given direction, or two electrons
with spins pointing in mutually opposite directions. Therefore, for electrons at any
specific time each state can accommodate a maximum of only two particles.

On the other hand, if we should be dealing with quantum particles that are called
bosons, there is no limit to the occupancy level of any single-particle state. Both
for fermions and bosons, the relevant occupancy prescriptions are a product of
the fundamental symmetry rules that these indistinguishable quantum particles are
required to obey.

In view of the supremacy of the single particle state occupancy rules, a system
of indistinguishable non-interacting quantum particles is often most conveniently
treated in terms of the properties of single particle state functions.

We shall have occasion to study these phenomena later in this chapter.

11.12 Quasi-Classical Statistical Thermodynamics
of Rigid Quantum Diatoms

Statistical treatment of a classical gas of ND diatoms with stiff bonds and no inter-
diatom coupling was given in (11.34)–(11.71). The Hamiltonian of such a gas was
the sum of ND Hamiltonia of single diatoms. And the dynamics of any diatom
could be described in terms of the translational motion of its center of mass and
the rotational motion of the two monatoms around it. These motions were shown to
be uncorrelated. Moreover, the center of mass motion was identical to that of free
monatoms of equivalent mass. Classical thermodynamics of free monatoms was
extensively studied earlier in this chapter. Thus, the interesting part of the motion
that needed to be treated was the rotational motion of the rigid-diatom.

Earlier, in this chapter, when classical diatoms were analyzed it was noted that for
molecular dissociation the temperatures needed were far higher than those available
in the laboratory. Mostly, the same is true for achieving – by thermal excitation –
quantum states that are higher than the ground state. Therefore, for calculating
thermodynamics at usual laboratory temperature, only the lowest electronic state
of the diatom – which is usually non-degenerate – needs to be considered.
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At temperatures lower than those where rotation sets in, we can consider a diatom
as a single particle in its ground atomic state. Its motion then is much like that
of a classical free particle – with mass equal to that of the two atoms – moving
at the velocity of the center of mass. Such motion has already been treated in an
early part of this chapter (see section titled: “Translational Motion of Center of
Mass” and (11.41)–(11.43)). Therefore, we consider first the quantum statistics at
slightly higher temperature where rotational motion begins to occur. We assume
that the neighboring diatoms are sufficiently far apart so that only intra-diatom –
and not inter-diatom – quantum rules of symmetry are relevant. Such diatoms will
be called “quasi-classical.” And using quasi-classical version of quantum statistical
mechanics, their rotational motion is analyzed below.

While the effects of mutual interaction between the nuclear and the rotational
states can be relevant for homo-nuclear diatoms, they are much less important for
hetero-nuclear diatoms. Therefore, for convenience, we treat first the latter case.

11.13 Hetero-Nuclear Diatoms: Rotational Motion

At temperatures lower than those where the bond stiffness weakens and vibrational
modes get excited, the dipoles have stiff bonds. And when rotational modes get
excited, these dipoles behave as rigid rotators, each with moment of inertia equal
to M: The classical Hamiltonian for the rotational motion of a rigid-diatom is the
quantity labeled � that was given in (11.56) and (11.58). For quantum use, the
same Hamiltonian for the i -th diatom with angular momentum OL is, say, Hi : Then
the Schr Rodinger equation, its eigenfunctions,  `.
; �/; and eigenvalues, E`; are as
follows: 26
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where OL is an operator that represents the angular momentum vector of a rigid-

diatom and, as before, M is its moment of inertia27 – equal to
�
m1m2r

2
o

m1Cm2
�
; where

26See “Quantum Mechanics,” by Claude Cohen-Tannoudji, Bernard Diu and Frank LaloRe, Wiley-
Interscience (1977); or, “Quantum Mechanic,” by Eugen Merzbacher, John Wiley and Sons, second
edition, pages 178–190 (1970).
27See (11.53).
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m1 and m2 are the masses of the two monatoms that comprise the diatom and ro is
the length of the stiff-bond separating the two. Also, ` D 0; 1; 2; : : : ;1. Because
all diatoms being considered are alike, therefore, ` is independent of whichever of
the Nd diatoms – such as the i -th – it may refer to. The relevant eigenfunctions
are the well known spherical harmonics, Y Nm

` .
; �/ ; where Nm can take on a total of
.2`C 1/ different values, e.g., `; `� 1; : : : ;�`C 1;�`: An important point to note
is that as a result, the eigenvalueE` is .2`C 1/ fold degenerate. This has significant
consequences for the partition function.

11.13.1 Quantum Partition Function

In a previous calculation – see (11.136) – each state being treated was only singly
degenerate. That, however, is not the case here. Therefore, the diagonal matrix
elements, e.g., < `j exp.�ˇHi /j` >; to be summed for calculating the partition
function must also include their degeneracy factor, which is equal to .2` C 1/:

Accordingly, the partition function of the i -th rigid diatom is:

.„i /quantum rotation D
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8	2MkBT

�
; (11.145)

and the degeneracy factor, .2 l C 1/; identifies the number of times the particular
state with eigenvalueE` may occur.

11.13.2 Analytical Treatment

Numerically, (11.145) is straight forward to compute. Its analytical evaluation,
however, can adequately be done only for very low or very high temperature.
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For low temperature, i.e., where % 
 1 and as a result exp.�%/ � 1; the
successive terms in (11.145) rapidly decrease in value. Therefore, only the first
few terms of the expansion suffice.

Œ.„i /quantum rotation�.lowT/ � 1C 3 exp .�2%/C 5 exp .�6%/C � � � : (11.146)

For high temperature, where % � 1; many, many terms contribute to the sum
in (11.145). Therefore, much as was done in (11.138), we might conveniently
approximate the convergent sum by an integral.28 In this fashion, by using the Euler–
Maclauren formula for lim � � 1 – that is, given 29
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Here
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We observe that at very high temperature, quantum-statistical partition function for
the rotational motion of an hetero-nuclear rigid-diatom with stiff-bond is identical
to its classical counterpart that was recorded in (11.59). That is:

Œ.„i/quantum rotation�.highT/ ! Œ„.rotation one stiff diatom/�classical

D 1

%
: (11.149)

28A beginner might benefit by noting that for large N the leading term in the sum,hPN
`D0.2 `C 1/ D .N 2 C 2N /

i
; is D N2;which is also the case for the corresponding integral:

namely
R N
o .2 xC1/dx: The integral approximation for (11.145) is even more satisfactory because

successive terms, after ` has become large, begin to decrease in value and go rapidly to zero.
29Euler, Leonhard (4/15/1707-9/18/1783); Maclaurin, Colin (2/1698–6/14/1746).
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11.13.3 Low and High Temperature: Thermodynamic Potentials

11.13.3.1 Low Temperature

First let us examine the quantum results at low temperature where % 
 1: The
Helmholtz free energy, the entropy, the internal energy, and the specific heat energy,
are as follows:
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UlowTrot D 6% kBTNd exp.�2%/ Œ1 � 3 exp.�2%/CO .exp .�4%//� I
ClowTrot D 12kBNd%

2 exp .�2%/ Œ1 �O .exp .�2%//� : (11.150)

Note that while the classical specific heat for the rotational motion of a stiff-bonded
diatom is constant at all temperature, and is equal to that provided by the two
rotational degrees of freedom, at low temperature the quantum specific heat for
rotational motion is exponentially small. Thus, according to the quantum picture,
for the specific heat, only the translational motion of the center of mass with its
three degrees of freedom is relevant at low temperatures. And that is exactly what
the experiment observes. (See Fig. 11.1.)

11.13.3.2 High Temperature

For one diatom at high temperature, the quantum partition function is given in
(11.149). Helmholtz potential for a system of Nd diatoms is the following:
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: (11.151)

By using (11.7), the quantum statistical results for thermodynamic potential in the
limit of very high temperature can be found from the Helmholtz potential given in
(11.151) above. In particular, the high temperature quantum result for the specific
heat for rotational motion is
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ChighTrot D NdkB
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: (11.152)

Again, in the limit of very large temperature, this approaches the classical result.

11.14 Homo-Nuclear Diatoms: Rotational Motion

At very high temperatures, the specific heat of homo- and hetero-nuclear diatoms
is the same, approaching as it does their classical value. (See (11.60).) At lower
temperatures, the use of quantum statistics results in important difference between
the two types of diatoms. When the two atoms in a diatom are identical, respectively
depending on whether they obey the Bose30 or Fermi31 statistics, the total wave
function is symmetric or anti-symmetric with respect to their interchange. Equally
important is the symmetry characteristic of the rotational state, which is symmetric
or anti-symmetric depending on whether the quantum number ` is even or odd.32

As for the nuclear wave-function, it consists of an appropriate linear combination
of the spin functions of the two nuclei. Given that the nuclear spin is S , there are
a total of .2S C 1/2 different combinations, out of which .S C 1/.2S C 1/ are
symmetric with respect to the nuclear interchange, and S.2SC1/ are antisymmetric.
For instance, inH2 where the nuclei are Fermions with S D 1

2
; three33 nuclear states

are symmetric and one34 state is antisymmetric. We can figuratively represent the

symmetric states as: .up � up/; .down � down/,
q

1
2
.up � down C down � up/

and the antisymmetric state as
q

1
2
.up � down � down � up/. Note, both .up/ and

.down/ states are normalized.
When the two nuclei in a diatom are Fermions, or Bosons, the total wave function

is required to be antisymmetric, or symmetric, respectively. The total wave function,
of course, represents the product of the rotational and the nuclear states. According
to Dennison,35 as noted by Pathria,36 rather than working directly with the partition
function, the correct procedure is to use the appropriate fraction of the contribution
to the internal energy that arises from the antisymmetric and the symmetric states.
In other words, the Dennison suggestion is that one should proceed as follows:

30Boson spins are equal to 0; 1; 2; : : : ; etc.
31Fermions have half-odd-integral spin, namely 1

2
; 3
2
; : : : ; etc.

32Note: in contrast, in hetero-nuclear diatoms, ` takes on both even and odd values – see,
e.g., (11.145).
33Note: . 1

2
C 1/.2 � 1

2
C 1/ D 3:

34Again note: 1
2
.2� 1

2
C 1/ D 1:

35Dennison, D. M., Proc. Roy. Soc. (London), A115, 483 (1927).
36Pathria, op. cit. page 167.
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Consider a single spin state. Then, by using (11.145), calculate
�
.„i /quantum rotation

�
for both odd and even values of `: That is,
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Next, by using (11.129), calculate the corresponding value for the internal energy
for a single spin state,
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: (11.154)

Finally, multiply the above by the corresponding ratio of the odd and even spin states
so that while the total result for a diatom with Fermion-like atoms is antisymmetric,
for Boson-like atoms it is symmetric. This gives

ŒU.T /�Fermi D S.2S C 1/

.2S C 1/2
ŒU.T /�even C .S C 1/.2S C 1/

.2S C 1/2
ŒU.T /�odd I

ŒU.T /�Bose D S.2S C 1/

.2S C 1/2
ŒU.T /�odd C .S C 1/.2S C 1/

.2S C 1/2
ŒU.T /�even :

(11.155)

11.14.1 Very High Temperature

As is clear from (11.153), at very high temperature only the very large values
of ` contribute significantly to the partition functions

�
.„i /quantum rotation

�
odd

and�
.„i /quantum rotation

�
even

: Therefore, either of these partition functions for a single

spin state approaches the limiting value equal to
�
1
2

P1
`D0 f .`/

�
; which according

to (11.151), is �
�
1
2%

�
: Multiplying this result by the total number of spin states

yields the high temperature limiting value for the partition function.
The high temperature partition function – and therefore the internal energy –

is independent of the total number of spin states and the result for the internal
energy approaches the classical result – see (11.60) – namely,Urotation D Hrotation D
NdkBT:
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11.14.2 Very Low Temperature

Because the exponential decreases rapidly in value, only the leading term is relevant
here. Indeed we can write:

�
.„i /quantum rotation

�
odd

� 3 exp .�2 %/I
�
.„i /quantum rotation

�
even

� 1: (11.156)

Accordingly, only the odd term, namely

ŒU.T /�Fermi � .S C 1/.2S C 1/

.2S C 1/2
ŒU.T /�odd ; (11.157)

contributes to the internal energy (and therefore the specific heat). For H2 – which
is the Fermi case with S D 1

2
– the spin dependent factor, .SC1/.2SC1/

.2SC1/2 ; is equal to 3
4
:

In any case, the specific heat at very low temperature decreases extremely rapidly,
i.e., exponentially, as it tends to zero when T ! 0:

11.14.3 Intermediate Temperature

Here, the ŒU.T /�even and ŒU.T /�odd, that appear in (11.155), are best calculated
numerically. According to Pathria, the calculated result for the temperature deriva-
tive of ŒU.T /�Fermi ; for S D 1

2
; agrees well with the experimental result for the

specific heat of diatomic Hydrogen.

11.15 Diatoms with Vibrational Motion

As mentioned earlier, vibrational states of diatoms – particularly those with small
masses – come into play at temperatures much higher than the rotational states.
The temperature range where vibrations begin contributing to the system thermo-
dynamics is of the order 103 K: And, it is estimated that the classical equipartition
predictions would begin holding only at temperatures of the order 104 K or higher.

The Hamiltonian that describes the vibrational motion of a single diatom – let us
say the i -th such diatom – has been given in (11.67). It is convenient to change the
earlier notation, namely

ŒH.vibration single diatom/� D
�

m1m2!
2

2.m1 Cm2/

�
r2o C p2

.m1 Cm2/

2m1m2

;

to the following:

ŒH.vibration single diatom/� ! ŒHi � � 1

2
m!2qi

2 C p2i
2m

; (11.158)



470 11 Statistical Thermodynamics: Third Law

where we have set: ro ! qi I p ! pi and m1m2
m1Cm2 ! m: Clearly this Hamiltonian

is identical to that for a classical one-dimensional Harmonic oscillator. So when we
are focusing exclusively on the thermodynamics of vibrational modes of diatoms, it
is convenient to refer to it as “The Thermodynamics of One-Dimensional Harmonic
Oscillators.”

For quantum mechanical use of the Hamiltonian, both qi and pi are to be treated
as operators – denoted as Oqi and Opi – that obey the relationship: Oqi Opi � Opi Oqi D i„:
However, instead of Oqi and Opi , the diagonal nature of the above Hamiltonian is best
utilized by working with the operator Oai and its Hermitian conjugate OaiC. That is:

Oai D
r
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2„
�

Oqi C i
Op

m!

�
;

OaiC D
r
m!

2„
�

Oqi � i
Op

m!

�
I

OHi D „!
�

OaC Oa C 1

2

�
: (11.159)

11.15.1 Quasi-Classical Quantum Statistical Treatment

Assume that the system can be described by a quasi-classical quantum picture
whereby individual Harmonic oscillators – that is, diatoms – are treated quantum
mechanically but the collection ofN oscillators is not required to obey the quantum
many-body symmetry rules. The Schr Rodinger equation and the matrix elements of
the quantum Hamiltonian, Hi ; for the i -th Harmonic oscillator can be expressed in
very compact form. That is,

Hi j� > D „!
�
� C 1

2

�
j� >I

< �jHi j�0 > D „!
�
� C 1

2

�
ı�;�0; (11.160)

where � and � 0 are D 0; 1; 2; 3; : : : ;1: Equation (11.160), readily leads to

< �jexp.�ˇHi /j� >D exp

�
�ˇ„!

�
� C 1

2

��
D exp

�
� �

�
� C 1

2

��
;

where, for convenience, we have used the notation: � D ˇ„!:
The quantum partition function for the i -th simple harmonic oscillator is

„i D
1X
�D0

< �jexp.�ˇHi /j� >D
1X
�D0

exp

	
��

�
� C 1

2

�
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D exp
�
��
2

� 1X
�D0

exp .���/ D
"

exp
�� �

2

�

1 � exp .��/

#

D
h
2 sinh

��
2

�i�1
; where � D .ˇ„!/ : (11.161)

Because there is no inter-harmonic-oscillator potential, any given oscillator is
independent of the other .N � 1/ oscillators. Further, because the total partition
function of a quasi-classical composite system is the product of the partition
functions of its components, the partition function of N quasi-classical quantum
simple harmonic oscillators is as follows:

„.N; T / D
NY
iD1

„i D
h
2 sinh

��
2

�i�N
: (11.162)

Using (11.129) and (11.162) we get

F.N; T / D NkBT ln
h
2 sinh

��
2

�i
I

U.N; T / D �
�
@ fln„.N; T /g

@̌

�

N;V

D N„!
2

coth
��
2

�
I

S.N; T / D U.N; T /� F.N; T /

T

D
�
N„!
2T

�
coth

��
2

�
�NkB ln

h
2 sinh

��
2

�i
: (11.163)

Because „.N; T / does not involve V and P , therefore H.N; T / D U.N; T /: As a
result

�
@U

@T

�

N;p;v

D Cv D Cp D C D NkB�
2 exp .�/

Œexp .�/� 1�2
: (11.164)

11.15.2 High Temperature

Let us refer to temperature T as being “high” when
�
kBT„!

�
is of the order of,

or larger than, 2. At high temperatures, it is instructive to compare the quantum
results – see (11.163) and (11.164) – with classical ones – see (11.72)–(11.77) and
set a � b D 0:

As noted, the parameter � D
�

„!
kBT

�
is < 1

2
at such “high” temperature.

Therefore, we have
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Fig. 11.4 Energy of a quantum and a classical simple harmonic oscillator. The solid curve
represents the average energy of a quantum simple harmonic oscillator as a function of the

dimensionless variable ��1 D
�
kB T
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�
: The dashed curve represents the corresponding result

for a classical simple harmonic oscillator
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Fig. 11.5 Specific heat of a Quantum and a Classical Simple Harmonic Oscillator The solid curve

represents
�

C
NkB

�
of a quantum simple harmonic oscillator as a function of the dimensionless

variable ��1 D
�
kB T

„!

�
: The dashed curve represents the corresponding result for a classical

simple harmonic oscillator. Remember Cp D Cv D C

U D Uclassical

	
1C �2

12
� : : :



I

C D Cclassical

	
1 � �2

12
C � � �



I

S D Sclassical CNkB�
2

�
11

24

�
� : : : : (11.165)

In Figs. 11.4–11.6, the energy, U; the specific heat, C D �
@U
@T

�
p;v
; and the entropy

S are plotted for both the classical and the quantum one-dimensional harmonic
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Fig. 11.6 Entropy of a Quantum and a Classical Simple Harmonic Oscillator The solid curve
represents the entropy of a quantum simple harmonic oscillator as a function of the dimensionless

variable ��1 D
�
kB T

„!

�
: The entropy is given in units of kB: The dashed curve represents the

corresponding result for a classical simple harmonic oscillator

oscillators. With rise in temperature, all these quantities are seen to approach their

classical value. Indeed, as is evident from Figs. 11.3–11.5, by the time
�
kBT„!

�
has

risen to � 2; the quantum and classical statistics lead to essentially the same result.

11.15.3 Low Temperature

With the lowering of temperature, the specific heat decreases rapidly. In the limit

of very low temperature, when � has risen to � 10; meaning
�
kBT„!

�
has fallen to

� 0:1; exp.��/ – indeed, even �2 exp.��/ – is very small. Then we have

U D N

�„!
2

�
Œ1C 2 exp .��/C � � � � I

C D NkB�
2 exp .��/ Œ1C 2 exp .��/C � � � � I

S D NkB .� C 1/ exp .��/: (11.166)

These results – meaning results given by quasi-classical quantum statistic –
are qualitatively different from those predicted by classical statistics. Note, the

quantum, zero point energy – equal to
�

„!
2

�
per oscillator – is clearly visible in

Fig. 11.4. As is demonstrated in Fig. 11.5, in the neighborhood of zero temperature,
both the (quasi-classical quantum statistical) value of the specific heat, as well as
its rate of change with temperature are vanishingly small. Another fact to note from
these figures is that not only does the difference between the classical and quantum
results become large as the temperature falls below (about) „!

kB
; even the qualitative
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behavior of the classical results begins to be suspect – for instance, see the classical
result that the system entropy becomes negative as the temperature heads further

below � 0:4
�

„!
kB

�
:

11.15.4 Langevin Paramagnet: Quasi-Classical Quantum
Statistical Picture

The quantum mechanical version of the classical Hamiltonian that was given in
(11.92) – for a Langevin paramagnetic salt in the presence of applied field EB which
in the z-direction is Bo – is the following:

H D
NX
iD1

Hi D
NX
iD1

�
� EB � E�i

�
D �g�B

NX
iD1

� EB � EJi
�

D �g�BBo

NX
iD1

Ji;z: (11.167)

The vector parameter, E�i; represents the magnetic moment of the i -th dipole.
Quantum mechanics stipulates that E�i be related to its quantized angular momentum
vector variable EJi : That is,

E�i D g �B EJi I < �jJi;zj� 0 >D � ı�;�0 : (11.168)

Here, g is the Landé g-factor, and �B is the Bohr magneton. Note that a Bohr
magneton is the magnetic dipole moment of an electron. In CGS units it is equal
to

�B D
�
e„
2mc

�
D 9:27400915.23/� 10�21Erg Oe�1; (11.169)

where “e” is charge of an electron, “m” is its rest mass and “c” is the speed of light
in vacuum.

The eigenvalues of Ji;z are denoted as � such that � can take on – indeed, it may
take on only – the values:

� D J; J � 1; : : : ;�J C 1;�J: (11.170)

Clearly, the total number of allowed eigenvalues of Ji;z is equal to .2J C 1/:

However, depending on the paramagnetic salt being studied, the value of J may
be integral or half-odd integral. That is,
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J D 0; or1; or 2; : : : ; etc:

or

J D 1

2
; or

3

2
; : : : ; etc: (11.171)

11.15.5 Partition Function and Helmholtz Potential

Much like the collection of quasi-classical quantum simple harmonic oscillators,
the Hamiltonian here is completely separable. Therefore, following the procedure
outlined in (11.126)–(11.163), we can write the relevant single-particle partition
function as follows:

„i D Tr Œexp .�ˇH/� D
CJX
�D�J

< �j exp .�ˇHi / j� >

D
CJX
�D�J

< �j exp .ˇBog�B Ji;z/ j� > D
CJX
�D�J

exp .ˇBog�B �/

D
CJX
�D�J

exp
�x �
J

�
D exp .�x/

h
1C exp

� x
J

�
C � � � C exp

�
2J
x

J

�i

D exp .�x/
	
1 � expf x

J
.2 J C 1/g

1 � exp. x
J
/



D
"

sinhfx.1C 1
2J
/g

sinh. x
2J
/

#
: (11.172)

In the above and henceforth x D
�
Bo g�B J

kBT

�
: For convenience, the applied magnetic

field has been chosen to be along the z-axis and the z-component of EB is Bo: The
full partition function,„.N; T;Bo/; and the Helmholtz free energy are

„.N; T;Bo/ D
NY
iD1

„i D
"

sinh
˚
x
�
1C 1

2 J

��

sinh
�
x
2 J

�
#N

I

F D �kBT ln Œ„.N; T;Bo/�

D �NkBT ln

"
sinh

˚
x
�
1C 1

2J

��

sinh
�
x
2J

�
#
: (11.173)
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11.15.6 Entropy

As noted in (11.129), the entropy can now be determined from the temperature
derivative of the Helmholtz free energy F given in (11.173).

S D �
�
@F

@T

�

N;J

D N kB ln

"
sinh

˚
x
�
1C 1

2J

��

sinh
�
x
2 J

�
#

�xNkB

��
1C 1

2J

�
coth

	
x

�
1C 1

2 J

�

�
�
1

2J

�
coth

� x
2J

��
: (11.174)

For given N and J; the entropy S is a function only of x: But because x D�
Bog�BJ

kBT

�
; the relevant variable in x is the ratio

�
Bo
T

�
: Therefore, for constant S;�

Bo
T

�
is constant. That is,

�
Bo

T

�

S

D constant: (11.175)

11.15.6.1 High Temperature

At high temperatures, that is when x � 1; the system entropy S approaches the
limit37 N kB ln.2J C 1/,

S

NkB
D ln.2J C 1/�

�
J C 1

6J

�
x2

C
�
2J 3 C 4J 2 C 3J C 1

120J 3

�
x4 CO.x6/: (11.176)

This result is in agreement with the Boltzmann prescription which gives the high
temperature limiting value as being equal to S D NkB ln.�/ where � is the

multiplicity per magnetic dipole equal to .2J C 1/: Indeed, even when
�

kBT
Bog�BJ

�
is

only as large as 5 – this means, when x is only as small as
�
1
5

�
– it is noticed – see

Fig. 11.7 – that S
N kB

has already approached a value close to its limiting values of
ln.2J C 1/:

37In particular, when J D 1
2
; the small x; high temperature expansion of the entropy yields

. S
N kB

/for JD

1
2

D ln.2/� x2

2
C x4

4
� x6

9
CO.x8/:
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Fig. 11.7 Entropy of a Quasi-Classical Quantum Langevin Paramagnet as a Function of 1
x

D�
kBT

Bog�B J

�
: The solid curve refers to J D 1

2
I the short-dashed curve relates to J D 3

2
and the

curve with sightly longer dashes is for J D 7
2
: Notice that at high end of the temperature scale, the

curves are clearly heading toward their limiting value of ln.2 JC1/: The plots are in dimensionless
units

11.15.6.2 Low Temperature

As the temperature is lowered and x becomes > 1; the entropy begins to decrease
rapidly. Indeed, according to (11.174), the entropy reduces exponentially at low
temperatures. That is,

S D NkB.2x C 1/ exp.�2x/COŒx exp.�4x/�: (11.177)

Thus, the entropy is vanishingly small at zero temperature (where x ! 1). Again
this fact is visible in Fig. 11.7.

11.15.7 The Internal Energy

As noted in (11.164), the internal energyU; is equal to the negative of the derivative
with respect to ˇ of the logarithm of the partition function.

� U D
�
@.ln„/

@̌

�

N;V;Bo

D Bo Ng�BJ

	�
1C 1

2 J

�
coth

	�
1C 1

2J

�
x



�
�
1

2J

�
coth

� x
2J

�


D Bo Ng�BJ ŒBJ .x/� D BoMsatBJ .x/ D BoM; (11.178)
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where

Msat D Ng�BJ I BJ .x/ D
�
M

Msat

�
I x D

�
Bog�BJ

kBT

�
: (11.179)

In (11.179), M is the – temperature and the magnetic field dependent – quasi-
classical quantum statistical average of the magnetic moment of the paramagnetic
salt. And Msat is its saturation value. BJ .x/; which is often called The Brillouin
Function38 of Order J ’, is equal to the ratio of the two. Also note that the internal
energy U in terms of x – the latter being related to the ratio of two state variables
Bo and T – represents an equation of state.

The ratio
�
M
Msat

�
is plotted in Fig. 11.8 as a function of

�
Bo g�BJ

kBT

�
for four

different values of J W namely, J D 1
2
; 3
2
; 5
2

and J ! 1: Note that for specified

values of N and Bo; the ratio
�
M
Msat

�
is a function only of xW or more particularly, of

the ratio
�
Bo
T

�
: Therefore, for constant M we have

�
Bo

T

�

M

D constant: (11.180)
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M
Msat
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is Plotted as a Function of

�
Bo g�B J

kBT

�
: Here M represents the quasi-

classical quantum statistical average of the system magnetic moment and Msat its saturation
value. The temperature is T and the magnetic field is Bo: The solid curve refers to J D 1
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I

the thinnest, dashed curve is for J D 3
2
I the next lower curve refers to J D 5

2
I while the

lowest curve – with long dashes – represents the classical limit, i.e., J ! 1: Notice that

the solid curve has nearly reached its maximum possible value of unity when
�
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�
� 3:

For a J D 1
2

system, this means that the magnetic moment is close to reaching saturation

when kBT falls below .Bo�B/=3 W or equivalently, when the ratio
�
Bo
T

�
rises above the value�

3kB
�B

�
D 3�8:617343.15/�10�5

5:7883817555.79/�10�5

�
eV:K�1=eV:T

�1
�

� 4:4662T K�1

38Brillouin, Léon Nicolas,(8/27/1889)–(10/4/1969).



11.15 Diatoms with Vibrational Motion 479

0 1 2 3 4 5
-1

-0.8

-0.6

-0.4

-0.2

0
Internal Energy

kB T

B0 gmB J

U
N

B
0 

gm
B

 J

Fig. 11.9 Temperature dependence of the internal energy of the paramagnetic salt is plotted in
dimensionless units. The solid curve refers to J D 1

2
I the thinnest, dashed curve is for J D 3

2
I

the next higher curve refers to J D 5
2
I while the highest curve – with long dashes – represents the

classical limit, i.e., J ! 1

An interesting consequence of (11.180) and (11.175) is that for given Bo and T; in
those reversible processes where the entropy, S; is constant, the magnetization,M;
is also constant.

In Fig. 11.9, the internal energy U – as described by (11.178) – is displayed
as a function of the temperature. When plotted as dimensionless variables, namely�

U
NBog�BJ

�
versus

�
kBT

Bog�BJ

�
, the curves for J D 1

2
and J D 3

2
are well separated

from each other. In contrast, the separation between the curves for J D 3
2

and J D 5
2

is much smaller. This fact plays a role in the relative spacing between the location
of the Schottky anomaly.

11.15.7.1 High Temperature

For high temperatures, where the energy spacing between different allowed energy
levels – i.e., the different eigenvalues of the Hamiltonian – is small compared with
kB T; all the levels are amply occupied. For such cases, the specific heat – as to
be shown in (11.186) – is inversely proportional to the square of the temperature.
Because of copious occupation of the energy levels, this result also holds for the
relevant classical system. Also, here ˇ is small and x is � 1: Then

ŒBJ .x/�hightemp !
�
J C 1

3 J

�
x: (11.181)

Therefore, according to (11.178) and (11.181), the internal energy and the magneti-
zation at high temperatures are
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� Uhightemp D BoMhightemp D BoMsat ŒBJ .x/�hightemp

D BoMsat

	�
J C 1

3J

�
x �

�
2J 3 C 4J 2 C 3J C 1

90J 3

�
x3 CO.x5/




D NJ.JC1/.Bog�B/
2

3 kB T

	
1 �

�
2J 3 C 4J 2 C 3J C 1

30J 2.J C 1/

�
x2 CO.x4/



:

(11.182)

11.15.8 Low Temperature

At low temperatures, where the energy spacing between different allowed energy
levels – i.e., the different eigenvalues of the Hamiltonian – is large compared with
kB T; the specific heat has a very different character. As noted in (11.187), the
specific heat decreases exponentially as the temperature is lowered toward zero –
see Fig. 11.10.

An interesting feature of the heat capacity in the paramagnetic salts (with applied
magnetic field) is the “bump” in the specific heat recorded in Fig. 11.9. This is
known as the Schottky anomaly.

The occurrence of a bump is anomalous because in solids the heat capacity
generally shows steady change with temperature. It usually increases, or stays
constant. Schottky anomaly signifies the presence of a limited number of energy
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Fig. 11.10 Specific heat of paramagnetic salt at constant applied field, Bo; is plotted as function
of the temperature. The Plot is in Dimensionless Units. The solid curve refers to J D 1

2
I the

short-dashed curve relates to J D 3
2
; while the curve with slightly longer dashes represents the

case J D 7
2
: Notice that even though the difference in the J values is half as large, the separation

between the bumps for J D 3
2

and J D 1
2

is noticeably greater than the corresponding separation
between the bumps for J D 7

2
and J D 3

2
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states – e.g., the system being treated here has .2J C 1/ states – and because its
location shifts rapidly for small J values – see the graphical representation of the
change between J D 3

2
and J D 1

2
– and quite slowly for large J values, it can be

helpful in determining the relevant J value and therefore the number of available
energy levels.

At low temperatures ˇ is large and, when the magnetic field Bo is not too week,
x 
 1 for all allowed values39 of J: And for large x the internal energy,U; and the
magnetization,Mlowtemp; are as given below in (11.183).40

� Ulowtemp D BoMlowtemp D BoMsat

	
1 � 1

J
exp

��x
J

�

: (11.183)

Under these conditions magnetic saturation begins to be reached: that is,
Mlowtemp ! Msat: And essentially all the magnetic dipoles in the paramagnet begin
to get aligned in the same direction. Here, the magnetic susceptibility for the
paramagnet is as given below.

Œ��lowtemp quasi�classical D
�
@Mlowtemp

@Bo

�

T
D N

.g�B/
2

kBT
exp

��x
J

�
: (11.184)

11.15.9 Specific Heat

At general temperature the specific heat, i.e.,

CB0
NkB

D
�

1

N kB

��
@U

@T

�

Bo;N

D
� �Bo
N kB

��
@M

@T

�

Bo;N

D x2
��

1

2 J

�
1

sinh. x
2J
/

� 2

�x2
(�
1C 1

2 J

�
1

sinh
��
1C 1

2 J

�
x
�
) 2
; (11.185)

is plotted in Fig. 11.10.
At high-temperatures – that is for x � 1 – and constant applied field – that is

when Bo is constant – the specific heat and the magnetic susceptibility are readily
found.

39Note: this means J is not allowed to be equal to zero.
40Exercise for the student: Show that for J D 1

2
; BJ .x/ D tanh.x/:
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(11.186)

Similarly, for week but constant applied field, the low-temperature – that is when
x 
 1 – the specific heat for the paramagnet is:

ŒCBo �lowtemp quasi�classical D
�
@Ulowtemp

@T

�

N;Bo

D �Bo
�
@Mlowtemp

@T

�

Bo;N

D NkB

�
Bo g �B

kBT

�2
exp

��x
J

�
: (11.187)

Notice that at low temperatures the specific heat, and therefore also
�
@M
@T

�
Bo;N

;

decrease with temperature at an extremely rapid rate.

11.15.9.1 Classical Limit

Recall that the dipole moment – expressed as .g �B J / in the quantum version given
above where �B denotes a Bohr magneton – is represented as �c in the classical
version of the Hamiltonian. Consequently, we can relate x that appears in the
quantum mechanical version – see its description immediately following (11.172)
above – to the ˛ that was defined in (11.94) and used in the classical version. That is,

g�BJ D
�
x

ˇBo

�

quantum version
! �c D

�
˛

ˇBo

�

classical version
: (11.188)

In fact, the quantum mechanical result that actually corresponds to .�c/2 is not
.J g �B/

2 W instead, it is J.J C 1/.g �B/
2: This behavior results from the fact that

the eigenvalues of . EJ : EJ / are not .J 2/: Rather, they are J.J C1/: The classical limit
is achieved when

�
1
J

� � 1: Then J.JC1/ D J 2.1C 1
J
/ � J 2; andBJ .x/ � L.˛/:
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� x
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C coth.x/
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x

�
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1

J

�
D L.x/CO
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1

J

�
: (11.189)
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That is,

ŒBJ .x/�quasi�classical quantum ! ŒL.˛/�classical : (11.190)

Using the aforementioned procedure, the quasi-classical quantum results for the
specific heat and the magnetic susceptibility, that are given in (11.186), are exactly
transformed into the corresponding results for the classical Langevin paramagnet.
The latter were recorded in (11.98).

11.15.10 Production of Very Low Temperatures: Adiabatic
Demagnetization of Paramagnets

Long ago no satisfactory method existed for reducing the temperature much below
the freezing point of water. It was, of course, understood that if there were to be any
hope of liquefying gases (other than water vapor), temperature must be lowered a
great deal below zero degree centigrade.

The realization that the Joule–Kelvin process could lead to cooling, motivated
its use in liquefaction of gases. But to liquefy some of the rare gases, temperatures
of the order of a few degrees Kelvin would be needed. And such low temperatures
were well beyond the Joule–Kelvin reach.

In order to achieve really low temperatures, use must be made of isothermal
magnetization of paramagnetic salts followed by reversible adiabatic decrease of the
applied magnetic field.41 One such process is schematically displayed in Fig. 11.10
where the entropy of the salt is plotted against its temperature for two very different
strengths of the applied magnetic field.

The upper curve relates to the paramagnetic salt being under the influence of a
weak applied magnetic field. For the lower curve, in contrast, the applied magnetic
field is stronger than that for the upper curve. Notice that, as per (11.174), at any
finite, fixed temperature, the entropy decreases with increase in the applied field.
Accordingly, at constant temperature the derivative of the entropy with respect to

the applied field – that is,
�
@S
@Bo

�
T

– is negative. 42 (See also Fig. 11.12.)

41And indeed, for attaining even lower temperatures, reversible adiabatic demagnetization of nuclei
themselves is needed.
42When, at any fixed finite temperature T; the derivative of the entropy is expanded in powers of
the strength of the applied field Bo we get
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;

where x D
�
g�BJ

kBT

�
Bo: In particular, for J D 1

2
we have:
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Before the experiment is begun, the temperature of the paramagnetic salt is
reduced to the lowest value achievable43 and the salt is subjected to a weak applied
magnetic field. At this instant the entropy versus temperature graph of the salt is
represented by the upper curve in Fig. 11.10 and the salt is assumed to be positioned
at the point a:

Next, reversibly and isothermally,44 the applied magnetic field Bo is increased –
meaning the salt is magnetized. In accordance with the prediction that isothermal
reversible increase in the strength of the applied field must decrease the entropy of
the salt, an isothermal reversible increase in the applied field is shown in Fig. 11.10
as transferring the system from the upper curve to the lower one. In particular, if
the system starts at the point a then the given isothermal increase in the applied
field will drop the system down to the point b in the lower curve. This exchange
of locations – i.e., the process of isothermal magnetization – results in the system
having lower energy. Accordingly, during the travel from a to b, the system releases
positive amount of heat energy to the liquid helium reservoir.

The salt is now at position b: Its temperature still has its original value. It is
magnetized and has less energy. This is so because it is under the influence of a
larger magnetic field than was originally the case. Also, because of the increase in
the applied field, it has less disorder. Therefore, it has lower entropy.

At this juncture, contact with liquid helium reservoir is broken and the system is
thermally isolated.

Next, a reversible, adiabatic reduction of the applied field45 to its original low
value is engineered. In order to be reversible, the reduction occurs very slowly. And
being adiabatic, no heat energy is transferred to, or out of, the system.

Because reversible adiabatic processes ensure constancy of the entropy, this part
of the travel is isentropic. It takes the system smoothly from point b on the lower
curve, to point c on the upper curve. Additionally, any energy needed for the work
to be done by the system during its travel from b to c necessarily comes out of its
own internal energy.

The final temperature – at the position c – can be seen to be much lower than the
original temperature at points a and b:

In principle the above two-step process may be repeated and the system taken
from the position c, via a point d; to a position e; which would be at even lower
temperature than point c: In practice, however, this additional two-step process
requires the use of a new cold-temperature bath at temperature defined by the new
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x5 CO.x7/



:

43Typically, this would involve making contact with liquid helium.
44Meaning the system stays in contact with the liquid helium bath which is maintained at constant
temperature.
45This part of the process is often incorrectly called: “reversible, adiabatic demagnetization” of the
paramagnetic salt.
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starting point c: Clearly, therefore, to reach ever closer to absolute zero we would
need cold temperature reservoirs at ever lower temperatures.

11.16 Nernst’s Heat Theorem: Third Law

Results of experiments on heats of reaction in chemical processes conducted by
Pierre Eugène Marcellin Berthelot and H. Julius Thomsen, and W. H. Nernst’s
experiments with galvanic cells, indicated that with decreasing temperature, changes
in the Gibbs function become ever closer to the corresponding changes in the
enthalpy. Let us denote these changes as .�G/ and .�H/; respectively, and start
with the set of equations numbered (11.7). That is

G D F C PVI U D F C TS I H D U C PV: (11.191)

As usual, F; G; and H are the Helmholtz Potential, the Gibbs Potential, and
the Enthalpy. The first two relationships in (11.191) give G D U � TS C PV:

Combining that with the third relationship yields H D G C T S: And using the
identity given in (10.52) leads to the expression:

H D G C TS D G � T

�
@G

@T

�

V

: (11.192)

Thus, in any experiment, changes in the Gibbs function can be related to the
enthalpy. Assuming the initial and the final values of the enthalpy and the Gibbs
potential are Hi; Gi and Hf ; Gf ; we can write (11.192) as follows:

.Hf �Hi/ D �
Gf �Gi

�C T .Sf � Si/

D �
Gf �Gi

� � T

 
@
�
Gf �Gi

�

@T

!

V

or equivalently;

.�H/ D .�G/C T .�S/

D .�G/ � T
�
@.�G/

@T

�

V

: (11.193)

The results of the experiments mentioned above indicate that not only do .�H/
and .�G/ become ever closer as the temperature is reduced even at relatively
high temperatures, but the rate at which their equality is achieved is faster than
the first power of the temperature. Equation (11.193), therefore, suggests that �S ,

or equivalently the differential
�
@.�G/

@T

�
V

, is also decreasing as T heads toward zero.

(See Fig. 11.13, which is a schematic drawing of the experimental results.)
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These observations led Nernst to postulate46 that in thermodynamic equilibrium
the change .�H/ in the enthalpy and the corresponding change .�G/ in the Gibbs
potential must achieve equality at absolute zero. Additionally, the upshot of the
equality:

lim
T!0

	
�
�
@.�G/

@T

�

P

D �S



D 0; (11.194)

in this limit is the Nernst’s Heat Theorem, which can be expressed as follows:
“As absolute zero is approached, all chemical and/or physical transformations in

thermodynamic systems – that are in internal equilibrium – occur with zero change
in entropy.”

Following the enunciation of the Nernst’s heat theorem, Max Planck hypothe-
sized that:

“The entropy of all thermodynamic systems in equilibrium is vanishing at
absolute zero.”

The above is often called the Max Planck hypothesis of a “Third Law of
Thermodynamics.” Unfortunately, while this hypothesis has physical validity much
of the time, unlike the Zeroth, the First, and the Second laws of thermodynamics, it
is not always true. In particular, for some non-crystalline, geometrically frustrated
systems, the entropy approaches a set of nonzero minima. 47 Therefore, a revamped
version of the hypothesis would be the following:

“The entropy of all perfectly crystalline thermodynamic systems in equilibrium
is vanishing at absolute zero.”

That is, as T ! 0;

S ! T ˛; (11.195)

11.16.1 Third Law: Unattainability of Zero Temperature

What is always true is, that for finite sized thermodynamic systems, the entropy
is non-infinite. For such systems the entropy at temperature T can be expressed
as an integral involving the specific heat. Assume that the latter, say Cy.T /; is
specific heat energy at temperature T at constant value of some thermodynamic
state variable y: Then the following must hold:

46This postulate is well supported by experiment: see for example, Nernst, Walter (1926). “The
New Heat Theorem.” Dover (1969); Denbigh, K. (1971). “The Principles of Chemical Equilibrium,
Cambridge University Press.
47An interesting read on the subject is: Goldstein, M. and Inge, F.(1993). “The Refrigerator and
the Universe,” Harvard University Press, Cambridge, MA.
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S.T / D
Z T

o

dQ

T
D
Z T

o

Cy.T /
dT

T

¤ 1: (11.196)

An important implication – see below – of the Planck hypothesis is that absolute
zero cannot be reached with finite number of (any type of temperature lowering)
operations. In other words, reaching absolute zero temperature will require infinite
amount of effort.

The most efficient procedure for cooling a system is to thermally isolate it at
the lowest temperature available and adiabatically conduct the system through a
process where it does positive work. As demanded by the first law and because the
process proceeds adiabatically, such work will necessarily have to be done at the
expense of the system’s own internal energy. And reduction in the internal energy
will lower its temperature.

In a “gedanken” experiment, the given system is reversibly taken along two dif-
ferent paths. One which stretches from absolute zero to some point i at temperature
Ti KI and the other, starting at absolute zero but stretching to a different point j at
some other temperature Tj : These two travels occur while certain thermodynamic
properties remain at their fixed values. Let these properties be yi and yj for the two
paths. Then according to the first-second law, we may calculate the entropy at the
two end points as follows:

Si.Ti ; yi / D
Z Ti

o

Cyi .T /

T
dT;

Sj .Tj ; yj / D
Z Tj

o

Cyj .T /

T
dT: (11.197)

Let us assume that during this gedanken experiment, through superhuman effort
totally committed to attaining absolute zero, the temperatureTi that we have reached
is finite but is very, very close to absolute zero. Then, hopefully an appropriate
reversible adiabatic process would be available which will help us travel from point
i to point j – the latter being at temperature Tj exactly equal to absolute zero.
Clearly, this will be the last leg of a very, very long journey!

Because the travel from i to the end point j – the latter being exactly at absolute
zero – is reversible and adiabatic, the entropy is the same at points i and j .48 This
means, Si.Ti ; yi / would be equal to Sj .Tj D 0; yj /: That is,

Z Ti

o

Cyi .T /

T
dT D Tj D0

Z Tj

o

Cyj .T /

T
dT

D
Z 0

o

Cyj .T /

T
dT D 0: (11.198)

48For instance, compare j with point e and i with point d in Fig. 11.11.
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Fig. 11.11 Shown above are instances of a paramagnetic crystal under isothermal increase in the
applied field followed by reversible adiabatic decrease of the same. This is a schematic plot and
arbitrary scale is used for both the entropy S and the temperature T . While the upper curve refers
to the system being under a week applied field, the magnetic field for the lower curve is relatively
strong. The journey from point a to b represents isothermal magnetization of the paramagnetic
salt. Here heat energy is released by the salt to the helium reservoir. During the final part of the
journey, which takes the system from b to c; the magnetic field is reduced back to its original
strength. This travel occurs reversibly and adiabatically. Hence it is isentropic. A consequence
of (11.180) and (11.175) is that in any of the given processes, when the entropy, S; is constant,
the magnetization, M; is also constant. Therefore, during the travel from b to c; the system
magnetization also remains constant. Accordingly, in addition to being isentropic, this process
is also “isomagnetic.” Clearly, calling it “adiabatic demagnetization” is a misnomer ! More
importantly, the process from b to c lowers the system temperature from that of the liquid helium
reservoir50 to that of point c: If another reservoir at the lower temperature represented by the point
c were also available, then a similar two-step process could be repeated. In this fashion, the system
would move from c to a point shown as d and then onto a point e at an even lower temperature

Fig. 11.12 As per (11.174),
at some arbitrary, finite
temperature T that is held
constant, the derivative
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Therefore, according to the above equation – namely (11.198) – the following must
be true:

Z Ti

o

Cyi .T /

T
dT D 0: (11.199)

And this happens while the temperature Ti ; albeit very, very low, is still finite and
non-zero.
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Fig. 11.13 Schematic
drawing – drawn similar to
that given in Sears and
Salinger, op. cit., Fig. 7-5,
copied with permission,
page 197 – of .�H/ and
.�G/ versus (very low)
Temperature
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Recall that according to Max Planck at this very low temperature the specific
heat Cyi .T / depends on temperature as / T ˛ where ˛ > 0 – see (11.195). In other
words, we must have

Z Ti

o

T ˛�1 dT D T ˛i
˛

D 0; (11.200)

with ˛ > 0: But this cannot be unless Ti itself is equal to zero!
Thus, we are informed by the Max Planck hypothesis of a possible Third Law:

That is,
“Never-Never Land, Zero Temperature Can Easily Be Reached – But Only After

It Has Already Been Reached!”

11.17 Negative Temperatures

Negative temperatures were cursorily referred to in an earlier chapter titled “Internal
Energy and Enthalpy.”51 In this regard, it is helpful to remind ourselves of some
features of the experiment that first led to the idea of negative temperature.

A quantum spin-a-half particle, in the presence of applied magnetic field, can
present itself in two possible modes: either it is aligned in parallel, or it is anti-
parallel, to the field. Let the two modes differ in energy by an amount C„!:
According to the BMG prescription,52 in a thermodynamically large system, the
ratio of the number, Nhigh; of the high-energy modes and, Nlow; of the low-energy

modes that occur is as follows: Nhigh

Nlow
D exp.�ˇ „!/: Thus a majority of spins are at

the lower energy level (and are oriented parallel to the field).
Purcell and Pound53 were able – through experimental trickery – to reverse the

relative orientation of the applied field and the spins. This is equivalent to arranging
a majority of spins, in a thermodynamically large system, to be at the higher energy

51See the last section in Chap. 4. Also, see the discussion associated with (11.201)–(11.204).
52See (2.13) and (11.80)–(11.82).
53E.M. Purcell and R.V. Pound, Phys Rev. 81,279 (1951).
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level – an occurrence that the BMG prescription would ascribe to a state of negative
temperature!

Regarding the negative temperature, following ter Haar, it was mentioned in
Chap. 7 that

Firstly: We must consider the increasing order of the temperature – in integer
degrees Kelvin – to be the following:

C0;C1;C2; : : : ;C1;�1; : : : ;�2;�1;�0:

Therefore, an object at any negative temperature – even as low as �1 – must be
treated as being warmer than one at any positive temperature – including C1Š

Secondly: Following Ramsey’s suggestion, the temperature T should be treated
as though it is specified by the thermodynamic identity given in (7.101). That is

�
@U

@S

�

V;N

D T: (11.201)

Thirdly: “For a system to be capable of having negative temperature, it is
necessary for its energy to possess an upper bound.” The system treated by Purcell
and Pound had precisely this characteristic.

In order to simplify both the notation and the algebra, while still preserving the
essentials of the physics, let us proceed as follows:

In complete accord with the J D 1=2 magnetic spin case studied earlier, and the
N; spin- 1

2
nuclear spins in a magnetized crystal referred to above, we assume these

spins to be non-interacting. Further, for notational simplicity, we assume that when
a spin is aligned parallel with the applied field it has energy equal to zero. And we
again assume that when the spin is anti-parallel to the field its energy is .„!/: Thus,
there are only two states.

Accordingly, the relevant partition function for a single pair of spins is:

„.1; T / D Tr Œexp .�ˇH/�
D

h
1C exp

��$
T

�i
I

where

$ D
�„!
kB

�
: (11.202)

And for N pairs we have:

„.N; T / D fTr Œexp .�ˇH/�gN

D
n
1C exp

��$
T

�oN
: (11.203)
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As described in (11.129), the partition function is related to various thermodynamic
potentials.

F D �N kBT ln
h
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T
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For such a two state nuclear paramagnet, in Fig. 11.14 we have plotted
�

U
NkB$

�

versus
�
T
$

�
: At T D .C0/ the energy U is seen to be equal to zero – which is its

minimum value. The energy rises with the increase in temperature and levels off

at C
�
NkB$
2

�
; a value that is attained at T ! .C1/: As the temperature moves

infinitesimally “upwards” beyond T D .C1/ to T D .�1/; the energy remains

constant at
�
NkB$
2

�
: However, during the final leg of the travel, as the temperature

increases from .�1/ to its “highest” value .�0/; the energy slowly rises beyond

C
�
NkB$
2

�
to its maximum value of C.NkB$/:

As a function of the temperature,
�
T
$

�
; the entropy,

�
S
NkB

�
; is plotted in

Fig. 11.15. In contrast with the behavior of the energy, the entropy, however, is
symmetric with respect to the temperature: that is, S.CT / D S.�T /: It is equal
to zero – which is its minimum – at T D .C0/ W it rises with the increase in
temperature and, as the temperature heads to T ! .C1/; it seems to level off at its
maximum value of NkB lnf2. 1

2
/C 1g D NkB lnf2g:

Beyond T D C1 – see the left half of the figure – as the temperature rises
toward54 T D .�0/, the entropy begins returning to its erstwhile minimum value of
zero.

54Note, all negative temperatures are supposed to be higher than C.1/:
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Fig. 11.14 Energy U; in units of NkB$; as a function of temperature T; in units of $ , for a two
state nuclear paramagnet. Notice that the energy is equal to zero – which is its minimum value – at

T D .C0/: It rises with the increase in temperature and levels off at
�
NkB$

2

�
as the temperature

heads upward in the direction of T ! .C1/: Just beyond T D .C1/ is T D .�1/: (Note,
in theory, all negative temperatures are higher than C1: )From here, as the temperature moves

“upwards” toward T D .�0/; the energy slowly rises above
�
NkB$

2

�
and reaches its maximum

value of .NkB$/ at the end of its journey at T D .�0/
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Fig. 11.15 Entropy S; in units of NkB; as a function of the temperature T; in units of$ , for a two
state nuclear paramagnet. Notice that the entropy is equal to zero – which is its minimum here – at
T D C0: It rises with the increase in temperature and, as the temperature heads to T ! .C1/;

it seems to level off at its maximum value of NkB lnf2. 1
2
/ C 1g D NkB lnf2g: Also notice that

the entropy is symmetric with respect to the temperature: that is, S.CT / D S.�T /

The entropy (as in the expression )
�

S
NkB

�
is plotted in Fig. 11.16 as a function of

the energy (in the form)
�

U
NkB $
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:Note that its derivative
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D 0:5 indicates positive

values for the temperature while its negativity in the range
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D 0:5 ! 1

indicates negative values for the temperature.
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Fig. 11.16 Entropy S; in units ofNkB; as a function of the Energy U; in units ofNkB$ , for a two
state nuclear paramagnet. The shown value of the entropy is equal to zero at both the minimum
value of the energy – i.e., at U D 0 – and the maximum value – i.e., at U D NkB$: The
entropy rises with the increase in temperature and seems to level off at its maximum value of
NkB lnf2. 1

2
/C 1g D NkB lnf2g: Recall that S.T / is symmetric with respect to the temperature:

that is, S.CT / D S.�T /: At the position marked by a small empty space in the otherwise
continuous looking curve, the derivative

�
@S
@U

�
V;N

changes its value from .C0/ to .�0/; which
indicates that at this point the temperature instantly changes from .C1/ to .�1/: Note that

the derivative
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is equal to
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$
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�
– and its positivity from the position U D 0 to

�
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�
D 0:5 indicates positive values of the temperature while its negativity in the range�

U
NkB $

�
D 0:5 ! 1 indicates negative values for the temperature. From left to write the

temperature increases according to .T D 0 ! C1;�1 ! �0/

Reader’s attention is recommended to the point marked by a small empty spacing
in the continuous curve. Here, the derivative

�
@S
@U

�
V;N

alters its course from a positive
value to a negative one. Indeed, immediately to the left of this point, the derivative
is equal to .C0/ and it is equal to .�0/ immediately to its right. The inverse of
this derivative is of course the temperature, which therefore instantly changes from
.C1/ to .�1/: The reason for this behavior is that while the energy continues
increasing, at this point the entropy starts to decrease. Beyond this point to the right,
the temperature continues to ‘increase’ until it reaches .�0/: And at this “highest”
temperature, the entropy is vanishing but the energy is at its maximum value of�

U
NkB $

�
D 1:

The specific heat is plotted in Fig. 11.17. At T D .C0/ the specific heat, as also
noted in Fig. 11.10, is equal to zero – which is its minimum value. It rises rapidly
with the increase in temperature and, as expected, undergoes a Schottky anomaly
before trailing off toward its minimum value of zero as the temperature heads toward
.C1/: Its behavior, however, is symmetrical with respect to the interchange of
temperature: that is C.CT / D C.�T /:
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Fig. 11.17 The specific heat of the two-state nuclear paramagnet. At T D .C0/ the specific heat,
as also shown in Fig. 11.10, is equal to zero – which is its minimum value. It rises – first slowly and
then rapidly – with the increase in temperature and, as expected, undergoes a Schottky anomaly
before trailing off toward its minimum value of zero as the temperature heads toward .C1/: Note
that C.T / is symmetric with respect to the interchange of temperature: that is C.CT / D C.�T /

11.18 Grand Canonical Ensemble

11.18.1 Classical Systems

The Canonical partition function for a thermodynamic system that obeys classical
statistics and is at temperature T; has volume V; and a fixed number,N; of particles
was described in (11.1). Its relationship to the various thermodynamic potentials
was recorded in (11.7).

By freely exchanging the heat energy back and forth, the system temperature
could be maintained at a constant value equal to that of the outside reservoir. The
result, however, was that the system energy was not conserved. Indeed it is the
rules of thermodynamics that actually established the observed, average value of
the system energy.

The thermodynamic systems being treated were assumed to be “closed” in that
they consisted of fixed numbers of particles. In practice, however, this assumption is
not well founded. With the particle numbers in trillion-trillions, there is no practical
way of ensuring that they do not leak back and forth. And, of course, there is no
possible way of measuring their exact number.

Therefore, an appropriate thermodynamic format is one where the system is in
contact with an outside, heat energy and particle, reservoir: a reservoir with which
it can freely exchange both particles and the heat energy. The result is that both the
temperature – which is conjugate to the energy – and the chemical potential – which
is conjugate to the particle number – are conserved. As a result of firm contact
between the system and the reservoir, the values of temperature and the chemical
potential are the same in both systems.
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Yet, even though the particle number is not conserved, its statistical average
must be consistent with the measured value of its thermodynamic average NN: Thus
appropriate changes in the formulation of the Canonical ensemble are needed.

Accordingly, our basic task in the construction of grand Canonical ensemble is
to ensure that in addition to it obeying the usual requirements of thermodynamics –
which are assured by it having the Boltzmann–Maxwell–Gibbs(BMG) form – its
temperature and the chemical potential must be equal to that of the reservoir with
which it is in “energy and number contact.” In addition, the statical average of the
particle number must be equal to its measured value NN:

A convenient procedure to achieve these objectives is to introduce a Lagrange
multiplier, say �; and use Calculus. This is done as follows:

1. Replace the Hamiltonian, Hn; by its Lagrange version HLn: That is

HLn D Hn � � On: (11.205)

This changes Tr Œexp .�ˇHn/� to Tr Œexp .�ˇHLn/� : Then we can write:

Tr Œexp .�ˇHLn/� D znTr Œexp .�ˇHn/� ;

where

z D exp.ˇ �/: (11.206)

(Note: Here n stands for the number of moles.)
The grand Canonical partition function, to be denoted as ‰.z; V; T /; can now be

defined.

‰.z; V; T / D
1X
nD0

Tr Œexp .�ˇHLn/� : (11.207)

Note that the logarithm of the grand Canonical partition function is often needed.
We shall call it the ‘grand potential’ and denote it asQ.z; V; T; etc:/:

Q.z; V; T / D ln Œ‰.z; V; T /� D ln
1X
nD0

Tr Œexp f�ˇ.Hn � �n/g�

D ln
1X
nD0

zn Tr Œexp f�ˇHng� : (11.208)

We are required to choose the Lagrange multiplier � to be equal to the chemical
potential such that the calculated value of the total number of moles, < On >; is
equal to their measured average, Nn:
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The BMG relationship that determines< On > and < HLn > is the following:

< On > D Nn
D

	P1
nD0 zn � n � Tr Œexp .�ˇHn/�

‰.z; V; T /




D z

�
@Q.z; V; T /

@z

�

V;T

D kBT

�
@Q.z; V; T /

@�

�

V;T

I

U.z; V; T / D < HLn >D< fHn � � Ong >

D �
�
@Q.z; V; T /

@̌

�

z;V

D kBT
2

�
@Q.z; V; T /

@T

�

z;V

: (11.209)

In addition to (11.209), there is a fundamental relationship that is also needed
for successful use of the grand Canonical partition function. According to Pathria,
this relationship “represents the essential link between the thermodynamics of the
given system and the grand Canonical ensemble.” Much as was done before, this
relationship is recorded below without proof.55

VP.z; V; T /

kBT
D Q.z; V; T /: (11.210)

11.18.1.1 Use of Grand Canonical Partition Function

Because the grand Canonical partition function appears to require56 knowledge
of the Canonical partition function, Tr Œexp .�ˇH/� ; it is redundant for studying
systems where the particle number is fully conserved. Quite obviously, therefore,
one would rather use just the Canonical partition function there. Still it may
be helpful for a beginner to see how the grand Canonical partition function
‰classical.z; V; T / actually works. To this end, for convenience, we treat only a very
simple system: namely, the monatomic perfect gas – see (11.8).

The partition function, worked out in (11.13) for the perfect gas, can be written as

„.N; V; T Im/ D 1

N Š

�
V

h3

�N �
2m	

ˇ

� 3N
2

D 1

N Š

�
V

�3

�N
: (11.211)

55The relevant proof is available in R. K. Pathria, “Statistical Mechanics,” Pergamon Press, (1980),
Oxford, U.K.
56See (11.207).
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(If we were working with only with the Canonical partition function we would not
need any further analysis.)

Reminiscent of the de Broglie length in quantum mechanics, � in (11.211) above
is the quantum statistical, temperature dependent unit of length, i.e.,

� D
�
2	mkBT

h2

�� 1
2

: (11.212)

The grand Canonical partition function is the following:

‰.z; V; T / D
1X
nD0

zn

nŠ

�
V

ƒ3

�n
D exp

�
zV

�3

�
: (11.213)

According to (11.210)

P V

kBT
D Q.z; V; T / D ln‰.z; V; T / D

�
zV

�3

�
; (11.214)

which gives

P D z kBT

�3
: (11.215)

Additionally, following (11.209) and (11.214), we have

NN D kBT

�
@Q.z; V; T /

@�

�

V;T

D kB T

 
@
�

zV
�3

�

@�

!

V;T

D kB T

�
V

�3

��
@ .z/

@�

�

V;T

D kB T

�
V

�3

�
ˇ z D zV

�3
: (11.216)

By combining (11.215) and (11.216), we can find the equation of state for the ideal
gas. That is,

z D �3P

kBT
;

z D �3 NN
V

;

therefore

PV D NNkBT: (11.217)

The Gibbs and Helmholtz potentials are also readily found,
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G D NN� D
NN
ˇ

ln .z/ D NNkBT ln
�
ˇP�3

�

D � NNkBT ln

��
V

NNh3
�
.2	mkBT /

3
2

�
I

F D G � P V
D � NNkBT ln

��
V

NNh3
�
.2	mkB T /

3
2

�
�NkBT: (11.218)

To arrive at (11.218) we first used (11.206) to connect � to ln.z/I then, according
to (11.217),P was replaced by . NNkBT /=V and finally the logarithm was inverted.

Notice that (11.218) exactly reproduce the corresponding results that were
derived earlier (see (11.14), (11.16), and (11.17)).

The internal energy U is evaluated next. According to (11.209), (11.213)
and (11.214) we have

< HL > D kBT
2

�
@Q.z; V; T /

@T

�

z;V

D kBT
2zV

 
@
�
1
�3

�

@T

!

z;V

D 3

2
kBT

�
zV

�3

�
: (11.219)

As derived in (11.217), zV
�3

D NN: Therefore, the above leads to the well known
result

U D 3

2
NNkBT: (11.220)

The entropy, S; is now easily found. And the result is identical with that found
earlier – see (11.16).

S D U � F

T
D NkB ln

�
V

N

�
C3

2
NkB ln

�
2	mkBT

h2

�
C
�
5

2

�
NkB: (11.221)

11.18.1.2 Remark

While for systems with conserved numbers of particles both the Canonical and
the grand Canonical partition functions give the same result, the former is clearly
much more convenient to use. Therefore, in practice, the latter – i.e., the grand
Canonical partition function – is used for systems where particle exchanges are a
normal occurrence, as e.g. is the case in chemical processes.

The need for employing grand Canonical procedures is even more acute in
quantum statistical systems. Except for relatively trivial cases, the number of
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elementary excitations in these systems is not conserved. Rather, it is determined
by the thermodynamic state of the system.

11.19 Statistics of Quantum States

While a formulation based on grand Canonical statistical mechanics of indistin-
guishable, non-interacting, quantum particles is best deferred to an appendix – see
(J.1)–(J.9) – it is convenient to present here a less demanding, alternate formulation.
We consider, rather than the particles themselves, only their possible single-particle
energy states.

Consider one such state with momentum Ep; energy "p; and eigenvalue ` for
the spin operator S: When singly occupied, we shall assume its contribution to the

Hamiltonian to be just its kinetic energy, "p; equal to p2

2m
: (Note: we are assuming no

spin dependence of the energy levels.) On the other hand, if the occupation number
of this state were np; its contribution to the Hamiltonian would be Hnp D np "p:

However, with a view to ensuring that the actual particle number of the given
state is equal to its statistical average, we need – as explained in (11.205) – to
work with, rather than Hnp ; the Lagrange multiplier version of the Hamiltonian:
namely HLnp D Hnp � np �: Therefore, in analogy with the BMG prescription,57

an appropriate choice for the grand probability distribution factor, f .np/; and the
partition function,„."p��/; for this state is the following:

f .np/ D exp
��ˇ �HLnp

��

„."p��/
D exp

��ˇ �Hnp � �np
��

„."p��/

D exp
��ˇ np

�
"p � �

��

„."p��/
;

where

„."p��/ D
X
np

exp
��ˇ np

�
"p � �

��
: (11.222)

Reminder: The extent of the summation over np is yet to be decided – see (11.223)
below – and the Lagrange multiplier Lagrange Multiplier� must be so chosen that
the statistical average of the relevant particle number is equal to its observed (i.e.,
thermal) average.

57Versions of the BMG prescription have been used in this chapter – see (11.80)–(11.82) and
(11.126)–(11.128) – as well as in an earlier chapter in equation numbered (2.13).
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11.20 Non-Interacting Fermi–Dirac System

11.20.1 Partition Function for a Single State

Electrons have spin S D 1
2
: As such, a system of electrons is described by wave

functions which are anti-symmetric with regard to the interchange of any given
pair of particles. The system, therefore, is required – by the dictates of quantum
mechanics – to obey the Pauli principle. Accordingly, at any given time, no more
than one electron may be in any one quantum state. In other words, for the spin
vector component equal to, say, C 1

2
and time t; a given state with kinetic energy "p

has only two options. It is either empty at that moment – meaning it is un-occupied
and np.t/ D 0 – or it has only one electron in it, i.e., np.t/ D 1:Of course, the same
requirement applies to the state with energy "p when it has spin vector component
equal to � 1

2
:

Therefore, according to the definition given in (11.222), the partition function
for this state – either with spin-up or with spin-down – is:

„."p��/ D
npD1X
npD0

exp
��ˇ np

�
"p � �

��

D 1C exp
��ˇ �"p � �

��

D 1C z exp
��ˇ "p

�
; (11.223)

where z D exp.ˇ�/:

11.20.2 Partition Function: for Fermi–Dirac System

Because partition functions for different parts of a system are multiplicative, in
order to calculate the Fermi–Dirac partition function,‰F�D.z; V; T /; for the whole
system, we need to multiply „."p��/ over all the possible single-particle states.
(Remember that if our particles have spin S; there would be a total of .2S C 1/ spin
vector components. And because the system Hamiltonian does not depend on S;
each of these components would contribute overall the same amount to the partition
function. Also, remember that different contributions affect the partition function
multiplicatively.)

Thus, for spin S particles, we would have:

‰F�D.z; V; T / D
Y
p

�
„."p��/

�.2SC1/

D
Y
p

�
1C z exp

��ˇ "p
��.2SC1/

: (11.224)
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It is convenient to introduce a spin-degeneracy factor,�F�D D .2 S C 1/; and also
record the grand potential ŒQ.z; V; T /�F�D which we recall is equal to the logarithm
of the F–D partition function.

ŒQ.z; V; T /�F�D D ln‰F�D.z; V; T /

D �F�D
X
p

ln
�
1C z exp

��ˇ"p
��
: (11.225)

For electrons, S D 1
2
: Therefore, the spin-degeneracy factor�F�D D 2

�
1
2

�C1D2:
The grand potential ŒQ.z; V; T /�F�D will be put to important use in analyses to

be presented later.

11.21 Non-Interacting Bose–Einstein System

11.21.1 Partition Function for a Single State

Here, all choices are allowed for possible occupancy of any given single-particle
state. We describe this by saying that the state with energy "p is occupied np number
of times where, unlike for the F �D partition function, np can range between zero
and 1: Therefore, the partition function for this state is

„."p��/ D
npD1X
npD0

exp
˚
ˇ np

��"p C �
��

D
npD1X
npD0

�
z exp

��ˇ "p
��np D

npD1X
npD0

Œ˛�np ; (11.226)

where

z D exp.ˇ �/; and; ˛ D z exp
��ˇ "p

�
: (11.227)

11.21.2 For Perfect B–E System The Chemical Potential
is Always Negative

Both ˇ and "p are necessarily non-negative. Therefore

1 � exp
��ˇ "p

� � 0: (11.228)
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The limits unity, or zero, are reached when the temperature is very high, i.e., is
infinity, or is exceedingly low, i.e., is zero. Also, of course, the same effect can be
brought about by "p being either zero, or infinity.

The infinite series – see (11.226) – representing the partition function is
divergent58 if j˛j � 1: Again, this contrasts with a perfect-gas of spin S D 1

2
;

F–D quantum particles, because there – see (11.223) – the corresponding partition
function consisted of only two finite terms: therefore, the series there was absolutely
convergent.

Consequently, in order for the partition function, for any given single state of a
non-interacting B–E gas to remain finite, the magnitude of ˛ must be less than unity.
In other words, the following inequality must hold:

j˛j D jz exp
��ˇ "p

� j < 1: (11.229)

Given the two inequalities (11.228) and (11.229), the following inequality also must
hold:

jzj < 1: (11.230)

We are reminded, however, that z is equal to exp.ˇ�/; and ˇ can range between 0
and 1: Clearly, therefore, the molar chemical potentia � – which is an important
thermodynamic function – cannot take on any positive value. That is:

0 � � � �1: (11.231)

In other words, for a perfect B–E gas, the chemical potential is always negative
or at best it approaches zero. This contrasts with the perfect F–D gas where the
chemical potential can have either sign.

11.21.3 Partition Function: for Bose–Einstein System

Because – as stated above – partition functions for different parts of a system
are multiplicative, in order to calculate the Bose–Einstein partition function,
‰B�E.z; V; T /; for the whole system, we need to multiply „."p��/ over all the
possible single-particle states. That is

‰B�E.z; V; T / D
Y
p

�
„."p��/

�

D
Y
p

�
1 � z exp

��ˇ "p
���1

: (11.232)

58This is obviously the case if ˛ � 1: But even if the same series has alternating signs and ˛ 	 �1;
the series is divergent. See, for example, Boas, M.L., John Wiley (1966).
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We introduce a spin-degeneracy factor, �B�E D 1; and as before also define the
grand potential ŒQ.z; V; T /�B�E that is equal to the logarithm of the B–E partition
function given above.

ŒQ.z; V; T /�B�E D �B�E ln‰B�E.z; V; T /

D �B�E
X
p

ln
�
1 � z exp

��ˇ"p
���1

D ��B�E
X
p

ln
�
1 � z exp

��ˇ"p
��
: (11.233)

While traditionally the spin degeneracy weight factor for the Bose–Einstein system
is equal to unity, the case of Bosons with spin degeneracy factor >1 is now of at
least formal interest in connection with ultracold Bose gases such as59 Rb87: It is,
therefore, helpful for future work to have it included as �B�E: The grand potential
ŒQ.z; V; T /�B�E ; like the one for the F �D system, will be used in analyses to be
presented later.

11.21.4 Fermi–Dirac and Bose–Einstein Systems

Following a suggestion by Pathria, we can combine (11.225) and (11.233) and thus
describe in a single equation both the quantum non-interacting Bose–Einstein and
the Fermi–Dirac systems. Also, and while we do not necessarily need it, such
description simultaneously contains the corresponding representation for a non-
interacting classical gas.

Let us write (11.225) and (11.233) as follows:

Q.z; V; T / D �

a

X
p

ln
�
1C a z exp

��ˇ "p
��
;

where

a D C1; for F �D system

D �1; for B � E system

! 0; for classical system;

and

� D .2S C 1/; for F �D system

D 1; otherwise: (11.234)

(Note for electrons, S D 1
2
:)

59See, for example: Cornell, Eric; Wieman, Karl; Ketterle, Wolfgang – Nobel Lectures (2001).
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11.21.5 Pressure, Internal Energy, and Chemical Potential

Having determined the grand potentialQ.z; V; T / for the perfect F �D and B �E
gases – see (11.234) – we can use (11.209) to calculate their internal energy,
U.z; V; T /: Also, we can find the necessary relationship that the chemical potential
� has to obey so that the statistical average of the number operator NN is equal to its
actual valueN: Finally, we can use (11.210) to calculate the pressure, P.z; V; T /:

To this end we replace, in (11.234), the energy "p by
� Np: Np
2m

�
D
�
p2

2m

�
; which is

the free particle translational energy for momentum Np; and replace the sum,
P

p;

by an integral over the relevant volume V and the momentum Ep: that is,
P

p D
1
h3

R
dEx R d Ep : : : where

R
dEx D V and

R
d Ep : : : D R

.4	p2/dp : : :
As noted before, an important requirement of the grand Canonical ensemble

is the following relationship between the grand potential Q.z; V; T / and the ratio
V P.z;V;T /

kBT
: That is,60

V P.z; V; T /

kBT
D Q.z; V; T / D �

a

X
p

ln
�
1C a z exp

��ˇ "p
��

D �

a

�
V

h3

�Z 1

o

ln

	
1C a z exp

�
�ˇ p

2

2m

�

4	p2dp: (11.235)

Also, we have

U.z; V; T / D �
�
@Q.z; V; T /

@̌

�

z;V

D �

a

X
p

"p
�
a�1z�1 exp

�
ˇ "p

�C 1
��1

D �

a

�
V

h3

�Z 1

o

�
p2

2m

�	
a�1z�1 exp

�
ˇp2

2m

�
C1

�1

4	p2dp (11.236)

and

NN D z

�
@Q.z; V; T /

@z

�

V;T

D �

a

X
p

�
a�1z�1 exp

�
ˇ"p

�C 1
��1 D

X
p

Np

D �

a

�
V

h3

�Z 1

o

	
a�1z�1 exp

�
ˇp2

2m

�
C 1


�1
4	p2dp: (11.237)

60As in (11.235)–(11.237), we shall use the notation:
P

pŒ OO.p/� D �
V
h3

� R
1

o Œ OO.p/� 4	p2dp:
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In (11.236) and (11.237), the quantity Np0 stands for the mean occupation number
of the state with energy "p0 : That is,

Np0 D � 1
ˇ

�
@Q.z; V; T /

@"p0

�

z;T

D �

a

�
a�1z�1 exp

�
ˇ"p0

�C 1
��1

: (11.238)

It is convenient to integrate (11.235) by parts. We get

V P.z; V; T /

kBT
D
�
V 4	�

a h3

��
p3

3
ln

	
1C a z exp

�
�ˇp

2

2m

�
�1

0

C
�
V 4	ˇ�

3mh3

�Z 1

0

p4
	

z�1 exp

�
ˇp2

2m

�
C a


�1
dp

D 0C
�
V 4	ˇ�

3mh3

�Z 1

0

p4
	

z�1 exp

�
ˇp2

2m

�
C a


�1
dp: (11.239)

11.21.5.1 Remark

Whether they be quantum or classical, the above four equations – namely, (11.236)–
(11.239) – along with the prescription given in (11.234), can be used to study
perfect gases.

11.22 Perfect F–D System

For a perfect Fermi–Dirac system, with spin S D 1
2
; (11.236)–(11.239) are to be

used with � D 2 and a D C1:
Let us introduce a variable: .x/ D

�
ˇp2

2m

�
: Then, .p dp/ D

�
m dx
ˇ

�
: And

according to (11.237) we have

NN D
�
V�

h3

�Z 1

o

	
z�1 exp

�
ˇp2

2m

�
C 1


�1
4	p2dp

D
�
2V�

�3
p
	

�Z 1

o

x
1
2

�
z�1 exp .x/C 1

��1
dx

D
�
V�

�3

�
f3
2
.z/; (11.240)
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where

fn.z/ D 1

�.n/

Z 1

o

xn�1 �z�1 exp .x/C 1
��1

dx: (11.241)

(Note, z is to be chosen such that NN D N:)
Similarly, we can also write (11.236) as

U.z; V; T / D
�
V�

h3

�Z 1

o

�
4	p4

2m

�	
a�1z�1 exp

�
ˇp2

2m

�
C 1


�1
dp

D
�
2V�kBT

�3
p
	

�Z 1

o

x
3
2
�
z�1 exp .x/C 1

��1
dx

D
�
3V�kBT

2�3

�
f5
2
.z/: (11.242)

It is convenient to eliminate V
�3

from (11.242) and (11.240). This can be done by
dividing the two equations. We get

U.z; V; T /

N
D 3

2
kBT

 
f5
2
.z/

f 3
2
.z/

!
: (11.243)

Finally, we deal with (11.239). It can be written as:

P.z; V; T / D
�
4�kBT 	ˇ

3mh3

�Z 1

0

p4
	

z�1 exp

�
ˇp2

2m

�
C 1


�1
dp:

D
�
�kBT

�3

�
f5
2
.z/: (11.244)

Note that in (11.240)–(11.244) we have needed � .n/ : It is available from the
relationship

�.nC 1/ D n�.n/ D nŠ Therefore W

�

�
5

2

�
D 3

2
�

�
3

2

�
D
�
3

2
Š

�
D
�
3

2

��
1

2
Š

�
D
�
3

2

��
1

2

�p
	: (11.245)

Dividing (11.244) by (11.242) leads to the well known relationship

PV D
�
2

3

�
U: (11.246)

This result, namely PV D 2
3
U; applies to all non-relativistic ideal gases in three

dimensions whether they be classical – see, for example, (11.108) – or quantum.



11.22 Perfect F–D System 507

And it contrasts with the corresponding result for extremely relativistic ideal gases,
which according to (11.107) is: PV D �

1
3

�
U:

Finally, we write the mean occupation number,Np; for a single particle state with

energy "p D
�
p2

2m

�
: To this end we use (11.238) and set � D 2 and a D 1:

Np D 2
�
z�1 exp

�
ˇ"p

�C��1

D 2
�
exp

˚
ˇ."p � �/

�C��1 : (11.247)

It is important to note that (11.247) includes both spin states: namely, those
with – what may be called – spin-up and others with spin-down. As the temperature
is lowered, the electrons in the system begin to place themselves in those states that
lower the total energy. At zero temperature Kelvin, the system energy is the lowest
possible – subject, of course, to the dictates of the Pauli principle, which demands
that for a prescribed value of the spin component and at a given time no more than
a single electron may occupy any given state.61

Because the Hamiltonian does not involve electron spin, any single particle state
with energy "p can accommodate a total of two electrons with the same energy:
one with spin-up and the other with spin-down. Accordingly, at zero temperature,
the electrons are packed, two – that have the higher energy – on top of other two
that have the lower energy. This packing continues up the energy chain to some
maximum value EF which is such that all N electrons have been accommodated.

Therefore, at zero temperature, all single particle states at energy "p less than or
equal to � D �o D EF are occupied. (In what follows we shall use the notation �o
for the chemical potential � at zero temperature – see also (11.275).

11.22.1 Low Density and High Temperature: Weakly
Degenerate F–D System

For low particle density and high temperature, F–D system is in a state of weak
degeneracy. Here, z is less than unity. Therefore, (11.241) can be expanded as
follows:

fn.z/ D 1

�.n/

Z 1

o

xn�1 �z�1 exp .x/C 1
��1

dx

D 1

�.n/

Z 1

o

xn�1
1X
lD1
.�1/l�1 Œz exp.�x/�l dx

61Note: Single particle states for non-interacting electrons are identified by their kinetic energy as
well as the direction of their spins.
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D
1X
lD1
.�1/l�1 zl

�.n/

Z 1

o

xn�1 exp.�l x/ dx

D
1X
lD1
.�1/l�1 zl

ln

"R1
o
�n�1 exp.��/d�
�.n/

#

D
1X
lD1
.�1/l�1 zl

ln
: (11.248)

Indeed, for a highly non-degenerate Fermi gas, z is very small and only a few terms
in power expansion for the function fn.z/ suffice. Therefore, (11.248) gives:

fn.z/ D z � z2

2n
C z3

3n
�O.z4/: (11.249)

By using (11.249), (11.240), (11.242), and (11.244) are readily represented in
terms of the leading three powers of z: However, rather than z, we are interested in
expressing the results in terms of the temperature. To this end we need to invert the
series in powers of z that is implicit in (11.240). Such inversions are commonplace
and are easily done using mathematical software. It may, however, be of interest to
a beginner to see how this inversion might be done analytically.

Let us re-write the equation to be inverted as follows:

� D
 NN�3
2V

!
D f3

2
.z/

D z � z2

2
3
2

C z3

3
3
2

�O.z4/; (11.250)

The first step is to notice that for small z we get z � �: An appropriate trial
representation to work with is of the form

z D �C a2�
2 C a3�

3 CO
�
�4
�
; (11.251)

where self-consistently z; and �; can both be expected to be � 1: The second step
is to use the defining (11.250), then plug (11.251) into it, and work exactly to the
second order. We get:

� D z � z2

2
3
2

CO
�
z3
�

D �
�C a2�

2
� �

�
�C a2�

2
�2

2
3
2

CO
�
�3
�

D �C �2
�
a2 � 1

2
3
2

�
CO

�
�3
�
: (11.252)
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Comparing similar terms on the left and the right hand sides leads to the result

a2 D 1

2
3
2

: (11.253)

And continuing this procedure to the third order readily yields a3 D
�
1
4

� 1

3
3
2

�
:

Therefore, (11.251) becomes

z D �C
�
1

2
3
2

�
�2 C

�
1

4
� 1

3
3
2

�
�3 CO

�
�4
�
: (11.254)

11.22.1.1 Internal Energy and Pressure

As shown in (11.242) and (11.244), both U and P depend on f5
2
.z/ which – with

the use of (11.254) – becomes
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(11.255)

Therefore, using (11.244) and (11.255), we can construct a kind of virial expan-
sion62 for the non-interacting perfect F–D gas. Such an expansion relates the ratio
PV
NNkBT

to a power expansion in � (or equivalently, an inverse power of the temperature
T ). We have:

PV D V

�
2kBT

�3

�
f5
2
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�
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��
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�
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D kBT NN
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1
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5
2

�
�C

�
1

8
� 2

3
5
2

�
�2 CO.�3/

�
: (11.256)

62The classical virial expansion of course is in inverse powers of T rather than in inverse powers
of T 3=2 as is the case here.
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Here, as in (11.250), � D NN�3
V�

D
� NNh3
V�

�
.2	mkBT /

�3
2 ;with� D 2: Therefore, the

above equation approaches the corresponding result for a perfect classical gas when
the temperature is high and � small. Comparing this result with that of a classical gas
with non-zero inter-particle interaction, the above equation appears to represent the
behavior of a gas with “repulsive” inter-particle force. Notice that the “appearance”
of non-zero repulsive interaction is being produced by a completely non-interacting
gas ! But of course the gas is made of quantum particles. Perhaps it should also be
mentioned that if the quantum particles had obeyed, rather than the Fermi–Dirac,
the Bose–Einstein statistics, the apparent inter-particle interaction would have been
“attractive.” (See, for instance, the corresponding result for the B–E gas. Refer to
(11.360).)

The internal energy, the specific heat, the Gibbs potential, and the Helmholtz free
energy are given below.
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: (11.257)

Notice that unless the temperature is truly infinite, the specific heat for the F–D gas
is less than that for a corresponding classical ideal gas. Indeed, unlike the classical
ideal gas – for which the specific heat is constant – we shall learn in the following
that the specific heat for the F–D gas continues to decrease monotonically (all the
way to zero) when the temperature decreases.

Finally, let us look at the entropy.
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: (11.258)
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11.22.2 Remark

The Canonical ensembles are sometime hard put to treat quantum systems. Such
is the case as much due to the intrinsic quantum character of these systems as it
is due to their particle indistinguishability. To relieve these difficulties, the grand
Canonical ensemble is used.

An important feature of its predictions is that even when the quantum particles
are totally no-interacting – except in the limit of very low density and very high
temperature – their thermodynamics is qualitatively different from that of similar
classical particles.

For instance, a low density non-interacting quantum system at very high temper-
ature is essentially classical and has little or no spatial correlation.

In contrast, at high particle density and low temperature, spatial correlation
exists even in a non-interacting quantum system. This is especially true for particle
densities and temperature such that the mean thermal wave-length, �; is comparable
to or longer than the average inter-particle separation.

Numerically, the above statements can be summarized in terms of the following

rule: Given N; V; � and � D
�

h2

2	mkBT

� 1
2
; if

� D
N
�

h2

2	mkBT

� 3
2

V �
� 1; thermodynamics is quantum; but if

� � 1; thermodynamics is classical: (11.259)

The above rule is physically significant and � – which is known as the degeneracy
discriminant – acts as a useful expansion parameter. The rule reads:

When the system is relatively dense, is at low temperature, and � is of the order
of unity or larger, the system begins to be degenerate and displays truly quantum
effects.

On the other hand, in the limit when the particle number density,
�
N
V

�
; is very

low and the temperature, T; is very high – that is, when � is � 1 – the system
tends toward complete non-degeneracy, and all physical quantities approach their
classical limit.

11.22.3 Exercise VII

Confirm the above statement by observing that if in all expressions with the
appearance f1C terms of order .�/g – that occur in (11.256)–(11.258) – terms of
order � are ignored compared with 1; then the results reduce to those obtained for a
classical non-interacting gas. This affirms the fact that in the limit of extreme non-
degeneracy, a quantum gas approaches its classical limit.
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11.22.4 Highly or Partially Degenerate F–D Gas

In the above we have learned that at high temperatures and low density, the
parameters �; and therefore z; are both very small compared to unity. At very
low temperatures, in complete contrast to what the case is at high temperatures,
z becomes exponentially large (and indeed tends to 1 at zero temperature.) Such
is the case because even at room temperature in a typical system of conduction

electrons,
�

�

kBT

�
is of order 25 ! 150: Accordingly, z D exp

�
�

kBT

�

 1:

Thus, at low to normal temperatures, .ln z/ is large compared to unity and .ln z/�1
is correspondingly small compared to 1:

Therefore, in order to proceed further, we need to determine an expansion for the
function fn.z/ – note that fn.z/ was defined in (11.241). Such an expansion should
be appropriate for both the partially or completely degenerate cases. Recall that the
expansion for fn.z/ that was given earlier in (11.248) is appropriate only for the
highly non-degenerate case.

11.22.4.1 fn.z/ for Partially or Completely Degenerate System

For notational convenience, in order to evaluate the integral fn.z/; we introduce a
related integral An.z/ which is given below:

Let Bn./ D n�1; then

An.z/ D
Z 1

o

"
Bn./

z�1 exp. 
kBT

/C 1

#
d

D
Z 1

o

"
Bn./

exp. ��
kBT

/C 1

#
d

D .kBT /
n

Z 1

o

xn�1 �z�1 exp .x/C 1
��1

dx:

D �.n/ .kBT /
n fn.z/: (11.260)

In order to calculate An.z/, let us begin by introducing the substitution

� D kBT I x D  � �

�
: (11.261)

Then  D �C �x and d D � dx: And

An.z/ D �

Z 1

� �
�

	
Bn.�C � x/

exp.x/C 1



dx

D �

Z �
�

o

	
Bn.� � � y/
exp.�y/C 1



dy C �

Z 1

0

	
Bn.�C�x/
exp.x/C1



dx: (11.262)
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To arrive at the second row we separated the integral in the first row into two parts:
one ranging from

���

�

� ! 0 and the other from 0 ! 1: Then we introduced the
substitution y D �x into the first part.

Noting the fact that Œexp.�y/C 1��1 D 1 � Œexp.y/C 1��1 and introducing a
new substitution .x D � y/; which gives .dx D � dy/; into the first term in the
second row in (11.262), gives

An.z/ D �

Z �
�

o

Bn.� � � y/ dy � �
Z �

�

o

	
Bn.� � � y/
exp.y/C 1



dy

C�
Z 1

0

	
Bn.�C � x/

exp.x/C 1



dx: (11.263)

The first integral on the right hand side looks better if we introduce yet another
change in the variables. To do that, set .� � � y/ D x: Then dy D ��1

T

�
dx and we

can write

An.z/ D
Z �

o

Bn.x/dx � �
Z �

�

o

	
Bn.� � � x/
exp.x/C 1



dx

C�
Z 1

0

	
Bn.�C � x/

exp.x/C 1



dx: (11.264)

Note that, in order to improve its looks, surreptitiously we also changed the dummy
variable y to another dummy variable x in the second term in (11.264).

We have now reached a point beyond which approximations are necessary.
Fortunately, however, for a typical electron gas – for example the conduction
electrons in sodium – at room temperature,

�
�

�

�
is of order .100/ ; or higher. At

these values – namely x � �
�

T

�
– the presence of the exponential in the denominator

makes the integrand become essentially equal to zero. Therefore the upper limit in
the last two integrals in (11.264) can safely be extended beyond

�
�

�

�
to 1: That is,

An.z/ �
Z �

o

Bn.x/dx � �
Z 1

o

	
Bn.�� � x/

exp.x/C 1



dx

C�
Z 1

0

	
Bn.�C �x/

exp.x/C 1



dx: (11.265)

The presence of the exponential in the denominator also has another salutary effect.
The bulk of the integral necessarily comes from those values of x for which exp.x/
is not large compared to unity. Also, for essentially all laboratory temperatures, �x

is � �: Accordingly we can expand B.�˙ � x/ in powers of
�
�x
�

�
: That is,
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Bn.�˙ � x/ D B.�/˙ .�x/B 0
n.�/C .�x/2

2Š
B 00
n .�/˙ .�x/3

3Š
B 000
n .�/C � � � I

Bn.�C � x/ � Bn.� � �x/ D 2.�x/B 0
n.�/C 2

.�x/3

3Š
B 000
n .�/C � � � (11.266)

Therefore,

An.z/ �
Z �
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Bn.x/ dx C .2�2/B 0
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exp.x/C 1
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�
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3Š

�
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n .�/
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x3

exp.x/C 1



dx C � � � (11.267)

The integrals in (11.267) are well known. That is
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dx D 	2
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exp.x/C 1
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dx D 31	6
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Students of mathematics will recognize that these integrals are related to the well
known – and extensively available – Riemann “zeta function” &.n/: That is:
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D �.nC 1/
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�
&.nC 1/



: (11.269)

And, of course, &.2/ D 	2

6
; &.4/ D 	4

90
; &.6/ D 	6

945
; etc.

Having thus calculated An.z/ – see (11.267)–(11.269) – we in effect have an

expansion, in ascending powers of the variable
�
�
�

�2 D ��2; for the functions fn.z/:
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(In this regard, see (11.260) which specifies a direct relationship betweenAn.z/ and
fn.z/: Also see (11.241) for the definition of fn.z/:) We get:

f3
2
.z/ D 4 �

3
2

3
p
	

	
1C 	2

8
��2 C 7	4

640
��4 CO.��6/



; (11.270)

and
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2
.z/ D 8 �
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��4 CO.��6/



; (11.271)

where63

.�/�1 D .ln z/�1 D
�
�

�

�
D
�
kBT

�

�
� 1; (11.272)

Now let us combine (11.240) and (11.270). We get
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: (11.273)

Similarly, combine (11.270) and (11.271). Then (11.243) yields:
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: (11.274)

While we should have liked to have had both N
V

and U given in terms of just
the temperature, the above two equations involve � which, in addition to the
temperature, also depends on the chemical potential �: So we still have some work
to do! (See (11.283)–(11.295).)

63It is important to distinguish the n-th power of this variable, namely �n; from the somewhat
similar looking Riemann zeta function &.n/:
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11.22.5 Zero Temperature: Complete Degeneracy

11.22.5.1 Simple Analysis

As stated earlier, at zero degrees absolute the chemical potential � is denoted as �o:
Similarly, at zero temperature we shall denote the occupation number Np of the
state with momentum p; as .Np/o: Of course, at this temperature, ˇ D 1

kBT
! 1:

Then, (11.247), i.e., Np D 2
�
exp

˚
ˇ. "p � �o/

�C 1
��1

; readily leads to:

Np !TD0 .Np/o D ˇ!1 2; if"p is < �o

D 0; if"p is > �o;

and exceptionally; .Np/o D 1; if "p is D �o: (11.275)

Electrons in the system occupy states with momentum p – which ranges from zero
to (the so called) “Fermi Momentum” pF: Note that pF is the maximum allowed
value of momentum that any single-electron (in the non-interacting system of N
electrons ) can possibly have at zero temperature. Also note that pF is defined by
the relationship: .pF/

2=2m D EF D �o: The energy EF is known as the “Fermi
Energy.”

Recall that, N; denotes the total number of electrons in the system.That is, N DP
p Np D PpF

pD0.Np/o: Therefore, using the value of .Np/o as given in (11.275),

at zero temperature we can write the sum,
P

p Np D �
V
h3

� R1
o .Np/ 4	p

2dp; as
follows:

N D
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.Np/o D
�
V
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�Z pF
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Œ2�4	p2dp

D
Z pF

0

�.p/dp D
�
8	V pF

3

3 h3

�
: (11.276)

The notation �.p/ dp indicates the number of single particles associated with states
that lie in momentum between p and p C dp: It is often convenient to replace
�.p/ dp by f ."/ d" such that p2 D 2m" and dp D p

m
2"

d": As a result we have:

�.p/dp D 2V

h3
.4	p2/dp

D
"
V

2

r
"

	

�
8	m

h2

� 3
2

#
d" D f ."/d": (11.277)

Like �.p/ dp; f ."/ d" is equal to the number of single particles associated with
single particle states with energy between " and " C d": Therefore f ."/ can
legitimately be called the density of states because it is equal to the number of single
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particles per unit of energy – or, equivalently, because the spin can be up- or down –
twice the number of single particle states that have energy between " and "C d":

We shall use the following notation to express the result of (11.276)

pF D .2m�o/
1
2 D

�
3N

8	V

� 1
3

h; and

EF D �o D .pF/
2

2m
D
�
3N

8	V

� 2
3
�
h2

2m

�
: (11.278)

For conduction electrons in sodium, the Fermi energyEF is � 3:15 electron volts. In
terms of the standard thermal energy unit divided by kB, i.e., the temperature T; the
sodium Fermi energy is equivalent to approximately 37 thousand degrees Kelvin – a
temperature much higher than even the boiling-evaporation temperature of sodium!

Similarly, by using (11.236), we can calculate the total energy Uo of the system
at zero temperature. Note, Uo is the so called “zero point,” or the “ground state,”
energy.

U D
X
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.TD0/ U D

pDpFX
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�
: (11.279)

Equation (11.278) allows us to replace p3F by its equivalent,
�
3N
8	V

�
h3; and represent

the above result in the following better-known form:
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: (11.280)

The average, quantum statistical energy per particle is
�
Uo
N

� D 3
5
EF: Considering

that a reasonable approximation to such a particle is a conduction electron in a low
alkali metal, this energy would appear to be much larger than the typical thermal
energy at room temperature. So why do these electrons, with all this “fantastic,
hot” energy “in their pocket,” still stay around within these metals ? The answer is
two-fold:

An appropriate description of the first part of the answer has to await the
discussion – see a few paragraphs below – of the results given in (11.282).
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The second part of the answer is the following: Figuratively speaking, at zero
temperature – all the electrons are sunk within the so-called Fermi see. The two elec-
trons at the bottom have little momentum. The next higher two have slightly more.
The process continues until all theN electrons are placed atop each other so that the
final N -th electron is placed with momentum pF: However, when the temperature
rises above zero by say an amount�T; then some electrons from the top of the Fermi
see increase their energy by an amount kB�T: As a result, while normally their
momentum is close to pF, the added bit of thermal energy raises their momentum a
bit and as a result they begin to evaporate out. We shall have occasion to amplify on
this statement when we examine the Richardson effect which describes the number
of electrons that leave the metal surface as a result of the increase in temperature.

Let us next deal with the pressure. The so called ground state, degeneracy
pressure, Po; is clearly related to Uo through the usual relationship

Po D 2Uo

3V
D 2
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�
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V

�
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� 2
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�
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��
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3

: (11.281)

The bulk modulus, �Po
�
@Po
@V

�
N;T

can now be calculated. We get
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�
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EF: (11.282)

(In (11.280) and (11.281) we have used (11.278). This was to equate EF to�
3N
8	V

� 2
3

�
h2

2m

�
.)

The bulk modulus in sodium is approximately equal to 7� 109 N m�2. This is of
the same order of magnitude as the number predicted by the above relationship.

Notice that the pressure Po in (11.281) is non-zero even though the system is
at zero temperature. Indeed, the Fermi–Dirac degeneracy pressure Po is in fact very
large, being typically of the order of a hundred thousand times the atmospheric
pressure. With all this pressure wanting to expand the electrons in a metal, why do
they not fly off? Typically the attractive electrostatic interaction – i.e., the Coulomb
force – between the positive metal ions and the free electrons is sufficient to hold the
electrons back. While the number of free electrons in metals is large compared to the
number of atoms in a similar volume of free air, the chemical potential in a “white
dwarf” is even larger than that in metals. That causes an enormous degeneracy
pressure to build up within the dwarf which holds the gravitational pull of many of
the average sized dwarfs in check and stops them from collapsing into “black holes.”

Further notice the fact that the pressure increases rapidly with decrease in
volume. While for classical systems this behavior would indicate the presence of
inter-particle interaction, the given system is completely non-interacting. All it
has are the laws of quantum mechanics: whereby even a non-interacting, single
Fermi–Dirac particle expresses its distaste for being confined to a finite volume:
additionally, the electrons follow the laws of ‘natural philosophy’ which demand
that they obey the Fermi–Dirac symmetry rules.
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11.22.5.2 Remark

When kBT ! 0; by classical description all thermal activity ceases. This should
make both the pressure and the kinetic energy of the system go to zero. Yet (11.280)
and (11.281) indicate otherwise. Why is that the case, one might ask.

Clearly, it is a quantum effect, unknown in classical mechanics. Yet, as we shall
discover when we consider the Bose–Einstein statistics – where, at zero temperature,
all the Bose quantum particles may gather together in a single energy state – the
details of the given results are crucially dependent upon the statistics of the quantum
states being treated here.

In stark contrast with Bosons, a maximum of only two spin a-half Fermions, i.e.,
electrons – one with spin-up and the other with spin-down – are allowed to settle
down in one single (spin-less) state. So, the best they can do is to follow the general
dictates of thermodynamics, which enjoin that at zero temperature only the lowest
available energy state has a finite probability of being occupied. Accordingly, as
the particles are accommodated two by two, the lowest momentum state is occupied
first. Higher momentum states get occupied at the rate of two particles each until the
N � th particle is settled in at momentum pF: At this momentum, its – spin-less –

single particle kinetic energy is pF
2

2m
D �o D EF:

11.22.5.3 Formal Treatment

If we were at low temperature, then inverse powers of � – such as, ��2 and ��4 –
would be very small. Indeed, they would be equal to zero if T ! 0: [See (11.272)

which states .�/�1 D
�
kBT
�

�
: ]

Let us now set the temperature equal to zero and re-write (11.273) as,

�
3
2 DT! 0

�
3
p
	 �3 N

8V

�
; (11.283)

and convert it to the following more convenient form:

kBT � D � D
T!0

kBT

�
3
p
	 �3 N

8V

� 2
3

D �o

D
�
3N

8	V

� 2
3
�
h2

2m

�
D EF: (11.284)

Similarly, (11.274) can be written as

U DT!0

�
3 kBTN�

5

�
D Uo D

�
3

5

�
NEF : (11.285)

Why is the average value of the energy – namely, Uo – not equal to 1
2
; but instead

it is 3
5
-th, of the maximum value EF? This has to do with the fact that the number
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of states per unit volume of the momentum space increase with rise in momentum –
meaning, �.p/ increases as p2: So a larger number of states are found in the upper
half than the lower half and as a result the average energy is higher than one-half,
because the latter assumes uniform spacing.

In (11.284), we have used the equality, � D
�
2	mkBT

h2

�� 1
2
; that was recorded

in (11.212). Also we have continued the use of the notation EF which is equal
to the chemical potential �o at zero temperature. Recall that EF is best known as
the system “Fermi Energy.” Also, and once again, because (11.246) tells us that
the equality PV D 2

3
U holds at all temperatures and applies to all non-interacting

systems whether they be quantum or classical. Therefore we can relate the system
pressure, Po; at zero temperature to EF or Uo:

P D 2

3

�
U

V

�
DT!0 Po D 2

3

�
Uo

V

�
D
�
2N

5V

�
EF: (11.286)

All the above results for zero temperature, which show that for given N; m and
V the internal energy Uo is a constant, are the same as those previously obtained
through the use of a simpler physical procedure – compare (11.280) and (11.281).

11.22.6 Finite but Low Temperature: Partial Degeneracy

It is of interest to know how the internal energy changes with T for finite but low
temperature. To this end we need to look at higher order approximations to (11.273)
and (11.274) than the zeroth order approximation used in (11.284)–(11.286).

Therefore, let us first notice that according to (11.284), �TD0 !
�
EF
kBT

�
: Second,

re-arrange (11.273) in the following form:

�
3
2 D

�
3
p
	�3 N

8 V

�	
1C 	2

8
��2 C 7	4

640
��4 CO.��6/


�1
; (11.287)

and raise both sides to the power 2
3
: This gives

� D
�
3
p
	 �3 N

8 V

� 2
3
	
1C 	2

8
��2 C 7	4

640
��4 CO.��6/


� 2
3

D
�
EF

kBT

�	
1 � 	2

12
��2 C 	4

720
��4 CO.��6/



: (11.288)

As indicated before, the above relationship would be fine except that we need to
know � as a function of the temperature. To this end we proceed as follows:
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First: Replace � on the right hand side of the last row – in (11.288) – by its zeroth

order value
�
EF
kBT

�
: As a result, (11.288) becomes

� D
�
EF

kBT

�"
1 � 	2

12

�
kBT

EF

�2
CO

�
kBT

EF

�4#
: (11.289)

The second correction can now be made by inserting the result of � – given in
(11.289) above – into (11.288). This gives

� D EF

kBT

"
1 � 	2

12

�
kBT

EF

�2
�
�
	4

80

��
kBT

EF

�4
CO

�
kBT

EF

�6#
: (11.290)

11.22.7 Thermodynamic Potentials

We are now able to determine the various thermodynamic potentials. First, let us
find the temperature dependence of the Gibbs potentialG:

G D N� D NkBT �

D NEF

"
1�	

2

12

�
kBT

EF

�2
�
�
	4

80

��
kBT

EF

�4
CO

�
kBT

EF

�6#
: (11.291)

Similarly, using the value of � given in (11.290), and a little bit of algebra, the
internal energy according to (11.274) is found to be the following:

U D 3

5
NEF

"
1C 5	2

12

�
kBT

EF

�2
� 	4

16

�
kBT

EF

�4
CO

�
kBT

EF

�6#

D 3

2
PV: (11.292)

[Note, the last row above is a statement of the well known fact that for a three
dimensional, non-relativistic, ideal system, whether it be classical or quantum, the
pressure P D �

2U
3V

�
].

Because both the Gibbs free energyG and the internal energyU are now known,
we can calculate the Helmholtz free energy F as follows:

F D G � PV D G � 2

3
U

D NEF

�
3

5

�"
1� 5

12

�
kBT	

EF

�2
C 1

48

�
kBT	

EF

�4
CO

�
kBT	

EF

�6#
: (11.293)
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Finally, we deal with the entropy S: We have

S D U � F
T

D NkB	

2

�
kBT	

EF

�"
1 � 1

10

�
kBT	

EF

�2
CO

�
kBT	

EF

�4#
: (11.294)

The specific heat Cv is also readily found,

Cv D
�
@U

@T

�

N;V

D NkB

"
	2

2

�
kBT

EF

�
� 3	4

20

�
kBT

EF

�3
CO

�
kBT

EF

�5#
: (11.295)

11.22.7.1 Remark

Notice that for the electron gas the specific heat tends toward zero linearly with
temperature (See Fig. 11.18). This fact is in dramatic contrast with the classical
result which asserts that the specific heat is (both large and) constant at all
temperatures. Indeed, thereby hangs a long tale!

5

5

10

15

20

10 15

T2
20 25 300

cv
T

Fig. 11.18 cv
T

for Sodium versus T 2: Following the work of Roberts, Lois M. [Proc. Phys. Soc.
70B, 744 (1957)], the specific heat, Cv; of Na divided by the temperature, T , is plotted as a function
of T 2:Notice that the plot has an intercept at T ! 0 indicating that at very low temperature Cv has
a linear dependence on T . For slightly higher temperature, the specific heat is seen to follow the T 3

law which is a result of the lattice vibrations. (See Fig. 11.19 and the related text for details of the
lattice contribution) [Copied with permission from M. D. Sturge’s book: Statistical and Thermal
Physics, Fundamentals and Applications, figure 12-3, p. 237, publishers A. K. Peters, Ltd (2003)]
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Drude and Lorentz’ theory,64 based on the BMG – that is, the Boltzmann–
Maxwell–Gibbs – classical statistics, predicted that the free conduction electrons
would add to the specific heat, Cv; an amount equal to 3

2
kB per electron. Experimen-

tally, however, it was observed that – except for very low temperatures where the
specific heat seemed to vary linearly with the temperature – the cubic temperature
dependence of the lattice vibrations provided a satisfactory description of the system
specific heat. So what happened to the effect of classical motion of the conduction
electrons? Why and where did that disappear?

A similar such occurrence also afflicted the quasi-classical Langevin prediction
for the electronic paramagnetic susceptibility. For electrons, J D 1

2
; and the Lande

g-factor is (very close to) D 2: Therefore, at high temperature and for weak
magnetic field, the quasi-classical value for the magnetic susceptibility for one
dipole should be

.�/quasi�classical D J.J C 1/
.g�B/

2

3kBT
!

�
1

2

��
1

2
C 1

�
.2�/2

3kBT

D
 
�2

kBT

!
: (11.296)

Note, �� ! �
g �B
2

�
is the intrinsic magnetic moment. Also, that depending on

the object being considered, g may be different from 2 and as a result �� may
be different from one Bohr magneton �B:

At low temperature, the quasi-classical Langevin theory predicted that the system
will approach magnetic saturation. The experimental results, in contrast, told a
different story. At low temperatures the susceptibility, although dependent on the
density, became independent of the temperature and tended towards a small but
constant value.

Wolfgang Pauli65 was the first to recognize that the system constituted a highly
degenerate electron gas that should be treated by using Fermi–Dirac statistics. His
results for paramagnetism are often referred to as ‘Pauli Paramagnetism’.

11.22.8 Pauli Paramagnetism

For a system of N quantum particles with spin S; where all spin directions are
symmetrical, the spin degeneracy factor, �; is .2S C 1/: This is equal to the total
number of spin states available to each particle. The fact that each electron has spin

64Drude, Paul Karl Ludwig,(7/12/1863)–(7/5/1906); Lorentz, Hendrik Antoon,(7/18/1863)–
(2/4/1928).
65Pauli, Wolfgang (4/25/1900)–(12/15/1958).
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S D 1
2

means that � D 2 and an electron can lie either parallel or anti-parallel to
any chosen direction. And unless an external field is applied – which would break
the symmetry between the up- and the down-directions – roughly a half of a large
number N of electrons, in a system which is in thermodynamic equilibrium, would
on the average point either up or down. More precisely, each direction would have

approximately N
2

h
1˙O. 1p

N
/
i

electrons.

With the application of an external magnetic field EBo; at least three new things
happen. First: the energy of a given electron changes – that is, it increases, if it is
anti-parallel to the field. Or the energy decreases, if the electron is parallel to the
field. In other words, the applied field causes a change in the energy by an amount
equal to � EBo: E�B D ˙Bo�B: (Recall that �B is the Bohr magneton.) Second: the
symmetry is broken and the number of electrons pointing in the up- or the down-
direction is no longer the same. Third: the spin degeneracy factor for each of the
.2S C 1/ D 2 directions – namely, either up or down – is now equal to just 1:

An important principle of thermodynamics – see (10.44) – is that: “At constant
pressure, in a bi-phase thermodynamic system that is in thermal contact with a heat
energy reservoir at a fixed temperature, the specific Gibbs free energy of the two
co-existent phases is the same.”

Here, the two co-existent phases are the up- and the down-spin parts of the
electron gas and the equality of the specific Gibbs function translates into the
chemical potential � being the same for both the up- and the down-spin parts. Be
warned, however, that the equality of the chemical potential does not mean that the
number of electrons with different spins have to be the same. Indeed, as we shall see
shortly, they are different.

Armed with this information, we can use (11.247) to write

NC
p D

h
exp

n
ˇ. "C

p � �/
o

C 1
i�1 I

N�
p D

h
exp

n
ˇ. "�

p � �/
o

C 1
i�1

; (11.297)

where "C
p and "�

p are the energies of single electron states with momentum p that
refer to an electron pointing “up” – meaning, parallel to the applied magnetic field –
or down, respectively. In view of the description given two paragraphs above, we
have

"C
p D p2

2m
� Bo�BI "�

p D p2

2m
C Bo �B: (11.298)

Similar to the statements made for (11.247),NC
p and N�

p are the mean occupation
numbers for a state with energy "C

p or "�
p ; respectively.
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11.22.8.1 Simple Treatment: Zero Temperature

At zero temperature, ˇ ! 1 and � ! EF: With these changes, (11.297) tells
us that the positive spin electrons have occupancy NC

p equal to unity for all those
momenta for which ."C

p / � EF: Similarly, the negative spin electrons are occupied,
i.e., N�

p D 1; for those momenta for which ."�
p / � EF:

For ."C
p / > EF and ."�

p / > EF; both NC
p and N�

p are zero. Therefore, there is
no occupancy of the electrons parallel to the field beyond the momentum pFC Dp
2m.EF C Bo�B/: Similarly electrons anti-parallel to the field are unoccupied

beyond the momentum pF� D p
2m.EF � Bo�B/:

This means that for spins that are parallel to the field, the momentum ranges

between 0 and pFC where the occupancy,
h
exp

n
ˇ. "C

p � �o/
o

C 1
i�1

; stays equal

to 1: And similarly for spins that are anti-parallel to the field, the momentum ranges

between 0 and pF� where the occupancy,
h
exp

n
ˇ. "�

p � �o/
o

C 1
i�1

; stays equal

to 1:
As a result, by using (11.276), and noting the �o D EF; the number of electrons

with spins C 1
2

and � 1
2

is the following:
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and
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Without the applied field the number of up and down spins is the same: that is, for
Bo D 0; NC D N� D N

2
: So there is no net magnetic moment of the electron

gas. However, in the presence of an applied field, the magnetic moment,NM; of the
system is non-zero. Therefore, its small field magnetic susceptibility per electron at
temperature T , i.e., .�.T //pauli; is also non-zero.

NM D �B.NC �N�/I

.�.T //pauli D Bo!0

�
M

Bo

�
: (11.301)

Because the Fermi energy is so much larger than the usual size of the magnetic field
factor Bo�B; we can write

NM D T!0�B

�
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: (11.302)

The small field, single electron, Pauli susceptibility at zero temperature – to be called
.�o/pauli – therefore, is

lim
.Bo!0IT!0/

.�.T //pauli D
�
M

Bo

�
D .�o/pauliI
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�
4 V	�B

2

Nh3
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2EF
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�B

2: (11.303)

[Note: The result for .�o/pauli given above is exact. To derive the third row from the

second, make the change suggested in the last part of (11.278) – that is, from .2m/
3
2

to
�
3N
8	V

� �
h2

EF

� 3
2
:]

11.22.8.2 Finite Temperature

At finite temperature the occupancy of electrons extends beyond the Fermi surface.
Therefore, the integration over the momentum – in contrast to that specified in
both (11.299) and (11.300) – needs to be extended beyond the Fermi sea to some
appropriate, higher value. However, because the integrand falls off very rapidly

with the rise in momentum – indeed as fast as exp.�ˇp2

2m
/ – the integration may
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be extended, without any noticeable amount of error, to 1: This gives:
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and

N� D V

h3

Z 1

o

h
exp

n
ˇ."�

p � �/
o

C 1
i�1

4	p2 dp

D V

h3

Z 1

o

	
exp

�
ˇ.

p2

2m
C Bo�B � �/

�
C 1


�1
4	p2 dp

D V

h3

Z 1

o

	
.z�/�1 exp

�
ˇ.

p2

2m
/

�
C 1


�1
4	p2 dp

D V

�3
f 3
2
.z�/; (11.305)

where we have introduced the notation

z˙ D exp fˇ.�˙ Bo�B/g D exp.ˇ�˙/ D exp.�˙/: (11.306)

It is important here to notice that (11.240) can immediately be transformed into
(11.304) by making the following trivial changes: The degeneracy factor 2 changes
to 1 and z changes to zC: The same transformation with z ! z� reproduces
(11.305).

As a result of this transformation, (11.270)–(11.273), (11.272), (11.290),
and (11.291), are readily generalized to accommodate changes from N to NC and
N�, from z to zC and z�, from � to �C and ��; and, from � to �C and ��: Recall
that because the up- and the down-spins are being treated separately, here the spin
degeneracy factor is D 1 for each of them. We get
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where
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and
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In order to determine the Pauli paramagnetic susceptibility, we need to calculate
.NC �N�/ as a function of Bo�B and the temperature T: This requires combining
(11.307) and (11.308), with help from (11.309). We get
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We need next to expand �˙ D
�
�˙Bo�B
kBT

�
as a power expansion in terms of the

variable ! D Bo�B
�
; which is exceedingly small for most available magnetic fields.

Indeed, because we are interested in only the small field magnetic susceptibility, we
shall retain only the leading term in !; i.e.,
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: (11.311)
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Accordingly, (11.310) leads to the following:
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Reverting the notation ! back to its original form,
�
Bo�B
�

�
; (11.312) is re-arranged

as follows:
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Our next task is to replace� by its temperature dependent value given in (11.291) –
or, equivalently, in (11.308). For the reader’s convenience we reproduce it below:
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Therefore, we have
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Inserting (11.315) into (11.313) we finally get to the desired result:
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(11.316)

Note that in the above we have used the definition of the Pauli susceptibility
.�.T //pauli; and the corresponding zero temperature susceptibility .�o/pauli; as they
were specified in (11.301)–(11.303).

11.22.8.3 Very High Temperature

Rather than directly solving (11.299), (11.305), and (11.306), we can take
advantage of the fact that the behavior of the quantum electrons at very high
temperatures is essentially the same as that of quasi-classical electrons. Therefore,
to the leading order we can expect the result for the Pauli susceptibility, .�1/pauli;

at very high temperature to be very much the same as that given by the quasi-
classical Langevin theory for what we have called the “high temperature magnetic
susceptibility for paramagnetic salts.” (For the case J D 1=2; that result is for
convenience reproduced in (11.317) below.)

�
.�/quasi�classical

�
at very high temp

D .g�B/
2

4kBT

� .�1/pauli: (11.317)



11.22 Perfect F–D System 531

11.22.8.4 Remark

Apropos of an earlier issue, we recall that the result for Langevin paramagnetic
susceptibility at high temperature – reproduced in (11.317) above – is generally also
quite accurate for temperatures as low as � 100 K ! 20 K: At these temperatures
the “zero temperature” result for the magnetic susceptibility of quantum electrons
is also applicable because here the neglected higher order temperature dependent
terms are very small. Because these two different results are valid at roughly
the same range of moderate temperatures, it is interesting to compare the proper
statistical result for the magnetic susceptibility of a system of non-interacting

quantum electrons, as given in (11.303) – i.e., .�o/pauli D
�
3�B

2

2EF

�
– with the

corresponding quasi-classical result, .�/quasi�classical ; for paramagnetic salts that is
reproduced in (11.317) above. The essential difference between these two results
lies in their denominators. Because EF 
 kBT the magnetic susceptibility per
particle, .�o/pauli; of the quantum gas is much smaller than .�/quasi�classical of the
paramagnetic salts. Why should that be the case?

In a paramagnetic salt – or equivalently, in the non-interacting, quantum electron
gas at very, very high temperature – essentially all the spins participate in the
magnetization process. In contrast, at temperature below the Fermi temperature, the
Fermi–Dirac spins are forced to settle down in the Fermi sea. And the imposition of
the magnetic field can affect the energy of only a small fraction of such spins that lie
near the top. In the following, this effect is analyzed by a hand-waving-quantitative
procedure.

11.22.9 Hand-Waving Argument: The Specific Heat

The low temperature specific heat, calculated by a formal quantum statistical
procedure – see (11.295) – tended toward zero linearly with the temperature and
was noted to be rather small. That result is in dramatic contrast with one given by
classical theories that predict the specific heat – to be both quite large and – to
remain constant at all temperatures.

In the following we attempt to understand the quantum statistical result through
the use of simple-minded physical arguments.

As outlined in (11.247), the mean occupation number Np – for a state with
momentum p; energy "p; in a spin S perfect F–D gas that is at temperature T D�

1
ˇ kB

�
and has chemical potential � – is

Np D .2S C 1/
�
exp

˚
ˇ."p � �/�C 1

��1
: (11.318)

When the temperature tends to zero, � ! �o D EF; and ˇ ! 1: Accordingly,
Np is equal to .2S C 1/ for all values of "p that range between zero and the top of
the Fermi sea which is at energy EF: [As stated before, .2S C 1/ different quantum
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particles – with, say, the z�component of spin ranging between �S and CS – may
occupy any given single particle state. For electrons, however,S D 1

2
: Therefore, the

plot of Np versus
�
"p
EF

�
would be a rectangle of height .2S C 1/ D 2 and width 1:]

As the temperature is increased slightly from 0 to T , the electrons begin to rise
in energy – meaning, they begin to spread out of the extreme right hand side of the
rectangle. The electrons so “moved” are clearly those that are seated near the top of
the Fermi sea with energy close to EF: Indeed, thermodynamics suggests that such
electrons are mostly those that lie within energy levels that range approximately
betweenEF�kBT andEFCkBT: This represents a width in energy of approximately
2 kBT out of the total width which is � EF: Accordingly, the number of electrons
that are likely to move out of the sea due to the rise in temperature is approximately
.ıN /temp rise: This number should be of order

.ıN /temp rise �
�
2kBT

EF

�
N: (11.319)

Approximately, each of these .ıN /temp rise electrons is shifted up in energy by
an amount equal to .kBT /: Therefore, our estimate for the increase, .ıE/estimate ; in
energy of N electrons due to the rise in temperature is the following:

.ıE/estimate � .ıN /temp rise.kBT / D
�
2NkBT

EF

�
.kBT /

D 2N .kBT /
2

EF
: (11.320)

The estimated total specific heat is therefore equal to:

.Cv/estimate �
�
@ .ıE/estimate

@T

�

V

D 4

 
N .kB/

2 T

EF

!
: (11.321)

The above estimate for the total specific heat compares well with the leading term
of the exact result given in (11.295) (which, for convenience, is reproduced below).
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2
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EF

!
�
�
3	4

20

�
NkB

�
kBT

EF

�3
: (11.322)

11.22.10 Hand-Waving Argument: The Pauli Paramagnetism
at Zero Temperature

Upon application of the magnetic fieldBo; the energies of the down- and the up-spin
electrons are shifted by ˙Bo �F: At zero temperature the energy shift is .2Bo �F/:



11.22 Perfect F–D System 533

As in (11.319), we estimate that the electrons that are affected most are those that

reside at the top of the Fermi sea. This amounts to a fraction
�
2Bo �F
EF

�
of the total

number of electrons. Therefore, we estimate – much as was done above in (11.319) –
their number to be approximately the following:

.ıN /magnetic field �
�
2Bo�F

EF

�
N: (11.323)

From .ıN /magnetic field, we can generate an estimate for, .M/estimate; the magnetic
moment per electron

.M/estimate � �F.ıN /magnetic field=N D
�
2Bo �

2
F

EF

�
: (11.324)

Therefore, an estimate for the single electron, zero temperature zero-field magnetic
susceptibility is

.�o/estimate � .M/estimate

Bo
D 2

�
�F

2

EF

�
: (11.325)

Qualitatively, the above estimate is similar to the corresponding exact result given
in (11.303): namely,

.�o/exact D .�o/pauli D 3

2

�
�F

2

EF

�
: (11.326)

11.22.11 Hand-Waving Argument: The Pauli Paramagnetism
at Finite Temperature

At zero temperature, the relevant Pauli paramagnetic electrons sit contiguously to
the top of the Fermi surface. As was shown in (11.323), their number is

.ıN /magnetic field � 2Bo

�
�F

EF

�
N: (11.327)

With slight increase in temperature, each of these electrons is shifted up in energy
from approximately .EF/ to .EF C �E/: According to (11.320), the increase

in energy, �E; per electron is of order 2.kBT /
2

EF
: Therefore, their total number

should shift from its value .ıN /magnetic field – that is given in (11.327) above – to
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approximately the following value:

.ıN /magnetic field and finite temperature
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: (11.328)

The estimate for the temperature dependent susceptibility is therefore the following:

.�/temperature dependent estimate

� .M/magnetic field at finite temperature
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: (11.329)

The above estimate for the single particle temperature dependent susceptibility at
low temperatures is also qualitatively similar to the corresponding exact result that
was given in (11.316): namely,

.�/exact D .�.T //pauli D .�o/exact

"
1 � 	2

12

�
kBT

EF

�2#
: (11.330)

11.22.12 Landau Diamagnetism

In addition to the paramagnetism studied above, conduction electrons are also
subject to a sort of negative paramagnetism whereby the effect of applied field
in a given direction produces a magnetic moment in the opposite direction. Such
behavior, resulting in negative magnetic susceptibility, is termed: “diamagnetic.”

So far in our study of the conduction electrons, we have not considered any
effects of the orbital motion. In the presence of an applied magnetic field – say, Bo
along the z-axis – an electron follows a helical path around the z-axis. The rotational
motion is caused by the so called Lorentz force. Its projection on the x-y plane is
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completely circular. While a single rotating electron may be diamagnetic, when a
large number N of electrons are present, and they are subject to reflection from the
enclosing walls, classical statistics predicts that there is “complete” – i.e., to the
leading order in N – cancelation of diamagnetic effect. Therefore, as first noted by
Bohr, van Leeuwen, and others, classical statistical description of this motion cannot
lead to diamagnetism.

Unlike classical statistics, L.D. Landau66 has shown that quantum statistics
do lead to non-zero diamagnetism. The details of Landau’s work are somewhat
involved but a relatively simple general comment can still be made. Due to reflection
from the bounding walls, the quantum electrons near the boundary – unlike the
classical, Maxwell-Boltzmann electrons – have on the average different quantized
velocities from the electrons that have not been reflected. Therefore, complete
compensation of the diamagnetic effect that occurs for perfectly reflecting classical
electrons does not take place for quantum electrons.

As described in an appendix – see (K.1)–(K.13) – at relatively high temperature,
the thermodynamic average of .M/landau; the diamagnetic moment per particle, and
the resultant Landau susceptibility, .�/landau; are as follows:

.M/landau D �
�
Bo�

2
B

3kBT

�
COŒ�B .ˇBo�B/

3�I

.�/landau D .M/landau

Bo
D �

�
�2B
3kBT

�
; (11.331)

where, as usual, �B stands for a Bohr magneton.
For a quantum gas of free electrons at very high temperature, in addition to

Landau diamagnetism there is also the Pauli paramagnetism – i.e., .�1/pauli; given
in (11.317). Adding these two contributions together yields

�electron gas at high temeperature D .�.T //pauli C .�/landau

� .�1/pauli C .�/landau � .g�B/
2

4kBT
�
�
�2B
3kBT

�
; (11.332)

Observe that we have not used the obvious simplification – namely, if we set g D 2

the last row would equal
�
2�2B
3kBT

�
: We have not done this because depending upon

the source of the free electrons being considered, g may not be exactly equal to 2:
Indeed, because the Pauli and the Landau processes have quite different roots,
the effective mass and therefore the �B that occurs in the two terms in the above
equation may also be slightly different.

66Landau, Lev Davidovich (1/22/1908)–(4/1/1968).
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11.23 The Richardson Effect: Thermionic Emission

At normal temperature, few if any electrons are observed to escape from metals.67

Clearly, while electrons are known to roam around within the so called “free-
electron metals,” most of them do not spontaneously stray outside. The metallic
ions provide an attractive force for the electrons within the metal. Therefore, in
order to escape the metal, they need more kinetic energy than they normally have
at such temperatures. Schematically we can express this behavior by bestowing the
electrons with negative potential energy, whereby they can be thought to be moving
around at the bottom of a potential well of some depth, say,W:

If the temperature of the system should rise, there will result an increase in
the number of electrons whose kinetic energy exceeds the depth W: Accordingly,
some electrons will begin to escape the well and flow out of the surface of the
metal. Unless the temperature is very large, the number of electrons flowing out
will be a very small fraction of the total number of “free electrons” in the metal.
Therefore, to a very good approximation we can still use equations valid for the
original total number of electrons. Thus, (11.318) can be used for estimating the
number of escaping electrons (per unit time, per unit area of the metal surface). For
instance, in the z-direction, the expression for the number, d}; of such escaping
electrons whose x- and y-components of the momenta lie between .px; py/ and
.px C dpx; py C dpy/ is readily seen to be the following:

d}x;y D 2

h3

Z 1

pzDp
.2mW /

�pz

m

�
dpz

dpxdpy
exp. "p��

kBT
/C 1

: (11.333)

Here "p D p2xCp2yCp2z
2m

; the spin S has been set at 1
2
; and � as usual is the chemical

potential.
The integrations over the two variables px and py is more easily done by

transforming to the cylindrical coordinates whereby .p2x C p2y/ D p2r ; and

Z C1

pxD�1

Z C1

pyD�1
: : : dpx dpy D 2	

Z 1

prD0
: : : prdpr:

Thus, the total rate of emission for the Fermi–Dirac gas, i.e., }F�D is
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67Richardson, Owen Willans (4/26/1879)–(2/15/1959).
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Let us set p2z
2m

D : Then
�
pz
m

�
dpz D  and the limits on the relevant integral are

 D W and  D 1: In this fashion (11.334) can be written as

}F�D D 4	mkBT
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d: (11.335)

Note, the exponent in this equation varies between
n�WC�

kBT

o
and �1: At laboratory

temperatures and below,� is essentially equal to �o D EF:Also the measured value
ofW is generally a few electron-volts higher than the Fermi energyEF:

68 Therefore,
in practice in (11.335),

exp

� � C �o

kBT

�
� 1:

As such, we can expand the logarithm and to a good approximation write:
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� �W C EF

kBT

�
: (11.336)

It is convenient to define the so called work function ; as the difference between
the potential depth and the Fermi energy. Therefore, the Fermi–Dirac thermionic
current density, JF�D; may be represented as follows:

; D .W �EF/I

68For instance, the experimental value of the work function ; for nickel is � 5 eV and for tungsten
it is � 4.5 eV.
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JF�D D e }F�D D e

	
4	m.kB/
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h3



T 2exp

� �;
kBT

�
: (11.337)

As before, e stands for the electron charge.
The above prediction agrees with the experiment in the sense that at low

temperature there is practically no spontaneous emission of electrons. An external
stimulus that adds to, or subtracts from, the work function ; – as for example is the
case with an applied field – would affect the rate of thermionic emission. Similarly,

with rise in temperature, both T 2 and exp
n

�;
kBT

o
would increase. In this fashion,

increase in temperature would result in increasing, what then would properly be
called, thermionic emission.

11.23.1 Quasi-Classical Statistics: Richardson Effect

Equations (11.336) and (11.337) refer to a system of Fermi–Dirac free electrons. For
quasi-classical free electrons the concept of Fermi-energy has no relevance. As such,

exp
�

�

kBT

�
can no longer be replaced by exp

�
EB
kBT

�
: Rather, it must be replaced

by the relevant quasi-classical expression described earlier – as, for example, in
(11.217), i.e.,

exp

�
�

kBT

�
! N�3

V
:

Note, N is the number of non-interacting, quasi-classical electrons, V is the system
volume and � is as given in (11.212): that is

� D
�
2	mkBT

h2

�� 1
2

:

Accordingly, the quasi-classical version of the Richardson thermionic emission,

Jquasi�classical; is obtained by replacing, in (11.336) and (11.337), exp
�

�

kBT

�
by N�3

g V
;

and the subscript F �D by quasi-classical: In this fashion we get:
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: (11.338)

11.23.1.1 Remark

As noted above, the physics leading to (11.337) and (11.338) is completely
different. Therefore, it would not be surprising if the corresponding results for
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thermionic current density should also turn out to be substantially different. On
close examination one finds that the most striking difference lies in their different
dependence upon the temperature. However, it is not so much the fact that the two
results have different power dependence on T – namely, one proportional to T 2 and
the other proportional to T

1
2 : Rather, the major part of this difference is rooted in

the exponents. Indeed, as noted by Pathria, whether we plot ln
�
JF�D

T
1
2

�
versus

�
1
T

�
;

or plot ln
�
Jquasi�classical

T
1
2

�
against

�
1
T

�
; in each case we get a fairly good straight-line.

Therefore, this information by itself does not help much in choosing between the
two results.

But, it turns out, that the numerical value of the slope – rather than just the
requirement that for each of the results the slope should essentially be constant
for different values of

�
1
T

�
– gives information as to whether the experiment favors

�; or just �W: Because the value of W can be determined independently – as,
for instance, was done by Davisson and Germer69 – and with that information, the
essential superiority of the F � D version of the result given in (11.337) can be
established.

11.24 Bose–Einstein Gas

In the preceding sections it was found that in a system with large number of particles
that obey the Fermi–Dirac (F–D) statistics, the quantum statistical effects are greatly
diminished at very high temperatures. This is especially true when the gas density is
relatively low and/or the particle mass is relatively large. It turns out that under the
same conditions, a quantum Bose–Einstein (B–E) gas also behaves in some-what
similar manner. And the system approaches the status of a classical ideal gas.

Yet, despite this apparent similarity of behavior at high temperature, there are
fundamental and significant differences in the thermodynamics of the F � D and
the B � E quantum gases at low temperatures.

11.24.1 The Grand Potential

As explained earlier, (11.234)70 with � D 1 and a D �1; may be used to calculate
the grand potentialQ.z; V; T / for the B–E system. And the knowledge ofQ.z; V; T /
provides information about other thermodynamic functions. For instance, (11.235)

69Clinton Joseph Davisson and Lester Halbert Germer studied – see, Nature 119, 558 (1927) –
electron diffraction from a number of metals with various values of the initial kinetic energy. In
this manner they were able to estimate the relevant values of W:
70Note, (11.234) leads to (11.235), .., (11.237).
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may be written as:

V P.z; V; T /

kBT
D Q.z; V; T /
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��
: (11.339)

Similarly, we can write (11.237) and (11.236) as follows:
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11.24.2 Perfect B–E Gas in Three Dimensions

Because for largeN the single particle states are essentially continuous, for an ideal
B–E gas, the sum

P
p may be replaced by an integral over the relevant volume V

and the momentum Ep. That is:
�P

p D 1
h3

R
dEx R d Ep : : :
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V
R
.4	p2/dp : : :

�
:

Further, we can write "p; which is the free particle translational energy for

momentum Np; as
� Np: Np
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�
: As a result we have p2dp D m

p
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and (11.340) may be written as:
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exp.x/ � 1 dx; if z D 1: (11.342)
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Here we have arranged the sum over p so that a possible contribution from
momentum p exactly equal to zero71 is separated from the rest of the sum over
“non-zero” values of momentum p: Also, two other things have been done: First, a

variable x D ˇ "p D
�
ˇp2

2m

�
has been introduced. Second, for z D 1 the contribution

from the zero momentum term has been denoted as No:When No is non-zero, there
is macroscopic occupancy of the zero energy state.

As shown in (11.230) and (11.231), for the B–E system being considered here,
the physically acceptable values of z and � lie within the ranges 1 � z � 0 and
0 � � � �1; respectively. And because the behavior of the number of particles in
the system is quite different for the cases z ! 1 and 0 � z < 1, it is best to separate
(11.342) into two parts. For instance, setting z ! 1 leads to the result for Nexcited

which – being the number of particles in the non-condensed excited states – is equal
to .N �No/:

N �No D Nexcited D V

�
2	mkBT

h2

� 3
2

g 3
2
.1/: (11.343)

Similarly, for general z – meaning when 0 � z < 1 – (11.342) gives a relationship
between z and the total number of particles N:

N D V

�
2	mkBT

h2

� 3
2

g 3
2
.z/: (11.344)

The relevant value of z for any given temperatureT can be calculated from (11.344).
Differences between (11.343) and (11.344) suggest that some important mile-

stone is being reached at the “point” z D 1: Let us call the temperature at this
transition point, Tc: In the limit when z is infinitesimally close to 1 – without
actually being exactly equal to 1 – the temperature is infinitesimally close to Tc:

Equation (11.344) still applies here and we get

N D V
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2	mkBTc

h2

� 3
2

g 3
2
.1/: (11.345)

This relationship determines the temperature Tc,

Tc D
�
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V&
�
3
2

�
# 2
3

: (11.346)

(Note, for any n; gn.1/ D &.n/.)

71Clearly, any such zero momentum contribution, denoted as No � O
�
� ��z�1 C 1

�
�1
�
; is a

function of the temperature, T; and is significant only when z D 1:
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Equation (11.346) specifies how the temperature Tc is a function of both the
particle mass m and the number density N

V
:

11.24.3 Occurrence of Bose–Einstein Condensation:
Temperature T � Tc

Subtract (11.343) from (11.345) and divide the result by (11.345). We get:
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: (11.347)

In other words, in order for No to be non-zero and positive – which means, in order
for the Bose–Einstein condensation to occur – the system temperature has to be
lower than Tc:

Below Tc the system is a mixture of two apparent phases: one consisting of
Nexcited “excited-particles” with momentum – or equivalently, the kinetic energy –
greater than zero and the other comprised ofNo “condensed particles” that are all in
the single, zero-momentum – equivalent to zero kinetic energy – quantum state.

11.24.4 Pressure and the Internal Energy

To determine the pressure and the internal energy we need to re-express (11.339)
and (11.341) in a form suitable for calculation. We get:
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2	mkBT
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: (11.348)

(Because
�
N
V

�
O
h

ln.NoC1/
N

i
� 1; it has been ignored in the final result above.)
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U.z; V; T / D �
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The last expression, namely U D �
3
2

�
PV; applies to all three dimensional, non-

relativistic ideal gases whether they be classical – see, for example, (11.108) –
or quantum (see (11.246) and (11.292)). As noted earlier, it contrasts with the
corresponding result for extremely relativistic three dimensional ideal gases who,
according to (11.107), give: U D 3PV:

11.24.4.1 gn.z/: Comment

In (11.344), and what follows, gn.z/ signifies:

gn.z/ D 1

�.n/

Z 1

o

xn�1 �z�1 exp .x/ � 1
��1

dx: (11.350)

As described in (11.230) and (11.231), for the B–E gas under consideration, the
physically acceptable values of z lie within the range 1 � z � 0: Therefore we can
appropriately expand gn.z/ in powers of z:72 Using (11.350) we have:73

gn.z/ D 1
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Z 1
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z exp .�x/
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D z C z2
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C z3

3n
CO.z4/: (11.351)

For small z, gn.z/ tends to z: But as z approaches unity, gn.z/ becomes equal to the
well known “Riemann zeta function” &.n/:

72For �.n/, see (11.245). In particular, �. 3
2
/ D

p

	

2
; �. 5

2
/ D 3

2

p

	

2
:

73Compare and contrast gn.z/ with fn.z/ W the latter was used for the F �D gas and was defined
in (11.241). Especially, contrast the small z expansions for gn.z/ – given in (11.351) above – and
fn.z/ that was given in (11.249). All terms in the gn.z/ and fn.z/ expansions look similar except
that those with even powers of z in the fn.z/ expansion have negative sign.
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Throughout the range 1 � z � 0; gn.z/ increases monotonically.74 In other
words, the maximum value of gn.z/; that is appropriate to the present physical
system75 occurs for z D 1:

gn.z/ � gn.1/ D &.n/ D
1X
lD1

�
1

ln

�
: (11.352)

Later on in this chapter, we shall need to know if, and where, &.n/ diverges.
This question is readily answered by using the so called integral test. That is, by
examining the convergence of the integral:

R1 �
dx
xn

�
: For n ¤ 1 we have

Z 1 �
dx

xn

�
D
�
x1�n

1 � n
�

j1; (11.353)

which diverges for n < 1: For n exactly equal to 1 the integral

Z 1 �
dx

x

�
D ln.x/j1; (11.354)

also diverges.
In other words, &.n/ diverges for n � 1:

11.24.5 Degenerate Ideal B–E Gas

At temperatures lower than Tc the B–E gas is “degenerate.” Its physical properties
are starkly different from those of a classical non-interacting gas. In particular, in
defiance of the traditional classical Boltzmann–Maxwell–Gibbs prescription, even
as the temperature rises above zero the macroscopic occupancy of the zero energy

state persists. For instance, let us begin with the equality (11.347). Because
�
T
Tc

�
is

positive, the largest value ofNo – which is the number of particles in the degenerate
state – consists of all the N particles and it occurs at zero temperature. As the
temperature is raised above zero, the number of degenerate particles decreases until
it reaches zero at T D Tc: This behavior is the opposite of that of particles in the
excited states. Nexcited D .N �No/; is vanishing at zero temperature and reaches its
maximum,N; at the critical temperature.

74Next let us look at the chemical potential �: Recalling (11.231), we note that because z D
exp.ˇ�/; the physically acceptable values of � are negative and they range between minus-zero
and minus-infinity.
75Here we shall need g 3

2
.1/ D &

�
3
2

�
and g 5

2
.1/ D &

�
5
2

�
which are � 2:61238 and 1:34149,

respectively.



11.24 Bose–Einstein Gas 545

11.24.6 Specific Heat in the Degenerate Regime

As mentioned before, throughout the degenerate regime, z is infinitesimally close
to being equal to unity. Therefore, the pressure and the internal energy in the
degenerate regime are readily found from (11.348) and (11.349) by setting z D 1:

We get

P D &
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2

�
kBT

�
2	mkBT

h2

� 3
2

: (11.355)

Note the pressure in the degenerate state is independent of the system volume.
Could it be the result of the macroscopic presence of the B–E condensed state in
which all particles have zero momentum and thus do not contribute to the pressure ?

According to (11.349), the internal energy within the degenerate regime is, as
usual, directly proportional to PV:
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: (11.356)

(The expression for the critical temperature Tc that was used in (11.356) above is
recorded in (11.346).)

The specific heat, Cv; within the degenerate regime is
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: (11.357)

Notice that as T approaches Tc from below, the specific heat approaches the value

Cv.Tc/ D �
15
4

� 	 &. 52 /
&. 32 /



NkB D 1:92567 NkB: This is precisely the value of the

specific heat when Tc is approached from above (see (11.367)). Therefore, the
specific heat is continuous at all temperatures.

Next examine the derivative of the specific heat. We have:
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: (11.358)

Clearly, at low temperature, the slope of the “specific heat- versus- the temperature”
curve keeps rising at the rate T

1
2 : When the temperature T reaches Tc from

below, the slope of the specific heat curve reaches the value:
�
45
8

� 	 &. 52 /
&. 32 /



NkB
Tc

D
2:88851 NkB

Tc
:
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11.24.7 State Functions in the Degenerate Regime

Recalling that in the degenerate regime z D 1, or equivalently the chemical potential
� D 0; other state functions are readily found.
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: (11.359)

The notation used is as in (11.7). That is: n is the number of moles; � is the
chemical potential per mole; G is Gibbs potential; F is Helmholtz free energy;
S is the entropy and H is the enthalpy.

11.25 Non-Degenerate B–E Gas

11.25.1 Equation of State

As explained above, in the degenerate regime z is unity and No; the number
of particles in the condensed state, is non-zero. In contrast, in a state of non-
degeneracy, the number of particles in the condensed state is vanishing and z ranges
between zero and a value that approaches unity from below. Yet, much like the
F–D gas studied earlier, rather than z, we are interested in results in terms of the
temperature. To this end we need to invert the series expansion implicit in (11.348)
and (11.349). The needed inversion will change powers of z into powers of �: The
inversion procedure is almost identical to that followed for the F–D gas.

The relevant difference in the grand potential for the F–D and the B–E systems
lies in the different values of the parameters � and a: (This difference is demon-
strated in (11.234).) In particular, � D 2 and a D 1 for the S D 1

2
F–D gas while

� D 1 and a D �1 for the S D 0 B–E system. Therefore, the high temperature,
small z; results can immediately be transformed from one system to the other. For

example, both
�
PV
kBT

�
and the internal energy U , given in (11.256) and (11.257), are

readily re-expressed as the corresponding results for the B–E gas by changing the
signs of the terms with odd powers of �:
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We get
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(Note that in the above equation, and in the following, � D 1:) Comparing with
a classical gas, the above equation appears to represent the behavior of a gas with
“attractive” inter-particle force. Notice that this apparent attractive force is being
produced by a completely non-interacting quantum gas ! We recall that if the
quantum particles obey, rather than the B–E, the F–D statistics, the apparent inter-
particle interaction is “repulsive.” (See (11.256).)

As usual, the internal energy is found from (11.360) by using the identity U D
3
2
PV: We get:
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: (11.361)

Because
�
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@T

�
N;V
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�
; the system specific heat is:
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: (11.362)

For a B–E gas at very high temperature the specific heat,Cv; approaches its classical
limit, 1:5 kBN: But as the temperature is lowered below 1 to a finite value, the
specific heat starts to rise76 above its classical value. However, such increase in the
specific heat with decreasing temperature cannot continue all the way down to zero
temperature. This is the case because for all thermodynamically stable systems the
specific heat is vanishing at absolute zero. Therefore, at some finite temperature
the increase in the specific heat Cv must stop and a process of decrease must
begin. (Because of such dramatic change in thermodynamic behavior we expect
this temperature to be Tc:) Indeed, coming from the opposite direction – as was
shown earlier in (11.357) – the specific heat approaches the value Cv.Tc/ D
�
15
4

� 	 &. 52 /
&. 32 /



NkB � 1:92567 NkB as the temperature approaches Tc from below.

Clearly, therefore, it is important to determine what happens as the temperature
approaches Tc from above. We study that matter below.

76This means the slope of the specific heat versus the temperature curve is negative here.
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11.25.2 Non-Degenerate B–E Gas: Specific Heat

At zero temperature essentially all the particles are in the condensed state. As
the temperature begins to rise, the number of condensed particles begins to
decrease. Their number approaches zero as the temperature reaches Tc: And, as the
temperature rises beyond Tc; the value of the parameter z starts to decrease below
unity. To make use of this information let us start with (11.344) and (11.348) both
of which refer to T � Tc:

N D V
g3
2
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�3
I P D kBT

g5
2
.z/

�3
: (11.363)

On combining the two relationships given above we get:
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g 3
2
.z/

#
: (11.364)

And, of course, we also have the usual relationship between the internal energy and
the product of the pressure and the volume. In three dimensions we have:

U D 3

2
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g 3
2
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#
: (11.365)

(Compare and contrast this with the corresponding result for the F–D ideal gas –

that is, U D 3
2
NkBT

	
f 5
2
.z/

f 3
2
.z/



.)

Given the internal energy, the calculation of the specific heat
�
@U
@T

�
V

D Cv.T /

for temperatures T � Tc is straight forward, but requires a little bit of algebra. The
relevant algebra and the final result are given in an appendix – see the argument that
leads to (L.6). For convenience that result is re-stated below:
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In the limit that the temperature approaches Tc (from above), z ! 1; and g1
2
.1/ !

1; the specific heat reaches the value given below:
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11.25 Non-Degenerate B–E Gas 549

This result and that given in (11.357) indicate that as the temperature is lowered
from 1 – where the specific heat is at its classical limit 3

2
NkB – down to Tc;

the specific heat increases monotonically with decrease in temperature. It reaches
the value 1:92567 NkB at T D Tc: On the other hand, as also noted before,
at zero temperature the specific heat is vanishing. But it increases monotonically
with increase in temperature. And as the temperature approaches Tc from below,
Cv.T ! Tc/ reaches precisely the same value as reached from above: that is
1:92567 NkB – see (11.357). Thus the specific heat is continuous and its highest
value is reached at T D Tc:

However, while the specific heat itself is continuous throughout, it turns out
that the same is not true for its slope. As shown in (11.358), as the tem-
perature rises above zero, the slope begins to increase slowly with increase in
temperature. And when T reaches Tc; the slope has achieved the value

�
45
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&. 52 /
&. 32 /
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:

This is to be contrasted with what happens as the temperature increases from
Tc � 0 across to Tc C 0: Upon crossing Tc the slope immediately changes to��

45
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� 	 &. 52 /
&. 32 /



� 27

16	
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3
2

��2� NkB
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D �0:77807 and stays negative beyond Tc

until it reaches the limiting value of �0 at T D 1: Thus, the slope has a
discontinuity77 at T D Tc: The difference between the rising and the falling slopes

is
n
27
16	

�
�
�
3
2

��2o NkB
Tc

D 3:66658 NkB
Tc
:

11.25.3 Bose–Einstein Condensation in ı-Dimensions

As stated before, for large N the single particle states for an ideal B–E gas are
essentially continuous. Therefore, the sum

P
p may be replaced by an integral.

Following the procedure employed for treating a three dimensional system – see
(11.342) – first we determine the integration factor. In ı dimensions the integration
factor78 is:
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pı�1 dp : : : ; (11.368)

where vı is the ı-dimensional volume. The energy "p for momentum p is the free

particle translational energy equal to
�
p2

2m

�
:

77Pathria, op cit. page 183, equation (7.1.38).
78For its calculation, see Pathria, op. cit.
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The number of particles are given by the equality
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where No is the number of particles in the zero momentum condensed state.
In the above, the contribution from momentum p exactly equal to zero – i.e.,

O
�
� ��z�1 C 1

��1� D No – is separated from the rest of the sum over “non-

zero” values of the momentum p: Also, a variable x D ˇ "p D
�
ˇp2

2m

�
has been

introduced. Above T D Tc, No D 0 but it becomes non-zero below Tc:

As the critical temperature is approached from above Tc; and while No is still
zero, the parameter z tends to unity. That is, at T D .Tc C zero/; No D 0 and
z D .1 � zero/: Therefore, (11.369) predicts that the total number of particles is
given by the relationship
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where &
�
ı
2

�
and�

�
ı
2

�
respectively are the Riemann zeta, and the Gamma, functions

of argument ı
2
: The requirement that the number of particles, N; is finite places

constraints on (11.370). In this regard, the only component of this equation that
needs double-checking is &

�
ı
2

�
�
�
ı
2

�
:

To this purpose we recall the results of (11.353) and (11.354) where it was shown
that &.n/ diverges whenever n � 1: Therefore the Riemann zeta function &. ı

2
/; and

the predicted result for N; tend to 1 when .ı/ � 2: Clearly such a result for N
would be completely un-physical.

Hence, there can be no Bose–Einstein condensation in non-interacting Bose
gases with dimensionality less than or equal to two.

11.25.3.1 The Critical Temperature

The critical temperature Tc can be found by re-arranging and inverting (11.370).
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Decreasing the temperature below Tc brings about Bose–Einstein condensation.

11.25.3.2 Temperature Dependence of B–E Condensate

Now that Tc has been calculated, we introduce T
� ı
2

c into (11.369) – where z must
now be set equal to 1 – and after a little algebra arrive at the following relationship
for the numberNo of particles in the B–E condensate.
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� ı
2

#
(11.372)

Outwardly, the above relationship is in disagreement with the previous result that
predicts that B–E condensation cannot occur if ı is less than or equal to 2. In other
words, it appears to disavow the need for ı to be greater than two. That appearance,
however, is in the nature of an optical mirage. When ı � 2, then according to
(11.371) the so called critical temperature, Tc; goes to zero and (11.372) truly and,
indeed visibly, fails to have any meaning.

11.25.3.3 Pressure and the Internal Energy

In order that (11.339) may be transformed to apply to ı dimensions, we set
z D 1 and follow the procedure used, in the preceding section, for deriving the
corresponding results for three dimensions. In this fashion, we get the following
expression for the system pressure at temperature T:
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The internal energy, U; and the specific heat, CV.T /; are also readily found.
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and
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Because in order for the B–E condensation to occur ı has to be greater than 2;
therefore the specific heat always goes to zero faster than the first power of the
temperature.

11.26 Black Body Radiation

The preceding treatment referred to Boson systems that have a given number, N;
of particles. Any possibility that some particles may be “destroyed” or additional
particles “created” was not considered. In other words, in the preceding analyses,
the particle number was conserved.

In contrast, there exist Boson quasi-particles – such as “photons” in electro-
magnetic radiation, “phonons” produced by atomic vibrational motion in solids,
spin-waves in magnetic systems, etc. – whose number is variable, dependent on the
temperature and other relevant parameters.

Consider a macroscopic collection of photons. In order for these photons to reach
equilibrium, assume them to be enclosed in an opaque container of volume V that
is constructed of diathermal walls which are in thermal contact with a heat energy
reservoir at a fixed temperature T: The container also has a microscopic opening
which allows a small amount of electromagnetic radiation to escape every second.

The containing walls absorb and re-emit radiation. Generally, in the process,
photons experience multiple reflections from the walls, and a state of dynamic
equilibrium – to which a temperature may be assigned – is achieved thereby. Clearly,
the number of such photons must be linearly proportional to the volume V and must
depend on the system temperature. Note the system temperature is the same as the
temperature T of the heat energy reservoir.

11.26.1 Thermodynamic Consideration

Let ‡ stand for the internal energy, per unit volume, at temperature T; for
frequencies that lie in the narrow range between � and � C d�: Clearly, ‡ is a



11.26 Black Body Radiation 553

function only of the temperature T and the frequency �: That is: ‡ D ‡.T; �/:

Summing it over all the possible frequencies yields the internal energy density, u;
which is dependent only on the temperature.

u.T / D
Z 1

0

‡.T; �/ d�: (11.376)

The total internal energy, U; is equal to the volume V multiplied by the internal
energy density u.T /:

U D U.T; V / D V � u.T /: (11.377)

Maxwell’s theory predicts that the pressure, P; exerted by electromagnetic
radiation, is directly related to the internal energy density u:

P D
�
1

3

�
u.T /: (11.378)

In an earlier chapter, we proved – see (5.16) – the identity:

T

�
@P

@T

�

V

D P C
�
@U

@V

�

T

:

Here, it translates into

T

�
1

3

�
du.T /

dT
D
�
1

3

�
u.T /C u.T / D

�
4

3

�
u.T /; (11.379)

which gives

T

�
1

3

�
du.T /

dT
D

�
1

3

�
u.T /C u.T / D

�
4

3

�
u.T /I

that is

du

u
D 4

dT

T
: (11.380)

Integrating the above yields the so called Stefan-Boltzmann T 4 � Law:79

ln .u/ D 4 ln .T /C constantI
u D � T 4: (11.381)

79Stefan, Josef (3/24/1835)–(1/7/1893).
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Here � is the integration constant.
In the years since the experimental observation of this result by Josef Stefan, it

has received ample re-confirmation. The Stefan constat � has been found to be80

� � 7:561 � 10�16 J m�3 K�4: (11.382)

The pressure and the total internal energy are also readily found from (11.378)
and (11.377).

P D 1

3
� T 4I U D V � T 4: (11.383)

(It is important to note that unlike all no-relativistic classical or quantum perfect
gases, here U ¤ 3

2
P V: Rather, U D 3P V: This result is consistent with that of a

completely relativistic perfect gas. Compare, for example, (11.107).)
Calculation of entropy is also straightforward. Recall that the first-second law –

see (5.6) – states: T dS D dU CP dV: At constant volume it becomes: T .dS/V D
.dU /V : Division by T and integration leads to:

Z at TDT

at TD0
.dS/V D S jTDT

TD0 D S

D
Z TDT

TD0
.dU /V
T

D V�

Z TDT

TD0
4 T 3 dT

D V�

�
4

3

�
T 3: (11.384)

Now, using (11.7), the Helmholtz free energy, F; the Gibbs potential, G and the
enthalpy,H; can also be found:

F D U � TS D �V�
�
1

3

�
T 4I

G D F C PV D �V�
�
1

3

�
T 4 C V �

�
1

3

�
T 4 D 0I

H D U C PV D V�

�
4

3

�
T 4: (11.385)

80See Sears and Salinger, op. cit., page 227.
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11.26.2 Quantum Statistical Treatment

11.26.2.1 Chemical Potential Is Zero

As noted above, photons experience multiple reflections from the containing walls,
resulting in absorption and re-emission. This means that a photon ideal-gas is
fundamentally different from an ideal gas composed of ordinary particles because
the total number of ordinary particles is a constant. Here the number of moles n of
the given quasi-particles – namely the photons – is not fixed. Rather, n is a variable,
dependent upon the temperature and the volume. The determining factor, of course,
must be the requirement that the Helmholtz free energy, F; is a minimum for given
fixed values of the volume V; and the temperature T: That means the differential
dF;

dF D
�
@F

@V

�

T;n

dV C
�
@F

@T

�

V;n

dT C
�
@F

@n

�

T;V

dn; (11.386)

must be vanishing when V and T are constants equal to the given values of the
volume and the temperature. In other words, when in (11.386) both dV and dT are
equal to zero, the following equality must hold:

dF D
�
@F

@n

�

T;V

dn D 0: (11.387)

This means that for a photon gas in thermodynamic equilibrium we have

�
@F

@n

�

T;V

D 0: (11.388)

As we recall from (11.7), the chemical potential, � – for one mole of a given
system – is defined as

�
@F
@n

�
T;V

: Therefore, it follows that the chemical potential for
a photon gas in thermal equilibrium is equal to zero.

11.26.3 Calculation of Energy and Pressure

Following Bose81 and Einstein,82 the electromagnetic radiation is treated as a gas of
non-interacting, quasi-particles called photons. In quantum mechanical description,

81Bose, S. N., Z. Physik 26, 178 (1924).
82Einstein, A., Berliner Ber. 22, 261 (1924); Berliner Ber. 1, 3 (1925).
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the energy of a photon of momentum p is "p D cp D „!; where c is the velocity
of light in vacuum and ! is the rotational frequency of the photon.

Because an extensive analysis of the B–E gas already exists in the preceding part
of this chapter, we can simply make use of it here. In particular, for calculating the
system pressure, the relevant equation to use is (11.235). Similarly, the internal
energy U.z; V; T / is available from (11.236).

11.26.3.1 The Pressure

For convenience we reproduce (11.235) below.

VP.z; V; T /

kBT
D Q.z; V; T / D �

a

X
p

ln
�
1C a z exp

��ˇ"p
��

D �

a

�
V

h3

�Z 1

o

ln

	
1C az exp

�
�ˇp

2

2m

�

4	p2dp: (11.389)

For a system of non-interacting photons being considered here, we need to introduce
appropriate changes: namely, set z D 1; "p D c p; and because photons follow
Bose–Einstein statistics, set a D �1: Orthogonal to the electromagnetic radiation –
meaning, normal to the direction of the velocity c – photons have two mutually
perpendicular polarizations. Therefore, � has to be set equal to 2: Accordingly,
(11.389) can be written as:

PV D �V
�
2 kBT

h3

�Z 1

o

ln Œ1 � exp .�ˇcp/� 4	p2dp

D �V
	
8	.kBT /

4

.hc/3


 Z 1

o

ln Œ1 � exp .�x/� x2dx

D �V
	
8	.kBT /

4

.hc/3


��1
3

�Z 1

o

x3 dx

exp.x/ � 1

D V

	
8	5

45.hc/3



.kBT /

4 D V�

�
1

3

�
T 4; (11.390)

where the Stefan constant �; referred to in (11.381)–(11.383), is:

� D
	

8	5

15.hc/3



.kB/

4: (11.391)
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11.26.3.2 The Internal Energy

Similarly,83 we can use (11.236) for the internal energy – which is also, for
convenience, re-produced below:

U.z; V; T / D �
�
@Q.z; V; T /

@̌
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z;V

D �
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�
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�C 1
��1 D
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"pNp

D �
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�
V

h3

�Z 1

o

�
p2

2m

�	
a�1z�1exp

�
ˇp2

2m

�
C1

�1
4	p2dp; (11.392)

Again, in order to convert this equation to apply to a gas of non-interacting Bosons,
we need to set z D 1; "p D c p; a D �1 and � D 2: This gives

U D �
�
2 V

h3

�Z 1

o

.cp/ Œ�exp .ˇ c p/C 1��1 4	p2dp

D �V
	
8	 .kBT /

4

.hc/3


 Z 1
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Œ� exp .x/C 1��1 x3dx

D V
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.hc/3


 Z 1
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x3 dx

exp.x/ � 1

D V

	
8	 .kBT /

4

.hc/3


 �
	4

15

�
D 3PVV� T 4: (11.393)

(Again, we note that the equality U D 3PV is consistent with that yielded by an
extremely relativistic monatomic ideal gas. Compare for example (11.107).)

11.26.3.3 Other Thermodynamic Potentials

All other thermodynamic potentials can now be related to P V: For example, we
have already learned that the chemical potential � is equal to 0: Accordingly, the
Gibbs free energy must also be vanishing. This tells us that the Helmholtz free
energy F is:

F D G � PV D n� � PV D 0 � PV

D �V
	

8	5

45.hc/3



.kBT /

4 D �V�
�
1

3

�
T 4: (11.394)

83The integral above is well known: that is
R

1

o
x3 dx

exp.x/�1
D 	4

15
.
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But F is D U � TS; and U D 3PV: Therefore the entropy, S; is:

S D 4

�
PV

T

�
D V

	
32	5.kBT /

3

45.hc/3



kB D V�

�
4

3

�
T 3: (11.395)

Finally, the enthalpyH:

H D G C TS D 0C TS D V�

�
4

3

�
T 4: (11.396)

11.27 Phonons

At finite temperature, atoms vibrate in the vicinity of stable mechanical equilibrium.
These vibrations emit sound waves. At sufficiently low temperature, sound waves
have low frequencies and long wave-lengths.

11.27.1 Phonons in a Continuum

If the wave-length is long compared to the lattice spacing, the lattice may be
approximated as a continuum. Such continuum would have (continuous) vibrational
modes. These modes – much like those of the electromagnetic field that gives rise to
photons – would give rise to elementary excitations that are called “phonons.” While
one might imagine the frequencies of such elementary excitations to extend all the
way from zero to infinity, in fact, because the lattice spacing is not zero, the phonon
wave-length and the phonon frequency must have finite limits. Such limits would
depend on the inter-atomic spacing of the solid – or equivalently on the number of
atoms per unit volume.84 But, as shown below, at low enough temperatures, where
the continuum approximation is valid, the actual magnitude, �max; of the maximum
value of the phonon frequency has little effect on the physics of the phonon system.

A simple model of phonons assumes they are non-interacting Bosons whose
number – much like that of the “photons,” which were studied in the preceding
section – depends on the system volume and the temperature. Therefore – as was
also the case for photons – the number of phonons is not conserved. Another
important assumption about the phonon gas is that – again, like the photon gas –
it is not subject to quantum condensation. Indeed, it is clear that all the preceding
calculations for the photon gas can readily be transplanted to apply to the phonon

84An estimate of the maximum value of the phonon frequency can be obtained from (11.417)–
(11.422).
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gas. Therefore, in the following we shall look for the key that helps transplant one
set of results into the other.

For low frequencies and long wavelengths, phonons have – also see the succeed-
ing sub-section – the following dispersion relation:

"p D �h D „! D
�
co k

2	

�
h D co

�
h

�

�
D cop: (11.397)

Here � is the frequency, ! the angular frequency, and k is the magnitude of the
wave-vector. The wave-length is �; and co is the velocity of sound – assumed here
to be independent of the temperature as well as the direction. Also, as in quantum
mechanics, it is convenient to define a momentum p: that is, p D „k D �

h
�

�
:

In (11.393) that refers to the photon gas, "p was equivalent to c p where c is
the velocity of light in vacuum. Therefore, for transforming the photon results into
those for phonons we need to replace the velocity of light, wherever it occurs, by
the velocity of sound: that is c ! co:

Additionally the photons have two mutually perpendicular polarizations orthogo-
nal to their direction of motion. In equations for the internal energy and the pressure,
that fact requires the choice � D 2 . In contrast, phonons have three modes: one
longitudinal and two transverse. Thus� has to be equal to 3 here.

Finally, while the integration limit for the photon frequency is correctly set at
1; for phonons the limit should necessarily be finite. Still it is expected that the
limit would be high enough that the additional contribution to the relevant integrals
would be very small. (This is ensured by the integrand decreasing exponentially
with increase in the momentum.)

With these changes, the thermodynamics of phonons that are produced by a
continuum of atoms, can be obtained directly from that of photons. The two trivial
numerical changes needed are c ! co and � D 2 ! � D 3: As a result, for
instance, we multiply the right hand side of (11.393) by

�
3
2

�
and change c to co.

This gives
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; (11.398)

where

xmax D ˇh�max D ˇ „!max D ˇ co pmax: (11.399)
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At low to moderate temperatures, xmax should be 
 1:

The specific heat of phonons in the continuum approximation is

.cv/continuum D
�
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�

V

� V

"
12	 kB

4

.hco/3
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	4

15
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4 T 3

D 12 	4 N kB

5

�
T
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�3
; (11.400)

where

‚continuum D
�
h co

kB

� �
3N

4	V

� 1
3

: (11.401)

11.27.2 Exercise VIII

By following the procedure used for the calculation of the internal energy U; or
otherwise, calculate all the remaining thermodynamic potentials for phonons in the
continuum approximation.

11.27.3 Phonons in Lattices

Consider N classical atoms. Denote their three dimensional Cartesian position
vectors as

PN
iD1.xi;1; xi;2; xi;3/:Assume that at low temperature these atoms form a

solid. As an effect of the temperature, their positions undergo small vibrations in the
vicinity of stable mechanical equilibrium. Let the equilibrium value of the position
vectors be

PN
iD1 (xi;1; xi;2; xi;3). Denote the displacement from the equilibrium of

the i -th atom in the ˛ direction – note, ˛ D 1; 2; or, 3 – as qi;˛: In other words, set

qi;˛ D xi;˛ � xi;˛: (11.402)

The kinetic energy of the i -th atom, of mass mi; is 1
2

P3
˛D1 mi . Pxi;˛/2: Because

. Pxi;˛/ D . Pqi;˛/; the total kinetic energy,E; of the N atoms,

E D 1

2

NX
iD1

3X
˛D1

mi . Pxi;˛/2; (11.403)

can be written as

E D 1

2

NX
iD1

3X
˛D1

mi . Pqi;˛/2: (11.404)
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Let us denote the potential energy of the system of (N atoms) as

V D V

 
NX
iD1

3X
˛D1

xi;˛

!
: (11.405)

Because displacements from the equilibrium are small, V can be expanded in Taylor
series.

V D Vo C
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˛D1

�
@V
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�
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.xi;˛Dxi;˛ Ixj;�Dxj;�/
� qi;˛ qj;�

C � � � (11.406)

Here, Vo is the potential energy when the system is in equilibrium at rest. And
because the potential energy is at its minimum when xi;˛ D xi;˛; therefore, its first

derivative
�
@V
@xi;˛

�
xi;˛Dxi;˛

is vanishing. Accordingly, to the leading – meaning, to the

second – order in the small variables qi;˛; qj;�; etc., the system Hamiltonian H can
be written as

H D E C V

� Vo C
NX

i;jD1

3X
˛;�D1

�i;˛I j;� � . qi;˛ qj;� /

C 1

2

NX
iD1

3X
˛D1

mi . Pqi;˛/2; (11.407)

where we have used the notation

�i;˛I j;� D
�
1

2

��
@2V

@xi;˛@xj;�

�

.xi;˛Dxi;˛ I xj;�Dxj;�/
D �j;�I i;˛: (11.408)

Clearly the given Hamiltonian,H; is an homogeneous, symmetric quadratic form
in 3N variables like qi;˛; etc. As shown in (F.1)–(F.12), a change of variable can
always be devised to reduce an homogeneous, symmetric quadratic form into a sum
of squares – in this case, 3N different squares. Indeed, the reduction to a sum of
squares may be done in many different ways.85 An appropriate change of variables

85See, e.g.: H. and B. S. Jeffreys, op. cit.
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here would be the so-called “normal coordinates” �i where i D 1; 2; 3; : : : ; 3N;

whereby the Hamiltonian given in (11.407) would get transformed into

H D Vo C
3NX
iD1

1

2
mi

h
. P�i /2 C !2i �

2
i

i

D Vo C
3NX
iD1

Hi : (11.409)

Here the !i – all 3 N of them – are the86 “characteristic angular frequencies” of the
so-called “normal modes” of the system.

The above Hamiltonian looks similar to that in a problem studied earlier:
namely, one that related to a collection of N; quasi-classical, distinguishable,
mutually non-interacting, one-dimensional simple- harmonic-oscillators – compare
(11.72)–(11.77) where one sets a � b D 0: There is, however, a fundamental
difference between the distinguishable oscillators studied earlier and the system of
indistinguishable phonons that obey Bose statistics. Regarding the earlier case, we
note a statement by Pathria: these oscillators are assumed to be “distinguishable”
because they are merely a (classical) representation of the (quantum) distinguishable
energy levels available in the system. Simple-harmonic-oscillators themselves are
not particles, or even so called “quasi-particles” such as photons or phonons that
have to be treated as being indistinguishable.

The Hamiltonian Hi – where i D 1,2,3,. . . ,3 N – has (quantum) eigenvalues of
the form,87

< nl jHi jnj > D „!i
�
nl C 1

2

�
ınl ;nj I

< nl jexp.�ˇHi /jnj > D exp

�
�ˇ„!i

�
nl C 1

2

��
ınl ;nj ;

where

nl D 0; 1; 2; : : : ;1: (11.410)

The subscript i ranges over the normal modes, of which there are 3N: Also, each
of these normal modes has an integral number – ranging between 0 and 1 – of
phonons. Thus, while the number of phonon energy levels is fixed at 3N; the number
of phonons is not conserved.88 And similarly to (11.126)–(11.129), for all statistical

86Clearly, these frequencies depend on the system potential energy, which itself – in view of what

has been assumed above – would depend on the
h
N.N�1/

2

i
two-body inter-atomic potentials.

87Compare (11.160)–(11.161).
88Rather, the total number of phonons depends upon the system temperature as well as its volume,
etc.
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analyses, the convenient partition function to use is the Canonical partition function.
Following the procedure for calculating Canonical partition function,„; for quasi-
classical quantum systems – see (11.126) – we can write the partition function as

„ D Tr Œexp .�ˇH/�

D exp .�ˇ Vo/
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iD1

2
4

1X
nlD0
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2
4

1X
nlD0

exp .�ˇ„!i nl /
3
5

D exp .�ˇ Eo/
3NY
iD1

Œ1 � exp .�ˇ„!i /��1 ; (11.411)

where

Eo D
 
Vo C „P3N

jD1 !j
2

!
(11.412)

is the energy of the system at zero temperature. Notice that it includes both the
sum of the zero-point energies of the 3N normal modes and the total inter-particle
potential Vo: Because Eo represents the binding energy of the lattice (at zero
temperature), it is necessarily negative.

Once the partition function is known, various thermodynamic potentials can be
calculated.89 To this purpose we need first the logarithm of the partition function.

ln f„g D �ˇ Eo �
3NX
iD1

ln Œ1 � exp .�ˇ„!i /� : (11.413)

The system internal energy, U; and the specific heat, cv.T /; are readily found.

U D �
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@ lnf„g
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exp . ˇ„!i /� 1

I (11.414)

cv.T / D
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D kB

3NX
iD1

� „!i
kB T

�2
exp . ˇ„!i /

Œexp . ˇ„!i / � 1�2 : (11.415)

89Compare (11.129) and the description that followed.
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11.27.4 The Einstein Approximation

Einstein, who was the first to apply quantum mechanical description to the specific
heat of solids, suggested an approximation whereby the angular frequencies of the
3N normal modes are treated as though they are all equal, say D !E: Then (11.415)
gives

Œcv.T /�Einstein D 3N kB

� „!E
kB T

�2
exp . ˇ„!E/

Œexp . ˇ„!E/� 1�
2
: (11.416)

At high temperature, where
� „!E
kB T

�
� 1; (11.416) yields the well known classical

result of Dulong and Petit, namely cv.T / � 3N kB:

The result is unsatisfactory at very low temperatures. Unlike the experiment,
which suggests a T 3 behavior, the Einstein approximation leads to a very rapid,
exponential fall off with decreasing temperature.

11.27.5 The Debye Approximation

While the high temperature limit is trivial, in order to actually calculate the
thermodynamics of the system at intermediate temperatures, knowledge of the
normal modes spectrum is needed. This requires either theoretically solving an
often time laborious, quantum mechanical problem with inter-particle coupling or
physically doing the relevant experiments.

The angular frequencies, !i ; of the 3N normal modes are generally closely
spaced. Therefore, it is often convenient to define a frequency spectrum, g.!/;
where g.!/ d! is equal to the number of normal modes whose angular frequencies
lie between! and!Cd!: In other words, rather than working directly with different
normal modes, we work with their frequency spectrum.

Z !D

0

g.!/ d! D 3N; (11.417)

The upper limit of the angular frequency,90 !D; is so chosen that the total number
of normal modes is equal to the actual number 3N:

As is implicit in the definition of the partition function, the area of quantum
statistical phase space per normal mode is equal to h: Phonon modes occur in
triplicate: one longitudinal and two transverse. Therefore, the number of normal
modes in a given volume, .V dpx:dpy:dpz/; of the phase space is the following:

90Debye, Peter Joseph William, (3/24/1984)–(11/2/1966).
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g.!/ d! D 3

�
V � dpx:dpy:dpz

h3
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D 3
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4	 p2 dp

! V

2	2

�
3

c3o

�
!2 d!: (11.418)

In the last term91 much like (11.397), the magnitude of the momentum has been
expressed as being equal to the ratio of „! and the velocity of sound.

p D
�„!
co

�
: (11.419)

Furthermore, in (11.418) and (11.419) the velocity of sound, co; has been assumed
to be isotropic so that it is the same for the longitudinal as well as the transverse
modes. In practise, this is not a good approximation. The two velocities – cL; for the
longitudinal and, cT ; for the transverse modes – are generally different. This means

that in (11.418) the factor,
�
3
c3o

�
; that represents all three modes having the same

velocity co; should be replaced by the corresponding expression
h�

1

c3L

�
C
�
2

c3T

�i
:

The latter expression properly sets the velocity cL for the longitudinal mode and cT
for the two transverse modes.92 In order to do this, (11.418) must be re-expressed
in the proper Debye form:
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Integrating both sides of (11.420) – over the physically allowed limits ! D 0 and
! D !D – gives
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which determines !D:
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: (11.422)

91Using the fact that in a three dimensional lattice withN atoms the total number of normal modes
is equal to 3N , from (11.418) we can determine the value of �max that is relevant to the case
where the lattice is treated as a continuum – see the reference to �max in (11.399). In other words,

the requirement that the integral
R !max
0 g.!/ d! be equal to 3N gives !max D co

�
6	2N
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: Note:
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92Only if cl D cT D co; is the last expressions the same as
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Eliminating the factor
h�

1

c3L

�
C
�
2

c3T

�i
from (11.422) and (11.420), leads to the

second, alternate expression for the Debye frequency spectrum. For 0 � ! � !D;

the two equivalent expressions for g.!/ d! are:
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!2d!: (11.423)

Either form of (11.423) may be used for calculating the various thermodynamic
potentials for the Debye system of phonons.

Let us begin with (11.414) for the internal energy. Because 3N; the number of
normal modes, is large and the modes are generally closely spaced, the discrete sumP3N

iD1 in (11.413)–(11.415), may, with reasonable approximation, be replaced by
an integral. Furthermore, we shall make the assumption that the upper limit for the
integral is large enough that it can be approximated as being of order 1: Then,
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Therefore, we can write
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If the speeds cL and cT were the same, say equal to co; then ‚D; in (11.424)–
(11.425), would be equal to ‚continuum defined in (11.401). Consequently, for
isotropic velocity, the above result for cv.T / is identical to the .cv/continuum that was
obtained for a lattice approximated as a continuum – see (11.400).

While in many cases the Debye theory does fairly well in representing the
temperature dependence of the specific heat over a wide range of temperatures,
at very low temperature – which in practise means T being of order 0:02‚D or
lower – the phonon specific heat is indeed observed – e.g., see Fig. 11.19 – to closely
follow the T 3 law.93;94 In fact, the low temperature measurements are often used to
estimate the magnitude of ‚D:

Cv

0 5

6.0

4.0

2.0

0
10

T2
15 20

T

Fig. 11.19 As reported in Phys. Rev. 91, 1354 (1953), the plot presents the ratio Cv
T

for KCl as
a function of T 2: Measurements are from Keesom, P. H., and Pearlman, N. Notice that there is
no intercept. This indicates that at very low temperature, the specific heat varies as T 3 rather than
as T . [The drawing is copied with permission from F. Reif’s book: Fundamentals of Statistical and
Thermal Physics, figure 10.2.3, p. 417, Waveland Press, Inc. (2009)]

93This is certainly the case in non-metallic solids. As shown in (11.295), in metals free electrons
contribute specific heat that is proportional to the first power of the temperature. Clearly, at very
low temperatures, T 1 wins over T 3:
94Reif, F., Fundamentals of Statistical and Thermal Physics, Waveland Press, Inc. (2009)
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Table 11.1 The Debye temperature for a number of crystals as quoted in R. K. Pathria, “Statistical
Mechanics,” Pergamon Press (1972) pp. 198

Crystal ‚D from Specific Heat ‚Dfrom !D

Pb 88 73
Ag 215 214
Zn 308 305
Cu 345 332
Al 398 402
C �1850 –
NaCl 308 320
KCl 233 240
MgO �850 �950

An alternate route to estimating ‚D is through first calculating !D – as in
(11.422) – and next relating it to ‚D – as per (11.424). If the parameters cL; cT ;
and the ratio

�
N
V

�
are available – or, are measured – then (11.422) determines !D:

Next, (11.424) – that is, the relationship‚D D
�„!D

kB

�
– readily leads to ‚D:

The fact that the two different routes to estimating ‚D lead to essentially the
same result – see Table 11.1 below – provides convincing physical support for the
Debye ideas.

11.28 Debye Temperature ‚D

The Debye temperature is shown in Table 11.1.

11.28.1 Thermodynamic Potentials

In order to calculate other thermodynamic functions of interest, begin with (11.413)
which represents the logarithm of the relevant partition function f„g : Much like
what was done to get to (11.424), approximate the sum by an integral: meaning,
employ the approximation

3NX
iD1

f .!i / �
Z !D

0

f .!/g.!/d!: (11.426)

Next, use the expression for g.!/ d! given in (11.420). In this manner, write
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Z !D

0

ln Œ1 � exp.�ˇ„!/� V
2	2

	�
1

c3L

�
C
�
2

c3T

�

!2 d!



11.28 Debye Temperature ‚D 569
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As in (11.424) the approximation implicit in the derivation of the final result in
(11.427) is the assumption that the upper limit, !D; in the integral may be replaced
by 1: Meaning:
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Knowing ln f„g – see (11.427) – thermodynamic potentials are readily determined.
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where F is the Helmholtz potential, P is the pressure,S is the entropy, G is the
Gibbs Potential, andH is the enthalpy.



Appendix A
Thermodynamics, Large Numbers
and the Most Probable State

Thermodynamics deals with systems with very large number of atoms. For instance,
four grams of Helium have approximately 6�1023 molecules.1 Considering that the
age of the Universe is only about 5 � 1017 s, this is a very large number.

Inter-particle interactions make exact analysis of most thermodynamic systems
well nigh impossible. Indeed, when theoretical formulation is used – as, for
example, is done within the framework of Statistical Mechanics – approximations
are often needed for its evaluation. Therefore, rather than getting involved with
“a priori” calculations, thermodynamics generally deals with inter-relationships of
physical properties of macroscopic systems. Because such knowledge can often help
relate easily measurable properties to those that are hard to measure, thermodynamic
plays an important role in scientific disciplines.

In this appendix, we show how large numbers, that are central to the validity of
thermodynamic relationships, possess some simplifying properties. This fact is best
demonstrated by analyzing an idealized model. Frequency moments of the exact
distribution function as well as those of the relevant Gaussian approximation are
worked out and the impressive validity of the Gaussian approximation is pointed
out. Also, the helpful use of binomial expansion is noted. It is demonstrated that in
a macroscopically large system, the most probable configuration is overwhelmingly
so. Therefore, the result of any “macroscopic” measurement is well described by an
accurate calculation of the most probable state.

A.1 Model

Random number generators are available in most mathematical software packages.
When a “perfect random number generator” (PRNG) is set to return values within
a “specified range” that extends, let us say, from 0 ! 1; it does so with equal

1Note, one He atom is a molecule.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 571
DOI 10.1007/978-3-642-21481-3, © Springer-Verlag Berlin Heidelberg 2012
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probability for all values that lie within the range. And, if the PRNG were called an
infinite number of times, the number density of returned values per unit microscopic
length would be identically the same throughout the specified range 0 ! 1:

Therefore, let us consider the following scenario. Some person wishes to use a
PRNG to fill a group ofN locations – to be calledN “sites” – with a total of exactly
N� “occupied” sites2 and N.1 � �/ “unoccupied” sites.3 A person might imagine
that all that he/she needs to do is the following:

Catalogue every call returned by the PRNG into one of two possible statements:
“occupied” or “unoccupied.”

Record that the i -th site is “occupied” if the i -th call returns a value somewhere
between 0 and �: Denote this fact by setting an occupancy variable �i D 1:

Otherwise, if the i -th call returns a value that lies between � and 1, the i -th
site is to be considered “unoccupied.” And this fact is to be denoted by setting the
occupancy variable �i D 0:

For extreme simplicity, let us deal first with a trivial case. Assume that the total
number of sitesN D 2 and � D 0:5: So the number of occupied sites is equal to the
number of un-occupied sites: both being equal to 1: Assume that we want to save
effort and decide to make only 2 PRNG calls in the belief that the number of calls
need not be much larger than the number of sites available. We ask the question:
What is wrong with a person’s belief that the proposed arrangement, based on only
two PRNG calls, will successfully result in fitting the two sites with exactlyN� D 1

occupied, and N.1� �/ D 1 unoccupied, sites.
An incorrect answer would claim that, inasmuch as the statements about the

PRNG returning calls between 0; 1
2
; and 1 do not specify what happens exactly at

0, 1
2
; and 1; the proposal given to the computer – that runs the PRNG – is vague.

Hence, the difficulty!
The correct answer is that, unlike in a thermodynamic system, the number of calls

is not “large.” Therefore, the fluctuations in the result are significant. And, hence
there is a sizeable probability that the PRNG result for the number of occupied sites
will turn out to equal 2 or 0, both very different from the actual number that is equal
to 1:

A.2 Binomial Expansion

Determining the results of a large number of calls of the PRNG requires some effort.
Fortunately, a little help from the binomial expansion does the trick. The binomial
equality given below holds for finite values of the two given variables � and �o:

2Important Notice: The symbol �; which is mostly used for denoting the chemical potential, is
temporarily being appropriated for use as the relative concentration of occupied sites.
3The present formulation also applies to a group of N; non-interacting, spins. Out of such a group,
N� spins are supposed to be pointing up so that each can be said to have a spin s D C1; and
N.1� �/ spins are pointing down so that each of their spins s D �1:
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.�C �o/
N D

NX
pD0

	
NŠ

.p/Š.N � p/Š


�p�N�p

o I p D 0; 1; 2; : : : ; N (A.1)

The above equality can conveniently be used to study the case where the total
number of sites – and also the total number of the PRNG calls – is equal to N:
To do this:

Set the variables� and �o to represent the desired concentrations of the occupied
and the un-occupied sites.4 Further, denote 100% concentration as equalling 1. Then
we have

0 � � � 1I 0 � �o � 1I �C �o D 1 : (A.2)

As a result, the left hand side of (A.1) is equal to unity. Therefore,
h

NŠ
.p/Š.N�p/Š

i
�p

.1 � �/N�p represents the probability that out of N sites, a number .p/ will be
found to be occupied and (N-p) will be found unoccupied. Note that according
to (A.1) and (A.2), the sum of all such probabilities, i.e., where the number p of
occupied sites ranges from 0 to N; is equal to unity: that is, it is a 100%:

A.2.1 Two Sites: A Trivial Example

As mentioned before, it is helpful to treat first the rather trivial case where the
total number of sites, i.e., N; is very small: that is, N D 2: The two sites can
be occupied in four different ways: meaning, four different combinations of the
occupancy variables �1 and �2 are possible. For example, we can have:

�1 D 0; �2 D 0 I �1 D 1; �2 D 1I
�1 D 1; �2 D 0I �1 D 0; �2 D 1: (A.3)

For simplicity, let us choose the desired value of the concentration, �; of the
occupied sites to be equal to 0:5:5

According to (A.1) the probability that two calls to the PRNG will actually lead
to zero number of occupied sites – i.e., p D 0 – is

	
NŠ

.p/Š.N � p/Š


�p.1 � �/N�p D

	
2Š

.0/Š.2/Š



.0:5/0.0:5/2 D 1

4
:

4Remember: We can immediately apply the present formulation and its results to the field-free,
non-interacting, up-down spin problem. All that needs to be done is to replace the “occupied sites”
by “up-spins” and the “un-occupied” sites by “down-spins.”
5When this is the case, these four combinations are all equally likely to occur. As such, they can
be referred to as the four possible “micro-states” of the system. Note, the system consists of only
two sites.
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Similarly, if we set p D 1; we get the probability that the two calls to the PRNG
will lead to only a single occupied site:

	
NŠ

.p/Š.N � p/Š


�p.1 � �/N�p D

	
2Š

.1/Š.1/Š



.0:5/1.0:5/1 D 1

2
:

And finally, the probability that the two calls to the PRNG will lead to exactly two
occupied sites is found by setting p D 2:

	
NŠ

.p/Š.N � p/Š


�p.1 � �/N�p D

	
2Š

.2/Š.0/Š



.0:5/2.0:5/0 D 1

4
:

By the way, in order to get the relevant number of states, the above results for the
probabilities need to be multiplied by N2 D 4:6

We notice that in the small system being studied above, that has onlyN D 2 sites,
and 2N D 4 states, the results given by the PRNG do not correspond well with our
expressed desire. We had wanted the PRNG to return exactly 50% occupancy. This
would have happened only if all the four states had contained exactly one occupied,
and one un-occupied, site. Instead, what really happened is that out of four possible
states, only two are of the desired variety. Of the other two states, the first contains
no occupied sites: while the second, has both sites occupied. Accordingly, there is
only a half-chance that, in practise, our expressed desire will actually be realized.

A physically more instructive description of the above happenstance is the
following: The desired result is the most likely result.7 For a system that is not
“large,”8 the desired result is still not overwhelmingly probable.9 One expects that
things will improve if the number of calls, N; is “large.” Hopefully then the desired
result will be overwhelmingly probable.10 This matter is investigated below.

A.3 Large Number of Calls

Let us, for the moment, continue to treat the simple case where the desired
concentration,�; of the occupied sites equals that of the un-occupied sights, 1��:
That is, � D 1

2
:

Consider a system with a very large number of sites, i.e., N 
 1: As per the
described procedure, this entails making a large number of calls – equal to N: To
deal with this situation – see (A.1) – we need factorials of large numbers.

6Compare this prediction with the demonstration of the four possible states shown in (A.3).
7Note: While two states corresponded to the desired result, only one each referred to the un-desired,
others.
8A system with only two sites is a “small” system.
9An event that has only half a chance of occurring is not considered to be a highly probable event.
10In other words, then the actual value returned by the PRNG will correspond much more closely
to that which was desired.
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When N is very large compared to unity, according to Stirling’s zeroth-order
approximation, the factorial of N can be approximated as follows:

NŠ 	 .N=e/N : (A.4)

Insert this value of NŠ into (A.1) and (A.2) and study the case where the actual
number of occupied, p; and the unoccupied, N � p; sites is exactly equal to that
suggested by the desired concentration of the occupied and the un-occupied sites:
that is, p D �N and N � p D .1��/N: Then, because � has been chosen to be 1

2

here, the probability of such occupancy is:

	
NŠ

.p/Š.N � p/Š


�p.1� �/N�p D

	
NŠ

.N=2/Š.N=2/Š



.1=2/N=2.1=2/N=2

	
	

.N=e/N

.N=2e/N=2.N=2e/N=2



.1=2/N=2.1=2/N=2

D
	
.N=e/N

.N=2e/N



.1=2/N D 1: (A.5)

What a fantastic outcome! The result is exactly as was desired. Its probability of
occurrence is a 100% and it occurs exactly at the desired place: namely, where
the number of occupied and unoccupied sites is equal, i.e., they are both N=2:
Accordingly, an infinitely narrow region must contain all the 2N states of the model!

Is this really true? Or has the crudeness of the approximation for NŠ – given in
(A.4) – deceived us?

To investigate this matter further, it is necessary first to use a more accurate
version of the Stirling asymptotic series. That is

NŠ D .2	N/1=2.N=e/N
	
1C 1

12N
C 1

288N 2
CO

�
1

N 3

�

: (A.6)

Inserting the above approximation for NŠ into the right hand side of (A.5), readily
yields the following result

	
NŠ

.N=2/Š.N=2/Š



.1=2/N=2.1=2/N=2 D p

.2=	N/Œ1CO.1=N/�: (A.7)

A.3.1 Exercise: I

Derive (A.7).
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A.3.2 Large Number of Calls: Continued

Unlike the fantastic statement made by (A.5), (A.7) is quite sensible. All the states
do not reside, exactly as desired, at p D N=2. Rather, in order to collect most of
them, one would need to sum over a range of p values – i.e., the occupied sites –
that are narrowly spread around the desired occupancy number N� D N=2: As a
rough guess, as the above equation indicates, the width of such a region should be
approximately equal to

p
.	N=2/: A more precise estimate of the size of the width

is discussed below.

A.3.3 Remark: A Gaussian Distribution

An adequate estimate of the width of the distribution can be had by making a simple
assumption that around the most probable location, i.e., at the desired value of the
occupancy, the distribution of states has roughly a Gaussian shape.

As a physical test, for general value of the desired concentration �; we carry out
an exact calculation of several frequency moments of the distribution function. We
find that these moments are well represented by a Gaussian approximation for the
exact distribution function.

Moreover, as indicated below, the functional form of the density of states – for
� D 1

2
and very large N – also yields a result that is close to a Gaussian.

A.3.4 Gaussian Approximation for Region Around
Half-Concentration

In order to calculate the probability that the occupancy closely ranges around the
desired value, one needs to employ (A.1), or equivalently, the left-hand side of (A.5).
Next, one sets N 
 1; and chooses the desired concentration, �, of the occupied
sites. For instance, here we have chosen � D 1 � � D 0:5: In order to examine
the region that lies immediately around the relevant occupancy number – i.e. D N

2

here – one needs to set p D .N
2

Cn/ andN �p D .N
2

�n/ and remember to choose
n � N:

Then, according to (A.1), the result for the probability distribution function is

NŠ

.N
2

C n/Š.N
2

� n/Š

�
1

2

�. N2 Cn/ �
1

2

�. N2 �n/
: (A.8)

Notice that the distribution is symmetric for the interchange ˙n ! n: Moreover,
when . n

2

N
/ � 1 the above can be expanded in powers of . n

2

N
/: That is,
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A.3.5 Exercise: II

Derive the relationships implicit in (A.9).

A.3.6 Gaussian Approximation: Continued

There were three good reasons why the expansion on the right-hand side of (A.9)
was approximated by the exponential exp

�� 2
N
n2
�
: First: Two leading terms agree.

Second: The quadratic dependence on n is consistent with the symmetry, n˙ !
n; of the left-hand side of (A.9). Three: The requirement
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D 1; (A.10)

when translated by setting p D N
2

C n – as in (A.11) below –
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is valid when N 
 1: (Compare (A.1) and (A.9).) Note, when the above width

n D Wwidth D ˙
r
N

2
; (A.12)
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the exponential falls off to exp.�1/ � 0:37 of its maximum value. ( The maximum
occurs when n D 0:) Henceforth, we shall call Wwidth the half-width of the
distribution function.

To an untutored eye, the estimated size of the half-width, i.e.,
p
.N=2/; would

seem to be inordinately large. To alleviate such concerns all we need to remember is
that the full distribution, in principle, can extend from p D 0 all the way to p D N:

(Recall that N is extremely large. Indeed, it is “almost infinite,” loosely speaking!)
Therefore, a more meaningful measure of the width is the “relative width,” which
we shall denote by the symbol$rel: Here

$rel D Twice the half width

Full range over which the distribution could extend

D
�
2 Wwidth

N

�
D
�
2

N

�1=2
: (A.13)

For example, when N 	 1024; the width 	 1012 appears to be very large. Yet, the
relative width, $rel 	 10�12; is extremely small.

Despite the finding that the distribution is not infinitely peaked at the desired
concentration11 but has a finite width, the above discussion shows that for large N
the desired state is overwhelmingly probable.

A.3.7 Plot of the Gaussian Distribution

Because a picture is worth many words, appended above is a plot of the normalized
Gaussian distribution, Fy; as a function of the variable y (Fig. A.1).

y D n

r
2

N
: (A.14)

That is,

Fy D exp.�y2/p
	

: (A.15)

Note, the full area of the curve is normalized to unity, i.e.,

Z C1

�1
Fydy D

Z C1

�1
exp.�y2/p

	
dy D 1: (A.16)

The two dark vertical lines, and the thick dark area of the curve, enclose that part of
the distribution which lies within what we have called the width of the distribution.

11Note: Here the desired concentration would have led to the mid-point p D N
2
:
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Fig. A.1 Gaussian
Distribution Function
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In terms of the abscissa y; these lines fall at positions y D ˙1: It is interesting
to note that this narrow region – consisting only of the width of the distribution –
covers �84:3% of the total weight of the distribution, i.e.,

Z C1

�1
Fy dy D 0:84271: (A.17)

Indeed, if we extend this region to twice the width, that is y D ˙2; we recover
almost all, that is 99:53%, of the full weight of the distribution.

A.4 Moments of the Distribution Function: Remarks

Moments of appropriate distribution functions can often yield valuable information
about thermodynamic states. To make use of this fact, in the following the so
called normalized moments of the Gaussian distribution function are calculated.
Next, the exact second normalized moment is calculated and is set to agree
with the corresponding result of the Gaussian distribution function for general
concentration.12 It is interesting to note that for half-concentration, the Gaussian
approximation – without any trying! – yields exact results for the second normalized
moment.

12Recall that general concentration refers to the occupancy departing from the mid-point. This
means that the probability that the i -th call on the PRNG returns an occupied site, i.e., �i D 1; is
not necessarily equal to that which returns �i D 0:
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A.5 Moments of the Gaussian Distribution Function

A.5.1 Un-Normalized Moments

The first several un-normalized moments of the Gaussian distribution function are
calculated below. That is

I.a; n/ D
"Z N=2

�N=2
dx exp.�ax2/xndx

#
I n D 0 ! 6 for N 
 1 (A.18)

A.5.1.1 Solution

It is clear that because of symmetry, I.a; n/ is zero for all odd values of n: To carry
out the integrals for even n, consider doing the following:

I.a; 0/ � I.a; 0/ D
Z N=2

�N=2
dx exp.�ax2/

Z N=2

�N=2
dy exp.�ay2/;N 
 1

D
Z N=2

�N=2

Z N=2

�N=2
dxdy exp Œ�a.x2 C y2/�; N 
 1: (A.19)

Changing over to polar coordinates, r , 


x D r cos 
y D r sin 
;

and noting that

dxdy D

ˇ̌
ˇ̌
ˇ̌
ˇ̌

�
@x

@r

�




�
@x

@


�

r�
@y

@r

�




�
@y

@


�

r

ˇ̌
ˇ̌
ˇ̌
ˇ̌
drd
 D rdrd
;

the double integral over a square of sizeN �N in the Cartesian plane is transformed
into one over a circular, planar disk of radius N=2.

ŒI.a; 0/�2 D
Z 2	

0

d

Z N=2

0

dr exp.�ar2/r;N 
 1

D 2	

�
1

�2a
�"

exp

(
�a

�
N

2

�2)
� 1

#
; N 
 1

� 	=a: (A.20)
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Regarding the limits, we note that even though the square and the circle do not
exactly fit over each other, for N=2 
 1 the discrepant region is so very far
away from the origin that the exponential in the integral makes the discrepancy
vanishingly small. Therefore, as long as a is positive, without any loss in accuracy,
integrals I.a; n/ an be evaluated by replacingN by 1. Consequently the following
result is close to being exact.

I.a; 0/ D
r
	

a
: (A.21)

For n > 0, the n-th moment I.a; n/ can be evaluated by repeated differentiation
with respect to a. For instance, the second and the fourth moments of the Gaussian
distribution, exp.�ax2/; are:

I.a; 2/ D �dI.a; 0/

da
D
Z 1

�1
dx exp.�ax2/x2 D 1

2

r
	

a3
: (A.22)

I.a; 4/ D �dI.a; 2/

da
D
Z 1

�1
dx exp.�ax2/x4 D 1

2
� 3
2

�
r
	

a5
I

I.a; 6/ D �dI.a; 4/

da
D
Z 1

�1
dx exp.�ax2/x6

D 1

2
� 3
2

� 5
2

�
r
	

a7
(A.23)

A.5.2 Normalized Moments of the Gaussian Distribution
Function

Let us define the j -th normalized Gaussian moment for general choice of the
parameter a as follows:

�G
j .a/ D I.a; j /

I.a; 0/
: (A.24)

Clearly, by definition, the 0-th normalized moment, �G
o .a/, is unity. And the other

normalized Gaussian moments are:

�G
2 .a/ D

�
1

2a

�
I�G

4 .a/ D
�
3

4a2

�
I�G

6 .a/ D
�
15

8a3

�
: (A.25)
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A.5.2.1 Normalized Moments of the Gaussian Distribution Function
for Half Occupancy

It is interesting to record the normalized moments for the Gaussian distribution that
obtain in the region around half-concentration. The relevant equation – i.e., (A.11) –
tells us that, for half-concentration, in (A.25) the parameter a has to be replaced by
2
N
: As a result one has:

a � a�I a1
2

D
�
2

N

�
; (A.26)

�G
2

�
a1
2

�
D
�
N

4

�
D
 

1

2 a1
2

!
; (A.27)

�G
4

�
a1
2

�
D
�
3 N 2

16

�
D
0
@ 3

4a21
2

1
A ; (A.28)

�G
6

�
a1
2

�
D
�
15 N 3

64

�
D
0
@ 15

8a31
2

1
A : (A.29)

Note: As indicated in (A.40) below, for general concentration, that is for 1 > � > 0;

the appropriate choice for the variable a� is: a� �
h

1
2N�.1��/

i
:

A.5.3 Normalized Moments of the Exact Distribution Function
for General Occupancy

The overall average value of the occupancy variable �i ; written as < �i >; is equal
to the concentration � of the occupied sites for which �i D 1: Note the unoccupied
sites, for which �i D 0 and whose concentration is .1 � �/; contribute nothing to
< �i > : Thus,

< �i >D � � 1C .1� �/ � 0 D �; (A.30)

where
1 � � � 0: (A.31)

The present notation for � is the same as originally used in (A.2).
For the exact distribution, a convenient formal representation for the n-th

normalized moment,�exact
n .�/; is the following:

�exact
n .�/ D< �

†NiD1.�i � �/
�n
> : (A.32)
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As shown below, the zeroth order normalized moment, �exact
o .�/; is unity.

Similarly, because of the requirement that the thermodynamic average of �i – to
be denoted as < �i > – be equal to the density � of the occupied sites, the first
moment�exact

1 .�/ is equal to zero.

�exact
o .�/ D <

�
†Ni .�i � �/�nD0

>

D < 1 >D 1I

�exact
1 .�/ D <

�
†Ni .�i � �/

�nD1
>

D < †Ni �i > � < N� >

D †Ni < �i > �N� D †Ni � �N� D 0: (A.33)

A.5.4 Exact, Second Normalized Moment

In order to calculate

�exact
2 .�/ D< �†Ni .�i � �/

�2
>; (A.34)

expand the square, and note that i is a dummy index. Therefore

�exact
2 .�/ D < †Ni .�i � �/ �†Nj .�j � �/ >

D < †Ni †
N
j .�i�j / >

�N�Œ†Ni < �i > C†Nj < �j >�CN2�2: (A.35)

Because
†Ni < �i >D †Nj < �j >D †Ni � D N�; (A.36)

the only term that remains to be evaluated is:

�2 D < †Ni †
N
j �i �j >

D †Ni †
N
j 6Di < �i�j > C �

†Ni < �i�j > .j D i/
�

D †Ni †
N
j 6Di < �i�j > C �

†Ni < .�i /
2
�
: (A.37)

Because �i can take on only the two possible values 1 and 0, therefore,

.�i /
2 D �i :
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This property will be invoked and also use will be made of the fact that any two
independent calls to the perfect random number are completely uncorrelated. In
other words,

< �i�j >D< �i >< �j >D �2; forj ¤ i:

Therefore, (A.37) becomes

�2 D †Ni †
N
j 6Di < �i >< �j > C†Ni < .�i / >

D †Ni †
N
j 6Di �2 C †Ni �

D N.N � 1/�2 CN�: (A.38)

Equations (A.38), (A.37), (A.36) and (A.32) lead to the following exact result for
the second order normalized frequency moment:

�exact
2 .�/ D �2 �N�.N�CN�/CN2�2

D N� �N�2 D N�.1 � �/: (A.39)

Note, for half-concentration �exact
2 .� D 1

2
/; as confirmed by the right hand side

of (A.39), is equal to N=4: This result is identical to that given by the Gaussian
approximation:�G

2 .a 12
/: [ See (A.27).] Clearly, therefore, for general concentration,

�; (A.39) suggests that, in view of (A.27), the dependence of the variable a� on �
should be as follows:

�
1

2 a�

�
D �exact

2 .�/ D N�.1 � �/: (A.40)

Consequently, the Gaussian approximation yields exact result for the second order
normalized moment. This holds true not only for half-concentration, � D 1

2
; but

also for general (concentration) �: That is

�G
2 .a�/ D �exact

2 .�/: (A.41)

Indeed, as will be shown later, with a� D
�

1
2N�.1��/

�
; the Gaussian approximation

yields results for the normalized moments that are exact to the leading order in
�
1
N

�
:

A.5.5 Exact, Third ! Sixth Normalized Moments

For brevity, only the essential steps will be given below.
The third order normalized moment is:

�exact
3 .�/ D< Œ†Ni .�i � �/�3 >D �3 � 3�N�2 C 2.�N/3; (A.42)
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where �2 is as given in (A.37) and

�3 D †Ni †
N
j †

N
k < �i�j �k >

D N.N � 1/.N � 2/�3 C 3N.N � 1/�2 CN�: (A.43)

Thus the exact result for the third order normalized moment for the general
concentration is the following:

�exact
3 .�/ D N�.1� 3�C 2�2/: (A.44)

Note, when the concentration � of occupied sites is 1
2

– i.e., the half concentration
case – the third moment, like all the odd-order moments, is equal to zero.

A.5.6 Exercise: III

Using the procedure described for calculating �2; derive (A.43).
(See (A.37) and (A.38)) Indeed, a sufficiently motivated student may even want to
derive (A.45), (A.47) and (A.48) that are given below.

A.5.7 The Fourth Moment

In addition to �2 and �3; the evaluation of the fourth moment also requires the
knowledge of �4:

�4 D †Ni †
N
j †

N
k †

N
l < �i�j �k�l >

D N.N � 1/.N � 2/.N � 3/�4 C 6N.N � 1/.N � 2/�3

C 7N.N � 1/�2 CN�: (A.45)

Combination of this with the results of the averages of the two- and three-site sums,
�2 and �3, leads to the following exact result for the fourth moment.

�exact
4 .�/ D �4 � 4�N�3 C 6�2N 2�2 � 3�4N 4

D 3N 2�2.1 � �/2 CN�.1 � 7�C 12�2 � 6�3/: (A.46)

While the procedure for calculating the higher order moments is similar, the effort
involved rapidly increases with the rise of the order.
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A.5.8 Calculation of the Fifth and the Sixth Normalized
Moments

With somewhat more than the usual amount of effort one finds:

�5 D †Ni †
N
j †

N
k †

N
l †

N
m < �i�j �k�l�m >

D N.N � 1/.N � 2/.N � 3/.N � 4/�5
C 10N.N � 1/.N � 2/.N � 3/�4
C 25N.N � 1/.N � 2/�3 C 15N.N � 1/�2 CN� (A.47)

and

�6 D †Ni †
N
j †

N
k †

N
l †

N
m†

N
n < �i�j �k�l�m�n >

D N.N � 1/.N � 2/.N � 3/.N � 4/.N � 5/�6

C 15N.N � 1/.N � 2/.N � 3/.N � 4/�5

C 65N.N � 1/.N � 2/.N � 3/�4 C 90N.N � 1/.N � 2/�3
C 31N.N � 1/�2 CN�: (A.48)

The rest of the task is easy. We have

�exact
5 .�/ D �

�5 � 5N��4 C 10N 2�2�3
�

� �10N 3�3�2 C 4N 5�5
�

D 10N 2�2.1� 4�C 5�2 � 2�3/
CN�.1 � 15�C 50�2 � 60�3 C 24�4/ (A.49)

and

�exact
6 .�/ D �

�6 � 6N��5 C 15N 2 �2�4
�

� �20N 3�3�3 C 15N 4�4�2 � 5N 6�6
�

D 15�3N 3.1 � 3�C 3�2 � �3/
C5N 2�2.5 � 36�C 83�2 � 78�3 C 26�4/

CN�.1 � 31�C 180�2 � 390�3 C 360�4 � 120�5/: (A.50)

For the normalized moments, it is instructive to compare the exact results with those
given by the corresponding Gaussian approximation. Remember that the appropriate
choice for the parameter a� – that is to be used instead of a in the Gaussian
expansion valid for general concentration of occupied sites – is as recorded in
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(A.40). Consequently, one has
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�exact
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: (A.52)

(Note: For � D 1
2
; odd-order moments are vanishing.)

As mentioned before, while the second moment is exactly given by the Gaussian
approximation, the third, fourth, fifth and the sixth moments are “exact” only to
the leading order in the large N limit. Because in thermodynamic systems N is
extraordinarily large, the Gaussian approximation is impressively accurate.
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A.5.9 Concluding Remark

For � D 1 or 0; all exact, normalized, moments are vanishing. Also, despite the fact
that the Gaussian approximation – which is symmetric – cannot be expected to be
accurate over the whole concentration range, in the immediate vicinity of the most
probable state the exact distribution function appears to be very nearly symmetric
and is close to being a Gaussian. This is testified to by the following facts:

1. The Gaussian approximation exactly reproduces the – zeroth and the – second
moment of the distribution.

2. The approximation predicts that the ratio of the fourth normalized moment to the
square of the second normalized moment is equal to 3 for general values of �:
That is,

�G
4 .a�/�

�G
2 .a�/

�2 D 3: (A.53)

The same is also true, to the leading order in N , for the exact moments: that is,

�exact
4 .�/�

�exact
2 .�/

�2 D 3C �
N�1�

	
1

�.1 � �/


2
Œ1 � 7�C 12�2 � 6�3�: (A.54)

3. The Gaussian approximation predicts that the ratio of the sixth normalized
moment to the cube of the second normalized moment is equal to 15 for general
values of �: That is,

�G
6 .a�/�

�G
2 .a�/

�3 D 15: (A.55)

The same is also true, to the leading order in N , for the exact moments: i.e.,

�exact
6 .�/�

�exact
2 .�/

�3 D 15C �
N�1�

	
5�2.5� 36�C 83�2 � 78�3 C 26�4/

�3.1 � �/3



CO �N�2� : (A.56)

4. While the Gaussian distribution is symmetric and thus leads to vanishing odd-
order normalized moments, the exact distribution is asymmetric and its odd-order
normalized moments are non-vanishing. Such asymmetry is very small in the
neighborhood of the most probable state. This is demonstrated by the size of
the normalized third- and fifth-order moments for very large N: Here, instead of
�exact
3 .�/ and �exact

5 .�/ having the usual, canonical size, namely

�
�exact
n .�/

�1=n ! O.N1=2/; n D 2; 3; : : : (A.57)
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their size is actually much smaller, i.,e.,

�
�exact
3 .�/

�1=3 ! O.N1=3/; (A.58)

and �
�exact
5 .�/

�1=5 ! O.N2=5/: (A.59)

Thus, as long as a is chosen to be equal to a� D 1
2N�.1��/ ; the line-shape,

exp .�a�z2/; retains its physical validity for large N: Another feature to note is
the size of the relative fluctuation13 as a function of the concentration �.

$rel D
q
2�exact

2 .�/=.N�/ D
p
2.1� �/=.N�/: (A.60)

Not unexpectedly when � approaches unity, almost all the calls to the random
number generator return the value 1. And, additionally the total number of occupied
sites becomes large, approaching N . Thus the relative width of the distribution
narrows still further. Opposite is the case when � approaches zero because now
there may be some calls to the generator that actually return the value unity while
the average of the total number of occupied sites, N�; has become very small. This
fact merely re-states the obvious: the relative fluctuation in a small sample is large.

A.5.10 Summary

In a macroscopically large system, the most probable configuration is overwhelm-
ingly so. Therefore, the result of any “macroscopic” measurement is well described
by an accurate calculation of the most probable state.

13Compare (A.13).



Appendix B
Perfect Gas Revisited

As mentioned before, a perfect gas consists of N identical molecules, each of the
same mass. The number of molecules is very large: that is, N 
 1: The gas is
enclosed in a vessel of arbitrary shape. The volume of the vessel is V: There are
no intermolecular interactions, the size of the molecules is vanishingly small, the
containing walls of the vessel are smooth and featureless. All collisions between the
molecules and the walls are perfectly elastic; effects of gravity are absent; no other
external forces are present. Further, the molecules are in a state of random motion.

Here, in this appendix, we first revisit the standard thermodynamics treatment
for a qualitative derivation of the equation of state. This time, somewhat greater
detail is provided than was done previously. Next we use an elementary statistical
mechanical procedure, that employs Boltzmann–Maxwell–Gibbs distribution, to
precisely and quantitatively derive the equation of state.

B.1 Monatomic Perfect Gas

All the molecules are monatomic and each has mass m: The molecules – meaning
the atoms – are all of zero size and in three dimensions each has only three possible
degrees of freedom related to its translational motion. The atomic size being zero
forbids any meaningful possibility of self rotation. Furthermore, zero interatomic
interaction disallows any interparticle coupling.

B.1.1 Pressure

Consider a vessel of arbitrary shape. The walls of the vessel are smooth and their
shape can be represented in terms of non-singular equations. Consider a small but
finite volume of gas inside the vessel. For simplicity, assume that the small volume

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 591
DOI 10.1007/978-3-642-21481-3, © Springer-Verlag Berlin Heidelberg 2012
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is shaped as a parallelepiped whose three, mutually perpendicular, imaginary–walls1

lie along the x; y; z axes of a Cartesian coordinate system and are of length�x; �y;
and�z. Assume the number of molecules,Npp;within such a parallelepiped is large
compared with unity, i.e., N 
 Npp 
 1.

Set the origin of the Cartesian coordinates at the bottom left-hand corner of the
parallelepiped and the positive direction of the axes along the three edges. As such,
the top corner diagonally opposite to the origin is at the point .�x;�y;�z/.

Examine the course of events involved in molecular collisions against the two
walls of the parallelepiped that are perpendicular to the x-axis. Denote the x-
component of the velocity of the i -th molecule – i D 1; 2; : : : ; Npp – as vi;x.

Perfect elasticity of collisions requires that upon striking the right-hand side
wall – at x D .C�x/ – with x component of momentumm � vi;x the molecule gets
reflected and the x component of its momentum becomes �m � vi;x: Accordingly,
the change in x component of momentum of the molecule after one collision is:

final momentum of colliding molecule � its initial momentum

D Œ�m � vi;x� � Œm � vi;x� D �2m � vi;x: (B.1)

Because there are no external forces, the total momentum in any direction is
conserved. Invoking this fact for the x-direction leads to the requirement:

change in total momentum

D change in particle momentum C change in momentum of wall

D �2m � vi;x C ı.mom wall/i;x D 0: (B.2)

That is, a single collision of the wall perpendicular to the x-axis causes an increase
in the x-component of the momentum of the wall equal to

�.mom wall/i;x D 2m � vi;x: (B.3)

The absence of slowing down mechanisms insures that after traversing across the
parallelepiped to the left-hand side wall placed at x D 0 this molecule returns for
another collision against the original wall at x D C�x. Such a round-trip – from
the right-hand side wall to the wall on the left and then back to the wall on the
right – is of length 2 �x: Further, it is traversed at constant speed jvi;xj. Therefore,

1Although we have called the walls imaginary, we do not treat them as representing an open
boundary. Indeed, it is not unreasonable to impose boundary conditions on these “imaginary” walls
which are more restrictive than the conditions for an open boundary. For instance, the passage of
a sufficiently long interval of time ensures that equal number of particles with roughly the same
energy have been incident from opposite directions on a given “imaginary wall.” This behavior is
not unlike that which results from specular boundary conditions and results in collisions that can
be treated as being perfectly elastic.
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the time, �t , taken by the molecule for the round trip travel is

�t D Distance Traveled

Speed of Travel
D 2 �x

jvi;xj : (B.4)

As a result, the rate of transfer of momentum by one molecule to this wall,

Œmomentum transferred in one collsion=time taken between the collisions �;

can be written as

�.mom wall/i;x
�t

D 2m � jvi;xj
f2�x=jvi;xjg D

� m
�x

�
v2i;x: (B.5)

Summing this over all the molecules– that is for i D 1 ! Npp – within the
parallelepiped gives us the total transfer rate of momentum to the right hand side
wall. According to Newton’s second law of motion, this is equal to the force, Fpp,
exerted by the gas on the relevant wall of the parallelepiped.

Fpp D
NppX
iD1

�.mom wall/i;x
�t

D
� m
�x

� NppX
iD1

v2i;x: (B.6)

The force Fpp acts normal to the wall under examination. Accordingly, it exerts
pressure Ppp; which is defined as the perpendicular force on the wall per unit area,

Ppp D Fpp=.Area of the Wall/ D Fpp

�y�z
: (B.7)

Combining this with (B.6) yields

Ppp D
�

m

�x�y�z

� NppX
i

v2i;x

D
�
m

Vpp

� NppX
i

v2i;x D
�
m

Vpp

�
Npp < v

2
x >pp : (B.8)

Here, Vpp D .�x�y�z/ is the volume of the elementary2. parallelepiped under
consideration and the pointed brackets with suffix pp, i.e., < v2x >pp signify an
average, of v2i;x; over all – i.e., for i D 1; : : : ; Npp – molecules in the parallelepiped.

< v2x >ppD
PNpp

i v2i;x

Npp
: (B.9)

2Yet macroscopic, because Npp � 1.
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The gas is isotropic. Therefore,

< v2x >ppD< v2y >ppD< v2z >pp D 1

3

h
< v2x >pp C < v2y >pp C < v2z >pp

i

D 1

3
< v2 >pp: (B.10)

Thus, (B.8) can be re-cast as

PppVpp D mNpp < v
2
x >ppD m

3
Npp < v2 >pp : (B.11)

In the above equation all the three quantities Vpp; Npp and< v2 >pp are independent
of the direction x; y or z. Therefore, the pressure Ppp is also independent of the
direction.

Now sum the above equation over all the parallelepipeds designated by the index
pp– or equivalently, over all the molecules – in the vessel.

X
all pp

PppVpp D
�m
3

�X
all pp

Npp < v2 >ppD
�m
3

�
N < v2 > : (B.12)

In the above, the pointed brackets without any suffix, e.g., < v2 >, represent an
average over all the N molecules. That is

< v2 > D
X
all pp

Npp < v2 >pp

N
: (B.13)

Define the pressure P inside the vessel from the relationship

X
all pp

PppVpp D PV: (B.14)

Given that the surface enclosing the container does not possess pathological
singularities, the sum

P
all pp over a very large number of appropriately small

parallelepipeds of volumes Vpp reproduces the actual volume V that encloses the
container. That is, X

all pp

Vpp D V:

Multiplying both sides by the constant P gives

P
X
all pp

Vpp D
X
all pp

PVpp D PV: (B.15)
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Subtraction of (B.14) from (B.15) leads to the equality:

X
all pp

.P � Ppp/Vpp D 0: (B.16)

The above sum is over an arbitrary number of different parallelepipeds whose
volumes sum to the total volume V: Because these volumes, Vpp; are all arbitrary–
other than each being very small but still containing a moderate number of
molecules – therefore, the above equation can be satisfied only if

Ppp D P (B.17)

for all parallelepipeds. This result is in agreement with that implicit in Pascal’s law,
which asserts that the pressure is constant throughout the vessel. Note also that
(B.12) and (B.14) lead to an important relationship

PV D
�m
3

�
N < v2 > : (B.18)

B.1.2 Classical Statistics: Boltzmann–Maxwell–Gibbs
Distribution

Consider a three-dimensional system of N atoms whose total volume is equal
to V: The location and momentum of an infinitesimal sized atom “i ,” is specified
by 3 position co-ordinates, e.g., qi;x; qi;y ; qi;z; and 3 vector-components, e.g.,
pi;x; pi;y ; pi;z; of the momentum Epi : Denote the 3-N position co-ordinates of the
N atoms as D Q; the 3-N components of the momentum vectors divided by h3N

as D P; and use the notation

dQ D dq1;xdq1;ydq1;z : : : dqN;xdqN;ydqN;z;

dP D dp1;xdp1;ydp1;z : : : dpN;xdpN;ydpN;z=.h3N /: (B.19)

Next, define the BMG distribution factor f .Q;P /:

f .Q;P / D exp .�ˇH/R
Q
: : :
R
P

exp .�ˇH/ � dQ � dP
: (B.20)

Here

ˇ D 1

kBT
D
�
NA

RT

�
D
�
N

nRT

�
; (B.21)
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H is the Hamiltonian – i.e., the functional form of the system energy in terms of the
6N variablesQ and P – and T represents the statistical-mechanical temperature –
usually called the Kelvin temperature and labeled as K: Constants n and NA have
already been defined in (2.12). Additionally, kB; and thereforeR; are also constants.
That is,

R D 8:3144 72.15/ J mol�1K�1;

kB D 1:38065 04.24/� 10�23 JK�1: (B.22)

R is called the “molar gas constant” and kB is known as the Boltzmann constant.
In accordance with the Boltzmann–Maxwell–Gibbs (BMG) postulates in ther-

modynamic equilibrium the normalized average (i.e., the observed value< � >) of
any thermodynamic function,�.Q;P /; is given by the following integral3

< � >D
Z

Q

: : :

Z

P

Œ�.Q;P /� � f .Q;P / � dQ � dP: (B.23)

Note, f .Q;P / here is the same as defined in (B.20). Further, that the integrations
over the 3N position variables, Q; occur over the maximum (three dimensional)
volume V available to each and all of the N atoms. The integration over the 3-N
momentum variables is over the infinite range from �1 ! C1:

The denominator that appears in (B.20), i.e.,

Z

Q

: : :

Z

P

exp .�ˇH/ � dQ � dP; (B.24)

is of great importance. (Remember ˇ D 1
kB t
:) Except for a multiplying constant,

this denominator is proportional to the so-called “Partition Function,” „.N; V; T /;
which will be described in detail later. The partition function is fundamental to the
use of statistical mechanics. We shall have occasion to expand on this statement in
the chapter titled “Statistical-Thermodynamics.”

Because for a perfect gas inter-atomic interaction is assumed to be completely
absent, the Hamiltonian H in (B.20), (B.23), and (B.24) contains only the kinetic
energy and depends on just the momenta of the N monatoms,4 i.e.,

H D 1

2m

NX
jD1

�
p2j;x C p2j;x C p2j;x

�
: (B.25)

3Note that normalized average of any constant, say ˛, is equal to itself: that is, < ˛ > =˛:
4Diatomic Perfect Gas is treated in Chap. 11.
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B.1.3 Energy in a Monatomic Perfect Gas

According to (B.25), the average value of the energy – here to be called the internal
energy and denoted as U – in a monatomic perfect gas of N; non-interacting
infinitesimal sized atoms each of mass m; is given by the relation

< H > D 1

2m

NX
jD1

h
<
�
p2j;x

�
> C <

�
p2j;y

�
> C <

�
p2j;z

�
>
i
: (B.26)

Because there are no direction dependent forces5 present, the gas is isotropic.
Therefore, the above can be written as

< H >D 1

2m

NX
jD1

h
3 <

�
p2j;x

�
>
i

D
NX
jD1

< p2
j >

2m
: (B.27)

Let us now use the BMG procedure, given in (B.20), (B.23), and (B.24), and
calculate the thermodynamic average <

�
p2i;x

�
> for any arbitrary atom i:

<
�
p2i;x

�
> D

R
Q
: : :
R
P
: : :
�
p2i;x

� � exp .�ˇH/ � dQ � dPR
Q : : :

R
P : : : exp .�ˇH/ � dQ � dP

:

(B.28)

In the above equation, the integral over Q is trivial because H as well as p2i;x do
not depend on any of the 3N position coordinates:Q D : : : ; qi;x; qi;y ; qi;z; : : : ; etc:

Therefore, each of theN atoms simply contributes a factor V equal to the maximum
volume available to it. That is, for any atom j; we have

Z

Q

: : : dQ D
"Z

qj;x

Z

qj;y

Z

qj;z

dqj;xdqj;ydqj;z

#N
D ŒV �N ;

and as a result we get

<
�
p2i;x

�
> D V N � R

P
: : :
�
p2i;x

� � exp .�ˇH/ � dP

V N � R
P
: : : exp .�ˇH/ � dP

: (B.29)

The remaining integrals in (B.29) are of a standard form and are worked out in detail
in (A.18)! (A.22), which, in particular, say

5For example, such as the gravity.
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Z C1

�1
exp

��˛p2� dp D
r
	

˛
;

Z C1

�1
p2 exp

��˛p2� dp D 1

2

r
	

˛3
: (B.30)

Therefore, in the following only a brief description is provided. First, let us look at
the denominator in (B.28) and (B.29). Although we need to calculate only a part of
this integral for the present purposes – see below – with a view to using it later, is
worked out in toto here.

The denominator of the right hand side of (B.29) is the following:

�
V

h3

�N Z 1

�1
: : :

Z 1

�1
dp1;xdp1;ydp1;z : : : dpN;xdpN;ydpN;z

� exp

 �ˇfp21;x C p21;y C p21;z C � � � C p2N;x C p2N;y C p2N;zg
2m

!
� (B.31)

The 3N seemingly different integrals in (B.31) that are being multiplied together
are all equal. Therefore, their product can be written very simply as follows:

�
V

h3

�N 	Z 1

�1
exp

��ˇp2
2m

�
dp


3N
D
�
V

h3

�N �
2m	

ˇ

� 3N
2

: (B.32)

To deal with the numerator of (B.29), let us separate the integral that is taken over
the variable pi;x; i.e.,

Z 1

�1
�
p2i;x

�
exp

 �ˇfp2i;xg
2m

!
dpi;x;

from the rest of the (3N-1) integrals. We get:

�
V

h3

�N
�
Z

Q

: : :

Z

P

�
p2i;x

� � exp .�ˇH/ � dP

D
�
V

h3

�N
�
 Z 1

�1
�
p2i;x

�
exp

 
�ˇfp2i;xg
2m

!
dpi;x

!
�

	Z 1

�1
exp

��ˇp2
2m

�
dp


3N�1
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D
�
V

h3

�N
�

0
B@1
2

vuut
	�
ˇ

2m

�3

1
CA �

"
	
ˇ

2m

# .3N�1/
2

D
�
V

h3

�N
�
 
1

2

p
	

�
2m

ˇ

� 3
2

!
�
	
2m	

ˇ


 3N�1
2

: (B.33)

Equation (B.33) gives the numerator of the right hand side of (B.29). As is clear
from (B.29), to determine the thermodynamic average < p2i;x >; we need to divide
the result obtained in (B.33) by that found in (B.31) and (B.32). Further, because
the system is isotropic, we get:

< p2i;x > D < p2i;x >C< p2i;y >C< p2i;z >

3
D < p2

i >

3

D
�
V
h3

�N � 1
2

p
	
�
2m
ˇ

� 3
2 �
�
2m	
ˇ

� 3N�1
2

�
V
h3

�N �
�
2m	
ˇ

� 3N
2

D m

ˇ
D kBTm: (B.34)

We notice that < p2
i > is independent of the position i of the i -th particle. Thus we

can write

3< p2i;x > D < p2
i > D < p2 >: (B.35)

Therefore, according to (B.27) and (B.34), the internal energy of a perfect gas
consisting of N atoms is equal to:

U D< H >D N
< p2 >

2m
D 3N

2
kBT: (B.36)



Appendix C
Second Law: Carnot Version Leads to Clausius
Version

Carnot’s ideas revolutionized the physics of heat engines. The formulation of the
necessary ingredients for achieving maximum efficiency, inspired Lord Kelvin to
attempt to understand the true meaning of “temperature.” Indeed, some would say
that “Absolute Temperature” and the relevant “Kelvin Scale” were owed directly to
this understanding.

Another milestone in the history of thermodynamics is the Second Law. It turns
out, however, that the Carnot law, the absolute temperature scale, and the second
law are all closely related. And the Carnot statement in fact leads to the second law.

To analyze these issues we consider two engines in tandem: one a perfect Carnot
engine and the other an engine of ordinary variety. In this fashion we prove that
violation of the Carnot version of the second law leads to a physically unacceptable
conclusion: namely, that without external assistance a positive amount of heat
energy can be extracted from a cold dump and all of it transferred to a hot reservoir.
Clearly, therefore, a violation of the Carnot version of the second law necessarily
results in a violation of the Clausius version of the second law.

C.1 A Carnot and an Ordinary Engine in Tandem

Let TH and TC be the temperatures of the hot reservoir and the cold dump,
respectively.

Consider an “ordinary” cyclic engine. As usual, each cycle comprises four legs.
But, unlike a perfect Carnot engine, here at least one – but possibly all – of the four
legs, are traversed either wholly or partially irreversibly.

Arrange the ordinary engine so that it withdraws heat energy Q
0

.TH/ from the
hot reservoir at temperature TH; and Q

0

.TC/ from the cold dump at the lower
temperature TC:As usual, set this engine up so that it works in the forward direction,
and does positive amount of work, W

0

: The work done per cycle is equal to the
total heat energy input into the working substance during the two isothermal legs.
Therefore,

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 601
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W
0 D Q

0

.TH/CQ
0

.TC/: (C.1)

Also, get hold of a perfect Carnot engine but arrange it to work “backwards”!
Realize that a perfect Carnot engine, much like any other engine, can be run
forwards or backwards.

A backward running perfect Carnot engine withdraws negative amount of heat
energy equal to �Qrev.TH/; from the hot reservoir during the isothermal leg
at temperatures TH: Similarly, it withdraws a negative amount of heat energy
�Qrev.TC/; from the cold dump during the isothermal leg at temperature TC:

Arrange things so that as a result of withdrawing negative amount of heat energy
during both the isothermal legs, the workW rev done, per cycle, by the perfect Carnot
engine, i.e.,

W rev D �Qrev.TH/ �Qrev.TC/;

is equal to the negative of the work, W
0

; done per cycle by the ordinary engine
described in (C.1) above.1 That is

W rev D �W 0

: (C.2)

Using (C.1), we can represent the efficiency ; 0; of the ordinary engine as follows:

0 D W
0

Q
0

.TH/
: (C.3)

Similarly, (C.2) leads to the following expression for the efficiency, carnot; of the
perfect Carnot engine:

carnot D
	

W rev

�Qrev.TH/



D �W rev

Qrev.TH/
D W

0

Qrev.TH/
: (C.4)

Now, if the following inequality were ever true,

0 > carnot; (C.5)

it would violate the Carnot version of the second law. Using (C.3) and (C.4), the
disallowed inequality (C.5) can also be represented as

W
0

Q
0

.TH/
>

W
0

Qrev.TH/
: (C.6)

1In general, it is always possible to arrange for this to happen. For instance, according to
(4.9), (4.10) and (4.16), when the working substance is ideal gas, for prescribed values of TH

and TC, V1 and V2 determine the values of the heat energy exchanges and therefore the amount of
work done.
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Multiplying both sides by Qrev.TH/ �Q0

.TH/; the inequality (C.6) becomes

Qrev.TH/ �Q0

.TH/ > 0: (C.7)

(Although different looking, in fact the inequality (C.7) is a re-statement of the
inequality (C.5).) Thus, if the inequality (C.7) were ever true, the Carnot version of
the second law would be violated.

We recall that the two sums
h
Q

0

.TH/CQ
0

.TC/
i
;

and
ŒQrev.TH/CQrev.TC/� ;

have been set – see (C.1) and (C.2) – to be equal, i.e.,

Q
0

.TH/CQ
0

.TC/ D Qrev.TH/CQrev.TC/:

Let us represent this fact in the following form:

Q
0

.TC/�Qrev.TC/ D Qrev.TH/�Q
0

.TH/: (C.8)

Using (C.8), the inequality given in (C.7) also leads to the following inequality:

Q
0

.TC/�Qrev.TC/ > 0: (C.9)

The inequalities (C.7) and (C.9) are of fundamental interest and are needed in the
discussion that follow later.

Let us now enclose the two engines inside an isolating, adiabatic chamber and
run the two in tandem. Remember, the two engines consist of, one ordinary engine –
described by (C.1) – that is working in the forward direction, and one perfect Carnot
engine working backwards as described by (C.2).

The tandem mode of operation is described by the sum of (C.1) and (C.2). It is
important to note that the two engines working in tandem in the manner described,
manage to do no work at all ! That is

h
Q

0

.TH/CQ
0

.TC/
i

� ŒQrev.TH/CQrev.TC/� D W
0 �W 0 D 0: (C.10)

Re-arranging (C.10) – or, equivalently, (C.8) – gives

h
Q

0

.TC/�Qrev.TC/
i

D �
h
Q

0

.TH/ �Qrev.TH/
i
: (C.11)

Let us pause to consider the message contained in (C.11) with some care.
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The left hand side represents the heat energy isothermally “added by the dump” –
which is at temperature TC – “into the working substance of the two engines
operating in tandem.”2 And, if the inequality (C.9) holds – meaning, if the Carnot
statement of the second law is violated – then this heat energy is positive. So where
did this positive amount of heat energy go? Because no work has been done, and
the fact that the tandem engine is operating within an adiabatic enclosure, all of
this positive amount of heat energy, supplied by the low temperature dump, must
have been “transferred to the hot reservoir maintained at the higher temperature
TH.” And this is exactly what is demonstrated by the right hand side of (C.11). (To
double-check on this last statement, see the inequality (C.7).) The above findings
may be summarized as follows:

Violation of the Carnot version of the second law leads to a physically unaccept-
able conclusion: namely, that without external assistance a positive amount of heat
energy can be extracted from a cold dump and all of it transferred to a hot reservoir.
Thus, a violation of the Carnot version of the second law necessarily results in a
violation of the Clausius version of the second law.

2Do not forget that the tandem operation consists of a forwards working ordinary engine and a
backwards operating Carnot engine.



Appendix D
Positivity of the Entropy Increase: (4.73)

According to (4.73), in order to demonstrate the positivity of the total increase of
the entropy for general values of MH and MS one needs to show that the following
is true:

�Stotal D �Sc C�Sh D ln

�
Tf

Tc

�Mc

C ln

�
Tf

Th

�Mh

D ln

"�
Tf

Tc

�Mc

�
�
Tf

Th

�Mh

#
� 0: (D.1)

Equivalently, the validity of the following inequality needs to be proven.

"�
Tf

Tc

�Mc

�
�
Tf

Th

�Mh

#
� 1: (D.2)

In what follows in the present appendix, we prove the validity of the
inequality (D.2).

D.1 Analysis

Transferring Tc and Th to the right hand side, we get a convenient form for this
inequality.

Tf �
	
.Tc/

Mc
McCMh � .Th/

Mh
McCMh



: (D.3)

In order to demonstrate the validity of the above inequality it is helpful to introduce
some notational changes. For convenience, we shall use the following notation:

ˇ D
�
Mh

Mc

�
> 0I˛ D Th

Tc
� 1I z D

�
Mh

Mc CMh

�
D ˇ

1C ˇ
: (D.4)
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[Note, that z given above lies within the range 1 > z > 0: Also, that because both
Mh andMc are positive, so is their ratio ˇ:]

Using the notation introduced above in (D.4), (4.70) can be written as

.Tf/ D .McTc CMhTh/

.Mc CMh/
D McTc

 
.1C MhTh

McTc
/

Mc CMh

!
D Tc

�
1C ˇ˛

1C ˇ

�

D Tc

	�
1

1C ˇ

�
C z˛



D Tc.1� z C z˛/: (D.5)

Similarly, 	
.Tc/

Mc
McCMh � .Th/

Mh
McCMh




can be re-cast as

T
1

1Cˇ
c � T

ˇ
1Cˇ

h D Tc

�
Th

Tc

� ˇ
1Cˇ

D Tc˛
z: (D.6)

We can now re-state the positivity requirement for�Stotal; last represented in (D.3),
in a very compact form as follows:

1 � z C z˛ � ˛z

or equivalently as1

f .˛; z/ D 1 � z C z˛ � ˛z � 0: (D.7)

We notice that when ˛ D 1, the equality obtains and there is no change in the total
entropy. This, of course, is the trivial case where Th is equal to Tc: Similarly trivial
are the cases for z D 0 and z ! 1 which arise when either the mass or the specific
heat is zero in the expressions Mh or Mc . Another fact to remember is that when
z D 0:5 the general inequality reduces to the one already treated above in (4.76).

To begin the demonstration of the validity of the general inequality given in (D.7)
let us consider first the case where ˛ D 1C  with  � 1. Then for all values of z
lying within its allowed domain the inequality must hold because

f .1C ; z/ D z.1 � z/
2

2
> 0: (D.8)

Next we look at the rate of change of f .˛; z/ with respect to ˛. That is

df .˛; z/

d˛
D z � z

˛1�z
: (D.9)

1To see this, first replace the left hand side of (D.3) by the right hand side of (D.5). Next, replace
the right hand side of (D.3) by the right hand side of (D.6). Finally, cancel the multiplying factor
Tc from both sides.
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Now, because ˛ > 1 and 1 � z is positive

˛1�z > 1; (D.10)

within the specified domains for ˛ and z. This fact insures the positivity of the slope
df .˛;z/

d˛ :And beginning with ˛ D 1C, where f .˛; z/ is positive, the positivity of the
slope insure the positivity of f .˛; z/ itself. That is, of course, within the specified
domain for ˛ and z: namely, ˛ � 1 and 1 > z > 0:



Appendix E
Mixture of Van der Waals Gases

Because of the great historical importance of the Van der Waals theory of imperfect
gases, and the impetus it provided to the development of thermodynamics, it is in
order to ask how would the equation of state change for a mixture of different Van
der Waals gases. In particular, would the mixture preserve the Dalton’s law of partial
pressures?

In this appendix, we show that the equation of state for a mixture of Van
der Waals gases remains unchanged in form. However, despite its similarity to
the equation of state of an unmixed Van der Waals fluid, Dalton’s law of partial
pressures is not necessarily valid for a mixture of dissimilar gases.

E.1 Analysis

If the gases being mixed have no inter-molecular interaction, the equation of state
for the mixture is simply found.

PV D .N1 CN2/kBT D .n1 C n2/RT; (E.1)

whereN1,N2, or n1, n2 represent the number of molecules, or the number of moles,
in the two gases. As for a single gas, when interactions are taken into account au
Van der Waals, we expect both the pressure P and the volume V to get modified.

Let us treat first the attractive part of the potential. As for a single type of
molecular pair, we assume the range of interaction to be practically infinite for
all molecular pairs. Thus, the mutual potential energy of any pair of molecules,
separated by more than the hard core radius, is independent of their separation.
Accordingly, the total mutual potential energy,E11, of the N1 molecules of the first
Van der Waals gas is proportional to the number of distinct pairs of the first type of
molecules. That is

E11 / � N1.N1 � 1/

2
: (E.2)

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 609
DOI 10.1007/978-3-642-21481-3, © Springer-Verlag Berlin Heidelberg 2012



610 E Mixture of Van der Waals Gases

As noted earlier, this negative potential energy results in an attractive force between
molecules that leads to a reduction in the pressure which in the limit N1 
 1 can
be expressed as

Z11.V /N
2
1 =2; (E.3)

where N2
1 =2 is the number of distinct molecular pairs of the first type of molecules

and Z11.V / is a function of V and positive.
Of course, the mutual potential energy of the second type of molecules would

also cause a correspondingly similar reduction in pressure, namely

Z22.V /N
2
2 =2; (E.4)

where Z22.V / is a function of V and positive. Also, we have made the approxima-
tion N2 
 1.

Similarly, the attractive interaction between the two different type of molecules
would be proportional to the number of distinct pairs that can be formed. Note that
this number is N1 � N2. The corresponding reduction in pressure would therefore
be

Z12.V /N1N2: (E.5)

Because P is an intensive state variable, in the limit .N1 C N2/ 
 1 it is
independent of N1 C N2. Similarly, V is an extensive state variable, therefore in
this limit it scales linearly with N1 C N2. Clearly, therefore, all three Z.V /0s must
scale as

Z.V / / 1

V 2
; (E.6)

leading to the following expression for the change in pressure

ıP D �Z11.V /N 2
1 =2�Z22.V /N

2
2 =2�Z12.V /N1N2

D �z11
N 2
1

V 2
� z22

N 2
2

V 2
� 2z12

N1N2

V 2
; (E.7)

where we introduced the notation

Z11.V /

2
D z11
V 2

I Z22.V /
2

D z22
V 2

I Z12.V /
2

D z12
V 2
: (E.8)

Similar to the case where all molecules were identical, the phenomenological
constants z11; z22; z12 are all positive.

As before, it is convenient to work in molal units, and use the notation that
includes the Avogadro’s number NA:

N1 D n1NAIN2 D n2NA

z11N
2
A D a11I z22N

2
A D a22

z12N
2
A D a12I V D .n1 C n2/v: (E.9)
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Therefore, in complete analogy with the Van der Waals gas for only one type of
molecules with interaction parameter a; for the mixed gas we can also define an –
effective – interaction parameter a0;

�P D � a
0

v2
; (E.10)

where

a0 D
�
a11 n

2
1 C a22 n

2
2 C 2 a12 n1 n2

.n1 C n2/2

�
: (E.11)

The hard core part of the potential can also be treated in an analogous manner. As
before, the two types of molecules are assumed incompressible, spherical hard-balls
of radii r1 and r2.

Consider a pair of type 1 molecules. The nearest distance that their centers can
get to is 2r1. Accordingly, for each molecule, the equivalent of half of the spherical
volume – that is D 1

2
� 4	
3
.2r1/

3 – is excluded. Therefore, the contribution to the
total excluded volume due to short range repulsion only between type 1 molecules
is given by

N1

	
1

2
� 4	

3
.2r1/

3



�
�

N1

N1 CN2

�
: (E.12)

Note that when there are only a single type of molecules present, i.e., N2 D 0, we
retrieve the earlier result. When the second type of molecules are also there, we do

need the weighting factor described by the second term, namely
�

N1
N1CN2

�
, which

determines the probability for a chosen molecule to actually be of type 1.
Following the same argument, the contribution to the total excluded volume due

to the short range repulsion only between type 2 molecules is given by

N2

	
1

2
� 4	

3
.2r2/

3



�
�

N2

N1 CN2

�
: (E.13)

The excluded volume due to the avoidance of hard cores overlap for a type 1-type 2
pair is found as follows. The diameter of the excluded sphere is now r1 C r2. Also,
as mentioned above, rather than being N2

1 =2 or N2
2 =2, for this case the number of

distinct pairs is a function of both N1 and N2. Thus, we may represent this part of
the excluded volume as

˛.N1;N2/ �
	
1

2
� 4	

3
.r1 C r2/

3



: (E.14)

The constant ˛.N1;N2/ can be determined either by careful argument or a dimen-
sional approach. Below we pursue the latter course because it is both shorter and
easier to understand.
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Adding the three contributions to the excluded volume we get

N1

	
1

2
� 4	

3
.2r1/

3



�
�

N1

N1 CN2

�

CN2

	
1

2
� 4	

3
.2r2/

3



�
�

N2

N1 CN2

�

C˛.N1;N2/ �
	
1

2
� 4	

3
.r1 C r2/

3



: (E.15)

Clearly, when r1 D r2 D ro, the distinction between the two types of molecules
disappears. Accordingly, this entire expression should reduce to that obtained earlier
for molecules of a single type which number N D N1 C N2. This requirement is
satisfied if �

N2
1 CN2

2

N1 CN2

�
C ˛.N1;N2/ D N1 CN2: (E.16)

Thus, we are immediately led to the result

˛.N1;N2/ D
�
2N1N2

N1 CN2

�
: (E.17)

Therefore, to correct for hard core repulsion, the volume V in the ideal gas
equation of state has to be changed to .V ��V / where

�V D .n1 C n2/ b
0I

b0 D
�
b11 n

2
1 C b22 n

2
2 C 2 b12 n1 n2

.n1 C n2/2

�
(E.18)

and

b11 D NA
2	

3
.2r1/

3I ; b22 D NA
2	

3
.2r2/

3I b12 D NA
2	

3
.r1 C r2/

3: (E.19)

[See Figs. E.1a–d above.]
To sum up: The equation of state for a mixture of Van der Waals fluids remains

unchanged in form. That is, it can still be represented as:

�
P C a0

v2

�
.v � b0/ D RT; (E.20)

where a0 and b0 are the effective interaction and hard core exclusion parameters of
the mixture. It is easy to check that despite this similarity, unless a11 D a12 D a22
and b11 D b12 D b22 Dalton’s law of partial pressures is not necessarily valid. for
the mixture.
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a b

Fig. E.1 Hard Core Sphere of Exclusion for Homogeneous Pairs. (a) In a mixed gas composed
of molecules with radii r1 and r2, the size of the sphere of exclusion depends on the nature of the
neighboring pairs. For pairs of type .1/molecules the sphere of exclusion has radius 2r1. Similarly,
for pairs of type .2/ molecules, the radius of the sphere of exclusion is 2r2. (b) The shading for
the molecules is either dark or grey. The excluded volume is shaded very light-grey. (c) In a mixed
gas composed of molecules with radii r1 and r2, the size of the sphere of exclusion depends on the
nature of the neighboring pair. When the pair consists of different types of molecules, the excluded
volume is a sphere of radius r1 C r2. (d) Such a sphere – shaded very light-grey – can equivalently
be considered to reside on either of the two molecules



Appendix F
Positive-Definite Homogeneous Quadratic Form

A change of variable can always be devised to reduce an homogeneous, symmetric
quadratic form Qn of the type

Qn D Qx Oa x D
nX
i;j

xiai;j xj : (F.1)

to a sum of squares.1 In (F.1), xi ’s are assumed to be real and aij D aj i :

F.1 Analysis

To see how this may be done, let us introduce a variable �1

�1 D x1 C a12

a11
x2 C � � � C a1n

a11
xn: (F.2)

Now, subtract a11�21 from Qn. This eliminates all terms that involve x1: In a similar
fashion, a second variable �2 can then be introduced to eliminate all terms containing
x2: Following this process, eventually one obtains

1Note that by using a linear transformation the vector Qx can be transformed to another set of
variables. Thus, the reduction to sum of squares can be done in innumerable ways. This does
not affect the substance of the requirement for positive-definiteness as long as the transformation
is non-singular. Indeed, irrespective of the choice of variables, the number of positive, zero, or
negative coefficients does not change. Note, the objective of the current exercise is to affect a
transformation that reduces the quadratic form to a sum of squares. For positivity of the form, every
one of the coefficients multiplying the square terms must therefore be positive. See, for instance,
Harold and B. S. Jeffreys, Methods of Mathematical Physics, page 137, Cambridge University
Press (1957) and references cited there.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 615
DOI 10.1007/978-3-642-21481-3, © Springer-Verlag Berlin Heidelberg 2012
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Qn D a11�
2
1 C b2�

2
2 C � � � C bn�1�2n�1 C bnx

2
n; (F.3)

where �j contains terms that involve xi ’s for i � j:

F.2 Positive Definiteness of 3 � 3 Quadratic Form

It is helpful to demonstrate in detail the procedure described above. To this end, we
append below the case for n D 3:

Let2 us look at Q3:

Q3 D
3X
i;j

xiai;j xj

D �
a11 x

2
1 C 2a12 x1 x2 C 2 a13 x1 x3

�C 2a23x2x3 C a22x
2
2 C a33x

2
3 :

To eliminate x1 from the above equation, define

�1 D x1 C
�
2 a12

2a11

�
x2 C

�
2 a13

2a11

�
x3: (F.4)

Next, calculate a11�21 and subtract it from Q3: This leads to the following, where x1
has been eliminated.

Q3 � a11�
2
1 D

	
.a11a22 � a212/

a11
x22 C .a11a23 � a12a13/

a11
2 x2 x3




C .a11 a33 � a213/
a11

x23 : (F.5)

Next, we need to eliminate x2: To this end, much like what we did earlier, we choose:

�2 D x2 C
2
�
a11 a23�a12 a13

a11

�

2
�
a11 a22�a212

a11

� x3: (F.6)

Then, much as was done before, we calculate .a11 a22�a212/
a11

�22 and write

2Note, square brackets will be inserted here to assist the reader in recognizing the pattern used for
introducing the variables �i :
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Q3 D a11�
2
1 C .a11a22 � a212/

a11
�22

C .a11a22a33 � a212a33 � a213a22 � a11a
2
23 C 2a12a13a23/

.a11a22 � a212/
x23 :

Note that in addition to x1 we have now also excluded x2: There is no need to bother
about excluding x3 because it occurs only as a square which is exactly the form we
are looking for. Note that the last variable – which is x3 here – will always occur in
the squared format.

For Q3 to be positive definite, the coefficients of the square terms have to be
positive definite. That is

a11 > 0; (F.7)

.a11a22 � a212/

a11
> 0; (F.8)

and
.a11a22a33 � a212a33 � a213a22 � a11a223 C 2a12 a13 a23/

.a11a22 � a212/
> 0: (F.9)

Note, the denominators of (F.8) and (F.9) are positive because of the preceding
inequalities given in (F.7) and (F.8), respectively.

All the three inequalities (F.7), (F.8) and (F.9) can more conveniently be
displayed as determinants.

jA1j D a11 > 0; (F.10)

jA2j D
ˇ̌
ˇ̌a11 a12
a21 a22

ˇ̌
ˇ̌ > 0; (F.11)

and

jA3j D
ˇ̌
ˇ̌
ˇ̌
a11 a12 a13
a21 a22 a23

a31 a32 a33

ˇ̌
ˇ̌
ˇ̌ > 0: (F.12)

Note that jA1j ; jA2j, and jA3j are principal minors of Oa: Indeed, it turns out3 that
positive definiteness of such a quadratic form for general n is assured if all the
principal minors of the determinant – of the n�nmatrix of the quadratic form – are
positive-definite.

F.2.1 A Helpful Surprise

In the following appendix – i.e., appendix G – we study a thermodynamic system
that generates a 3 � 3 homogeneous, symmetric quadratic form. For this system,

3See footnote 1.
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the substance of the inequalities (F.10) and (F.11) – that involve differentiation
with respect to only the two variables x1 and x2 – is readily unraveled and we
are led to two eminently simple physical dictates for thermodynamic stability:
namely that the specific heat CV and the isothermal compressibility �T must both
be positive definite. On the other hand, the analysis of the rather fierce looking
inequality (F.12) – which involves nine terms – is much more involved. It is,
however, noted that:

1. The given quadratic form can just as easily be represented as

Q3 D fx3; x2; x1g � Ob �
8<
:
x3
x2

x1

9=
; > 0; (F.13)

where

Ob D
0
@
a33 a32 a31

a23 a22 a21
a13 a12 a11

1
A : (F.14)

According to this representation, positive definiteness of Q3 is assured if

jB1j D a33 > 0; (F.15)

jB2j D
ˇ̌
ˇ̌a33 a32
a23 a22

ˇ̌
ˇ̌ > 0; (F.16)

and

jB3j D
ˇ̌
ˇ̌
ˇ̌
a33 a32 a31
a23 a22 a21

a13 a12 a11

ˇ̌
ˇ̌
ˇ̌ D jA3j > 0: (F.17)

2. Note that the corresponding terms equivalent to the current inequality (F.15)
appear to irreducibly involve only the third linearly independent variable x3.
Thus, a complete description of the positive definiteness of Q3 is provided by
the already disentangled two inequalities (F.10) and (F.11), and the simple third
inequality given in (F.15). (See (G.18) for details.)



Appendix G
Thermodynamic Stability: Three Extensive
Variables

In an earlier analysis – see (9.38) – the requirement that under appropriate conditions
the system energy is a minimum was used to predict the stability criteria of a simple
system. We found that for intrinsic thermodynamic stability, both the specific heat
at constant volume and the isothermal compressibility must be positive. That is the
following must hold:

Cv > 0I�t > 0: (G.1)

The first requirement, namely,Cv > 0; has an obvious physical basis: When heat
energy is not allowed to be used for expanding the volume, all that any addition of
heat energy cane do is increase the system temperature.

The positivity of the isothermal compressibility �t is testified to by observation.
When the temperature is held constant, increase in compression shrinks the volume
of the object being compressed.

In this appendix, we consider an isolated system composed of a single chem-
ical constituent with variable mole number. The variability of the mole number
introduces n as an additional extensive variable. Accordingly, as shown below, the
conditions for intrinsic stability also include a third requirement: namely,

�
@�

@n

�

S;v

> 0: (G.2)

Much like the first two requirements, the third requirement also has an obvi-
ous physical basis. In order to maintain thermodynamic equilibrium, addition of
molecules, to an otherwise isolated system in equilibrium, must increase their
chemical potential. A hint of this phenomenon was already noted in the chapter
on “Zeroth Law; Motive Forces; Stability” – See (9.12) – where we observed that
the chemical potential is higher in a region of higher particle density.

R. Tahir-Kheli, General and Statistical Thermodynamics, Graduate Texts in Physics, 619
DOI 10.1007/978-3-642-21481-3, © Springer-Verlag Berlin Heidelberg 2012
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G.1 Energy Minimum Procedure: Intrinsic Stability

To satisfy the energy minimum extremum, the following two requirements must be
satisfied:

.dU /S;V;n D 0; (G.3)

.d2U /S;V;n > 0: (G.4)

Note, now the internal energy U is considered to be a function of three independent
variables S; V and n: That is:

U D U.S; V; n/: (G.5)

According to the first-second law:

dU.S; V; n/ D
�
@U

@S

�

V;n

dS C
�
@U

@V

�

S;n

dV C
�
@U

@n

�

V;S

dn

D T dS � P dV C �dn: (G.6)

The first requirement, given in (G.3), has already been fully explored and
exploited in the chapter titled “Equilibrium, Motive Forces, and Stability.” In order
to analyze the second requirement for the energy to be a minimum – see (G.4) – it
is convenient to utilize a matrix procedure and introduce compact notation. To this
end, define the matrix

OJ D
0
@
USS USV USn

UVS UVV UVn

UnS UnV Unn

1
A ; (G.7)

where

USS D
�
@2U

@2S

�

V;n

IUSV D
�
@2U

@S@V

�

n

IUSn D
�
@2U

@S@n

�

V

I

UVS D
�
@2U

@V @S

�

n

IUVV D
�
@2U

@2V

�

S;n

IUV;n D
�
@2U

@V @n

�

S

I

UnS D
�
@2U

@n@S

�

V

IUnV D
�
@2U

@n@V

�

S

IUnn D
�
@2U

@2n

�

V;S

: (G.8)

Then write

d2U.S; V; n/ D fdS; dV; dng � OJ �
8<
:

dS
dV
dn

9=
; > 0: (G.9)
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For this inequality to hold, the principal minors of the determinant jOJj have to be
positive definite. Accordingly,

jJ1j D USS > 0; (G.10)

jJ2j D
ˇ̌
ˇ̌USS USV

UVS UVV

ˇ̌
ˇ̌ > 0; (G.11)

and

jJ3j D
ˇ̌
ˇOJ
ˇ̌
ˇ D

ˇ̌
ˇ̌
ˇ̌
USS USV USn

UVS UVV UVn

UnS UnV Unn

ˇ̌
ˇ̌
ˇ̌ > 0: (G.12)

Now,

jJ1j D
0
@@

��
@U
@S

�
V;n

�

@S

1
A
V;n

D
�
@T

@S

�

V;n

D
�
@T

@U

�

V;n

�
�
@U

@S

�

V;n

D
�
1

CV

�
� T > 0: (G.13)

Again, much like the entropy maximum principle, the energy minimum principle
requires the positivity of the specific heat CV:

Next, let us for convenience use the Jacobian form for the inequality (G.11).

jJ2j D
"
@
��
@U
@S

�
V
;
�
@U
@V

�
S

�

@ .S; V /

#

n

> 0: (G.14)

Because �
@U

@S

�

V;n

D T;

and �
@U

@V

�

S;n

D �P;

we can write

jJ2j D
	
@.T;�P/
@.S; V /




n

D
	
@.P;�T /
@.V; S/




n

D
	
@.P;�T /
@.V; T /

� @.V; T /
@.V; S/




n

D
	
@.�P; T /
@.V; T /

� @.T; V /
@.S; V /




n

D �
	�
@P

@V

�

T

�
�
@T

@S

�

V




n

D
	�

1

V�T

�
�
�
T

CV

�


n

> 0: (G.15)
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Noting the already established requirement that CV be > 0; this inequality is
satisfied only if �T is also > 0:

Thus, the physical requirements for intrinsic stability in a simple isolated system
are the same irrespective of whether we use the principle of entropy maximum or
energy minimum.

G.1.1 Third Requirement for Intrinsic Stability

The foregoing analysis of the positivity of jJ1j and jJ2j has not been hard work. It
appears, however, that the same may not be true for analyzing the positivity of the
determinant jJ3j which has nine terms, each of which is a multiple of three different
double derivatives. Therefore, in order to sail this route, we take a different tack.

As noted in Appendix G, a quadratic form of the type found in d2U.S; V; n/ that
is given in (G.9) can just as well be represented as follows:

d2U.S; V; n/ D fdn; dV; dSg � OK �
8
<
:

dn
dV
dS

9
=
; > 0; (G.16)

where

OK D
0
@
Unn UnV UnS
UVn UV V UVS
USn USV USS

1
A > 0: (G.17)

As a result, its positivity requires that the principal minors jK1j ; jK2j, and jK3j be
positive definite. Here

jK1j D Unn D
�
@2U

@2n

�

S;V

D
 
@
�
@U
@n

�
S;V

@n

!

S;V

D
�
@�

@n

�

S;V

> 0: (G.18)

Because for given S and V , the above requirement involves only the rate of change
of the chemical potential with respect to the occupancy n (of the relevant molecule),
and the earlier two requirements explicitly depended only on the rates of change of
the other two extensive parameters, S and V , therefore this must be the third linearly
independent requirement for intrinsic stability.

A clear display of the important results is given below.
For intrinsic thermodynamic stability the following three physical requirements

must be satisfied:
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CV > 0;

and

�T > 0;

and�
@�

@n

�

S;V

> 0: (G.19)

Much like the first two requirements noted above, the third requirement also has
an obvious physical basis: to maintain thermodynamic equilibrium, addition of
molecules, to an otherwise isolated system in equilibrium, must increase their
chemical potential. A hint of this phenomenon has already been noted in the chapter
on “Zeroth Law; Motive Forces; Stability” – See (9.12) – where we observed the
equivalent of the fact that the chemical potential is higher in a region of higher
particle density.1

G.2 Examples

G.2.1 Example I

Represent a row-vector of intensive variables, fdT;�dP; d�g; in terms of its
conjugate column-vector. In other words, find the matrix OM that is defined by the
following relationship:

fdT;�dP; d�g D OM �
8<
:

dS
dV
dn

9=
; : (G.20)

G.2.1.1 Solution

Begin with the first intensive variable on the left hand side and represent it as a
function of all the extensive variables. That is,

T D T .S; V; n/: (G.21)

1For instance, compare with that statement: Simply put, the requirement that in an isolated system
the entropy must increase in an isothermal spontaneous process, mandates the molecular flow, at
constant temperature, to occur away from a region of higher chemical potential towards a region
of lower chemical potential.
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Exploit the fact that dT is an exact differential.

dT .S; V; n/ D
�
@T

@S

�

V;n

dS C
�
@T

@V

�

S;n

dV C
�
@T

@n

�

S;V

dn: (G.22)

Now invoke the first-second law

T dS D dU C P dV � � dn; (G.23)

and note that for constant V and n

T .dS/V;n D .dU /V;n : (G.24)

Therefore,

T D
�
@U

@S

�

V;n

: (G.25)

Introduce this expression for T in the three terms on the right hand side of (G.22) to
get

dT .S; V; n/ D
 
@
�
@U
@S

�
V;n

@S

!

V;n

dS C
 
@
�
@U
@S

�
V;n

@V

!

S;n

dV C
 
@
�
@U
@S

�
V;n

@n

!

S;V

dn

D USSdS C USV dV C USndn: (G.26)

We follow the same procedure for the remaining two intensive variables –P and� –
on the left of hand side of (G.20). Without comment, salient steps of this exercise
are recorded below.

P D P.S; V; n/I

dP D
�
@P

@S

�

V;n

dS C
�
@P

@V

�

S;n

dV C
�
@P

@n

�

S;V

dnI

P D �
�
@U

@V

�

S;n

I

�dP D US;V dS C UVV dV C UnV dn: (G.27)

� D �.S; V; n/I

d� D
�
@�

@S

�

V;n

dS C
�
@�

@V

�

S;n

dV C
�
@�

@n

�

S;V

dnI

� D
�
@U

@n

�

S;V

I

d� D UnSdS C UnV dV C Unndn: (G.28)
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Equations (G.26)–(G.28) are readily seen to be represented by (G.20) where

OM D
0
@
USS USV USn

USV UVV UnV
UnS UnV Unn

1
A : (G.29)

G.2.2 Example II

Find matrix OH where

fdT;�dV; d�g D OH �
8<
:

dS
�dP

dn

9=
; : (G.30)

G.2.2.1 Solution

T D T .S; P; n/I

dT D
�
@T

@S

�

P;n

dS C
�
@T

@P

�

S;n

dP C
�
@T

@n

�

S;P

dnI

T dS D dH � V dP � �dnI

T D
�
@H

@S

�

P;n

I

dT D HSS dS C UPS dP CHnS dn: (G.31)

V D V.S; P; n/I

dV D
�
@V

@S

�

P;n

dS C
�
@V

@P

�

S;n

dP C
�
@V

@n

�

S;P

dnI

V D
�
@H

@P

�

S;n

I

dV D HSP dS CHPP dP CHnP dn: (G.32)
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� D �.S; P; n/I

d� D
�
@�

@S

�

P;n

dS C
�
@�

@P

�

S;n

dP C
�
@�

@n

�

S;P

dnI

� D
�
@H

@n

�

S;V

I

d� D HSndS CHPn dP CHnndn: (G.33)

Thus

OH D
0
@
HSS HPS HnS

HSP HPP HnP

HSn HPn Hnn

1
A : (G.34)



Appendix H
Massieu Transforms: The Entropy
Representation

To determine the Massieu transforms,1 one needs to use the entropy representation.2

In this representation, the entropy s acts as the central thermodynamic potential.3

H.1 Massieu Potential: Mfv; ug

Let us consider, in the entropy representation, the fundamental equation for a simple
thermodynamic system that is recorded in (8.18). For convenience, it is re-produced
in an equivalent form below:

s D
�p
t

�
v C

�
1

t

�
u �

��
t

�
nC

�Y
t

�
X : (H.1)

This equation describes how the extensive variable, the entropy s; depends on other
extensive variables: the volume v, the internal energy u, the mole numbers n; and
extensive parameters such as X : The simple system being treated here has constant
number of atoms and does not have any dependence on the term .Y X /: For
such a system, a convenient appropriate relationship is provided by the statement
of the first-second law. That statement was originally given in (5.6). Again, for
convenience, we reproduce it below. ( Also, compare (10.13))

ds D
�p
t

�
dv C

�
1

t

�
du: (H.2)

1Massieu, M. F.
2Corresponding work in the energy representation – called the Legendre transformations – is
discussed in the chapter on Thermodynamic Potentials.
3For example, recall that, in the chapter titled “Equilibrium, Motive Forces, and Stability,” the
entropy was shown to play a central role in determining thermodynamic equilibrium and stability.
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Clearly, for the entropy s, the “canonical” – i.e., the characteristic – independent
variables are the volume v and the internal energy u: that is,

s D s.v; u/: (H.3)

The entropy s.v; u/; therefore, is itself the Massieu potential M fv,ug: That is:
s.v; u/ D M fv,ug:

H.1.1 Massieu Potential: M
˚
v; 1

t

�

Rather than the internal energy u – as is the case in (H.2) above – the inverse
temperature,

�
1
t

�
; is greatly preferred as an independent variable. Therefore, in

(H.2), the variable of interest – that we should transform out of – is the internal
energy u which occurs in the form C. 1

t
/ du: In order to eliminate du; we transcribe

C. 1
t
/ du as follows.

Add �. 1
t
/ u to the primary potential s. This introduces an alternate Massieu

potentialM fv; 1
t
g:

M

�
v;
1

t

�
D s �

�
1

t

�
u D �f

t
: (H.4)

(Note: �t:M fv; 1
t
g is equal to the Helmholtz free energy f. Thus M fv; 1

t
g is really

a close relative of an old, but important, thermodynamic potential.) Differentiate
M fv; 1

t
g:

dM

�
v;
1

t

�
D .ds/ �

�
1

t

�
du � ud

�
1

t

�
: (H.5)

And, cancel � � 1
t

�
du by inserting the original relationship for ds given in (H.2).

That is

dM

�
v;
1

t

�
D
�p
t

�
dv C

�
1

t

�
du �

�
1

t

�
du � u d

�
1

t

�

D
�p
t

�
dv � u d

�
1

t

�
: (H.6)

The inverse temperature
�
1
t

�
is the new independent variable that is conjugate to the

previous independent variable the internal energy u: Note, both the characteristic
independent variables here, v and 1

t
; are easy to measure.
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H.1.2 Remark

The simple thermodynamic system being considered here provides only four
possible choices for the pairs of independent characteristic variables. These are:
.v; u/; .v; 1

t
/; .

p

t
; 1
t
/ and .p

t
; u/: So far in this appendix, only two of these four pairs

have been utilized: namely, .v; u/ in M fv,ug; .v; 1
t
/ in M fv; 1

t
g: To make use of the

last two pairs, namely .p
t
; 1
t
/ and

�p
t
; u
�
; we need to proceed, in the usual fashion,

as follows:

H.1.3 Massieu Potential: Mfp

t
; ug

The appropriate new thermodynamic potential is:

M

�
p

t
; u

�
D s �

�p
t

�
v: (H.7)

Take its derivative,

d
�
M
np
t
; u
o�

D ds �
�p
t

�
dv � v d

�p
t

�
: (H.8)

Now, following (H.2), replace ds by
�
p

t

�
dv C �

1
t

�
du: This yields the following

relationship.

d
�
M
np
t
; u
o�

D ds �
�p
t

�
dv � vd

�p
t

�

D
�p
t

�
dv C

�
1

t

�
du �

�p
t

�
dv � v d

�p
t

�

D
�
1

t

�
du � v d

�p
t

�
: (H.9)

Note: The Massieu potential, M fp
t
; ug, whose independent characteristic variables

are p

t
and u, is not a “close relative” of previous thermodynamic potentials. Rather,

it is a new thermodynamic potential.

H.1.4 Massieu Potential: Mfp

t
; 1

t
g

Choose the following Massieu potential:



630 H Massieu Transforms: The Entropy Representation

M

�
p

t
;
1

t

�
D M

�
v;
1

t

�
�
�p
t

�
v

D s �
�
1

t

�
u �

�p
t

�
v D �g

t
: (H.10)

(Note: �t:M fp
t
; 1
t
g is equal to the Gibbs free energy g: Thus M fp

t
; 1
t
g is not a

new function. Rather, it is a close relative of an old, but important, thermodynamic
potential: the Gibbs free energy.) Then differentiate both sides.

d

�
M

�
p

t
;
1

t

��
D d

�
M fv; 1

t
g
�

�
�p
t

�
� dv � v � d

�p
t

�
: (H.11)

Now, using (H.6), replace dM fv; 1
t
g by

�
p

t

�
dv � ud

�
1
t

�
: This yields the desired

relationship.

d

�
M

�
p

t
;
1

t

��
D �v � d

�p
t

�
� u � d

�
1

t

�
: (H.12)

As mentioned above, the Massieu potentialM fp
t
; 1
t
g is not new. Rather, it is closely

related to the Gibbs free energy g:



Appendix I
Integral (11.83)

We need to calculate the following:

ui D u

D
R 	
o

sin.
1/d
1
R 2	
o

d�1
R 	
o

sin.
2/d
2
R 2	
o

d�2F .1; 2/ exp Œ�ˇ F .1; 2/�R 	
o

sin.
1/d
1
R 2	
o

d�1
R 	
o

sin.
2/d
2
R 2	
o

d�2 exp Œ�ˇ F .1; 2/�
; (I.1)

where

F .1; 2/ D �
�
C�1�2

R3

�
Œ2 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/� : (I.2)

Normally the needed integrals would be done by numerical methods. However, if

the system is at high enough temperature such that
�
C�1�2
kBTR3

�
� 1; the exponential

can be expanded in powers of the exponent, i.e,

exp Œ�ˇF .1; 2/� D 1 � ˇF .1; 2/C 1

2
ŒˇF .1; 2/�2 C � � � ; (I.3)

and the resultant integrals done by standard analytical methods.
Let us look first at the denominator of (I.1). We have:

Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2 exp Œ�ˇF .1; 2/�

D
Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2

�ˇ
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2 F .1; 2/
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Cˇ2

2

Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/:d
2

Z 2	

o

d�2 ŒF .1; 2/�
2 C � � �

D A1 � ˇA2 C .ˇ/2

2
A3 C � � � (I.4)

Then

A1 D
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2I

D Œ� cos.
1/�
	
o .2	/ Œ� cos.
2/�

	
o .2	/

D 2 .2	/ 2 .2	/ D .4	/2 (I.5)

and

A2 D
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2 F .1; 2/

D �
�
C�1 �2

R3

�Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2

� Œ2 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/� D 0: (I.6)

To convince ourselves that A2 D 0; all we need to notice is that the following two
integrals are vanishing. That is,

2

Z 	

o

sin.
1/ cos.
1/d
1

D
Z 	

o

sin.2 
1/d
1 D �
	

cos.2 
1/

2


	
0

D �
	
1 � 1
2



D 0 (I.7)

and

Z 2	

o

cos.�1 � �2/d�1

D cos.�2/
Z 2	

o

cos.�1/d�1 C sin.�2/
Z 2	

o

sin.�1/ d�1

D cos.�2/ Œsin.�1/�
2	
0 � sin.�2/ Œcos.�1/�

2	
0

D cos.�2/ Œ0 � 0�� sin.�2/ Œ1 � 1� D 0: (I.8)

The calculation of A3 requires a little more effort. We have
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A3h
�
�
C�1 �2
R3

�i2 D
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2

2
4 F .1; 2/

�
�
C�1�2
R3

�
3
5
2

D
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2

� Œ2 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/�2
� Part1 C Part2; (I.9)

where

Part1 D
Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2

�
h
4 cos 
21 cos 
22 C sin 
21 sin 
22 cos .�1 � �2/

2
i

I

Part2 D
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2

� Œ�4 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/�
D 0: (I.10)

We have asserted in the above that Part2 is vanishing. This is assured by the fact
that one of its multiplying factors is the integral

R 2	
o

cos.�1 � �2/ d�1: That integral
was shown, in (I.8), to be equal to zero.

Regarding Part1; it is convenient to separate it into two subsidiary parts. That
is,

Part1 � Part1.I /C Part1.II / (I.11)

where

Part1.I / D
Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2
�
4 cos 
21 cos 
22

�

D 4

Z cos.
1/D�1

cos.
1/D1
cos 
21 f�d cos.
1/g

Z 2	

o

d�1

�
Z cos.
2/D�1

cos.
2/D1
cos 
22 f�d cos.
2/g

Z 2	

o

d�2

D 4

Z 1

�1
�2 d� .2	/ �

Z 1

�1
�2 d� .2	/ D 4

�
4	

3

�2
; (I.12)
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and

Part1.II/ D
Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2

�
h
sin 
21 sin 
22 cos .�1 � �2/

2
i

D
Z 	

o

sin.
1/3 d
1

Z 	

o

sin.
2/3 d
2

�
Z 2	

o

d�1

Z 2	

o

d�2 cos .�1 � �2/2 : (I.13)

Relevant integrals in (I.13) are done as follows:

Z 	

o

sin.
1/3 d
1 D
Z 	

o

sin.
2/3 d
2 D
Z 	

o

	
3 sin.
1/� sin.3 
1/

4



d
1

D 3

4
Œ1C 1� � 1

4

Œ1C 1�

3
D
�
4

3

�
I

Z 2	

o

d�1

Z 2	

o

d�2 cos .�1 � �2/2

D
Z 2	

o

d�1

Z 2	

o

d�2
�
cos.�1/

2 cos.�2/
2 C sin.�1/

2 sin.�2/
2
�

C 2

Z 2	

o

sin.�1/ cos.�1/d�1

Z 2	

o

sin.�2/ cos.�2/d�2: (I.14)

The integrals in the last row in (I.14) are clearly both equal to zero. And the relevant
integrals in the row before are of the form:

Z 2	

o

d�1 cos.�1/2 D
Z 2	

o

	
1C cos.2 �1/

2



d�1 D

�
2	

2

�
I

Z 2	

o

d�1 sin.�1/
2 D

Z 2	

o

	
1 � cos.2�1/

2



d�1 D

�
2	

2

�
:

As a result

Z 2	

o

d�1

Z 2	

o

d�2 cos .�1 � �2/2

D
Z 2	

o

d�1

Z 2	

o

d�2
�
cos.�1/2 cos.�2/2 C sin.�1/2 sin.�2/2

�
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C 2

Z 2	

o

sin.�1/ cos.�1/d�1

Z 2	

o

sin.�2/ cos.�2/d�2

D
�
2	

2

�2
C
�
2	

2

�2
C 2 � 0 � 0 D 2	2: (I.15)

Combining (I.13)–(I.15) gives

Part1.II/ D
�
4

3

�
�
�
4

3

�
� �2	2� :

Having calculated Part1.I / and Part1.II / and recalling that Part2 is vanishing –
see (I.10) – we are now able to write the complete result for (I.4), namely the
denominator of (I.1). Note this denominator is needed for the calculation of, u; the
average energy per mole.

Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2 exp Œ�ˇF .1; 2/�

D A1 � ˇA2 C .ˇ/2

2
A3 C � � �

D .4	/2 C 0C ˇ2

2

	�
C�1 �2

R3

�
2
ŒPart1.I/C Part1.II/C Part2�C � � �

D .4	/2 C ˇ2

2

	�
C�1 �2

R3

�
2 "
4

�
4 	

3

�2
C
�
4

3

��
4

3

�
2	2 C 0

#
C � � �

D .4	/2

"
1C ˇ2

3

�
C�1 �2

R3

�2#
C � � � (I.16)

Having thus calculated the denominator on the right hand side of (I.10, we deal next
with the numerator. Expanding the exponential as given in (I.3), the numerator of
(I.1) is the following:

Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2F .1; 2/ exp Œ�ˇF .1; 2/�

D
Z 	

o

sin.
1/d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2F .1; 2/

�ˇ
Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/d
2

Z 2	

o

d�2 ŒF .1; 2/�
2 C � � �

D 0 � ˇA3

D �ˇ2
3
.4	/2

	
C�1�2

R3


2
: (I.17)
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Here, we have made use of the following information: As was demonstrated earlier –
see (I.6) and the discussion that followed – we have

Z 	

o

sin.
1/ d
1

Z 2	

o

d�1

Z 	

o

sin.
2/ d
2

Z 2	

o

d�2 F .1; 2/ D 0:

Also, the last integral in (I.17) has already been evaluated as A3 – see (I.4)–(I.16).
The average value, U; of the energy of N dipole pairs is N times the average

energy, u; of a single dipole pair. Note that u is the ratio of the results given in (I.17)
and (I.16). That is,

U D N u D �Nˇ A3
.4	/2

	
1C ˇ2

3

�
C �1�2
R3

�2
 C � � �

D �N ˇ
2

3

�
C�1�2

R3

�2 "
1 � ˇ2

3

�
C �1 �2

R3

�2#
C � � �

� �N ˇ
2

3

�
C�1 �2

R3

�2
: (I.18)

I.0.5 Average Force Between a Pair

The force ƒ between any pair of dipoles can be determined by differentiating their
intra-pair potential energy F.1; 2/ that was specified in (I.2). That is,

F.1; 2/ D �
�
C�1 �2

R3

�
Œ2 cos 
1 cos 
2 � sin 
1 sin 
2 cos .�1 � �2/� ;

ƒ D �
�
@F.1; 2/

@R

�

�1;�2;
1;
2;�1;�2

D
�
3

R

�
F.1; 2/: (I.19)

Similar to the average energy of a pair,< F.1; 2/ > – see (11.83) and (11.84) – we
can also represent the average value of the intra-dipolar force, ƒ; as < ƒ > : Very
conveniently, in this case they are related!

< ƒ > D
�
3

R

�
< F.1; 2/ >D

�
3

RN

�
U

D �ˇ 2
R

�
C�1�2

R3

�2
: (I.20)

(Note, U is as given in (I.18).)
Clearly, the thermodynamic average of the force between any single pair of

dipoles is attractive.



Appendix J
Indistinguishable, Non-Interacting Quantum
Particles

For a gas of n non-interacting free particles with mass m and momenta p; the
Hamiltonian Hn is

Hn D
X
p

np "p; (J.1)

where np is the number of free quantum particles with momentum p:

n D
X
p

np I "p D p2

2m
: (J.2)

Therefore, the partition function, given in (11.207), can be written as

‰.z; V; T / D
1X
nD0

Tr Œexp f�ˇ.Hn � �n/g�

D
1X
nD0

Tr

"
exp

(
�ˇ

 X
p

."p � �/np

!)#

D
1X
nD0

0X
np

Y
p

�
exp

˚�ˇ ."p � �/np
��
; (J.3)

where the primed sum over np , i.e.,
P0

np
; includes only those values of np for whichP

p np D n:

Note: in deference to the physical requirements of the grand Canonical ensemble,
the double summation in the last row of (J.3) must occur in the following manner:

First: we must sum over np in such a way that the total number of atoms are kept
equal to n W that is,

P
p np D n:

Second: the next summation is over n; which must include all physically allowed
values.
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An important mathematical result is that such double summation – in which the
summation over n occurs after the np summation – is in fact equivalent to a product
of independent, single sums over all values of the numbers np – and not just those
that satisfy the sum-rule:1

P
p np D n: As a result we can re-express the last row

of (J.3) as follows:

‰.z; V; T / D
nmaxX
noD0

Œexp f�ˇ."o � �/nog�

�
nmaxX
n1D0

Œexp f�ˇ."1��/n1g��
nmaxX
n2D0

Œexp f�ˇ."2 � �/n2g� � � � � (J.4)

For the Bose–Einstein gas, nmax can be as large as 1: On the other hand, for a
Fermi–Dirac gas, the occupancy of each state is limited to two. Therefore, for an
FD gas, no; n1; n2; : : : ; etc:; may take on only two values: 0 and 1:

J.1 Quantum Statistics: Grand Canonical Partition Function

The so called Bose–Einstein (BE) particles obey the Bose statistics in which there
is no restriction on the occupation number of any state: so it can range between zero
and infinity. Therefore, nmax D 1 and any of the sums in (J.4) – e.g., the i�th –
can be written as follows:

nmaxD1X
niD0

Œexp f�ˇ."i � �/ni g� D
�

1

1 � exp f�ˇ."i � �/g
�
: (J.5)

As a result, (J.4) becomes

Œ‰.z; V; T /�B�E D ‰.z; V; T /

D
Y
i

�
1

1 � exp f�ˇ."i � �/g
�

I

ŒQ.z; V; T /�B�E D �B�E ln Œ‰.z; V; T /�B�E

D ��B�E
X
i

ln Œ1 � exp f�ˇ."i � �/g�

D ��B�E
X
i

ln Œ1 � z exp .�ˇ"i/� : (J.6)

1A motivated student would want to test this assertion by working through the sum over n from
n D 0 ! 2:
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Recall that z D exp.ˇ�/: Also that �B�E is the spin degeneracy weight factor
which is equal to unity for the BE gas. Both "i and the sum

P
i are explained in

(J.9).
In contrast with Bose statistics, for Fermi particles with spin 1

2
; the sum over

ni is restricted to only two cases: ni D 0 and1: This limits nmax to the number 1:
Therefore, for the so called Fermi–Dirac(FD) gas, any of the sums in (J.4) – say, the
i -th – can be written as:

nmaxD1X
niD0

Œexp f�ˇ."i � �/ni g� D 1C exp f�ˇ."i � �/g: (J.7)

As a result (J.4) becomes

Œ‰.z; V; T /�F�D D ‰.z; V; T /

D
Y
i

.1C exp f�ˇ."i � �/g/ I

ŒQ.z; V; T /�F�D D �F�D ln Œ‰.z; V; T /�F�D

D �F�D
X
i

ln Œ1C exp f�ˇ."i � �/g�

D �F�D
X
i

ln Œ1C z exp .�ˇ "i /� ; (J.8)

where the spin-degeneracy factor�F�D D 2:

Following a suggestion by Pathria, we can combine (J.6) and (J.8) and thus
describe in a single equation the quantum non-interacting particles of both the
BE and the FD varieties. While we do not necessarily need it, such description
also simultaneously contains the corresponding representation for a classical non-
interacting gas.

Q.z; V; T / D �

a

X
i

ln Œ1C a z exp .�ˇ "i/� ;

where

a D �1; for BE gas

D C1; for FD gas

! 0; for classical gas;

and

� D .2S C 1/ D 2; for spin
1

2
FD gas

D 1; otherwise: (J.9)



Appendix K
Landau Diamagnetism

In addition to usual paramagnetism, conduction electrons are also subject to a sort
of negative paramagnetism whereby the effect of applied field in a given direction
produces a magnetic moment that faces in the opposite direction. Such behavior,
resulting in negative susceptibility, is called: “diamagnetic.”

So far in our study of the conduction electrons, we have not considered any
effects of the orbital motion. In the presence of applied magnetic field Bo – say,
along the z-axis – an electron follows a helical path around the z-axis. The rotational
motion is caused by the so called Lorentz force. Its projection on the x–y plane is
completely circular. While a single rotating electron may be diamagnetic, when a
large number N of electrons are present, and they are subject to reflection from the
enclosing walls, classical statistics predicts that there is “complete” – i.e., to the
leading order in N – cancelation of diamagnetic effect. Therefore, as first noted by
Bohr, van Leeuwen, and others, classical statistical description of this motion cannot
lead to diamagnetism.

Unlike classical statistics, L. D. Landau has shown that quantum statistics do
lead to non-zero diamagnetism. While the details of Landau’s work are somewhat
involved, a relatively simple general comment can still be made. Due to reflection
from the bounding walls, the quantum electrons near the boundary – unlike the
classical, Maxwell-Boltzmann electrons – have on the average different quantized
velocities from the electrons that have not been reflected. Therefore, complete
compensation of the diamagnetic effect that occurs for perfectly reflecting classical
electrons does not take place for quantum electrons.

K.1 Analysis

For the electrons being studied, we assume there is no inter-particle interaction.
Therefore, we can work with a collection of separate single particles.

A particle’s circular motion – say, with angular velocity ! – is quantized so
that the relevant rotational energy levels are not continuous but are equal, say, to
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�
`C �

1
2

��
.„!/; where `=0,1,2,3,. . . (Here ! D �

eBo
mc

�
; e is the electronic charge,

m its mass, and c is the velocity of light in vacuum.) While the energy for the

longitudinal motion, i.e.,
�
p2z
2m

�
; is also quantized, due to the large size of the system

the levels lie very close together. As a result, quantization along the z�direction can
be ignored and pz can be treated as a continuous variable. Therefore, the energy
spectrum to treat is:

 D
"
p2x
2m

C p2y

2m
C p2z

2m

#
D
	
`C

�
1

2

�

.„!/C

	
p2z

2m




D
	
`C

�
1

2

�
�„eBo
mc

�
C
	
p2z

2m



D �Bo OMl C

	
p2z

2m



: (K.1)

Much as was done in (11.234), we work out the grand potential

Q.z; V; T; Bo/ D
X


ln f1C z exp.�ˇ/g : (K.2)

Then the total magnetic moment,M; is

M D
NX
lD0

< OMl >D 1

ˇ

�
@Q.z; V; T; Bo/

@Bo

�

z;V;T

: (K.3)

Also, as noted in (11.237), the observed value of the number of particles NN is

NN D z

�
@Q.z; V; T; Bo/

@z

�

Bo;V;T

: (K.4)

K.1.1 Multiplicity Factor

We consider separately the contribution due to the rotational and the translational
states. The first part of the integral then leads to the “multiplicity factor.”

The quantized, rotational energy levels of a particle, that refer to the x � y

space, are necessarily degenerate due to the “coalescing together” of the almost
continuous set of zero-field levels. As a result, essentially all those levels, that lie
between any nearest two eigenvalues of the x � y component of the Hamiltonian,
coalesce together into a single level that may be characterized by the quantum
index `. The difference in energy between any nearest pair of levels is therefore
independent of their quantum index `. The number of these levels is the “multiplicity
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factor.” According to Pathria1 this factor is the: “quantum-mechanical measure of
the freedom available to the particle for the center of its orbit to be ‘located’ in
the total area X Y of the physical space.” (In the present notation, the x- and the
y-components of the total physical space are denoted as X and Y; respectively.)
Pathria tells us that the multiplicity factor may be found to be the following:

�
XY

h2

�
�
�

relevant area W
Z

dpx

Z
dpy

�

D
�
X Y

h2

�
2	 .m„!/ D XY

�
eBo

hc

�
: (K.5)

As a result the grand potential–see, (K.1) and (K.2) – is:

Q.z; V; T; Bo/ D
X


ln f1C z exp.�ˇ/g

D XY

�
eBo

h c

� 1X
`D0

Z C1

�1

�
Z

h

�
dpz ln f1C z exp .�ˇ/g

D
�
eVBo

h2c

� 1X
`D0

Z C1

�1
dpz

� ln

�
1C z exp

	
�ˇ

�	
`C

�
1

2

�
�„e Bo
m c

�
C
	
p2z

2m


�
�
;

(K.6)

where we have replaced .X YZ/ by the system volume V: At general temperatures,
the integral above is best done numerically. However, in the limit of high and low
temperature, it readily yields to analytical evaluation.

K.1.1.1 High Temperature

Here z and therefore Œz exp .�ˇ/� are small compared to unity. Therefore

ln f1C z exp .�ˇ/g D z exp .�ˇ/CO Œz exp .�ˇ/�2 : (K.7)

Accordingly, at high temperatures, (K.6), (K.4) and (K.3) lead to the following
results for the grand potential, average number of particles, and the total diamagnetic
moment.

1See Pathria’s equation (8.2.29). op. cit.



644 K Landau Diamagnetism

Q.z; V; T; Bo/ �
�
eVBo

h2c

�
z
Z C1

�1
exp

�
�ˇp

2
z

2m

�
dpz

�
1X
`D0

exp

�
�ˇ

	
`C

�
1

2

�

.„!/

�

D
�

zeVBo
2h2c

�
.2	mkBT /

1
2

�
sinh

�
ˇ„eBo
2mc

���1
: (K.8)

In (K.8) above, use was made of the following identity:

1X
`D0

exp

�
�ˇ

	
`C

�
1

2

�

.„!/

�
D
0
@ exp

n
�ˇ.„!

2
/
o

1 � exp f�ˇ.„!/g

1
A

D
�
2 sinh

�
ˇ„!
2

���1
: (K.9)

Also, ! was replaced by its value
�
eBo
mc

�
.

In order to determine the diamagnetic susceptibility per particle, we need to find
the total magnetization as a function of the applied field and the measured value NN –
namely, the thermodynamic average – of the number of particles present. The latter,
according to (K.4), involves differentiation with respect to z and then multiplication
by z: Similarly, the high temperature result for the Landau diamagnetic moment,
.M/landau; can be found from (K.3) and (K.8). In this manner, we readily find:

NN D z

�
@Q.z; V; T; Bo/

@z

�

V;T;Bo

D Q.z; V; T; Bo/I

.M/landau D 1

NNˇ
�
@Q.z; V; T; Bo/

@Bo

�

z;V;T

D
�
1

ˇBo

��
1 �

�
ˇ„eBo
2mc

�
coth

�
ˇ„eBo
2mc

��

D �
�
e„
2mc

�	
coth

�
ˇ„eBo
2mc

�
�
�
2mc

ˇ„eBo
�


D ��BL.‡/; (K.10)

where �B D
�
e „
2mc

�
is the Bohr magneton and

‡ D
�
ˇ„eBo
2mc

�
D .ˇBo�B/I

L.‡/ D Œcoth.‡/ � .1=‡/�: (K.11)
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At high temperatures, unless the applied field, Bo; is exceptionally large, ‡ � 1:

As a result L.‡/ D .‡=3/ � OŒ.‡/3�; and the thermodynamic average of the
diamagnetic moment per particle and the resultant Landau susceptibility, .�/landau;

are as follows:

.M/landau D �
�
Bo�

2
B

3kBT

�
COŒ�B .ˇBo�B/

3�I

.�/landau D .M/landau

Bo
D �

�
�2B
3kBT

�
: (K.12)

Except for the negative sign, other features of this result are reminiscent of those
of Langevin’s classical theory result for paramagnetism ! [ For example, compare
(11.98) where we found: .�/langevin classical D �2c=.3kBT /: Recall that �c was the
magnetic moment of a single, classical Langevin-particle.] We hasten to add,
however, that this is merely an happenstance and has no fundamental significance
(that, at least the current author is aware of).

At such high temperature, the Pauli result for the paramagnetic susceptibility of
a gas of free, quantum electrons appears to be equal to the corresponding quasi-
classical estimate given in (11.296). The equality holds only when the Lande g
factor is equal to 2: Then we can legitimately replace the “intrinsic magnetic
moment per electron,”

�
g �B
2

�
; by the Bohr magneton �B:

Adding that result to Landau diamagnetism yields

�electron at high temeperature D .�/quasi�classical C .�/landau

D
�
�B

2

kBT

�
�
�
�2B
3kBT

�
; (K.13)

Observe that we have not used the obvious simplification – namely,
�
2�2B
3kBT

�
– for

the sum of the above two terms. The reason is that depending upon the source of
the free electrons being considered, �B occurring in the two terms in the above
equation may be slightly different. This is because of its dependence on the effective
electronic mass and/or the Lande g-factor, which are not necessarily the same for
the two processes being represented.



Appendix L
Specific Heat for the BE Gas

Knowing the internal energy in the form of (11.365), that is U D 3
2
NkBT

	
g 5
2
.z/

g 3
2
.z/



;

the objective of the present appendix is to derive the general expression for the
specific heat that is given in (11.366).

L.1 Analysis

Briefly we proceed as follows: First, we determine the derivative of gn.z/:

z

�
@gn.z/

@z

�

V

D z

�.n/

Z 1

o

exp.x/xn�1 Œexp .x/ � z��2 dx

D z

�.n/

	
� xn�1

exp .x/ � z
j10



C z.n � 1/

�.n/

	Z 1

o

xn�2 Œexp .x/ � z��1 dx




D 0C 1

�.n � 1/
Z 1

o

xn�2 �z�1 exp .x/ � 1
��1

dx

D gn�1.z/: (L.1)

(Note that here V is just a dummy index.) Then we write:

Cv.T /

NkB
D 1

NkB

�
@U

@T

�

V

D 3

2

"
g5
2
.z/

g 3
2
.z/

#
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Next, we need to determine
�
@z
@T

�
V
: To this purpose we begin with (11.363): namely

g3
2
.z/ D

�
N

V

�
�3;

where, as always,
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which leads to
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Now we insert
�
@z
@T

�
V

given above into (L.2). This finally leads to the specific heat
Cv.T / that is valid for temperatures T � Tc:
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Clausius–Clapeyron

differential equation, 397

differential equation, 396
solution, 399

phase boundaries, 398
Clausius-Clapeyron

differential equation, x
Cluster Expansion

Mayer’s, 450
CO and CO2, 89
co-existent regime

reduced vapor pressure, 290
Coefficient

isentropic compressibility, �s , 81
isentropic volume expansion ˛s , 68
isobaric volume expansion ˛p , 66
isothermal compressibility �t , 66

Cohen-Tannoudji
Claude, 463

Component
multiple, 341
single, 341

Comprehension, better, vii
Compressibility

�s , quasi-static adiabatic
� isentropic, 81

�t , quasi-static isothermal, 81
Compression

isothermal, 360
Compression and Rarefaction, 237
Condensation

Bose–Einstein, 542
Conversion

heat energy into work, 62
work into heat energy, 62

Cord
extended

entropy change, 248
Cornell, Eric

Rubidium 87, 503
Corresponding states

principle of: PCS , 282
Critical

constants Pc; Vc; Tc, 264
densities

difference in, 277
point, 262
region

Van der Waals gas, 265
temperature just below critical point, 277

Critical point
temperature, just below, 277

Cycle
Carnot, 130
perfect Carnot cycle

� Carnot cycle, 128
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Cyclic identity, 14
re-derived, 19

Dalton’s Law
of partial pressures, 36

Dalton’s law of partial pressures
not necessarily valid for

Van der Waals mixtures, 260
Dalton, John

(9/6/1766)–(7/27/1844), 37
(9/6/1766-7/27/1844), 260

Davisson and Germer, 539
Davisson, Clinton Joseph

(10/22/1881)
-(2/1/1958), 539

de Broglie
Louis V. P. R.,

(8/15/1892)–(3/19/1987), 497
length, 497

Debye
‚D

alternate route to estimating, 567
frequency spectrum, 566

Debye Approximation: phonons, 564
Debye Temperature
‚D

table of, 568
Debye Theory

thermodynamic potentials, 568
Debye, Peter Joseph William

(3/24/1984)
-(11/2/1966), 564

Degeneracy Discriminant

� D N
�

h2

2	mkBT

� 3
2

2V
, 511

Degenerate
Bose–Einstein perfect gas, 544

specific heat, 545
state functions, 546

highly or partially
Fermi–Dirac

perfect gas, 512
weakly, Fermi–Dirac

perfect gas, 507
Degrees of Freedom

diatomic Gas, 35
Denbigh, K.

Principles of Chemical
Equilibrium, Cambridge

University Press(1969),
486

Dennison, D. M
died, April 3,1976, 467

Dependence
cp on p, 232

Dependence of cv on v, 217
Dependence of cp on p, 232
Derivative

partial, 18
Determinant, 18
Diamagnetism

Landau, 534, 641
Diathermal, 98

walls, 2
diathermal

wall, 359
Diathermal Walls, 552
Diathermi

cas
heat flow, 357

Diatom
End of Stiffness

Bond Length Vibration, 437
Classical

at high temperature, 436
spherical coordinates:

classical diatom stationary center of
mass, 429

Diatomic, 92
Real Gas, 435
perfect gas, 423

Diatoms, 34
table of characteristic

temperatures for rotation and vibration,
436

Homo- and hetero-nuclear, 432
homo-nuclear

rotational motion, 467
light, 436
quasi-classical

hetero-nuclear rotational motion,
463

homo-nuclear rotational motion, 467
thermodynamics of

Nd free-diatoms, 424
with free bonds, 434
with stiff bonds

rotational kinetic energy, 432
rotational motion, 432

with stiff bonds:
classical statistical thermodynamics,

434
spherical coordinates, 432

Diatoms with Vibrational Motion, 469
Diesel cycle, 199
Dieterici

equation of state, 256
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gas, behavior, 300
isotherms, 302

Dieterici’s equation of state, 300
Differential

exact, 9, 12
inexact, 13
total, 9

Dillio, Charles C., 282
with Nye, Edwin P.

thermal engineering, international text
book company(1963), 282

Dipole Pairs
classical: average energy

and force, 441
Dipoles

electrostatic
potential between, 455

Direction
of thermodynamic motive forces, 357

Dirichlet
boundary condition, 459
Johann Peter Gustav

(2/13/1805)
-(5/5/1859), 459

Distribution Factor
BMG: and

thermal average, 442
Dittman, R. H.

‘Heat and Thermodynamics’
McGraw Hill(1981), 311

Diu
Bernard, 463

Domb, Cyril
(12/9/1920), 258

Drude and Lorentz’ Theory, 522
Drude, Paul Karl Ludwig

(7/12/1863)
-(7/5/1906), 522

Duhem
Gibbs-Duhem relation

energy representation, 345
entropy representation, 345

E. M. Purcell and R. V. Pound, Phys Rev.
81,279 (1951), 489

Efficiency
Carnot engine, 133
of Carnot engine, 132

Eigen Functions, 460
Eigen Values, 458, 460
Eigen-Functions, 458
Einstein

approximation for phonons, 564
Elastic Moduli, 57

Electromagnetic
field quanta, 1

Electromagnetic Radiation
black body, 552

quantum statistical treatment
and thermodynamic potentials, 555

thermodynamic consideration, 552
Empirical Temperature

to thermodynamic T , 322
Empirical temperature, 5, 7
Empirical to

thermodynamic
temperature, 31

Energy
Carnot heat pump, 190
change in leaky container, 49
conservation, 61
extremum, 361
in the Perfect Gas, 28
of isothermal atmosphere, 42
representation, 343

Gibbs-Duhem relation, 345
ideal gas fundamental equation, 349

Energy
representation

ideal gas three equations
of state, 349

Energy and Entropy
extremum principles

are equivalent, 361
Energy and Entropy Extrema

occur together, 361
Energy Extremum

minimum energy, 361
Energy Formalism

motive forces, 364
Energy Levels

quantum, 460
Energy Minimum Procedure

intrinsic stability, 620
Energy Representation, 343

Gibbs-Duhem relation, 345
ideal gas

fundamental equation, 349
three equations

of state, 349
Engin

diesel, 199
Engine

ideal gas
carnot engine, 128

perfect, Carnot, 128
realistic but

idealized, 199
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Ensembele
Canonical

classical system, 410
Enthalpy, 81

and internal energy
measurement and related examples, 303

and the first law
dq D dh� vdp, 83

characteristic independent
variables: p and s, 389

constant
Joule-Kelvin experiment, 308

curves of constant
� isenthalpic, 311

gaseous cooling and
constant enthalpy curves, 310

heat of transformation and internal energy,
86

remarks, 389
state function, 78, 82

Enthalpy Minimu
from virial coefficients, 321

Entropy, 136
always increases in

irreversible-adiabatic process, 146
compute via reversible paths, 138
increase in spontaneous process, 142
Langevin paramagnetism

quasi-classical quantum partition
function, 477

representation, 343
Gibbs-Duhem relation, 345
ideal gas fundamental relation, 346
ideal gas three equations

of state, 348
state function, 138

Entropy and Energy
extremum principles

are equivalent, 361
Entropy Change

mixing of ideal gas:
different temperature, pressure and

number of atoms, 225
isothermal, different pressures, 219
isothermal, different pressures and

number of atoms, 222
Entropy Extremum

maximum entropy, 357
Entropy Flow, Isobaric:

from higher temperature
region to lower temperature region, 364

Entropy Increase
positive: see

(4.73), 605

Entropy Maximum:
specific entropy is equal, 376

Entropy Representation
Gibbs-Duhem relation, 345
ideal gas

fundamental relation, 346
three equations

of state, 348
Equation

first T:dS , 215
first and second

together, 234
of state, 9
second T:dS , 231
third T:dS , 235

Equation of Statate
Van der Waals

for a mixture, 260
Equation of State

from �t and ˛p , 104, 106, 108, 109, 111,
112, 114, 116, 117, 119

construction from knowledge
of bulk and elastic moduli, 103

reduced form Van der Waals, 264
Van der Waals gas, 71

Equation of state, 8
a definition, 30
Dieterici, 300
in reduced form, 260
perfect gas, 30

Equations of State, 342
known for

the ideal gas, 344
third,

for the ideal gas, 344
three, for ideal gas

energy representation, 349
entropy representation, 348

Equations of state, 8
Equilibrium

meta-stable, 395
of different macroscopic

parts, 31
thermal, 3

Equivalence
energy and entropy

extremum principles, 361
Erg, 58
Ethane, 265
Ethylene, 265
Ethylsulphate

Curie law, 447
Euler Equation, ix

multiple-component systems, 341
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single-component systems, 338
Euler, Leonhard

(4/15/1707-9/18/1783), 465
Exact differential, 9
Exact Distribtion

normalized moments, 582
Example

I, chapter VIII, 350
II, chapter VIII, 351
VI chap VII,

cv , internal energy and volume
dependence, 288

Example I
appendix G, 623

Example II
appendix G, 625

Examples, 85
Examples Chapter II

1, partial pressure of mixtures, 47
2, dissociating tri-atomic ozone, 48
3, energy change in leaky container, 49
4, mixture of carbon and oxygen, 50
5, carbon on burning, 51
6, pressure, volume and temperature, 52
7, addition to example 6, 53

Examples Chapter III
1, heat energy needed for raising

temperature, 68
10, latent heat of

vaporization of water, 90
11, perfect gas adiabatic

expansion then isothermal compression:
work done, 92

12, non-quasi-static
free adiabatic expansion of ideal gas,

95
13, quasi-static adiabatic

compression of ideal gas, 96
14, isobaric, isothermal,

or adiabatic expansion of diatomic ideal
gas, 96

15, conducting and non-conducting
cylinders in contact, 98

16 to 21,
some inter-relationships, 101

16, alternate proof of:
cv
�
@t
@v

�
u

D � �
@u
@v

�
t
, 101

17, proof of:

cv

�
@t
@p

�
v

D
�
@u
@p

�
v
, 101

18, proof of:
cp
�
@t
@v

�
p

D �
@h
@v

�
p

, 102
19, proof of:

cp D �
@u
@t

�
p

C pv˛p, 102

2, change in pressure, volume,
and temperature; work done and

increase in U , 69
20, proof of:�

@h
@t

�
v

D cv C v
�
˛p

�t

�
, 102

21, proof of:�
�

v�t

�
D �

@h
@v

�
p

�
@p

@u

�
v
, 103

22, equation of state from
�t D R t v

.v�b/2
� �

2a
v2

�
and ˛p D R �t

.v�d/
,

104
23, alternate solution of example 22, 106
24, equation of state from

�t D �
b
v

�
and ˛p D �

a t
v

�
, 108

25, equation of state from
�t D a=.p3t2/ and ˛p D b=.p2t3/,

109
26, alternate solution of

example 25, 111
27, equation of state after

solving for �t and ˛p , 112
28, equation of state from

given �t and ˛p , 114
29, alternate solution

of example 28, 116
3, work done by expanding Van der Waals

gas, 71
30, equation of state from

��1
t D .p C b/ and ˛p D R

v .pCb/
,

117
31, equation of state from

constant � and ˛, 119
32, related to Newton’s law

of cooling, 121
33, volume dependence of

single particle energy levels, 122
4, work done and volume change metal

versus gas, 72
5, equation of state from change in pressure

and temperature, 73
6, spreading gas among three

compartments, 74

7, .cp � cv/ D ��p

�
@p

@t

�
v

D �v

�
@v
@t

�
p

, 85
8, internal energy from

latent heat of vaporization, 86
9, oxidation of CO

to CO2, 89
Examples Chapter IV

1 to 3, entropy change
and thermal contact, 153
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1, an object
and a reservoir, 153

10, between three
finite masses, 171

11, alternate solution
of example 10, 172

12, Carnot engine
and three reservoirs, 174

13, alternate solution
of example 12, 176

14, two masses
and reservoir, 178

15, alternate solution
of example 14, 179

16, Carnot engine
two finite sources with temperature

dependent specific heat, 183
17, work needed for cooling

object with constant specific heat,
187

18, temperature dependent
cooling, entropy change and work

input, 188
19, entropy increase

on removing temperature gradient,
192

2, two finite masses
entropy change, 155

20, maximum work
available in example 19, 195

21, diesel engine, 201
22, Joule engine, 208
3, reservoir and mass

temperature-dependent, 157
4, changes along

Carnot paths, 159
5, an object

and reservoir, 161
6, alternate solution

of example 5, 163
7, maximum work

and entropy change, 167
8, between two

finite masses, 168
9, alternate solution

of example 8, 169
Examples Chapter V

1, mixing ideal gases
isothermal, different pressures, same

number of atoms, 219

10,
�
v
cp

�
D
�
@t
@p

�
s

�
�
@t
@p

�
h
, 243

11, isothermally stretched
ideal rubber, 244

12, energy and
entropy change in Van der Waals gas,

246
13, equation of state

of a metal rod, 247
14, entropy change

in extendable cord, 248
15, Carnot Engine

a ‘trick’ question, 250
2, mixing ideal gases

isothermal, different pressures, different
number of atoms, entropy change,
221

3, mixing ideal gases
different temperature, different

pressures, different number of
atoms, entropy change, 225

4, if
�
p

t

� D
�
˛p

�t

�

then
�
@cv
@v

�
t

D 0, 228

5, gas and reservoir
change in u and s, 238

6 and 7,
�W;�U;�S

calculations, 239

8,
�
�t
�s

�
D 1�

�
˛p

˛s

�
, 241

9, cp
�
@t
@s

�
h

D t � ˛p t
2, 242

Examples Chapter VI
1, pressure versus volume

for critical isotherm Van der Waals, 267
10, Van der Waals gases:

adiabatic equation of state above critical
point, 297

11, adiabatic state equation
and u; h; s; cp � cv , for given gas, 298

12, behavior of
Dieterici gas, 300

2, isothermal compressibility
along critical isochore just above Tc,

268
3, difference in

critical densities, 277
4, saturation pressure, 279
5, isothermal compressibility

just below Tc, 280
6 to 9, 288
6, internal energy and

volume dependence of cv, 288
7, Van der Waals gases:

temperature change on mixing, 290
8, Van der Waals gases:

specific heats, enthalpy, � and �,
293
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9, Van der Waals gases:
work done, internal energy and entropy

change, 296
Examples Chapter VII

1, Gay-Lussac-Joule
coefficient for perfect gas, 306

10, Prove
�
@t
@p

�
h

�
�
@t
@p

�
s

D �
�
v
Cp

�
, 331

11, Prove
�
v�t
�

� �
@h
@v

�
t

D cp , 332

12, Prove 1
� v �t

�
@u
@p

�
tD cv , 333

13, Prove
�
@h
@t

�
vD cp.1� �˛p=�t /, 333

14, Prove
�
@t
@v

�
hD 1

v
.˛p � �t

�
/�1, 334

15, Prove
�
@u
@s

�
v

D t

and
�
@u
@v

�
s

D �p, 335
2, Gay-Lussac-Joule

coefficient for nearly perfect gas,
306

3, Gay-Lussac-Joule
coefficient for Van der Waals

gas, 307
4, Joule-Kelvin coefficient

for perfect gas, 313
5, Joule-Kelvin coefficient

for nearly perfect gas, 313
6, Van der Waals Gas

adiabatic-free expansion, 318
7, hydrogen gas

estimated inversion pressure from state
equation, 320

8, enthalpy minimum
for gas with known three virial

coefficients, 321
9, Prove

�
@t
@v

�
u

� �
@t
@v

�
s

D
�
p

Cv

�
, 330

alternate solution
of example 7, 320

Examples Chapter VIII
1, for fundamental equation:

given S D A .n V U /
1
3 ; find three state

equations, 350
2, re-work example 1:

in energy representation, 351
Examples Chapter XI

1, ideal gas: isothermal mixing;
different pressures but same number of

atoms, 416

2, ideal gas: isothermal mixing;
different pressures and number of

atoms, 417
3, ideal gas: mixed with different

temperature, pressure and number of
atoms, 419

4, different ideal gases
isothermal mixing, 421

Examples VI-VIII
chapter VII, 318

Exercise
I, chapter VIII, 350

Exercise II-b, 17
Exercises Appendices

A:1, derive (A.7), 575
A:2, derive relation implicit

in (A.9), 577
A:3, derive equations:

A.37 and (A.38), 585
Exercises Chapter I

1a, 9
1b, 13
2a, 16
2b, 17

Exercises Chapter II
1, where 90 % molecules are in atmosphere

with decreasing temperature, 55
2, total energy of column in atmosphere

with decreasing temperature, 55
Exercises Chapter IV

1, work along
two adiabatic links, 135

2, re-do example 11
for n objects, 174

3, show: Heat Energy P ump

D 1C COP , 192
4, show why Tf

must approach T1 when T2 ! T1, 197
Exercises Chapter V

1 to 6, 251

1, prove:
�
@t
@p

�
s

�
@v
@t

�
s

D
�v.�t=�/ , 251

2, prove:
�
@p

@v

�
s

�
@v
@p

�
t

D�
Cp

Cv

�
, 252

3, re-do exercise 2
by using Jacobians, 252

4, prove: .�t � �s/ D
t v

�
˛2p

Cp

�
, 252

5, prove:
�
@t
@v

�
s

D
�
�

�

v�t

� �
@t
@p

�
s
, 253
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6, prove: cp D
� 1
�

�
@h
@p

�
t
, 253

Exercises Chapter VI
1, show that figure 2b

agrees with the Maxwell prescription,
271

2, for exact differential
necessary that loop integral be vanishing

but not sufficient, 273
3, question for skeptics, 282

Exercises Chapter VIII
1, show Callen rule

also applies to
entropy representation, 350

Exercises Chapter X
Maxwell relations

for multi-constituent systems, 395
Exercises Chapter XI

1, Pot(1C2)-Pot(1)-Pot(2)
calculate, 417

2, Pot(1C2)-Pot(1)-Pot(2)
calculate for given systems, 419

3, Pot(1C2)-Pot(1)-Pot(2)
calculate for specified systems, 420

4, Pot(1C2)-Pot(1)-Pot(2)
calculate for different ideal gases, 423

5, do above in 3-D, 441
6, calculate thermodynamic

potentials for hard-core, 454
7, confirm above statement, 511
8, calculate thermodynamic

potentials for phonons, 560
calclate: Pot(1C2)-Pot(1)-Pot(2)

3, for systems specified, 420
4, for general systems, 423

calclate: Pot(1+2)-Pot(1)-Pot(2)
2, for given systems, 419

thermodynamic potentials
3-dimensional

harmonic oscillators, 441
Exotic form, 2
Expansion

virial Van der Waals gas, 260
Experiment

gedanken, 148
Experimental Observation

specific heat of diatoms, 425
Extensive, 30

and intensive parameters, 30
quantity, 30

Extrema
all types, 367
energy minimum, 361

entropy and energy
occur simultaneously, 361

entropy maximum, 357
Helmholtz potential, 382

Extremely Relativistic
monatomic ideal gas, 448
ideal gas, xi

Extremum
energy, 361
entropy, 357
Gibbs potential

minimum at constant T and P , 387
Helmholtz potential

minimum at constant V and T , 382
priciple

Gibbs free energy, 273
Extremum Priciples, x
Extremum Principle

for Gibbs potential, 387

Fermi Energy EF

D� 3N
8	V

� 2
3

�
h2

2m

�
, 520

Fermi–Dirac
Perfect Gas

weakly degenerate, 507
and Bose–Einstein

quantum gases., xi
thermionic current density, 537

Fermi–Dirac and
Bose–Einstein, perfect gas

together, 503
together: P;U and �, 504

Fermi–Dirac Perfect Gas
analysis, 505
completely degenerate

zero temperature simple analysis, 516
zero temperature

formal analysis, 519
highly or partially

degenerate, 512
partially degenerate

formal analysis, 520
thermodynamic potentials, 521

partition function, 500
partition function for single state, 500
weakly degenerate

U;P;G;H I specific heat, 509
entropy, 510

Fifth and Sixth Moments, 586
Figure

Ia chap IV, pressure versus volume,
128
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Figure 1
Chapter I, 10

Figure 9: Dieterici isotherms, 302
Figures Appendices

A:1, Gaussian Distribution, 579
E:1a and 1b, Gaussian Distribution, 612
E:1c and 1d, Gaussian Distribution, 611

Figures Chapter I
1, paths traveled, 10

Figures Chapter III
1, temperature versus volume

ideal gas expansions: adiabatic,
isothermal and isochoric, 93

2, ideal gas polytropics, 100
Figures Chapter IV

10, diesel cycle with
ideal gas as working substance, 199

11, Otto cycle with
ideal gas working substance, 202

12, Joule cycle with
ideal gas working substance, 206

1a, pressure
versus volume, 128

1b, temperature
versus volume, 128

1c, temperature
versus pressure, 128

2, infinitesimal cycles
added, 137

3, Carnot Cycle
arbitrary working substance, 140

4, irreversible adiabatic
process: entropy versus temperature,

146
5, schematic plot

for example 2, 155
6, schematic plots for

examples 5 and 6, 163
7, schematic plots for

examples VIII and IX, 169
8a, entropy difference

versus T2=T1, 195
8b, total work

versus T2=T1, 195
9, thermostats

and isochores T versus V , 197
Figures Chapter V

1, entropy increase
versus ratio pressures, 221

2, entropy increase versus
.P2=P1/ and .N2=N1/, 224

Figures Chapter VI
1a and 1b, hard core

homogeneous pairs sphere of exclusion,
256

2a, .po; vo/ plot of the
Van der Waals isotherms for to D 1:0

and 0:9, 269
2b, .po; vo/ plot of the

Van der Waals isotherm for to D 0:9,
269

3, .po; vo/ Van der Waals
isotherms for to D 1:0I 0:9I 0:8, 274

4, Van der Waals
boundary of the metastable-unstable

regions, 275
5a, Xo as function of po

for various fluids, 283
5b, Xo as function of po,

Van der Waals gas, 283
6, reduced second virial

coefficient, 285
7, reduced molar densities,

co-existent regime, 287
8a, reduced vapor pressure

in the co-existent regime and the PCS,
290

8b, reduced vapor pressure
in the co-existent regime, Van der Waals

gas, 290
9, Dieterici state equation

isotherms for to D
1:0; 0:9:; 0:8; 0:7; 0:6, 302

Figures Chapter VII
1, schematic view of

Gay-Lussac-Joule
apparatus, 304

2, schematic view of
Joule-Kelvin

apparatus, 308
3, schematic view of

Joule-Kelvin’s
experiment results, 311

4, constant enthalpy
curves for nitrogen, 311

5, Van der Waals
reduced inversion temperature

versus .reduced volume/�1,
317

6, Van der Waals
reduced inversion temperature versus

reduced pressure, 318
Figures Chapter X

1, phase boundaries
clausius–Clapeyron equation for non

H2O cases, 398
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2, phase boundaries
Clausius–Clapeyron equation for H2O,

399
Figures Chapter XI

1, cv
R

versus temperature in hydrogen, 427
13, .�H/ and .�G/

versus ‘low’ temperature, 488
18, specific heat for Sodium, 522
19, specific heat for KCl, 567
2, Langevin function

L.˛/, 447
3, Lennard-Joans

Interatomic Potential, 455
nuclear paramagnet:

14, U versus T , 491
15, S versus T , 491
16, S versus U , 491
17, specific heat, 493

Langevin Paramagnet
10, specific heat, 480
11, S versus T , 488
7, entropy, 475
8,magnetic moment, 478
9, internal energy, 479

Langevin Paramagnet:

12, r
�
@S
@Bo

�
T

versus
�
g�BJ

kBT

�
Bo,

488
Simple Harmonic Oscillator

4, internal energy, 471
5, specific heat, 471
6, entropy, 471

Finite sized
interacting molecules, 256

First
law for quasi-static process, 213

First T:dS Equation, 215
First and Second T:dS Equations

together, 234
First and Second Laws, 212
First Law, 212

for quasi-static process
tds D du C p dv, 213

is more than just
energy conservation, 212

use of, 64
First law, 152
First Requirement

intrinsic stability
CV > 0, 369

First-Second Law
Clausius version

Differential Form, 212

First-second law
Clausius version, 152

Flow
heat energy, 357
molecular, 359

isobaric-isothermal, 365
Fluctuation

metastable, 356
Fluoride, 265
Fourth Moment, 585
Free Energy

Helmholtz, 361
Free energy

Gibbs
extremum principle, 273

Frequency Moment
exact 4th, 585
exact 5th and 6th, 586

Frequency Moments
exact, second

normalized, 583
exact, third to sixth

normalized, 584
of distribution functions, 579
of Gaussian distribution

normalized, 582
un-normalized, 579

Frequency Spectrum
Debye, 566

Fundamental Equation
and the equations

of state, 337
for ideal gas

energy representation, 349
for ideal gas, I, 346
the complete, ix

Gadolinium Ethylsulphate, 447
Gas

perfect : model of, 23
nearly perfect, 306
reservoir in contact

change in u and s, 238
with interaction but

no self-rotation Hamiltonian,
450

Gas with Interaction, 450
Gaussian Approximation

continued, 577
for half-concentration, 576

Gaussian Distribution, 576
Normalized Moments, 581
Un-Normalized Moments, 580
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Gay-Lussac, Joseph Louis
(12/6/1778)

-5/9/1850), 303
Gay-Lussac–Joule

experiment, ix
Gay-Lussac-Joule (GLJ) coefficient,

304
Gay-Lussac-Joule Coefficient

derivation, 305
description, 303
measurement, 304
perfect gas, 306

Gedanken experiment, 148
gedanken experiment, 353
Germer, Lester Halbert

(10/10/1896)
-(10/3/1971), 539

Gibb’s Free Energy, 384
Gibbs

-Duhem relation
energy representation, 345
entropy representation, 345

free energy, 384
phase rule, 402
equation, 152
free energy

extremum principle, 273
Josiah Willard,(2/11/1839)

-(4/28/1903), 422
paradox, 422
potential, 338, 341
potential and relative

size of phases in single constituent
system, 387

relationship
� first-second law, 213

specific potential: equal
in coexistent phases, 388

Gibbs potential, 420
Gibbs Free Energy

decrease in
constant mole-numbers,

386
equality of specific

different phases, 388
Gibbs phase rule, x
Gibbs Potential, 413

extremum principle, 387
helps determine

enthalpy, 393
Gibbs Potential Minimum

relative phase sizes, 387
Gibbs, Josiah Willard

(2/11/1839)–(4/28/1903), 26

Gibbs-Duhem, ix
relation:

energy representation, 345
entropy representation, 345

Goldstein, M. and Inge, F
Refrigerator and Universe

Cambrige, MA(1993), 486
Grand Canonical

Ensemble classical systems, 494
partition function, 496
quantum statistics

partition function, 638
Grand Potential, 495

Bose–Einstein gas, 539
Guggenheim, E. A

‘thermodynamics’
North Holland Publishing

Company(1967), 287
Guggenheim, E.A.

J. chem Phys
13, 253 (1945), 287

h, Planck constant:
6.62606896(33)

�10�34 J s, 411
Hamiltonian, 27

Lagrange version, 495
non-ideal gas, 450

Hand-Waving Argument
the specific heat, 531
Pauli paramagnetism

at finite temperature, 533
at zero temperature, 532

Hard Core
volume excluded,

Vexcluded, 257
volume reduction

Van der Waals gas, 256
Hard Core Interaction

Mayer, J. E.
cluster expansion, 453

Harmonic Oscillators
quasi-classical quantum

statistical treatment, 470
high temperature, 471
low temperature, 473

Hawking, Stephen, 211
Heat

caloric theory, 58
energy, work and internal energy,

58
Heat Energy

specific, 63
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Heat Energy Flow
always from hot to cold:

why?, 357
diathermic case, 357

Heat Engines
introductory remarks, 126

Heat Of
transformation, 390

Heat Theorem
Nernst, 485

Heat transfer
always increases entropy, 151

Helium, 264
liquid at 0.3 K, 398

Helmholtz potential, 420
Helmholtz Free Energy, 361

characteristic, independent
variables: V and T , 380

decrease in, 385
decreases during

spontaneous isothermal-isochoric
processes, 382

equality of specific
for different phases, 383

thermodynamics at
constant V and T , 379

Helmholtz Free energy, 381
Helmholtz Potential, 413, 422

helps determine
internal energy, 392

partition function
quasi-classical quantum Langevin

paramagnetism, 475
Helmholtz potential

the Gibbs free energy
and the enthalpy, x

Helmholtz Potential Minimum
relative size of phases, 383

Helmholtz Thermodynamic Potential, 379, 380
Hemmer, P. C.

with Kac, M.
and Uhlenbeck, G.E., 258

Hess
rules for chemo-thermal reactions, 88

Hess’ rules for chemo-thermal reactions, 57
Hess, Germain Henri

(8/7/1802)
-(11/30/1850), 88

Hetero-Nuclear Diatoms, 432
rotational motion, 463

Highly, or Partially, Degenerate
Fermi–Dirac

perfect gas, 512
Homo-Nuclear Diatoms, 432

Homonuclear Diatoms
H2,.K2/, 435

Hydrogen
atom, 460
bond-stiffness, 435
characteristic rotational temperature, 435
estimate inversion temperature, 320
number of atoms

in one gram, 4
sulfide, 264

Ice
I, 399

Ice Point, 400
Ice-Point

estimate of temperature, 328
Ideal Gas

monatomic
extremely relativistic, 448

Ideal Gas � Perfect Gas, 34
Ideal Gases

isothermal mixing, 416
entropy change, 418
of different gases, 421
pressure and number of atoms different,

417
non-isothermal mixing

pressure and number of atoms different,
419

Identity
cyclic, 14
cyclic re-derived, 19
mixed, 20
simple, 20
useful, 19

Independent
p and v, 235
t and v, 213
t and p, 230

Independent Variables
p and v; u(p,v), 80
t and p; u(t,p), 77
t and v; u(t,v), 65

Indistinguishable
non-interacting

quantum particles, 637
Inert gases

Neon; Argon;
Krypton;Xenon, 283

Inexact differential, 13
Infinitesimal Carnot Cycles, 136
Integrability Requirement, 12, 60
Integral (11.83), 631
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Intemann, Robert, xii
Intensive, 31

and extensive properties, 30
property, 31

Inter-Particle
communication, 33

Interacting
finite sized

molecules, 256
Interaction

gas with, 450
inter-particle, 4

Interatomic Bond
free, 423

Interesting Relationships, 330
Internal Energy

in non-interacting monatomic gases is
D 3

2
P V , 122

state function, 78
Langevin paramagnetism

quasi-classical quantum
partition function, 477

perfect gas
see equation 2.27, 28

state function, 212
Internal energy

and volume dependence
of Cv , 288

Internal Energy and Enthalpy
measurement and related

examples, 303
Internal Energy Minimum

and relative size
of phases, 374

Internal Energy Minimum:
specific internal energy, 374

Intra-molecular
vibrational rotational

motion, 35
Intrinsic Stability

also, cp and �S > 0, 371
energy minimum

procedure, 620
third requirement, 622

Intrinsic Thermodynamic Stability

also requires
�
@�

@n

�
S;V

> 0,

371
requires cv and �T > 0, 367

Introduction
and Zeroth law, 1

Introductory Remark
chapter VII, 303

Invariant Systems, 405

Inversion Temperature
upper and lower, 317

Irreversible process, 4
Isenthalpic

curves of constant enthalpy, 311
Joule-Kelvin, 310

Isentropic Processes, 236
Isobaric

entropy flow, 364
Isobaric Process, 3
Isobaric-Isothermal

molecular flow, 365
Isochoric process, 3, 69
Isolated

adiabatically, 2
Isothermal

Compression, 360
process, 8

Isothermal compressibility
along critical isochore

just above Tc, 268
just below Tc, 280

Isothermal Compression
upon contact, part with

lower pressure always shrinks: why?
from entropy max, 360

lower pressure always shrinks: why?
use energy min., 365

volume exchange, 365
Isothermal-Isobaric

molecular flow, 365
Isothermal-Isochoric

change of state, 381
Isothermally Stretched

ideal rubber, 244
Isotherms

.po; vo/

Van der Waals, 269

Jacobian, 8
employed, 18

Jacobian, Carl Gutav Jacob J.
(12/10/1804)

-(2/18/1851), 252
Jacobians: simple technique, 16
Jeffreys, Harold

(4/22/1891)
-(3/18/1989), 615

Johannes Diderik Van der Waals, ix
Joule

cycle, ideal gas engine, 206
Gay-Lussac coefficient

description, 303
measurement, 304
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Joule, James Prescott
(12/24/1818)–(10/11/1889), 58

Joule, the unit, 58
Joule-Gay-Lussac Coefficient

to the thermodynamic
temperature scale, 324

Joule-Kelvin
coefficient

for nearly perfect gas:calculation, 313
for perfect gas: calculation, 313
for Van der Waals gas:calculation, 314
for Van der Waals gas:inversion point,

315
positive and negative regions, 315

coefficient:
constant enthalpy, 308
description, 308

effect: derivation, 312
Joule-Kelvin Coefficient

constant enthalpy, 308
description, 308
for nearly perfect gas:

calculation, 313
for perfect gas:

calculation, 313
for Van der Waals gas:

calculation, 314
inversion point, 315

positive and negative regions, 315
to the thermodynamic

temperature scale, 326

Kac, Mark
(8/3/1914-10/26/1984), 258

Kamerlingh-Onnes, Heike
(9/21/1853-2/21/1926), 260

Kelvin, 31
temperature scale

Carnot temp scale, 131
Kelvin, Lord:

born William Thomson
(6/26/1824)-(12/17/1907), 131

Kelvin-Planck
entropy always increases

in irreversible-adiabatic process, 146
Ketterle, Wolfgang

Rubidium 87, 503
Kindling, 57
Klein, M. J.

Van der Waals
centennial conference (1974), 257

Krypton, 264, 283

Lagrange Multiplier, 499
Lagrange, Joseph-Louis

(1/25/1736)
-(4/10/1813),theory of, 432

LaloRe
Frank, 463

Landé g-Factor, 474
Landé, Alfred

(12/13/1888)
-(10/30/1976) , 474

Landau Diamagnetism, 641
Landau, Lev Davidovich

(1/22/1908)
-(4/1/1968), 534

diamagnetism, 534, 641
Langevin

susceptibility, 447
Langevin Factor L.˛/, 447
Langevin paramagnet, xi
Langevin Paramagnetism

quasi-classical quantum
statistical picture, 474
classical limit, 482
partition function and entropy, 475
partition function and entropy at low

temperature, 477
partition function and Helmholtz

potential, 475
partition function and Schottky

anomaly, at low temperature, 480
partition function and specific heat,

481
partition function and

internal energy, 477
quasi-classical quantum

partition function and internal energy at
high temperature, 479

quasi-classical quantum:
partition function and

entropy
at high temperature, 476

Langevin Paramagnetism:
classical picture, 445
statistical average, 445
statistical average low temperature,

447
statistical average

high temperature, 446
Langevin Susceptibility, 447
Laplace, Pierre-Simon

(3/23/1749)–(3/5/1827), 255
Large Number of Calls, 574
Large Numbers

most probable state, 571
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Large numbers
most probable state,

thermodynamics, 4
Latent Heat

of vaporization of water, 90
Law

second, Carnot version, 141
second, Clausius version, 142
second, Kelvin-Planck, 145
zeroth

re-confirmation, 363
Laws

first and second, 212
Laws of Thermodynamics

second, 62
first, 62
zeroth, revisited, 354

Laws of thermodynamics
Carnot leads to Clausius, 142
second, Carnot version, 135, 141
second, Clausius version, 142
second, Kelvin-Planck, 145
zeroth, 4

Le ChOatelier principle, x
Le ChOatelier’s Principle, 366
Lebovitz, Joel L.

Rutgers University, 258
Leeuwen, van

and Bohr, 535
Legendre Transformation, 377, 379
Legendre Transformations

Clausius–Clapeyron
Gibbs phase rule, 373

Legendre transformations, x
Legendre Transforms

in energy representation
correspond with Massieu transforms in

entropy representation, 627
Length

de Broglie, 497
Lennard-Jones Potential, 454

compare Van der Waals, 454
long-range attractive, 455
short-range repulsive, 455

Lennard-Jones,
John Edward

(10/27/1894)-(11/1/1954), 454
Lever rule, 281
Liquid, 2
Liquid to gas

transition
and vice versa, 282

Location
of internal energy, 62

London Dispersion Interaction, 455
London, Fritz

(3/7/1900)
-(3,30,1954), 455

Lorentz, Hendrik Antoon
(7/18/1863)

-(2/4/1928), 522

Maclaurin, Colin (2/ 1698-6/14/1746), 465
Macroscopic

systems, 4
Magneton, Bohr: �B D �

e„
2mc

�
D9.27400915(23)

�10�21Erg:Oe�1, 474
Marion

Jerry B., 431
Mass of carbon-12 atom, 5
Massieu Functions, 377
Massieu Potential

Mf p
t
; 1
t
g, 629

Mf p
t
; ug, 629

Mfv; 1
t
g, 628

Mfv; ug, 627
Massieu Transforms

entropy representation
appendix H, 627

Massieu, M. F., 627
Mathematical procedures, 8
Max Planck

hypothesis
third law, 489

Maximum
available work, 380

Maximum Available Work, 380
equals, resulting decrease

in Helmholtz potential, 381
isothermal-isobaric

change of state, 385
non-PdV variety

equals corresponding decrease of Gibbs
potential, 386

Maximum Entropy
in adiabatically isolated

systems: general statement, 375
Maxwell

relations, 393
construction, 269
prescription, thermodynamic justification,

269
prescription: alternate justification, 272

Maxwell prescription
alternate justification, 272
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Maxwell’s Theory, 553
Maxwell, Clerk

relations, 393
Maxwell, J. Clerk

(6/13/1831)
-(11/5/1879), 258

(6/13/1831-11/5/1879), 26
Mayer’s Cluster

expansion, xi
Mayer’s Cluster Expansion, 450
Mayer, Joseph Edward

(2/5/1904-10/15/1983) virial expansion,
261

and Mayer, M. G.
see Pathria, R. K, 451

Cluster Expansion
hard core interaction, 453

cluster expansion, 450
Measurement

chapter VII, 304
Merzbacher

Eugen, 463
Meta-Stable

equilibrium, 395
Meta-Stable Equlibrium, x
Metal Rod

equation of state, 247
Metastable Fluctuation, 356
Metastable-unstable regions

Van der Waals, 275
Methane, 265
Minimum Internal Energy

in adiabatically
isolated systems, 374

Mitsubishi, GDI engine, 205
Mixed identity, 20
Mixing Ideal Gas

different temperature, pressure and number
of atoms

entropy change, 225
isothermal, different pressures

same number atoms, 219
isothermal, different pressures and number

of atoms
entropy change, 222

Mixture of Perfect Gases
temperature and pressure, 35

Model
perfect gas, 23

Moduli
bulk and elastic, 103

Molar
specific volumes

and densities, 276

Molar densities
of co-existing phases, 287
reduced, 287

Mole
numbers, 26
one mole has NA particles, 69

Molecular Flow
at constant T and P ,

always from higher chemical potential
to lower: why?, 359

isothermal-isobaric
away from regions with larger, to

regions with smaller chemical
potential, 365

Molecule
finite sized

and interacting, 256
Monatomic, 92
Monatomic Perfect Gases

changes due to mixing, 416
Mono-Variant Systems, 406
Most probable

occurrence, 4
state; thermodynamics,

large numbers, 4
Most Probable State

large numbers, 571
Motive Forces, 353

direction of, 357
energy formalism, 364
entropy formalism, 357

Multi-Phase
multi-constituent systems, 402

Multiple-Component Systems,
341

Negative Temperature, 489
cursory remarks, 335

Negative temperature
cursory remarks, 209

Neon, 264, 283
Nernst

W.H, 485
Nernst’s Heat Theorem

third law, 485
Nernst, Walther Hermann

(6/25/1864)
-(11/18/1941), 485

Newton
bravo, 238
velocity of sound, 237

Newton’s Law Of Cooling, 120
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Newton, Isaac
(1/4/1643)

-(3/31/1727), 120
Nickel, 537
Nitric oxide, 265
Nitrogen, 264
Non-Carnot heat cycle, 148
Non-Degenerate

Bose–Einstein perfect gas
specific heat, 548
state equation, 546

Non-Ideal Gas
the Hamiltonian with

no self-rotation, 450
Normalized Average, 27
Normalized Moments

exact distribution, 582
Gaussian distribution, 581

Notation
description, 63

Notation: Chapter I, 11
Nuclear Paramagnet, 491
Nye, Edwin P., 282

and Dillio, Charles C, 282

Object, 1
Otto cycle, 202
Otto, Nicolaus

(6/14/1832)
-(1/26/1891), 202

Oxidation
C to CO

to CO2, 89
Oxygen, 264
Ozone

dissociating, 48

Paddles, Churning, 59
Paradox

Gibbs, 422
Parallelepipeds, 594
Paramagnet

nuclear, 491
Paramagnetism

Pauli, 523
Paramagnetism, Langevin:

classical picture, 445
statistical average, 445
statistical average high temperature, 446
statistical average low temperature, 447

Paris, R. B. and
Kaminsky, D. (2001), 412

Partial Pressure
of mixtures,

example I, chap II, 47
Partial Pressures

dalton’s law, 36
Partially Degenerate

FD gas
finite but low temperature, 520

Partially or Completely
degenerate Fermi–Dirac gas

fn.z/, for, 512
Partially or Highly

degenerate Fermi–Dirac
perfect gas, 512

Particle Indistinguishability
remark, 511

Partition Function
Canonical, 457
Canonical and grand-Canonical, 498
Classical Systems

in ı-dimensions, 410
determines, F ,

P ISIGIU and H , 458
determines, F ;

P ISIGIU and H , 412
for single state

BE system, 501
FD system, 500

grand Canonical
quantum statistics, 638
use of, 496

quasi-classical quantum
Langevin paramagnetism Helmholtz

potential, 475
Pascal

principle, 356
Pascal’s Law, 24, 31
Pascal, Blaise

(6/19/1623)
-(8/19/1662), 356

Pathria, R. K., xii, 496
‘Statistical Mechanics’,

Pergamon Press, (1980), Oxford,
496

as noted by, 539
op. cit

page 183, 549
statistical mechanics

Pergamon Press (1977), 451
suggestion, 503

Pauli Paramagnetism, 523
finite temperature, 526

hand-waving argument, 533
magnetic susceptibility, 528
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specific heat
hand-waving argument, 531

very high temperature, 530
zero temperature, 525

hand-waving argument, 532
Pauli, Wolfgang

(4/25/1900)
-(12/15/1958), 523

PCS
principle of

corresponding states, 282
PdV

non pdv work, 386
PdV Work, 386
Pedagogical benefit, vii
Perfect F–D System, 505
Perfect Gas
CP � cP � ncp � nCp , 34
CV � cV � ncv � nCv , 34
� ideal gas, 34
in 3-Dimensions

stat mech treatment, 413
stat mech treatment thermodynamic

potentials, 415
mixture, 436
monatomic

extremely relativistic, 448
adiabatics, 91
atmosphere, 38
Bose–Einstein

chemical potential always negative, 501
partition function, 502
partition function for single state, 501

Bose–Einstein and
Fermi–Dirac: together, 503

dalton’s law of partial pressures, 36
diatomic, 35, 423
equation of state – see equation 2.28, 30
extremely relativistic particles: compare

result with equation 2.31, 46
Fermi–Dirac

analysis, 505
completely degenerate zero temperature

simple analysis, 516
completely degenerate zero temperature

formal analysis, 519
partially degenerate formal analysis,

520
partially degenerate thermodynamic

potentials, 521
partition function, 500
partition function for single state, 500
weakly degenerate, 507
weakly degenerate entropy, 510

weakly degenerate
U;P;G;H W specific heat, 509

Fermi–Dirac and
Bose–Einstein: together, 503

for mixtures average translational kinetic
energy of all molecules is equal, 37

for mixtures equations 2.41, 2.42 and 2.43
hold, 37

fundamental equation
energy representation, 349

fundamental relation
entropy representation, 346

internal Energy U, 28
Joule-Kelvin

coefficient: calculation, 313
known equations

of state entropy representation, 344
model of, 23
monatomic, 34
monatomic and diatomic, 34
monatomic, energy in, 597
non-interacting atoms

in free diatoms, 424
polytropics, 99
revisited, 591
thermodynamic equilibrium

attainment of, 33
thermodynamic scale

for temperature, 328
three state equations

energy representation, 349
entropy representation, 348

Perfect gas
atmospheres, 23
Carnot cycle, 133
Stirling cycle, 197

Perfect Gas Revisited, 591
Perfect Random Number

generator
PRNG, 572

Perpetual Machine
first kind, 62

Perpetual machine
second kind, 126

Phase Equilibrium
relationships, 403
number of relationships, 404
relationships and

the phase rule, 405
the variance, 405

Phase Rule
for systems with internal

chemical reactions, 406
Phase Transformations, 390
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Phonons, 552
Debye approximation, 564
Einstein Approximation, 564
in a continuum, 558
in lattices, 560
total number not conserved

but number of energy
levels =3N , 563

Phonons in a Continuum, 558
Pippard, 5
Pippard, Alfred Brian

(9/7/1920)
-(9/21/2008), 5

Planck, Max
(4/23/1858)-(10/4/1947), 145

Poisson Equations, 92
Polytropics

ideal gas, 57
Positive-Definite
3� 3 quadratic form, 616
homogeneous quadratic form, 615

Potentia
Gibbs, 338

Potential
repulsive, 455

Potentials
thermodynamic:

s; f; g and h, 391
Pound, R. V., 210, 490
Pound, Robert Vivian

(5/16/1919-4/12/2010), 336
Preface, vii
Prescription, Maxwell

thermodynamic justification, 269
Pressure

monatomic Perfect Gas, 24
Pressure at Constant v,

/ t , then cv
independent of v, 218

Principle
of corresponding

states: PCS , 282
PRNG

�perfect random number
generator, 572

Procedure
establish inter-relationships, 64

Process
equilibrating, 33
isochoric, 69
isentropic, 236
isobaric, 3
isochoric, 3
isothermal, 8

quasi-static, 3
reversible does not imply local isentropy,

130
reversible implies global isentropy, 130
reversible,

irreversible, 4
Proof of Equation

10.76, 403
Prove Cp D

v�t
�

�
@h
@v

�
t

, 332

Prove
�
@h
@t

�
vD Cp.1� �˛p=�t /, 333

Prove
�
@u
@s

�
v

D t , 335

Prove
�
@t
@p

�
h

�
�
@t
@p

�
s

D �
�
v
Cp

�
, 331

Prove
�
@t
@v

�
u � �

@t
@v

�
s

D
�
p

Cv

�
, 330

Prove
�
@u
@v

�
sD-p, 335

Prove Cv
D 1

� v �t

�
@u
@p

�
t

, 333

Pump
Carnot heat energy, 190

Purcell and Pound, 490
Purcell, E. M., 210, 490
Purcell, Edward Mills

(8/30/1912-3/7/1997), 336

Q.E.D.
�Quod Erat Demonstrandum

which was to be proven, 49
Quadratic Form

homogeneous, positive definite, 615
Quantum Mechanic

Eugen Merzbacher
John Wiley and Sons, (1970), 463

Quantum Mechanics
cursory remarks, 456
particle motion in

one dimension, 458
three dimensions, 460

Claude Cohen-Tannoudji, Bernard Diu
and Frank LaloRe Wiley-Interscience

(1977), 463
SchrRodinger equation, 463

Quantum Particle, 458
Quantum Particles

indistinguishable
non-interacting, 637
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Quantum Partition Function, 464
analytical treatment, 464

thermodynamic potentials high
temperature, 466

thermodynamic potentials
low temperature, 466

Quantum States
statistics of, 499

Quantum Statistical Treatment
black body radiation, 555

Quantum Statistics
grand Canonical

partition function, 638
Quantum Systems

quasi-classical, 456
Quantum versus

classical-co-quantum
statistics, 461

Quantum-co-Classical
gas, 461
statistical thermodynamics

diatoms—rigid, 463
Hamiltonian, 462

Quasi-Classical
quantum systems, 456
statistical thermodynamics

of rigid, quantum diatoms, 462
Quasi-Classical Quantum Statistical

harmonic oscillators, 470
Quasi-Static

adiabatic work equals
change in internal energy, 96

process, 59
Quasi-static

process is often but not necessarily
reversible, 128

Quasi-static process, 3
Question for skeptics, 282

R, molar gas constant
D 8:314472.15/

J mol�1 K�1, 27
R, molar gas constant:

8.314472(15) J
mol�1 K�1, 411

Radiation
black body, 552

quantum statistical treatment
and thermodynamic potentials, 555

thermodynamic consideration, 552
Ramsey, Norman Foster

(8/27/1915)
-(12/7/1993), 209

Rarefaction and Compression, 237
Re-confirmation

zeroth law, 363
Re-derived

cyclic identity, 19
Reaction Enthalpy, 83
Realistic engines

idealized version, 199
Rectilinear diameters

principle of, 278
Reduced

equation of state Van der Waals gas,
264

Reduced vapor pressure
co-existent regime

and the PCS, 289
Refrigerator, 142
Refrigerator or air-conditioner

Carnot, 185
Reif, F.

Fundamentals of Statistical and Thermal
Physics, 567

Relations
Maxwell, 393

Relationships
some, interesting, 330

Relative Size of Phases
such that

entropy is maximum, 376
Relativistic

extremely
monatomic ideal gas, 448

Remark, 351, 522, 531, 538
Canonical and grand-Canonical

partition functions, 498
concluding: appendix A, 588
equations 11.236 ! 11.239

and 11.234 for perfect gases, 505
Gaussian distribution, 576
Langevin susceptibility

at high temperature, 531
particle indistinguishability, 511
treatment of diatoms, 434
when kBT ! 0, 519

Representation
energy, 343
entropy, 343

Repulsive Potential
short range, 455

Requirement
integrability, 12

Reversible process, 4
is globally isentropic, 128
is quasi-static, 128
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Reversible-Adiabat
entropy stays constant, 147

Rhines, Frederick, 281
Richardson Effect, xi
Richardson, Owen Willans

(4/26/1879)
-(2/15/1959), 536

effect, 536
quasi-classical statistics, 538

Riemann
zeta function, 543

Riemann zeta
and Gamma functions, 550

Riemann, Bernhard Georg Friedrich
(9/17/1826)

-(7/20/1866), 514
zeta function, 514

Riseborough, Peter, xii
Roberts, Lois M

specific heat of Na, 522
Rotational Motion

diatoms with stiff bonds, 432
homo-nuclear diatoms, 467

Rubidium, 87, 503
Rule

Callen, 342
the lever, 281

Rumford
Benjamin Thompson

Count of Bavaria (3/26/1753)–
(8/21/1814), 58

Salinger, G. L.
Addison-Wesley Publishers

Third Edition, (1986), xii
Schottky

anomaly
limited number of energy states,

480
Schottky Anomaly, 480, 493

relative spacing, 479
Schottky, Walter Hermann

(7/23/1886)
-(3/4/1976), 480

SchrRodinger
equation, 456
Erwin Rudolf Josef

(8/12/1887)
-(1/9/1961), 458

SchrRodinger Equation
matrix element

of quantum Hamiltonian, 470
particle in 1-dimension, 458

SchrRodinger Equation:
particle in 3-dimensions, 460

Schroeder, D. V.
introduction thermal physics

Addison-Wesley-Longman, 291
Sears and Salinger

‘Thermodynamics,
Kinetic Theory, and Statistical

Thermodynamics’ Third Edition,
Addison-Wesley, (1986), 436

op. cit
page 227, 554

op. cit., 399
Sears and Salinger op. cit, 489
Sears, F. W.

Addison-Wesley Publishers
Third Edition, (1986), xii

Second T:dS Equation, 231
Second and First Laws, 212
Second Law

Carnot version
leads to Clausius version, 601

Second law
Carnot statement, 135
Clausius statement, 142
Kelvin-Planck statement, 145
statement, 141

Second Requirement
intrinsic stability

�T > 0, 370

Show
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, 241

Show
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v
Cp

�

D
�
@t
@p

�
s
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@t
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�
h
, 243

Show Cp
�
@t
@s

�
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Simple identity, 20
Simple Oscillators

anharmonic: classical,
in 1�D, 439

harmonic: in 3�D, 441
Simple System, 378
Single Constituent Systems

Helmholtz potential minimum:
specific Helmholtz potential equal, 383

internal energy minimum:
in isolated systems, 374

relative size of phases
are those that yield lowest Helmholtz

potential, 383
Single-Component Systems, 341
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Solid, 2
Solutions, important to read, vii
Some definitions, 1
Sound

velocity, Newton’s treatment, 237
Specific Heat, 63

non-degenerate BE gas, 548
SI units, 64

Specific heat
enthalpy, � and �

Van der Waals Gas, 293
Specific Heat Energy, 65
Specific Internal Energy

is equal, 376
Spinodal curve, 275

Van der Waals, 275
Spontaneous Process

isothermal-isobaric
occurs with decrease in Gibbs potential,

387
isothermal-isochoric

occurs with decrease in Helmholtz
potential, 382

Spontaneous process
increases total entropy, 145

Stability
intrinsic

energy minimum procedure, 620
thermodynamic, 366

Stable
thermodynamic equilibrium, 367

Stanley, H.E.
phase transitions

and critical phenomena Oxford
University Press(1971), 283

State
equation of, 8, 9
equations of, 342
function, 30, 59
function and variables, 14
variable, 9
variables, 30

State Function
enthalpy h; internal energy u, 78

State function
entropy, 138

Statistical Approach
temperature, 26

Statistical Mechanics
J. E. Mayer and M. G. Mayer

John Wiley, (1940), 451
R. K. Pathria

Pergamon Press, (1977), 451
Statistical mechanics, vii

Statistical Thermodynamics
classical

diatoms with stiff bond, 434
particle number fixed

changes due to mixing, 416
monatomic perfect gas thermodynamic

potentials, 415
Statistics

of quantum states, 499
Stefan Constant

� 7:561  10�16 J m�3 K�4, 554
Stefan, Josef

(3/24/1835)
-(1/7/1893), 553

Stefan-Boltzmann Law, 553
Stegun, I. (2002), 412
Stirling cycle

ideal gas working substance, 197
Stirling, James

(5/1692)–(12/5/1770), 575
asymptotic expansion, 412

Stirling, Robert
(10/25/1790)

-(6/6/1878), 197
Sturge, M. D.

Statistical and Thermal Physics:
Fundamentals and Applications, 522

Su, G.J.
(1946), 283

Sub-Systems
in mutual equilibrium, 354

Summary, 372
Surprise

a helpful one, 617
Susceptibility

isentropic and isothermal, 253

t and p, Independent
u(t,p), 77

Table
characteristic temperatures

rotation and vibration of diatoms, 436
Debye temperature ‚D, 568
Van der Waals gas

critical constants, 264
Temperature

T K D T ıC C 273:15, 132
a statistical approach, 26
celsius, 32
empirical, 5, 7
from empirical

to thermodynamic, 322
ice-point, 32
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ideal gas
thermodynamic scale, 328

Kelvin scale
� absolute scale, 131

negative, 489
negative, cursory remarks, 209, 335
steam point, 32
thermodynamic approach, 31
thermodynamic scale via

the Joule-Gay-Lussac coefficient, 324
the Joule-Kelvin coefficient, 326

very low, production of
adiabatic demagnetization of

paramagnets, 483
Zero

unattainability of, 486
Temperature and Pressure

mixture of perfect gases, 35
Temperature change

on mixing
Van der Waals Gases, 290

Temperature of Ice-Point
an estimate, 328

ter Haar
D. and Wergeland, H., 209
for negative temperature

energy must have upper-bound,
210

ter Haar, Dirk, 9
(4/22/1919)–(9/3/2002), xii
op. cit, 336

ter, Haar, 490
The PdV Work, 386
Thermal

wave-length �

D
�

h2

2	mkBT

� 1
2

, 511

Thermal Average
and BMG

distribution factor, 442
Thermal equilibrium, 3

mutual, 7
Thermal Wave-Length

�D
�

h2

2	mkBT

� 1
2

, 511

Thermionic Current Density, 537
Thermo-Motive Force

internal energy, 361
Thermodynamic

equilibrium
attainment of for a perfect gas, 33

potentials:
s; f; g and h, 391

system, 1

Thermodynamic Equilibrium
stable, 367

Thermodynamic justification
Maxwell Prescription

alternate analysis, 272
Maxwell prescription

first analysis, 269
Thermodynamic Motive Forces

direction of, 357
direction of entropy formalism, 357
energy formalism, 361
I, entropy extremum, 357
II, energy extremum, 361

Thermodynamic Phases, x
Thermodynamic Potentials

Clausius–Clapeyron
Gibbs phase rule Legendre

transformations, 373
Helmholtz potential, 422
partially degenerate

FD gas, 521
Thermodynamic Stability, 353

intrinsic
requires CV and �T > 0, 367

intrinsic requires
cv and �T > 0, 367

requires positive
cv and �t , 216

section on, 366
three extensive variables, 619

Thermodynamic Temperature
scale via

the Joule-Kelvin coefficient, 326
via Joule-Gay-Lussac

coefficient, 324
Thermodynamics

classical statistics
diatoms with stiff bond, 434

classical statistics:
diatoms with stiff bond, 434

classical, A. Brian Pippard, 5
first law, 62
large numbers,

most probable state, 4
of Nd free-diatoms, 424
second law Carnot version, 135
zeroth law, 4

Third T:dS Equation, 236
Third Law

Nernst heat theorem, 485
unattainability of zero temperature,

486
Third Requirement

intrinsic stability
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> 0, 371

Thompson,Benjamin
Count Rumford of Bavaria

(3/26/1753)–(8/21/1814), 58
Thomsen, H. Julius

(2/16/1826)
-((2/13/1909), 485

Thornton
Stephen T., 431

Total differential, 9
Total entropy

increases by spontaneous
processes, 145

Transformation
heat of, 390
Legendre, 377, 379

Transition
from liquid to gas

and vice versa, 282
Triple and Ice Points

of water: why different?, 400
Triple Point, 400
Triple point

of pure water, 33
Tungsten, 537
Two phase region

Van der Waals, 262
Two Sites: A Trivial Example,

573

Uhlenbeck, George Eugene
(12/6/1900-10/31/1988), 258

Un-Normalized Moments
Gaussian distribution, 580

Units
molal, 259

Useful identities, 19

Van der Waal’s Gas
energy and entropy

change, 246
Van der Waals

behavior below Tc, 269
critical point, 262
critical region, 265
equation as a cubic, 263
equation of state

for a mixture, 260
equation of state for 1 mole, gase or liquid:�

p C a
v2

�
.v � vexcluded/ D RT ;

p � P; v D V
n

, 259

equation of state for nmoles, gase or liquid:�
P C an2

V 2

�
.V � Vexcluded/ D nRT ,

259
equation of state in reduced form, 260
parameters from critical constants, 264
reduced equation of state, 264
theory of imperfect gases, 255
two phase region, 262
virial expansion, 260

Van der Waals Gas
equation of state, 71
Gay-Lussac-Joule

coefficient, 307
Van der Waals gas

adiabatic state equation
above critical point, 297

reduced vapor pressure, 290
specific heat

enthalpy, �, �, 293
work done

entropy, internal energy change, 296
Van der Waals Gases

mixture of, 609
Van der Waals gases

temperature change
on mixing, 290

Van der Waals theory of imperfect gases,
255

Van der Waals, Johannes Diderik
(11/23/1837)–(3/18/1923), 255

Variable
state, 9

Variance
phase equilibrium

relationships, 405
Velocity of Sound

Newton’s treatment, 237
Very Low Temperature

production of
adiabatic demagnetization, 483

Vibrational rotational motion
intra-molecular, 35

Violation
of Carnot version leads

to Clausius version, 142
Virial coefficient

reduced second, 285
second, changes sign at Boyle temperature,

262
second, changes sign at Boyle temperature,

262
Virial Expansion

absent long range interaction
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two terms identical to
Van der Waals, 454

Virial expansion
Van der Waals gas, 260

Walls
conducting, 2
diathermal, 2

Watson, G. N. (1996), 412
Weakly Degenerate

Fermi–Dirac
perfect gas, 507

Weakly-Degenerate FD gas
Low Density

and High Temperature, 507
Wergeland, H., xii, 9
Whittaker, E. T. (1996), 412
Whittaker, E. T. and

Watson, G. N. (1996), 412
Wieman, Carl

Rubidium 87, 503
Work done

entropy, internal energy
change, 296

Work Function ;
for nickel is � 5 eV, 537
for tungsten is � 4.5 eV, 537

Work Function ;
� few eV higher than EF, 537

Work to Heat Energy, 61

Xenon, 264, 283

Zemanski, M. W.
Dittman, R. H.

‘Heat and Thermodynamics’, McGraw
Hill, 1981., 311

Zemansky, M. W
‘Heat and Thermodynamics’

McGraw Hill(1981), 311
Zero Temperature

unattainable, 486
Zeroth Law

reconfirmation, 363
revisited, 353

section, 31
Zeroth law, viii

assertion, 7
introduction and, 1
motive forces

and stability, 8
of thermodynamics, 4
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