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Preface

In this book we describe the basic principles, problems, and methods of clas-
sical mechanics. Our main attention is devoted to the mathematical side of
the subject. Although the physical background of the models considered here
and the applied aspects of the phenomena studied in this book are explored
to a considerably lesser extent, we have tried to set forth first and foremost
the “working” apparatus of classical mechanics. This apparatus is contained
mainly in Chapters 1, 3, 5, 6, and 8.

Chapter 1 is devoted to the basic mathematical models of classical me-
chanics that are usually used for describing the motion of real mechanical
systems. Special attention is given to the study of motion with constraints
and to the problems of realization of constraints in dynamics.

In Chapter 3 we discuss symmetry groups of mechanical systems and the
corresponding conservation laws. We also expound various aspects of order-
reduction theory for systems with symmetries, which is often used in applica-
tions.

Chapter 4 is devoted to variational principles and methods of classical
mechanics. They allow one, in particular, to obtain non-trivial results on the
existence of periodic trajectories. Special attention is given to the case where
the region of possible motion has a non-empty boundary. Applications of the
variational methods to the theory of stability of motion are indicated.

Chapter 5 contains a brief survey of the various approaches to the problem
of integrability of the equations of motion and some of the most general and
efficient methods of their integration. Diverse examples of integrated prob-
lems are given, which form the “golden reserve” of classical dynamics. The
material of this chapter is used in Chapter 6, which is devoted to one of
the most fruitful parts of mechanics — perturbation theory. The main task of
perturbation theory is studying the problems of mechanics that are close to
problems admitting exact integration. Elements of this theory (in particular,
the well-known and widely used “averaging principle”) arose in celestial me-
chanics in connection with attempts to take into account mutual gravitational
perturbations of the planets of the Solar System. Adjoining Chapters 5 and 6
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is Chapter 7, where the theoretical possibility of integrating the equations of
motion (in a precisely defined sense) is studied. It turns out that integrable
systems are a rare exception and this circumstance increases the importance
of approximate integration methods expounded in Chapter 6. Chapter 2 is
devoted to classical problems of celestial mechanics. It contains a description
of the integrable two-body problem, the classification of final motions in the
three-body problem, an analysis of collisions and regularization questions in
the general problem of n gravitating points, and various limiting variants of
this problem. The problems of celestial mechanics are discussed in Chapter 6
from the viewpoint of perturbation theory. Elements of the theory of oscilla-
tions of mechanical systems are presented in Chapter 8.

The last Chapter 9 is devoted to the tensor invariants of the equations
of dynamics. These are tensor fields in the phase space that are invariant
under the phase flow. They play an essential role both in the theory of exact
integration of the equations of motion and in their qualitative analysis.

The book is significantly expanded by comparison with its previous edi-
tions (VINITI, 1985; Springer-Verlag, 1988, 1993, 1997). We have added
Ch.4 on variational principles and methods (§4.4.5 in it was written by
S.V. Bolotin), Ch. 9 on the tensor invariants of equations of dynamics, § 2.7 of
Ch. 2 on dynamics in spaces of constant curvature, §§6.1.10 and 6.4.7 of Ch. 6
on separatrix crossings, §6.3.5 of Ch.6 on diffusion without exponentially
small effects (written by D.V. Treshchev), §6.3.7 of Ch.6 on KAM theory
for lower-dimensional tori (written by M. B. Sevryuk), §6.4.3 of Ch. 6 on adi-
abatic phases, § 7.6.3 of Ch. 7 on topological obstructions to integrability in the
multidimensional case, §7.6.4 of Ch.7 on the ergodic properties of dynamical
systems with multivalued Hamiltonians, and § 8.5.3 of Ch. 8 on the effect of gy-
roscopic forces on stability. We have substantially expanded §6.1.7 of Ch. 6 on
the effect of an isolated resonance, §6.3.2 of Ch. 6 on invariant tori of the per-
turbed Hamiltonian system (with the participation of M. B. Sevryuk), §6.3.4
of Ch. 6 on diffusion of slow variables (with the participation of S.V. Bolotin
and D.V. Treshchev), §7.2.1 on splitting of asymptotic surfaces conditions
(with the participation of D. V. Treshchev). There are several other addenda.
In this work we were greatly helped by S.V. Bolotin, M.B. Sevryuk, and
D. V. Treshchev, to whom the authors are deeply grateful.

This English edition was prepared on the basis of the second Russian edi-
tion (Editorial URSS, 2002). The authors are deeply grateful to the translator
E.I. Khukhro for fruitful collaboration.

Our text, of course, does not claim to be complete. Nor is it a textbook on
theoretical mechanics: there are practically no detailed proofs in it. The main
purpose of our work is to acquaint the reader with classical mechanics on the
whole, both in its classical and most modern aspects. The reader can find
the necessary proofs and more detailed information in the books and original
research papers on this subject indicated at the end of this volume.

V.IL Arnold, V.V. Kozlov, A.I Neishtadt
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1

Basic Principles of Classical Mechanics

For describing the motion of a mechanical system various mathematical mod-
els are used based on different “principles” — laws of motion. In this chapter
we list the basic objects and principles of classical dynamics. The simplest and
most important model of the motion of real bodies is Newtonian mechanics,
which describes the motion of a free system of interacting points in three-
dimensional Euclidean space. In §1.6 we discuss the suitability of applying
Newtonian mechanics when dealing with complicated models of motion.

1.1 Newtonian Mechanics

1.1.1 Space, Time, Motion

The space where the motion takes place is three-dimensional and Euclidean
with a fixed orientation. We shall denote it by E3. We fix some point o0 € E3
called the “origin of reference”. Then the position of every point s in E? is
uniquely determined by its position vector 03 = r (whose initial point is 0 and
end point is s). The set of all position vectors forms the three-dimensional
vector space R3, which is equipped with the scalar product ().

Time is one-dimensional; it is denoted by ¢ throughout. The set R = {t}
is called the time axis.

A motion (or path) of the point s is a smooth map A — E3, where A is an
interval of the time axis. We say that the motion is defined on the interval A.
If the origin (point o) is fixed, then every motion is uniquely determined by a
smooth vector-function r: A — R3.

The image of the interval A under the map ¢ — r(t) is called the trajectory
or orbit of the point s.

The welocity v of the point s at an instant ¢ € A is by definition the
derivative dr/dt = 1(t) € R3. Clearly the velocity is independent of the choice
of the origin.
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Y

Fig. 1.1.

The acceleration of the point is by definition the vector a = v = # € R3.
The velocity and acceleration are usually depicted as vectors with initial point
at the point s (see Fig. 1.1).

The set E3 is also called the configuration space of the point s. The pair
(s, V) is called the state of the point, and the set E? x R3{v}, the phase (or
state) space.

Now consider a more general case when there are n points s1, . . ., s, mov-
ing in the space E3. The set E3" = E3{s;} x -+ x E3{s,} is called the
configuration space of this “free” system. If it is necessary to exclude colli-
sions of the points, then E3® must be diminished by removing from it the
union of diagonals

A= Uf{si = s;}-

i<j
Let (r1,...,1,) = r € R3" be the position vectors of the points s1, . .., s,.
A motion of the free system is given by smooth vector-functions r(t) =
(ri(t),...,rn(t)). We define in similar fashion the velocity
V=r1= (..., 1) =(Vi,...,Vv,) ER"
and the acceleration
a=t=(f,...,1,) = (a,...,a,) € R

The set E3" x R3*{v} is called the phase (or state) space, and the pair
(s, V), the state of the system.

1.1.2 Newton—Laplace Principle of Determinacy

This principle (which is an experimental fact) asserts that the state of the
system at any fixed moment of time uniquely determines all of its motion
(both in the future and in the past).

Suppose that we know the state of the system (rg, vo) at an instant ¢g.
Then, according to the principle of determinacy, we know the motion r(¢),
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t € ACR;r(tg) = ro, ¥(tg) = Fo = vo. In particular, we can calculate
the acceleration # at the instant ¢t = to.! Then i(tg) = f(to, ro, o), where f
is some function whose existence follows from the Newton—Laplace principle.
Since the time ty can be chosen arbitrarily, we have the equation

¥=f(t,r,1)

for all ¢.

This differential equation is called the equation of motion or Newton’s
equation. The existence of Newton’s equation (with a smooth vector-function
f: R{t} x R3"{r} x R3{r} — R3") is equivalent to the principle of deter-
minacy. This follows from the existence and uniqueness theorem in the the-
ory of differential equations. The function f in Newton’s equations is usually
determined in experiments. The definition of a mechanical system includes
specifying this function.

We now consider examples of Newton’s equations.

a) The equation of a point in free fall in vacuum near the surface of the
Earth (obtained experimentally by Galileo) has the form ¥ = —ge,, where
g ~ 9.8 m/s? (the acceleration of gravity) and e, is the vertical unit vector.
The trajectory of a falling point is a parabola.

b) Hooke showed that the equation of small oscillations of a body attached
to the end of an elastic spring has the form & = —ax, a > 0. The constant
coefficient a depends on the choice of the body and spring. This mechanical
system is called a harmonic oscillator (see Fig. 1.2).

‘.I:
—l—

X

Fig. 1.2. Harmonic oscillator

It turned out that in experiments, rather than finding the acceleration f on
the right-hand side of Newton’s equations, it is more convenient to determine
the product mf = F, where m is some positive number called the mass of
the point (an instructive discussion of the physical meaning of the notion of
mass can be found in [601, 401, 310]). For example, in Hooke’s experiments
the constant ma = ¢ depends on the properties of the elastic spring, but not
on the choice of the body. This constant is called the coefficient of elasticity.

The pair (s, m) (or (r,m), where r is the position vector of the point s)
is called a material point of mass m. In what follows we shall often denote a
point s and its mass m by one and the same symbol m. If a system of material

1 We assume that all the functions occurring in dynamics are smooth.
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points consists of n points with masses my, ..., m,, then Newton’s equations

¥ =fi(t,r1,...,ry, T1,...,1p), 1<i<n,

can be rewritten as
mzrl:Fz(t, r, I‘), 1 <Z<n

The vector F; = m;f; is called the force acting on the point m;. “The word
force does not occur in the principles of Dynamics, as we have just presented
it. One can, in effect, bypass it.”? The last equations are also called Newton’s
equations.

¢) As established by Newton (in development of earlier ideas of Kepler), if
there are n material points (ry, m1), ..., (rn, m,) in space, then the ith point
is acted upon by the force F; = Z#j F;;, where

_ymny

Fp=———=5r1u
lep®

ry =TI; — Iy, v = const > 0.

This is the law of universal gravitation.

d) When a body is moving fast through the air, the resistance force is
proportional to the square of the velocity (Stokes’ law). Hence the equation
of a body falling in the air has the form m2 = mg — ¢22, ¢ > 0. It turns out
that there always exists the limit lim v(t) equal to \/mg/c and independent

t—o0

of the initial state.

When a body moves slowly in a resisting medium, the friction force is a
linear function of the velocity. The idea of approximating the resistance force
by the formula

F=—av—c?, «a, ¢ = const > 0,
goes back to Huygens; this formula takes into account both limiting cases.
The vertical fall of a heavy body is described by the equation

mi=mg — a — c3>.

It is easy to show that

/o2 + 4 _
lim v(t) = a” + smge .

t—00 2c

For o > 0 this quantity is clearly less than y/mg/c.

2 Appell ([5], p.94). In Newton’s time the word “force” (vis in Latin) was used
for various objects, for example, the acceleration of a point. Leibnitz called the
product of the mass of a point and the square of its velocity vis viva (live force).
The modern term “force” corresponds to Newton’s vis motrix (accelerating force).
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Suppose that a material point (r,m) is moving under the action of a
force F. Let

r = re, +ye, + ze;, F = Xe, +Ye, + Ze,,

where e, ey, e, is a fixed orthonormal frame of reference. Then Newton’s
equation mr = F is equivalent to the three scalar equations

mi = X, my =Y, mz = Z.

This self-evident trick, which was suggested by Maclaurin for describing the
motion of a point in three-dimensional space, was not evident to the classics.
Before Maclaurin the so-called natural equations of motion were usually used.

Let s be the natural parameter along the trajectory of motion of the point.
The trajectory is given by the correspondence s — r(s). The unit vector
7 =1’ (prime denotes differentiation with respect to the natural parameter)
is tangent to the trajectory. The vector

I,Il

r _,
|

defines the normal, and the vector 8 = 7 X v, the binormal, to the trajectory.
The vectors 7, v, 3 are functions of s. Their evolution is described by the
Frenet formulae, which are well-known in geometry:

T = kv
v = —kt + 0
B = — v,

The quantities k and s depend on the point of the trajectory; they are called
the curvature and the torsion of the trajectory at this point. The motion of
the point r: A — E3 can be represented as the composition t +— r(s(t)).
Then v = r'$ and a = r”/5? + r'5. Since v’ = 7 and " = 7/ = kv (Frenet
formula), we have

a = 3§t + ki’v.

This formula was essentially known already to Huygens. Multiplying it by m
and setting F = F.7+F, v+ F33 we arrive at the natural equations of motion

mé = F,, mks? = F,, F5=0. (1.1)
Since s is the arc length, § = v is the speed of motion of the point. Then
the first two equations (1.1) are usually written in the form

va

mo=F,,  ——=F,, (1.2)
p

where p = k! is the radius of curvature of the trajectory.
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We now consider some more examples of application of Newton’s equation.

e) It is known [4] that a charge e placed in an electro-magnetic field is
acted upon by the force

F:e(E—i—i(va)),

where E, H are the strengths of the electric and magnetic fields (they satisfy
the Maxwell system of equations) and c is the speed of light. This force is
called the Lorentz force.

Consider a special case of motion where the electric field is absent. Then
the Lorentz force is orthogonal to the velocity of the charge and therefore
F, =0 in equations (1.2). Consequently, the charge is moving with constant
speed.

Suppose in addition that the magnetic field is homogeneous (H = const),
and at the initial instant the velocity of the charge is orthogonal to the mag-
netic force lines. Then, as can be easily seen, the trajectory of the charge is a
planar curve orthogonal to H. Since

elv|H

|F,| = ; where H = |H],
¢

it follows from the second of equations (1.2) that the charge is moving along

a circle of radius
mue

eH "’
This quantity is called the Larmor radius.
More interesting is the problem of motion of a charge in the field of a
magnetic pole, which was considered by Poincaré. If E = 0, then the magnetic
field is stationary and satisfies the Maxwell equations

curl H=0, divH = 0.

Tt follows from the first equation that H is locally conservative (H = grad U),
and the second equation shows that the potential is a harmonic function
(AU = 0, where A is the Laplace operator). Poincaré considered the only
potential depending only on the distance:

k
U=—, k = const.
||
In this case,
_ kr
GE

and therefore the equation of motion of the charge has the form

rXr me
r— ———— = —,
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It is equivalent to the following relation:

] r
u(r X r) = —m +a, a = const.
Consequently,
(a,1) = [r. (1.3)

This is the equation of a cone of revolution whose symmetry axis is parallel
to the vector a. We demonstrate that the charged particle moves along the
geodesics on this cone. Indeed, r and I are tangent to the cone (1.3). Conse-
quently, the acceleration vector is orthogonal to this cone. Since the speed of
motion is constant, by Huygens’ formula the normal to the trajectory coin-
cides with the normal to the cone. Therefore the trajectories are geodesics.

This result of Poincaré explains the phenomenon of cathode rays being
drawn in by a magnetic pole discovered in 1895 by Birkeland [501].

f) We consider in addition the problem of external ballistics: a material
point (r, m) is moving along a curvilinear orbit near the surface of the Earth
experiencing the air resistance. We assume that the resistance force F has
opposite direction to the velocity and its magnitude can be represented in the
form

|| = mgep(v),
where ¢ is a monotonically increasing function such that ¢(0) = 0 and ¢(v) —
+00 as v — +00.

yA i}

|
.I
Fig. 1.3. BathllC (ra‘eCtOry

Since at every moment of time the vectors of the velocity of the point, its
weight, and the resistance force lie in the same vertical plane, the trajectory
of the point is a planar curve. In the plane of the orbit we introduce Cartesian
coordinates x, y such that the y-axis is directed vertically upwards. Let « be
the angle between the velocity of the point v and the horizon (Fig.1.3). The
first of equations (1.2) gives the relation

b= —g[sina+ o). (1.4)
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We now make use of the second equation in (1.2). First of all we observe
that p = —ds/da. The sign “—” shows that the angle « decreases as s in-
creases. Taking the projection of the gravitational force onto the normal we
arrive at the second relation

v& = —g cos a. (1.5)

The phase portrait of the closed system of differential equations (1.4)
and (1.5) is depicted in Fig.1.4. All the phase trajectories approach arbi-
trarily closely the point & = —7/2, v = vy, where vy is the unique positive
root of the equation ¢(v) = 1. This point corresponds to the vertical fall of
the body with constant velocity (as in example d).

Q

e
y

QY

|
o9
R
S
o9

Fig. 1.4. The phase portrait of the ballistic problem

We demonstrate that the trajectory has a vertical asymptote when contin-
ued infinitely (as depicted in Fig. 1.3). Indeed, the z-coordinate is determined
by the formula

v cos o dt.

a(t) =

—

to

We need to show that the corresponding improper integral (when ¢t = o0)
converges. For that we pass to a new integration variable o and use (1.5):

&o

1
T = - / v? da.
g

—7/2

Since the speed is bounded, this integral has a finite value.
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For some laws of resistance, the system of equations (1.4)—(1.5) can be
solved explicitly. One of such laws was found already by Legendre:

pv) =", ¢,y = const > 0.

The substitution u = v~ reduces this problem to integrating the single linear
differential equation

du 1
— +yutana + yccos T = 0.
da

This equation can be easily solved by the method of variation of parameters.

One can find references to other results devoted to the exact integration
of equations (1.4)—(1.5), for example, in the book [5].

The principle of determinacy holds also in relativistic mechanics. The dif-
ference between classical Newtonian mechanics and relativistic mechanics is
in Galileo’s principle of relativity.

1.1.3 Principle of Relativity

The direct product E? x R{t} (space-time) has the natural structure of an
affine space. The Galilean group is by definition the group of all affine trans-
formations of E? x R that preserve time intervals and are isometries of the
space E? for any fixed t € R. Thus, if g: (s,t) — (s, ') is a Galilean trans-
formation, then

1) ta_tﬁztix_ /ﬁ7

2) if to =tg, then [sq — sg| = s, — s]-

The Galilean group obviously acts on R3{r} xR{t}. We give three examples
of Galilean transformations of this space. First, uniform motion with constant
velocity v:

g1(r,t) = (r + vt, t).

Next, translation of the origin in space—time:
ga(r,t) = (r +x,t+ ).
Finally, rotation of the coordinate axes:
gs(r,t) = (Gr,t),
where G: R?® — R? is an orthogonal transformation.

Proposition 1.1. Every Galilean transformation g: R?> x R — R3 x R can
be uniquely represented as a composition g1g2gs.
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We shall find an explicit form of Galilean transformations, from which
Proposition 1.1 will immediately follow. For that we consider an affine trans-
formation of E* = E® x R of the general form:

x = Ax' + vt' + a, t=(,x')+kt +s.

Here A is a 3x3 matrix; v, a, and 1 are vectors in three-dimensional Euclidean
space; k and s are real numbers.

First we show that [ = 0 and k£ = 1 for Galilean transformations. Indeed,
using property 1) we obtain the equality

ty —to = (I, x] — x5) + k(] —t5) =17 — ¢ (1.6)

that holds for all pairs of points (x}, t}) and (x5, t5) in Fy4. Setting t} = t}, we
obtain that (1, x") = 0 for all vectors x’, whence 1 = 0. But then (1.6) implies
k=1

We now show that A is an orthogonal matrix. For that we set t; = to
(then ¢} = t}) and use property 2):

1 — xo| = | A} — Axb| = |A(x) — xb)| = Ix} — x|

for any x} and x}. Consequently, the matrix A is orthogonal.
Thus, we have found the general form of Galilean transformations:

x = Ax' +vt' +a, t=1t+s; AcO(@3), v,acR? scR. (1.7)

Since the orthogonal matrices form a three-parameter family, Galilean trans-
formations of the general form involve 10 independent parameters.

We introduce in E? a “fixed” frame of reference by fixing a point o € E?
and choosing three mutually perpendicular axes. Every element of the Galilean
group transforms this frame into another frame, which moves uniformly and
rectilinearly with respect to the first frame. Such frames are said to be inertial.

In practice a frame of reference attached to the stars is chosen for a “fixed”
frame. But if the motion of the stars themselves is taken into account, then
a more precise definition of a frame is established using statistical averages.
However, a frame of reference attached to the Earth serves as a sufficient
approximation of an inertial frame for many practical problems.

The action of the Galilean group on E? x R can be extended to the action
on E3 x - x E3 xR by the rule: if g: (s,t) — (s',t'), then g(s1, ..., 8n,t) =
($hy ..oy 8h,t).

The Galileo-Newton principle of relativity asserts that Newton’s equations
are invariant under the Galilean transformation group in an inertial frame of
reference.

This principle (which has empirical origin) imposes a number of condi-
tions on the form of the right-hand side of Newton’s equation written in an
inertial frame of reference. Since among Galilean transformations there are
translations of the time axis, the forces are independent of ¢:

m;¥; = F;(r, 1), 1<i<n.



1.1 Newtonian Mechanics 11

Forces depending on time can only appear in Newtonian mechanics in
simplified models of motion.

Among Galilean transformations there are translations in three-dimen-
sional space E3. Since E® is homogeneous, it follows that in inertial frames
forces depend only on the relative coordinates ry — r;. Since Newton’s equa-
tions are invariant under the subgroup of uniform motions g;, it follows that
forces also depend only on the relative velocities of the points:

mii;i:Fi(rk_rl; I.‘k—I.‘Z'), i, k,l: 1,...,TL. (18)

The isotropy of E? (invariance under the subgroup of rotations g3) implies
the relation

F(Gr,G¥) = GF(r, i), (1.9)

If a mechanical system consists of a single point, then this point moves
uniformly and rectilinearly with respect to any inertial frame.® Indeed, in
this case the force F is independent of ¢, r, i and is invariant under rotations.
Consequently, F = 0.

If a system consists of two points, then the forces F; and F5 applied to the
points are directed along the straight line connecting the points. Moreover,
according to the principle of equality of action and reaction it is assumed that
F, = —F5. This experimental principle, which is independent of the relativity
principle, leads to the general notions of forces of interaction and of a closed
mechanical system. A system of n material points (r;, m;), 1 < i < n, acted
upon by forces F; is said to be closed if

F, = Z F;;, Fp=-Fy.
i#]
1<isn
The vector F;; is called the force with which the jth point acts on the ith
one. An important example of interaction is the universal gravitation.

If a system consists of three material points, then it follows from the rel-
ativity principle that the forces acting on the points lie in the plane of these
points.

Among the laws of motion given as examples in §1.1.2 only the universal
gravitation is Galilean-invariant. However, if in a system of gravitating points
the mass of one of them is infinitesimally small (say, a speck of dust in the
Solar System), then its influence on the motion of the other points is negligible.
The “restricted” problem thus obtained (which has important applications
in astronomy) no longer satisfies Galileo’s principle of relativity. Many laws
of motion occurring in Newtonian mechanics that are not Galilean-invariant
are obtained from invariant laws of motion by making similar simplifying
assumptions.

3 This is the Galileo-Newton law of inertia. Thus, the law of inertia is a consequence
of the principles of determinacy and relativity.
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1.1.4 Principle of Relativity and Forces of Inertia

According to §1.1.3 in an inertial frame of reference the law of motion has
the form (1.8) and relation (1.9) holds. We now pass to a non-inertial frame
by the change of variables

t—t, x = B(t)z + b(t), (1.10)

where z is the position vector of the material point in the new frame, B(t) €
O(3) for all values of ¢, and b is the position vector of the origin of the non-
inertial frame.

By differentiating relation (1.10) with respect to ¢t we obtain the formulae

X=Bz+Bz+b, %x=Bz+2Bz+Bi+b. (1.11)

Substituting (1.10) and (1.11) into (1.8) we obtain the equation of motion
in the new frame:

m;(Bz;+2Bz;+ Bz; +b) = F;(B(z1,—2;), B(z,—2;)+B(2,—1%;)). (1.12)
Since B € O(3), according to (1.9) we have
B7'Fi(xy, i) = F; (B~ 'y, B™'%y).
Consequently, equations (1.12) can be represented in the form
mz; = Fi(zyx — z;, B~ B(zy, — z;) + 21, — 2;) (1.13)
— miBﬂBzi — le-BleZi — miB*IB.

Thus, the passage to a non-inertial frame gives rise to the additional forces
®, = —m;(B'Bz; + B~'b) and ¥, =-2m;B"'Bz;, (1.14)

which are called the forces of inertia. These expressions can be transformed
to a more clear and traditional form.

First of all we observe that the matrix B~!B is skew-symmetric. Indeed,
by the definition of orthogonal matrices we have

BTB=E.

Here BT denotes the transpose of B and E is the identity 3 x 3 matrix. By
differentiating this relation with respect to t we obtain

BTB+BT™B=0 or (B'B)Y'+B'B=0,

as required.

We set
. 0 —Ww3 W2
B'B=| w3 0 —w|. (1.15)
—W2 W1 0
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It is easy to verify that )
BBz = w x z,

where the vector w has components wy, ws, ws. The vector w is called the
angular velocity of the moving frame. One should bear in mind that the direc-
tion of the vector w depends essentially on the chosen orientation of Euclidean
space, while the vector w itself is independent of a (positively oriented) Carte-
sian coordinate system. Such vectors are often called azial vectors.

Thus, formula (1.14) for the force ¥ can be rewritten in the vector form:

Here z; is the relative velocity of the point m; (the velocity of motion in the
moving frame). This formula was first obtained by Coriolis; the force ¥ is
called the Coriolis force.

We set € = w, w = B~'b. The vector ¢ is the angular acceleration of
the moving frame, and w is the acceleration of the origin of the non-inertial
frame as a vector in this moving space. We use the identity

B™'B=(B7'By- (B~ Y)B.
Since B! = BT and (B~'B)T = —B~'B, we have
—(B™YB=—-(B)"BB'B=B"'BB7'B.
Consequently, ) _ ) )
B™'B= (B 'By+ B 'BB'B.
Clearly,
(B7'Bjz=¢ x z and B™'BB7'Bz = w x (w X z).
As a result we obtain the required formula for ®:
P, = —mw+wx (wxz)+exz.

The expression in brackets is the acceleration of the point of the moving frame
with position vector z; (the transfer acceleration). The force W is called the
inertial force of the moving space.

Now suppose that in some (generally speaking, non-inertial) frame we are
given a law of motion of a closed system of n material points:

mzzzzGZ(zl,zn,zl,,zn,t), Zil,,n (116)

Then the vector-functions G; must be representable in the form of the right-
hand sides of system (1.13):
GZ‘(ZJ*, Zk, t) = Fi(zk - zj, BilB(Zk — Zj) + 7y — 2j)

. ) . 1.17
—m;B 'Bz; — 2m; B 'Bz; — m; B~ 'b. (L17)



14 1 Basic Principles of Classical Mechanics

It turns out that each summand on the right-hand side can be uniquely ex-
pressed in terms of G;.
Indeed, by (1.17) we have

Gi(Zj7Zk,t) - Gi(Zj + a, ik,t) :miB_IBa (118)
for any vector a, and
Gi(zj, 7k, t) — Gi(zj, 2 + vt) = 2m; B~ Bv (1.19)

for any vector v. Since z — —z is an orthogonal transformation, by (1.9) we
have
Fi(fzj, 72]@) = 7Fi(Z]‘, Zk)
Hence,
Gi(zj, 21, t) + Gi(—2;, —2, t) = —2m; B~ 'b. (1.20)

Relations (1.18)-(1.20) allow one to determine B~'B, B~'B, and B~'b or,
which is the same, the vectors w, €, and w. In particular, the forces G;
in (1.16) acting on the material points in the non-inertial frame can be uniquely
represented as the sum of the “physical” forces F; and the forces of inertia ®;
and \I/z

Thus, if we know the law of motion (1.16) of a system of points in the non-
inertial frame, then we can uniquely determine the vectors w and w = B ~1p.
Consequently, the orthogonal matrix B(t) satisfies the equation

B = B1, (1.21)

where (2(t) is the known skew-symmetric matrix (1.15). For any orthogonal
matrix By there exists a unique solution B(t) of equation (1.21) such that
B(0) = By. Since we know the acceleration vector w, we can find the vector

b(t) = B(t)w(t), the acceleration of the origin of the moving frame in the
fixed space. Consequently, the position vector of this point can be found by

simple quadratures:
t ,om
b(t) = /(/B(g) dg) dn+ vt +a,

0 0

where v and a are some constant vectors. Fixing By, v, and a we obtain
formula (1.10) connecting some inertial frame and the chosen non-inertial
frame. Since the time is not transformed in the transition formula (1.10), by
varying the orthogonal matrix By and the vectors v, a we can obtain the
whole family of inertial frames.

These observations lead to an important consequence of the relativity prin-
ciple: the law of motion of any closed system of interacting points in some fixed
moving frame allows one to find all the inertial frames [352].

We emphasize that without the assumption of the validity of the relativity
principle it is impossible to unambiguously distinguish the physical forces of
interaction from the forces of inertia. This range of problems is discussed from
a somewhat different viewpoint in [294].
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1.1.5 Basic Dynamical Quantities. Conservation Laws

The following characteristics of motion are important in dynamics in oriented
Euclidean space with a fixed inertial frame:

p = mv — the momentum of a point,

k = r xp = m(r x v) — the angular momentum (moment of momentum),
M =r x F — the moment of force (torque),

T = mwv?/2 — the kinetic energy,

I = mr? — the moment of inertia with respect to the point o.

If a system consists of several points, then the corresponding dynamical
quantities are additive functions.

Proposition 1.2. Let P =Y p; and F =Y. F;. Then P =F.
The point
D MiT;
2 mi
is called the centre of mass. It is easy to see that the position of the centre of
mass is independent of the choice of the origin of reference.

&=

Corollary 1.1. The centre of mass of a closed system moves uniformly and
rectilinearly: & = 0.*

Proposition 1.3. Let K = Sk =Y mr; xv; and M =>"r; x F;. Then
K=M.
Corollary 1.2. For a closed system we have K = const.?

A force acting on a material point is said to be central if its line of action
always passes through the origin o € E3.

Corollary 1.3. A motion under the action of a central force occurs in a plane
passing through o.

Proposition 1.4. Let T =Y. m;v?/2. Then T =3 (F;, v;).

The forces F;(ry,...,r,) are said to be conservative if the 1-form

Z<Fi (I’), dri)a

i=1

called the work of the forces F; on the displacements dr;, is exact, that is, is
the differential of some function V'(ry,...,r,) defined everywhere on

EP\A=E"\ J{ri=r;}.

1<

4 This assertion was noted by Newton.
5 This fact was established independently by Euler, D. Bernoulli, and d’Arcy
(see [477]).
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The function V is called the force function®, and the function U = —V is
called the potential energy (potential) of the system of points.

Corollary 1.4. If the forces are conservative, then the total energy is constant
on every motion: T + U = const.”

The existence of the laws of conservation of momentum, angular momen-
tum, and total energy of a closed system of material points is related to the
invariance of Newton’s equations under the Galilean transformation group.

Proposition 1.5. If the interaction forces depend only on the mutual dis-
tances of the points, that is,

r: —r,
Fij = fij(rij)eij7 Tij = |I‘i - I’j|7 €ij = jriula
)

then these forces are conservative.®

In this case the potential energy is equal to >, . w;;, where u;; =

i<j
| fij(rij) dri; is the potential energy of interaction of the material points
m; and m;.

For example, in the case of universal gravitation the force function is

AL
v=y 0
>

1<j

Proposition 1.6. Let I = > m;r? be the moment of inertia of the system
with respect to the origin o € E3. Then I = 4T +2% . (F;, ;).

If the forces are conservative and the force function is homogeneous of
degree k, then

f4T+QZ<gV, ri>4T+2kV4h+2(k+2)V
- r;

depends only on the positions of the points and the total energy. In the case
of gravitational attraction, ¥ = —1 and therefore I = 4h — 2U. This formula
was obtained by Lagrange.

As an application of the dynamical quantities and conservation laws in-
troduced above we now consider the problem of regions of possible motion of
a closed system whose interaction forces depend only on the distance.

We associate with the centre of mass (barycentre) a new inertial frame and
in what follows consider the barycentre to be at rest: Y m;r; = 0. Clearly,

5 The force function was introduced by Lagrange.

7 In special cases this fact was already known to Huygens, Newton,
J. and D. Bernoulli, and other authors.

8 This fact was established by Lagrange.
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the interaction forces F;; do not change under such a change of the origin of
reference, since they depend only on the differences r; —r;.

The total angular momentum K = " m;(r; x v;) with respect to the
centre of mass does not change. The plane passing through the barycentre
perpendicular to the constant vector K is usually called the Laplacian invari-
ant plane.

Proposition 1.7. We have the inequality
K? < 2IT. (1.22)
<1 Indeed,

K2 = [ mates xvi)| < (X mileivil)’

< (Yo ma?) (Yo mivi) =1-21.

Since T = h — U, we obtain from (1.22) the inequality K? < 2I(h —U) or
U+ K?%/(2I) < h. We consider the hypersurface

F:{r:(rl,...,rn)eRgnz Zmirizo}

and denote by By j the region of possible motion — the set of points of I'
where the system can be situated with a given energy and given value of the
total angular momentum. We obviously have the inclusions

>

Bk C{rel': U+K?/(2I) <h} C .
The reverse inclusion, generally speaking, does not hold.

Proposition 1.8. In the planar problem, when the motion of points takes
place in the Laplacian plane, we have By p, = {T el U+ K?/(2I) < h}.

<1 Suppose that > m;r; = 0 and let v; = (K x r;)/I + ar;/I. Then
S m;(r; x v;) = K and T = K2/2I + o?/2I. Tt is always possible to choose
a so that r € Bk . >

1.2 Lagrangian Mechanics

1.2.1 Preliminary Remarks

We begin with a simple example. Suppose that a point of mass m moves on
a smooth? regular surface X given by an equation

flz,y,2) =0 (1.23)

9 Here smoothness should be interpreted in two meanings: as infinite differentiabil-
ity and as absence of friction.
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under the action of a known force F. The effect of the surface X on the
motion of the point can be naturally identified with the action of some force N
orthogonal to Y. We can describe the motion of the point m by Newton’s
equation

mi =F + N (1.24)

and then regard the point as being free. From this equation, taking into ac-
count the constraint equation (1.23), we can uniquely determine the force N
as a function of state and time. Equation (1.24) can be rewritten in the form

(mi —F, &) =0, (1.25)

where £ is an arbitrary tangent vector to X, and interpreted as Newton’s law
of motion in the tangent plane to the surface X.

In mechanics the force N is usually called the pressure or, more generally,
the reaction of the constraint (1.23), and the tangent vectors &, the wvirtual
variations (displacements) or virtual velocities of the constrained point m.

In the general case, when n points (mi,r1),...,(my,r,) are in con-
strained motion, the constraints are defined by a smooth manifold M embed-
ded in the configuration space of the free system R?" = R3{r;} x- - - xR3{r,}.
The constraints allow only the motions such that (ri(¢),...,r,(t)) € M for
all ¢t. If known forces Fy, ..., F,, act on the points, then equation (1.25) can
be naturally generalized to

n

> (miF; — Fy, &) =0, (1.26)

i=1

where (&1,...,€&,) is an arbitrary tangent vector to M. This equation is
called the “general equation of dynamics” or the d’Alembert—Lagrange prin-
ciple. In the case of a free system of points the vectors &; are arbitrary and
therefore equation (1.26) is equivalent to Newton’s system of equations. The
d’Alembert-Lagrange principle is the definition of motion of a system with
constraints. We shall show in § 1.6 that this definition is natural.

Let ¢ = (¢1,- - -, qr) be local coordinates on M. Then the r; are smooth
functions of ¢ and

Z 81} '.

The kinetic energy
1 .
3 2 it
is a positive definite quadratic form on M. We also introduce the “generalized
forces” — the covectors Q(gq) defined by the equality

Z F,, drz Z Q] d%
=1
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Theorem 1.1 (Lagrange). The functions q(t) defining the motion of the con-
strained system satisfy the equation
(Té)' — T(; =Q.

If the forces Fq,...,F, are conservative (in the sense of the definition
in §1.1), then the form > Q;(q) dg; is the total differential of some smooth
function V' (¢). Then it is natural to introduce the function L = T+ V and
rewrite the equation of motion in the form of Lagrange’s equation

IN Tt
(Ly) = L.

This immediately implies that the motions of the mechanical system co-
incide with the extremals of the variational problem

to
6/Ldt=0.
t1

“Oddly enough, in Lagrange’s work this principle is stated only between
the lines; this could be whence the strange fact developed that this relation in
Germany — mainly through the works of Jacobi — and thereby also in France
is universally called Hamilton’s principle, whereas in England nobody under-
stands this expression; there this equality is called rather by a correct but
undescriptive name of the principle of stationary action” (F. Klein, Vorlesun-
gen dber die Entwicklung der Mathematik im 19. Jahrhundert. 1. Springer,
Berlin, 1926).

1.2.2 Variations and Extremals

A Lagrangian system on a smooth manifold M is defined by a single function
L: TM x A — R, where A is an interval of the time axis R = {t}. A point
q € M is called a configuration (or position) of the system, and a tangent
vector v € T, M, a velocity at configuration ¢. The pair g, v is also called a state
of the system. In Lagrangian mechanics the manifold M is normally called the
configuration space; the tangent bundle T'M, the state space; L the Lagrange
function or the Lagrangian; and dim M, the number of degrees of freedom.

Example 1.1. A natural mechanical system is a triplet (M, T, V), where M
is a smooth configuration manifold, 7" is a Riemannian metric on M (the
kinetic energy of the system), V' is a smooth function on M (the potential
of the force field). A Riemannian metric is a smooth function on the tangent
bundle that is a positive definite quadratic form on each tangent plane. The
Lagrange function is L = T + V (the function V: M — R is lifted to a
function from T'M into R in the obvious way). A
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Let aq and ay be two (not necessarily distinct) points in M. A path from aq
to ag starting at time ¢; and finishing at time to (t1,t2 € A) is by definition
a map of class C*°

w: [t1,ta] = M

such that w(t1) = a1 and w(te) = as. The set of all such paths is denoted by
2(M; aq, as; t1,ta), or simply {2 if this causes no confusion.
One can think of {2 as some “infinite-dimensional manifold”. A wvector field
W along a path w is a function associating with each ¢ € [t1, t2] a tangent
vector
Wy € TMw(t)~

This function must be smooth in the following sense: for every smooth function
g+ f(q) on M the correspondence

t— aq Wt
must define a smooth function. We define the tangent space to {2 at the point
w as the vector space consisting of the smooth vector fields W along the path
w such that Wy, = 0 and W;, = 0. We denote the tangent space to {2 at the
point w by T,,£2.
A wariation of the path w (with fixed ends) is a map a: (—e,¢) — §2 such
that

1) @(0) = w;

2) the map a: (—¢,¢)x[t1,t2] = M defined by the formula a(u, t) = a(u)(t)
is a smooth function of the variables u, t.
Since a € 2(M; aq, as; t1, t2), we have

3) a(u,t1) =ay and a(u, ta) = ag for all u € (—¢, €).

By a variation of the path w we shall also mean the map a.
The variation & can be regarded as a “smooth” path on (2. One can nat-
urally define its velocity vector

da
—(0) e 1,02
du( JeT,
as the vector field W; € T,,;) M along w given by
da
Wy =—(0,1
t au( ’ )
Since 9
o
—(0,t) e T,y M
au( ) )E w(t)
for all t; <t <ty and
foJe} da
—(0,¢t1) =0 —(0,t2) =0
au( ’ 1) ) au( ’ 2) y

we indeed have W, € T, (2.
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Lemma 1.1. For any W € T,,12 there exists a variation &(u) such that

da
—(0) = W.
70 0)

The vector field W; is called a variation vector field. Of course, it does not
uniquely determine the variation of motion.

Example 1.2. Let ¢, ..., ¢, be local coordinates on M and let Wy, ..., W,
be the components of a tangent field W with respect to the basis 8%1, R 62 .
If a path w(t) is represented by smooth functions ¢j(¢), ..., ¢:(t), then one
can define a variation a(u, t) by the formulae

q1(u, 1) = gi (t) + uWi(t), ..., an(u,t) = g (t) + uWn(t).

A

Let F': 2 — R be a numerical function (a functional, in the classical
terminology) on {2. We shall now define the differential §F': T,,{2 — R, which
is called the variation of the functional F'.

Let W € T,,§2. By Lemma 1.1 there exists a variation a(u): (—¢,¢&) — 2
such that

~ da
We set by definition
dF (a(u))
oF = ———=2(0).
(w) = 2 )

We should verify that the definition of the variation is correct: that 6 F (W)
is a linear function of W independent of the choice of the variation of the
path a(u). However, we shall not go into this, since these conditions are cer-
tainly satisfied in the cases considered below.

A point w € (2 is critical (stationary) for F' if 6F = 0 at this point. For
example, suppose that F' takes minimum value on a path wg and the derivative

dF (a(u))
du

exists. Then, obviously, the path wy is critical.

1.2.3 Lagrange’s Equations

Let ¢: [t1,t2] — M be a smooth path in the set 2. The velocity v at time ¢
is equal to the derivative ¢(t). At each moment of time ¢; < ¢ < to the sets
of numbers Lf; and (Lg,) — Lg, (1 <4 < n) are defined, which are called the
momentum of the system and the Lagrangian derivative of the function L and
denoted by p and [L], respectively.

We pass to new local coordinates ¢ by the formula ¢ = ¢(g). Let J =
0q/0q be the non-singular Jacobi matrix of this change of variables. In the
new coordinates the Lagrange function is given by the formula L(q, q,t) =

L(q,q,1).
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Lemma 1.2. We have p = (J")"'p and [L] = (J ") '[L].

These formulae can be proved by straightforward calculation.

Since p and [L] are transformed according to the covariant law under
changes of local coordinates, we can assume p and [L] to be covectors defined
at the point ¢(t) € M. Consequently, the expressions p-w and [L] - w are well
defined for tangent vectors w € T} M.

Definition 1.1. The action is defined as the functional
to
Plw) = /Ldt: /L(w(t),w(t),t) dt.
w 11
Theorem 1.2 (first variation formula).
SF(W) = —/([L]~W) dt. (1.27)

<1 Let a(u) be a variation of the path w. Then
dF (@ 7
alu
PO [ty + Ly .
t1

Integrating by parts the first summand of the integrand we obtain

to
dr ty
O =p W= [0 W)
t1
It remains to take into account that Wi, = 0 and Wy, = 0. >

Definition 1.2 (Hamilton's principle). A path w € (2 is called a motion of the
Lagrangian system (M, L) if w is a critical point of the action functional.

It follows from (1.27) that the critical paths of the functional F' coincide
with the solutions of Lagrange’s equation [L],) = 0. In particular, the re-
striction of a motion w(t) to any subinterval of [¢1, ¢2] is again a motion.

In the local coordinates g on M Lagrange’s equation can be written in the
explicit form

A4, q, )G+ (g, ¢, 1) =0,
where A = L;’ i

Lemma 1.3. Let A = Egé. Then A= (JT)"1AJ L.

If det A # 0, then Lagrange’s equation can be resolved with respect to
the accelerations. This implies, in particular, that the state of the system at
a moment of time tg € A uniquely determines its motion. We emphasize that
by Lemma 1.3 the condition that the matrix A be non-singular is independent
of the choice of local coordinates on M.
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1.2.4 Poincaré’s Equations

Let v1,vs,...,v, be tangent vector fields on an n-dimensional manifold M
that are linearly independent at each point. At each point ¢ € M the commu-
tators [v;, vj} can be written as linear combinations of the vectors vy, ..., v,
as a basis: [v;, v;] = Y ¢fj(q)ur. If ¢: A — M is some smooth path and f is
a smooth function on M, then

f=10=Y vi(f)wi, (1.28)
i=1
where v;(f) is the derivative of f in the direction v;. The variables w are linear
functions of the velocities. They are called “quasi-velocities”. We represent
the Lagrangian as a function of ¢ and w: L(w,q) = L(¢, q). Let g(u,t) be
a variation of the path ¢(t). We set

Af(q(u,t)) _ Zvj(f)wj'

ou -
J

Since the differentiations with respect to ¢ and ¢t commute, we obtain the
equalities

Bwk ka k
Bu = ar T2 i
1,7

We calculate the variation of the action in terms of the quasi-velocities:

ta
5/E(w, q) dt
t1

~ to ~ ~
oL b d oL Y -
_ : _ 4oL 22 on(D)] - wp dt.
;Bwk W tl-l—/;{ dtﬁwk+zj lkaij +ue(L)| - wg
t1 ?,

Since the variations wy are independent inside the interval (¢1,¢2) and van-
ish at its ends, Hamilton’s principle gives us the equations of motion in the
coordinates ¢, w:

(LL,) =Y ch Ll wi+vi(L).
i

These equations were for the first time obtained by Poincaré in 1901. If
the independent vectors 9/9q, are taken for the v, then Poincaré’s equations
turn into ordinary Lagrange’s equations.

Now suppose that M is a Lie group G and vy, ..., v, are independent
left-invariant fields on G. Then cfj = const. Suppose that the Lagrangian
is invariant under left translations on G. Then vk(f) = 0, and therefore L
depends only on the quasi-velocities w, which should be regarded as coordi-
nates in the Lie algebra g of the group G. Under these assumptions Poincaré’s

equations form a closed system of differential equations on g.
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Example 1.3. A rigid body with a fixed point is by definition a set of material
points subjected to the following constraints (in the sense of §1.2.1):

a) the distances between the points are constant,
b) one of the points of the body coincides with some fixed point o in E3.

Clearly, every position of the rigid body can be uniquely obtained from
some fixed position by a rotation of E® around the point o. Therefore the
configuration space of this system can be identified with the group SO(3).
A rotational motion of the rigid body is defined by a function B(t), where B
is an orthogonal matrix in SO(3). The velocity of rotation B(t) is a tangent
vector to the group at the point B(t). It is natural to transfer this vector into
the tangent space of the group at the identity element, that is, into the Lie
algebra so(3). This can be done in two ways: by a left or right translation.
As a result we obtain two skew-symmetric matrices B~'B and BB~ in the
algebra so(3).

Let R(t) be the position vector of a point of the body in the fixed space.
Then R(t) = B(t)R(0) and therefore

V(t) = R(t) = B(t)R(0) = B(t)B"*(t)R(t).

In three-dimensional oriented Euclidean space every skew-symmetric operator
is the operator of vector (cross) multiplication € X (-) by some vector £2. As
a result we obtain Euler’s formula V = © x R. The vector €2 is called the
angular velocity in space (cf. §1.1.4).

If r is the position vector and v the velocity of the same point in the moving
space attached to the rigid body, then again v = w x r, where w = B~'Q is
the angular velocity vector in the body. The correspondence f: BB — w
defines an isomorphism of the algebra so(3) (which can be interpreted as the
algebra of left-invariant fields on SO(3)) and the algebra of vectors of three-
dimensional oriented Euclidean space, where the commutator is the ordinary
vector cross product.

Let m be the mass distribution in the rigid body. We define the angular
momentum of the body (in the moving space) as the vector

k:/(rxv)dm:/(rx(wxr))dm.

The symmetric linear operator A: w — k is called the inertia operator,
and its mutually perpendicular characteristic directions /; are called the prin-
cipal inertia axes. The eigenvalues of the operator A can be calculated by the

formula
A= / r2 dm,

where r; is the distance from the point of the rigid body to the axis ;. The
numbers A; are called the moments of inertia of the body with respect to the
axes [;.
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Problem. Find a straight line passing through the centre of a cube such that
the sum of squares of the distances from the vertices to this line is a minimum.

Solution. The quadratic form corresponding to the operator A (for the body
consisting of the 8 vertices of the cube carrying equal masses) is invariant
under the cube’s symmetries. Hence the level surfaces of this form (called
the inertia ellipsoids of the body) are also invariant under the cube’s symme-
tries, including the symmetries of order three defined by rotations around a
diagonal.

But an ellipsoid can have symmetries of order three only if it is an ellipsoid
of revolution around an axis of symmetry. Consequently, the inertia ellipsoid of
the cube has at least 4 axes of rotation (a cube has 4 diagonals) and therefore
is a sphere.

Thus, the sum of the squares of the distances from the vertices of the cube
to the straight line (that is, the moment of inertia with respect to this line) is
independent of the direction of the line (and is always a minimum, whichever
line is chosen). A

The kinetic energy of the rigid body

1 1
T:§/V2dm:§/v2dm

is, in view of the formula T = (k, w)/2 = (Aw, w)/2, a quadratic form in the
angular velocity.
Let e; be the unit vectors of the principal axes numbered so that

e X ey =es3, €y X ez = ey, e3 X e; = eq.

Let vy, va, v3 be the left-invariant vector fields on SO(3) that are the inverse
images of the vectors ej, es, €3 under the isomorphism f: so(3) — R3{w}.
Clearly,

[1}1, 'U2] = Vs, [’UQ, 1}3] =V, [’Ug, ’Uﬂ = V3. (1.29)

Let w =) w;e;. Then

o Alwf —+ AQW% —+ Agwg
= ) .

T

(1.30)

Using (1.29) and (1.30) we write down in explicit form Poincaré’s equations
in the absence of external forces:
Ajwy = (Ag — Az)wows,
Al = (Az — Ar)wswi,
A3d)3 = (A1 — Ag)wlwg.

These equations, which were for the first time obtained by Euler in 1758, can
be replaced by the single vector equation Aw + w x Aw = 0.
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We now consider a more general case where a rigid body is placed in
an axially symmetric force field with force function V. In view of Poincaré’s
equations one must add the summands v;(V') on the right-hand side of Euler’s
equations. Let v = > v;e; be a unit vector of the symmetry axis of the field.
Clearly, V = V (71, 72, v3). The condition that the vector v be constant in the
fixed space is equivalent to the equation

Y= Xw, (1.31)

which is called Poisson’s equation. Using the formula

V—a—v'—a—v xw—wa—vx
- 8777 - 87,7 - ’a"}’ Y

and (1.28) we obtain the equation of motion of the rigid body

ov
Av+w x Aw =~ x —. (1.32)
Oy
The closed system of equations (1.31)—(1.32) is called the Euler—Poisson equa-
tions.

Example 1.4. We consider in addition the problem of the motion of a rigid
body in boundless ideal fluid. The configuration space of the rigid body is
the group of motions L(3) of three-dimensional Euclidean space. Its Lie al-
gebra [(3) is the semidirect sum of the rotation algebra so(3) and the three-
dimensional commutative algebra of translations. Rotation of the rigid body
is described by Kirchhoff’s equations (1870)

k=kxw-+exu, é=eXw,

where w = Hy, u= H, and H(k, e) = (1/2)(Ak, k) + (Bk, e) +(1/2)(Ce, e)
is the kinetic energy of the system “body + fluid”, where A, C' are symmetric
operators. The vectors w and k are the angular velocity and the angular mo-
mentum, while e and u are the “momentum force” and “momentum moment”

of the body in the fluid. A

One can show that Kirchhoff’s equations are Poincaré’s equations on the
algebra [(3). A detailed discussion of Kirchhoff’s problem can be found in the
books [112, 366].

1.2.5 Motion with Constraints

We say that constraints are imposed on a Lagrangian system (M, L) if, at
each moment of time ¢t € A, a submanifold S is distinguished in the phase
space T'M defined locally by equations

fl(%q.ﬂt) :"':fm(q;q7t) =0
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with covectors f{q7 ey ;nq linearly independent at each point. The con-
straints allow only those paths w: A — M for which (w(t),w(t)) € S for
all t € A. Usually linear constraints are considered when the functions f, are
linear in the velocities. Under these conditions the triplet (M, L, S) is called
a Lagrangian system with constraints.

The tangent vectors £ € T, M satisfying the equations

f{qf:"': ;nq'f:()

are called virtual velocities of the system (M, L, S) at time ¢ and state (g, ¢) €
S. This definition is correct by Lemma 1.2.

Definition 1.3 (d'Alembert-Lagrange principle). An admissible smooth path
q: A — M is called a motion of the Lagrangian system with constraints
(M, L, S) if at every moment of time ¢ € A we have [L]y) - § = 0 for all
virtual velocities ¢ at the state (g(t), ¢(t)).

Using this principle we can write down the closed system of equations of
motion

m
(L= wifjy  Ji=-=fu=0, (1.33)
j=1
which are called Lagrange’s equations with multipliers. If the matrix

(flg (Lgg) ™" fiq) (1.34)

is non-singular, then the multipliers ;1; can be represented as functions of the
state of the system and time. In this case equations (1.33) are differential
equations on S (possibly, non-autonomous) and therefore Lagrangian systems
with constraints obey the principle of determinacy.

The d’Alembert-Lagrange principle has several equivalent formulations.
We give two of them which are due to Gauss and Holder.

Following Gauss we introduce the set of conceivable motions — smooth
paths g,: A — M allowed by the constraints and having at some fixed time
to € A one and the same state (a,v) € S. A path ¢op: A — M with the
same state at time to is called a released motion if [L]4 ) = 0 for all £ € A.
Finally, an actual motion qq: A — M is a map satisfying the d’Alembert—
Lagrange principle and the initial condition g4(to) = a, ¢4(to) = v. We stress
that, unlike conceivable or actual motions, released motions in general do not
satisfy the constraint equations.

Let A = Lj,, and let q,(t), gs(t) be arbitrary smooth paths with the same
state (a,v) at time to. The quadratic form

Z = ~(A(Ga — d5) - (4o — d5))

to

is called the compulsion (or constraint) according to Gauss. It is easy to verify
that under changes of local coordinates on M the differences of the acceler-
ations ¢, — gg at t = top are transformed as tangent vectors. Consequently,
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by Lemma 1.3 the compulsion is defined invariantly. The value of compulsion
can be taken for a measure of “deviation” of motions.

Theorem 1.3. The deviation of conceivable motions from the released motion
takes a stationary value on the actual motion.

The proof is based on application of the well-known rule of Lagrange mul-
tipliers.

Usually the matrix A is positive definite (as in natural systems). In this
case one can derive from Theorem 1.3 the following.

Corollary 1.5 (Gauss' principle [42]). Among conceivable motions the actual
motion is least deviated from the released motion.

Example 1.5. A mathematical pendulum of length [ is a heavy material point
moving without friction along a circle of radius ! in a vertical plane. Let
¢ be the angle between the pendulum and the vertical line (Fig.1.5). For
a fixed state (¢, ¢) the ends of acceleration vectors a, of the conceivable
motions of the pendulum lie on the straight line that is at distance l¢? from
the point m and is parallel to the velocity. The acceleration of the released
motion obviously coincides with the acceleration of gravity g. The compulsion
Z = m{a, — g,a, — g)/2 coincides, up to a constant summand, with the
function m(I$ + g sin )?/2. The condition that Z be minimum leads to the
equation of oscillations of the mathematical pendulum: (¢ + g sin ¢ = 0.

m
Ay *g

Fig. 1.5.
A

In order to state Holder’s principle we shall need certain new definitions.
Let w € £2 be a smooth admissible path. In the vector space of variation vector
fields T;, {2 we consider the subspace I' consisting of the fields W such that
the vectors W; are virtual velocities for all t. We call a path w a critical point
(in the sense of Holder) of the action functional F' if the restriction of §F to
the subspace I' vanishes.
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Theorem 1.4 (Hdlder's principle [42]). An admissible path is a motion of the
Lagrangian system with constraints if and only if it is a critical point (in the
sense of Holder) of the action functional.

This assertion is a simple corollary of Theorem 1.2 and the d’Alembert—
Lagrange principle.

Hertz classified Lagrangian systems with linear constraints into holonomic
and non-holonomic systems depending on whether the constraints are com-
pletely integrable or not. The definition of integrability has an especially simple
form in the case of homogeneous constraints that do not depend explicitly on
time:

ai(q)-¢="---=am(q)-4=0. (1.35)

According to the general definition of constraints the covectors aq, . . . , a,, are
assumed to be linearly independent at all points of M™ A constraint (1.35)
is said to be completely integrable if there exists a smooth (n — m)-dimen-
sional foliation on M™ whose leaves (smooth (n—m)-dimensional submanifolds
of M™) are tangent at all their points to the planes defined by (1.35).

We give one of the versions of Frobenius’ criterion for complete integra-
bility of a distribution of tangent planes (1.35): Let ¢s = as - dg be a 1-form

on M™ for each s = 1, ..., m; the constraint (1.35) is completely integrable if
and only if the 2-forms dp,, s = 1, ..., m, vanish on the space of admissible
velocities.

Let g: A — M™ be an admissible path of a system with holonomic con-
straints. Then the values ¢(t) belong to some leaf N*~™ for all t € A. We intro-
duce the restriction L: TN™™™ — R of the Lagrangian L to TN™*~™ C TM™".

Proposition 1.9. An admissible path q: A — M™ is a motion of the holo-
nomic system (M™, L, S) if and only if the path ¢: A — N"~™ q(t) = q(t),
is a motion of the Lagrangian system (N™~™ L).

Thus, holonomic systems are practically indistinguishable from ordinary
Lagrangian systems without constraints.

Corollary 1.6. The motion of a holonomic system is determined by the re-
striction of the Lagrangian to the manifold S C TM.

This is not true, of course, in the non-holonomic case.

The most popular examples of motion with non-integrable constraints are
a skate sliding on ice and a ball rolling on a rough surface. In the first case the
velocity of the contact point has zero component in the direction perpendicular
to the plane of the skate, in the second case, the velocity of the contact point is
zero. In conclusion of this section we consider two examples of a “paradoxical”
behaviour of non-holonomic systems.

Example 1.6. Consider a skate on an inclined plane with Cartesian coor-
dinates x, y; we assume the y-axis to be horizontal, and the x-axis directed
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downwards. Let (z,y) be the coordinates of the contact point of the “bal-
anced” skate with the plane, and ¢ its rotation angle measured from the
x-axis. The equation of the non-integrable constraint is @ sin ¢ — g cos ¢ = 0.
Choosing the appropriate units of mass, length, and time we can represent
the Lagrangian in the form L = (i? + 92 + $?)/2 + 2. The corresponding
Lagrange’s equations with multipliers can be easily integrated. For example,
if initially the angle is ¢ = 0 and the skate is rotating with angular velocity
$(0) = w, then

sin 2wt 1 1 .
=52 y—ﬁ(wt—isndwt), @ = wt.

An interesting feature of this solution is that on average the skate does not
slide off from the inclined plane: 0 < x(t) < 1/2w?.

Now consider the problem of a homogeneous ball rolling inside a tube
standing vertically. It is natural to expect a spiral descent of the ball along
a trajectory with increasing steepness. However, actually (if the initial veloc-
ity of the centre of the ball is not vertical) the ball will perform harmonic
oscillations between two fixed horizontal planes. A

1.3 Hamiltonian Mechanics

1.3.1 Symplectic Structures and Hamilton’s Equations

Let M?2™ be a smooth even-dimensional manifold. There are several equivalent
ways of defining a symplectic structure on M. We list the best-known ones.

a) A symplectic structure on M is by definition a closed non-degenerate
2-form w?. By Darbouz’s theorem, in a small neighbourhood of each point
on M the symplectic structure w? can be reduced to the “canonical” form

z”: dp; N\ dg;
i=1

in suitable local coordinates py, ..., Pn,q1, - - ., ¢n. The local coordinates p, g
are usually called symplectic or canonical coordinates.

The form w? allows one to construct the natural isomorphism of the tan-
gent T, M and cotangent T M spaces: a vector £ € T, M is associated with a
1-form w% € TxM by the rule wg(n) = w?(n,€), n € T,M. Since the 2-form
w? is bilinear and non-degenerate, the correspondence ¢ — wgl is indeed a
linear isomorphism. Let I: TM — T,M denote the inverse map. Suppose
that H is a smooth function on M (possibly depending on time). Since the
differential dH is a covector, I dH is a smooth vector field on M, which is
called a Hamiltonian vector field. The corresponding differential equation
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z=1 dH(:C) (1.36)

is called Hamilton’s equation.

If FF and G are smooth functions on M, then the smooth function
w?(I dG, I dF) is well defined, which is called the Poisson bracket of the func-
tions F' and G. We denote it by {F, G}. The Poisson bracket has the following
properties:

1) it is bilinear,

[\

it is skew-symmetric,

{F\F3, G} = Fi1{F», G} + F>{F1, G} (the Leibnitz rule),
{{H,F},G}+{{F,G}, H} + {{G, H}, F} =0 (the Jacobi identity),

it is non-degenerate (if a point = € M is not critical for F, then there
exists a smooth function G such that {F, G}(z) # 0).

= W

)
)
)
)

ot

In symplectic local coordinates p, ¢ we have

{F,G}=> (G} F, — G, F}).

qi~ Pi
i=1

The Poisson bracket {F, G} can be calculated by the formula dF (I dG),
which is the value of the covector dF at the vector I dG. Consequently,
the derivative of the function F' along the Hamiltonian vector field IdH is
equal exactly to {F, H}. Thus, Hamilton’s equation (1.36) can be rewrit-

ten in the equivalent form F = {F, H}. Since the coordinate functions
Ply---yPnsqls---,qn form a “complete” set of independent functions, the
equations

pi={pi H}, ¢ ={¢,H} & pi=-H,, ¢ =H, (1<i<n)

are closed. They are called the canonical Hamilton’s equations.

b) According to Dirac the manifold M is equipped with a symplectic struc-
ture if there is a map {,}: C°(M)x C®(M) — C°° (M) satisfying conditions
1-5 in part a).

Let F' be a smooth function on M. It follows from conditions 1 and 3 that
vp = {F,-} is a derivation, that is, a tangent vector to M. Every tangent
vector can be represented in this form. Let G be another smooth function,
and let vg = {G, -} be the corresponding tangent vector. We define a 2-form
w? by the formula

w(vg, vr) = {F,G}.

This form is clearly bilinear, skew-symmetric, and non-degenerate. The
latter follows from the condition that the Poisson bracket is non-degenerate.
One can deduce from the Jacobi identity that w? is closed. Thus, the definition
of a symplectic structure according to Dirac is equivalent to the definition in
part a).
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c¢) Finally, according to the “classical” approach a symplectic structure
on M is defined using a symplectic atlas, that is, a collection of charts com-
patible with each other and such that the transition from one chart to another
is a canonical transformation.

Let P, @ and p, g be local coordinates on M. A transformation of local
coordinates p, ¢ — P, @ is said to be canonical if

P dQ —pdq=dS(p,q),

where S is some smooth function called a primitive function of the canonical
transformation.

Remark 1.1. Canonical transformations of local symplectic variables should
be distinguished from symplectic maps preserving the symplectic structure.
The latter are defined globally, while the former, only in small neighbour-
hoods of points in M. For example, let M = R?/Z? be a two-dimensional
torus, R? = {(p,q)}, and w = dp A dq the oriented area on M. The map
(p, q) — (P, Q) defined by the formulae P =p+a, Q@ = ¢+ b (a, b = const) is
clearly symplectic, but P d@Q — p dg = a dq is not the differential of a single-
valued function on M if a # 0.

It follows from the definition of canonical transformations that the form
2 ¢ = dp A dg is well defined on the whole of M. Indeed,

>, =d(pdq) =d(PdQ —dS)=dP ANdQ —ddS =w}, , .
We now give criteria for a transformation p, ¢ — P, Q to be canonical.
a) Let

0Q 0Q
dq p
oP 0P
dq dp

be the Jacobi matrix of the transformation. The transformation is canonical

if and only if I'TII" = I, where

I <0 —E>
E 0
j{Pszfpdq

Y Y

for any closed contour « contractible to a point.
v) {F,G}p g = {F, G}, 4 for any smooth functions F' and G.
This implies, in particular, that canonical transformatlons preserve the
canonical form of Hamilton’s equations. Indeed, Fp o=F,={F,H}, =

{F.H}p o

is the symplectic unity.

f)
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1.3.2 Generating Functions

Let g: (p,q) — (z,y) be a canonical change of variables such that

o (2.0 wsm

Then the equation = z(p, ¢) can be resolved (at least locally) with respect
to p, and x, g can be regarded as independent variables. Then

p=pq, y=yq =y q,q.
The condition for the transformation g to be canonical
pdq—xdy =dF(p,q)
can be written in the form
pdq+yde =d(F + zy) = dS(z, q),

whence p = Sy and y = S,/ It follows from (1.37) that

025
det (8m8q) £0. (1.38)

The function S(z, q) is called a generating function of the transformation g.
For example, if g is the identity transformation, then S = zq.

Proposition 1.10. For any function S(x,q) satisfying (1.38) there exists a
canonical change of variables x = x(p, q), y = y(p, q) such that S is a gener-
ating function of it and det (833/8]9) #0.

We note that not all canonical changes of variables satisfy (1.37). Here is
a simple example: z = ¢, y = —p. In such cases the method of generating
functions can be slightly modified. For example, suppose that the Jacobian
det (8y/ (')p) is non-zero. Such canonical transformations are said to be free.
The function S.(y,q) = F(p(y, q),q) serves as a generating function: the
formulae

pP= Siqa Tr = _S»/«y

define a free canonical transformation. Proposition 1.10 is again valid for free
canonical transformations. These remarks can be generalized.

Proposition 1.11. Suppose that g is a canonical transformation given by
2n functions x = x(p,q), y = y(p,q). We can always take for local in-
dependent coordinates one of the 2" sets of functions (x;,y;,q), i € I,
je{1,2,...,n}\ I, such that

d(pi- ;) #0.
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The transformation g can be locally reconstructed from the generating function
S(iyjq) =Y wyi+ /pdq—wdy)
i€l
by using the relations
aS aS 9S
= — ;= Xr, = ———.
p 3(] , Yi oz, s j ayj

1.3.3 Symplectic Structure of the Cotangent Bundle

Let N™ be a smooth manifold and let TyN be the cotangent space to N
at a point ¢ consisting of all the 1-forms on the tangent space T;N. The

union |J TN = M has the natural structure of a smooth manifold of di-
qeEN
mension 2n. It is called the cotangent bundle of N and denoted by T*N. If

q=(q1,--.,qn) are local coordinates on N, then every 1-form is defined by its
n components p = (p1, ..., py) in the basis dqi, . . ., dg,. The sets of numbers
Pls- -y Pnsq1, - - -, qn form local coordinates on M.

The symplectic structure of the cotangent bundle T* N is defined exclu-
sively by the smooth structure of the manifold N. First we define the distin-
guished 1-form w! = p - dgq, which is the value of the covector p € T;N on the
tangent vector ¢ € T, N. In the coordinates p;, ¢; (1 < 4 < n) this form has
the expression Y p; dg;; it is called the action form. The symplectic structure
on M is defined by the 2-form w? = dw?, which is closed and non-degenerate.

Using this symplectic structure one can represent Lagrange’s equations de-
fined on T'N as Hamilton’s equations on 7% N. First we consider this question
from the local viewpoint. Let L(q, g, t) be a Lagrange function such that

det (L4;) # 0.

We set p = ij and regard p as an element of the dual space T N. This
equation can be locally resolved with respect to the velocity ¢. We introduce
the function

H(p,q,t)=p-¢—L|

which we call the “local” Hamiltonian. For fixed ¢ and ¢ the function H(p)
is the Legendre transform!® of the function L(g). It is easy to verify that
det (H,,) # 0 and ¢ = H), L(4) = ¢-p— H’ . Thus, the Legendre
transformation is involutive.

g—p’

Theorem 1.5. Let q(t) be a solution of Lagrange’s equation [L]qw) = 0. Then
the functions q(t) and p(t) = satisfy Hamilton’s equations p = —H,,
¢=H,.

/‘|
qit

10 The “Legendre transform” already appears in Euler’s and Clairaut’s works.



1.3 Hamiltonian Mechanics 35

Using momenta instead of velocities first appears in the works of Lagrange
and Poisson.

In order to pass to Hamilton’s equations globally we assume that a smooth
function L: TN x R — R is convex with respect to the velocities, that is,
the matrix (L;’q-) is positive definite for all ¢, ¢, and t. We define the “global”
Hamiltonian by the formula

H(p,q,t) =sup (p- ¢ — L(q¢, q, t)). (1.39)

If the Lagrangian, as a function of velocity, grows at infinity faster than
a linear function (that is, L(%)/|#] — +oo as |&| — oo, where |- | is some
Riemannian metric on N), then the local Hamiltonian is defined for all p
and coincides everywhere with the global one. Consequently, H is a smooth
function on M x R. This function is convex with respect to p, and

L(q,q,t) = St;p(d ‘p—H(p,q,1)). (1.40)

Formulae (1.39)—(1.40) imply the convexity inequality p-¢ < H(p) + L(§).

We apply these considerations to natural mechanical systems. Let | - | be
a Riemannian metric on the configuration space N. The Lagrange function is
L =T —U, where T = |§|?/2 is the kinetic energy and U(q) is the potential
energy of the system. If |§|*> = A(q)q - ¢, then p = A¢ and therefore

1
H(p,q)=T-U|,_,=35lp*+T,

where |p|? = A7!p - p. The function H coincides with the total energy of the
system. In a more general case the Lagrange function contains linear terms:

1. )

L= a* + (v(9), 4) = U(a),
where v is a smooth vector field on N. Then

19 1 2

H = 5[pl" =p-v(a) + 5v(@)” + Ulg).

In the variables ¢, ¢ the Hamiltonian function coincides with the total energy:
H=|4*/2+U.
1.3.4 The Problem of n Point Vortices

One should not think that Hamilton’s equations appear in mechanics only
as a result of applying the Legendre transformation to Lagrange’s equations.
Let us consider a planar steady flow of an ideal incompressible fluid. Let
v = (a(z,y), b(z, y)) be the velocity field of its particles in Cartesian coordi-
nates x, y. The incompressibility condition div v = 0 implies that the 1-form



36 1 Basic Principles of Classical Mechanics

a dy—0b dx is the differential of some (in general, multivalued) function ¥(z, y).
Then the equation of motion of a fluid particle can be represented in the form
of Hamilton’s equation

F=w,  §=-v (1.41)

with Hamiltonian ¥. Since on the stream lines, the trajectories of the particles,
the function ¥ is constant, ¥ is called the stream function.

In hydromechanics an important role is played by the flow with the stream
function

r
![/:—%lnr, r=/(z —20)2 + (y — y0)2.

This function corresponds to the velocity field

v L (Y=Y -0
onr r o '

In this case the flow is said to generate a vortexr of intensity I' located at the
point (zg, yo). It is easy to see that the intensity of the vortex is equal to the
integral

j{adﬂc—kbdy

taken along any circle with centre at the point (g, yo)-
If on the plane we are given n point vortices with intensities Iy and coor-
dinates (xs, ys), then it is natural to consider the stream function

1 n
— _ 2 _ 2
U= _2’/T 5571 I'yIn \/<3j ms) —+ (y ys) .

The motion of a fluid particle with coordinates x, y is described by equa-
tion (1.41). By Thomson’s theorem (see §1.3.7) the vortices are “frozen” into
the ideal fluid and their intensities do not change with time. Consequently'!,
it is natural to describe the dynamics of the vortices themselves by the system
of differential equations

. o . ow
Ts = ) Ys = — ’
0y, 0z
S T (1.42)
V= oo kz# Telny/(zs — 21)2 + (ys — yr)2 -

If we introduce the function

1
H=-o ; Il y/(z — 20)2 + (s — v0)2,

1 This argument is of heuristic nature.
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then equations (1.42) of the system of point vortices can be written in the
form
Ity = Hl’/s7 I'yys = —H,, (1<s<n).

These equations are Hamiltonian. The symplectic structure on R?" with
coordinates g, ¥, is defined by the Poisson bracket

of ag  of dg
9} = Z (6y9 ors Oy Oys >

1.3.5 Action in the Phase Space

Again, let M = T*N and let H: M x A — R be a smooth Hamiltonian
function. The “energy-momentum” 1-form p dg — H dt is well defined on the
extended phase space M x A. We consider a smooth path w: [0,1] — M x A
whose trajectory in the extended phase space is represented by equations
p =p(t), ¢ = q(t), t1 <t < ta. The set of all such paths is denoted by f2.
A variation of a path w (with moving ends) is by definition a map & : (—¢, ) —
(2 such that

1) a(0) =w;
2) the map a: (—e,¢) x [0,1] — M x A given by the formula a(u, s) =
a(u)(s), —e <u<e, 0<s<1,isasmooth function of the variables u, s.

We call the functional F: 2 — R given by the formula

F(w) = /pdq —Hdt (1.43)

w

the action in the phase space along the path w. The action is differentiable
and its differential (variation) can be found by the formula

to
:@deWM?+/@ﬁ—dprﬂﬁﬂjﬁ.@4@

t1

~dF (a(u)
O =—

u=0

Here prime denotes the derivative with respect to u at u = 0.

We denote the set of paths in 2 with fixed ends by 2 (as in §1.2). The
restriction F': {2 — R is also differentiable and its variation is given by for-
mula (1.44) in which the first summand is absent.

Theorem 1.6. A path w is a critical point of the functional F': 2 — R if and
only if its trajectory is a solution of Hamilton’s equations with Hamiltonian H .

The principle of stationary action in the phase space appears in explicit
form in Poincaré’s works ([41], see also [42]).
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There is another approach to the Poincaré variational problem. We write
down the action as the integral

ta

Fz/(m—H)dt

t1

and regard the integrand as a Lagrange function L: TM — R. The Euler—
Lagrange equations of the variational problem §F = 0 will just be Hamilton’s
equations. Indeed,

(Ly=0=L,=q—H,  (Ly=p=L,=—H,

If M is an arbitrary symplectic manifold, then the action (1.43) is defined
only locally (within a single canonical chart on M). Under canonical changes
of local coordinates the action F': {2 — R can change only by a constant. In
this sense the action is defined “correctly”.

1.3.6 Integral Invariant

Let w be a smooth closed path in the extended phase space. Points on the
trajectory of w can be regarded as initial conditions for solutions of Hamilton’s
equations. The solutions with initial conditions on the trajectory of w form a

.

P

Fig. 1.6. Tube of trajectories

smooth surface I' in M x A, which is called a tube of trajectories. Let a(u),
0 < u < 1, be a smooth family of closed paths whose trajectories in the
extended phase space lie on I" and are such that @(0) = w.

Theorem 1.7. The values of the integral
?{ pdq— H dt (1.45)
a(u)

are independent of u.
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The integral (1.45) is called the Poincaré—Cartan integral invariant [41, 18]
(although in variational calculus, and nowadays also in optimal control, it is
persistently called the Hilbert invariant integral).

<1 Let s mod 1 be an angle variable parametrizing the closed paths a. We
consider the action

Fo() = [ pdo-Hai
v(s)
along the paths on the surface I' that are solutions of Hamilton’s equations
and start at points of @&(0) = w and terminate at points of a(u).
By the first variation formula,

u

0
Integrating this equality with respect to s we obtain

ds = f(pdq—Hdt)— ?{(pdq—Hdt):O.
a(u) a(0)

/1 I ()
0

>

Corollary 1.7. Let g be the phase flow of Hamilton’s equation and let v be
a closed contour in the phase space M. The values of the integral

j{ pdg (1.46)
gty

are independent of t.

Corollary 1.8. The map g': M — M 1is symplectic for all t.

The integral (1.46) can be given a meaning also in the case when the
symplectic structure w? is not exact (that is, the 1-form is not uniquely defined
on the whole of M). Indeed, by Stokes’ formula we have

]{pdq=/ dpAdq://wQ,
v o o

where o is a surface in M with boundary ~.
Corollary 1.9. The values of the integral

/]~

gto

are independent of t.
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Since o is any surface in M, the differential of the map ¢g*: M — M obvi-
ously preserves the symplectic structure w?. We consider the exterior powers
of the 2-form w?:

Wwr=wr AW W =W AW A AW

Since the map dg': TM — TM preserves the differential forms w?*, it is
obvious that the integrals

w?* (1.47)
gta-Zk

taken over the “moving” 2k-dimensional surfaces o2 are independent of ¢.

The form w?” written in canonical coordinates p, g is proportional to the
form
dpy N+ Ndpp Ndgy N -+ - Ndgy, (1.48)

with a constant non-zero coefficient. Therefore for £ = n it is natural to call
the integral (1.47) the volume of the domain ¢2". In any canonical coordinates
the phase volume element has the form (1.48) up to a constant factor.

Corollary 1.10. The phase flow preserves volume in the phase space.

This important assertion (“Liouville’s theorem on conservation of phase
volume”) allows one to apply in Hamiltonian mechanics results of ergodic
theory (Poincaré’s recurrence theorem, Birkhoff’s mean value theorem, and
so on). It is useful to bear in mind the following remark: if a Hamiltonian

system has first integrals Fi,..., F,, (which may include the Hamiltonian
function H), then the restriction of the phase flow g¢ to a non-singular invari-
ant manifold M. = {p,q: F1 =¢1, ..., Fy = ¢y} preserves some measure

with smooth positive density. Namely, one can show that gfwc preserves the
value of the integral

do

Vin

D

taken over a “moving” (2n — m)-dimensional domain D on M,; here do is
the volume element of M, as an embedded manifold in R?™ with coordinates
Ds, qs, and V,, is the m-dimensional volume of the parallelepiped with sides
grad Fy, . .., grad F,,. We note that the form do/V,, is in fact determined by
the symplectic structure alone, that is, by the form dFy A --- A dF,,, and is
independent of the choice of the metric in R?".

1.3.7 Applications to Dynamics of Ideal Fluid

The Euler equation describing the flow of an ideal fluid in a conservative force
field has the form

1
a=—-gradp+ grad U. (1.49)
p
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Here a is the acceleration of the particles, p the density, p the pressure, and
U the potential of the mass forces. In the case of barotropic flows, p and p are
connected by a relation p = p(p) and therefore one can introduce the pressure
function J
p= [
p
It is clear from (1.49) that each particle of the fluid behaves as a material
point of unit mass placed in the force field with potential U — P. In this case
the Poincaré—Cartan integral invariant has the form

j[(v, dr) — E dt,

where r is the position vector of a particle, v its velocity, and E = v?/2+P—U
is the Bernoulli function. In the steady flow case, F is constant along the
stream lines.

In particular, if we consider a closed “fluid” contour composed of particles
at one and the same moment of time, then the integral

v,

called the circulation, will take constant values. This assertion is the well-
known Thomson’s theorem on the conservation of circulation, from which the
basic results of dynamics of ideal fluid can be derived. We mention two of these
results. The first is Lagrange’s theorem on the conservation of the potential
(irrotational) nature of the flow: if curl v = 0 at the initial moment of time,
then this equality holds at all times. The second is Helmholtz’ theorem on the
vortex lines (integral curves of the field curl v) being “frozen-in”: if at some
instant particles of the fluid form a vortex line, then these particles form a
vortex line at all times.

1.4 Vakonomic Mechanics

In §1.2.5 we considered Lagrangian systems with constraints whose motion
obeys the classical d’Alembert-Lagrange principle (equivalent to Gauss’ and
Holder’s principles). In this section we describe another mathematical model
of motion of systems with constraints based on a certain natural general-
ization of Hamilton’s principle of stationary action; this model was named
by Kozlov vakonomic mechanics. In the case of completely integrable con-
straints vakonomic mechanics turns out to be identical to ordinary mechanics
of holonomic systems. However, if the constraints are non-integrable, then the
d’Alembert—Lagrange principle and Hamilton’s principle, being applied to the
same Lagrangian system, produce different equations of motion.
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1.4.1 Lagrange’s Problem

Let M be a smooth manifold, and L: TM x R — R a smooth function.
Suppose that fs: TM xR — R (1 < s < m) is a set of smooth functions with
covectors fi,, ..., f,; linearly independent at each point. Lagrange’s problem
is the variational problem about the stationary value of the action functional

to

F:/Ldt

ty

in the class of curves with fixed ends satisfying the equations

Ji==fm=0. (1.50)

In contrast to the variations in Holder’s principle (see §1.2.5), the vari-
ations of admissible paths in Lagrange’s problem must again satisfy equa-
tions (1.50). But if this requirement is taken literally, then several serious
difficulties may arise.

Example 1.7 (Carathéodory). We define a constraint by the equation

To = \/1-}&7&%, ($1,$2) e R2 (1.51)

If the values of the coordinates (z1,x2) = x are fixed at time ¢, then a
smooth curve t — (z1(t), x2(t)) satisfying (1.51) is uniquely determined by
its projection x1(-). Here the difference of the values of the xs-coordinate at
the ends of the curve z(-) coincides with the length of the graph {(¢, z1(¢))}.
In particular, if ; is a linear function of time, then an admissible curve x(-)
has the property that its end z(¢2) cannot be connected with the point z(¢1)
by any other admissible curve. VAN

This difficulty related to the “rigidity” of constraints can be by-passed by
slightly modifying the definition of variations.

Definition 1.4. A wariation of an admissible path w: [t1,t2] — M is a
smooth family of paths &(u): [t1,t2] = M, u € (—¢,€), such that

1) a(0) =w,
2) the values a(u, t;) do not depend on wu,
3) the paths «a(u, t) satisfy (1.50) to within o(u).

Lemma 1.4. A smooth vector field W(t) along the admissible path w is a
variation vector field if and only if

1) th =0 and Wt2 = O,

2) (as-W)y=bs-W forallt; <t < ty, where as = ;‘¢?|w and by = [f5]|w‘
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Corollary 1.11. We have fttf bs - Wdt=0 for1 <s<m.

The variation of the action F' is defined in the usual way:

_ dF(a(u)) _ da(u)
B du o W= du

u=0

SF(W)

u=0

A criterion for the action to be stationary is given by the following result.

Theorem 1.8. An admissible path w: [t1,ts] — M is a conditional extremal
of the action if and only if there exist m smooth functions As: [t1,t2] — R
such that the following equality holds along w:

[L] = Z)‘s[fs] +Z).\sf;q‘- (1.52)

This equation together with the constraint equations (1.50) form a “closed”
system for finding the solutions of Lagrange’s problem. Equation (1.52) can be
obtained by the method of Lagrange multipliers. By introducing the new La-
grangian . = L—>" Asfs and regarding A, . . ., A, as additional coordinates
we reduce Lagrange’s problem to a variational problem without constraints.
If the constraint equations are ignored in the new problem, then the Euler—
Lagrange equations take the form

(L=<, (L=

The first equation coincides with (1.52), and the second, with (1.50). A rigor-
ous proof of Theorem 1.8 is based on application of Lemma 1.4 (see [114]).

Remark 1.2. Theorem 1.8 is not valid for the “classical” variant of La-
grange’s problem where the variations a(u) satisfy exactly the constraint
equations for all values of u. In this case the equations of extremals are equa-
tions (1.52) with the “amended” Lagrange function & = XL — Y Asfs,
where )¢ is some constant (which may also be zero) and the multipliers
A0s A1, - - -5 Ay are not simultaneously zero. In Example 1.7 it is the case
that the constant A\ is equal to zero.

1.4.2 Vakonomic Mechanics

The d’Alembert-Lagrange principle is not the only rational definition of mo-
tion of Lagrangian systems with constraints. We can replace it by Hamilton’s
principle; then the motions of the system with constraints are the conditional
extremals of the Lagrange variational problem (in the sense of the definitions
in §1.4.1). The equations of motion are then equations (1.50) and (1.52).
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We call the mathematical model of motion of Lagrangian systems with con-
straints based on this extension of Hamilton’s principle vakonomic mechan-
ics'? for short. We defer the discussion of the appropriateness of considering
this model until §1.6.

Lagrange’s equations (1.52) of vakonomic mechanics differ from the non-
holonomic equations

L) = pwelly  fr=-=fm=0 (1.53)

by the summand ) Ag[fs]. If this sum is identically equal to zero (by virtue
of the system of (1.50) and (1.52)), then equations (1.52) and (1.53) coincide.
In particular, suppose that the system satisfies a set of integrable constraints
gs(q,t) = 0 (1 < s < m). These equations can be replaced by the equivalent
equations g; = 0. Since [¢s] = 0, in the case of integrable constraints vako-
nomic mechanics reduces to ordinary holonomic mechanics. We note that, in
contrast to non-holonomic mechanics, the motion of a vakonomic Lagrangian
system is determined by the restriction of the Lagrangian to the submanifold
of TM defined by the constraint equations (1.50).

Lagrange’s equations (1.50), (1.52) can be represented in Hamiltonian
form. For that we introduce the canonical momenta

p=Z =L+ Y Afig (1.54)

where the multipliers A4 are indeterminate for the present. We add to these
relations the constraint equations (1.50) and solve system (1.50), (1.54) with
respect to ¢ and A. The local solubility condition is

A f{q to 'r/mj
/ *
det | (T1d) 20, (1.55)
: 0
(fmq)*
where A = (Z}) and the (f],)* are the covectors fl, written as rows. If

the matrix A is non-singular, then inequality (1.55) can be represented in the
form

det (ff; A7 f};) #0.
In particular, if the constraints are linear in the velocities, then £, = L7,
and condition (1.55) turns into inequality (1.34), which guarantees the de-
terministic behaviour of a Lagrangian system with constraints obeying the

d’Alembert-Lagrange principle (see §1.2).

12 Vakonomic mechanics was developed in [329]. We should mention that equa-
tion (1.52) appears in the works of Hertz, Holder, Suslov, and others in connection
with the analysis of the applicability of the principle of stationary action (in the
spirit of Lagrange’s problem) in non-holonomic mechanics (see [42]). It turned
out that if the constraints are non-integrable, then the principles of d’Alembert—
Lagrange and Hamilton are not equivalent.
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Thus, if (1.55) holds, then by the implicit function theorem we have ¢ =
G(p, ¢, t) and A = A(p, ¢, t). We introduce by the usual rule the Hamiltonian
function

H(p,q,t) = pi(p, q,t) — L(d(p, ¢, 1), ¢, 1)

Proposition 1.12. A smooth path q: A — M is a motion of the vakonomic
system with Lagrangian L and constraints f1 = -+ - = f,, = 0 if and only if the
function q(-) together with some “conjugate” function p(-) satisfy Hamilton’s
equations

¢=H,  p=-H, (1.56)

The Hamiltonian function H is degenerate in the momenta: the rank of the
Hessian H,), drops by m. In the natural case (when the Lagrangian is a positive
definite quadratic form in the velocities) the map p — ¢ defined by (1.50)
and (1.54) is a singular linear map. Since every finite-dimensional vector space
can be canonically identified with its second dual space, equations (1.56) can

be interpreted as Hamilton’s equations on 7% M.

Example 1.8. We consider a skate on an inclined plane (see Example 1.6
in §1.2). The Lagrange function of this system is L = (2% + 9% + ¢?)/2 + ,
and the constraint equation is (& sin ¢ — ¢ cos ¢) = 0. The canonical momenta
are defined by the formulae

Pz = & — Asin o, Py =Y+ Acosp, Py = &

. (1.57)
A =Py COS @ — pg sin .
The Hamiltonian function is
1
H = - | (ps cos ¢ + py sin @)Z—i—pi — . (1.58)

2

Suppose that initially the angle ¢ and momentum p,, are equal to zero. Since
py is a first integral of Hamilton’s equations, we have p, = 0. Consequently,
in this case the Hamiltonian takes quite a simple form:

1 o, 2 2
Hzi(p:C cos ga—i—p(p)—x‘

The canonical equations with this Hamiltonian function are probably non-
integrable. But we can draw qualitative conclusions about the sliding of the
vakonomic skate. Since p, = —H. = 1, the momentum p, is equal to t up
to an additive constant. It follows from Hamilton’s equations ¢ = py, P, =
p2 sin ¢ cos ¢ that

¢ = t% sin ¢ cos . (1.59)

We obtain from (1.57) the equations for finding the Cartesian coordinates of
the contact point

& =tcos 2, Yy =t sin ¢ cos .
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It follows from the first equation that the skate is monotonically sliding off
down the inclined plane. One can show (see [329]) that almost all the solutions
of (1.59) tend to one of the points 7/2 + kn (k € Z) as t — oo. Moreover,
there exist the limits

t
1

lim y(¢) and lim f/a'c(s) ds > 0.
t—oo t—oo
0
Consequently, asymptotically the skate goes down along some straight line
with non-zero average velocity and tends to position itself across its average
motion. It is interesting to compare this motion with the motion of the non-
holonomic skate, which under the same initial conditions moves sideways along
a cycloid. A

1.4.3 Principle of Determinacy

We consider the motion of a vakonomic natural system with Lagrangian
L = (Aq¢-¢)/2+V (q) and with linear constraints fs = as(¢)-¢ =0 (1 < s < m)
independent of time. The linear map ¥,: Ty M — TyM defined by (1.50)
and (1.54) is singular; its m-dimensional kernel consists of the linear combi-
nations ) psas. Let I5(g) be the m-dimensional plane in T M that is the
full inverse image of a point ¢ € T,M under the map ¥,. We fix an initial
state (go, ¢o) allowed by the constraints and consider the family of solutions
of Hamilton’s equations (1.56) with the initial data ¢(0) = go, p(0) € Iy, (do)-
If the constraints are completely integrable, then the function ¢(¢, ¢(0), p(0))
— the motion of the vakonomic system — is independent of the choice of the
initial momentum in the plane Iy, (o). This simple remark admits a converse.

Proposition 1.13. If the motion q(t, q(0), p(0)) is independent of p(0) €
Iy (do) for all admissible states qo, o, then the linear constraints are com-
pletely integrable.

Corollary 1.12. Vakonomic systems with non-integrable constraints do not
obey the principle of determinacy.

Example 1.9. In the problem of a skate sliding on an inclined plane (see
Example 1.8) the initial value of the constant momentum p, does not affect
the initial state of the skate if ¢(0) = 0. But the solutions of Hamilton’s
equations with the Hamiltonian (1.58) depend essentially on p,,. A

Remark 1.3. The principle of determinacy, though not valid generally, can be
satisfied for particular states. One can show that the following “generalized”
principle of determinacy holds in vakonomic mechanics: the motion of the
system on some time interval uniquely determines all of its past and future
motion.
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Let ¥: T*M — TM be the map that coincides on each fibre 77 M with
the linear map ¥,. We say that a function F': T*M — R is observable if there
exists a function G: TM — R such that the following diagram is commuta-
tive:

™M L TM
FN\ Ja
R

A condition for a function F'(p, q) to be observable is its invariance under the
family of translations p — p + Y psas. For example, the total energy of the
system is observable, while the Lagrange multipliers As are not. We note that
the property to be observable is independent of whether the constraints are
integrable or not.

Proposition 1.14. The vector space of observable functions is closed under
the Poisson bracket (induced by the standard symplectic structure dp A dq) if
and only if the constraints are completely integrable.

In conclusion we mention that the problem of “hidden” parameters — non-
observable quantities involved in the description of the dynamics of a system —
has been extensively discussed in quantum mechanics precisely in connection
with the analysis of the principle of determinacy (see [120]).

1.4.4 Hamilton’s Equations in Redundant Coordinates

In the case of completely integrable constraints, equations (1.56) are Hamil-
ton’s equations of a holonomic system written in redundant coordinates. As
an example we consider the motion of a material point (m,r) in Euclidean
space E3 on a smooth regular surface X given by an equation f(r) = 0. Sup-
pose that the point is acted upon by a conservative force with potential U(r).
We set (according to (1.54))

(p, f))
(fl 1)

The motion of the point is described by Hamilton’s equations

p=mr + \f], A=

(1.60)

. . m,. . 1 9
r = Hp, p=—-H; H:E(r,r>+U:%(pxn) +U, (1.61)

where n is the unit normal vector to the surface Y. Consequently, equa-
tions (1.61) are determined by the surface X itself and are independent of the
form of the equation f = 0 defining this surface.

Equations (1.61) have the energy integral H and the “geometric” integral
F = f(r). It is obvious that in the standard symplectic structure dp A dr
the Poisson bracket is zero: {H, F'} = 0. Let g(f, r) be a first integral of the
equations of motion

mi = —U] + \f}, f(r)=0,
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and let G denote the function g represented in the canonical variables. Clearly,
{H,G} =0, and it is easy to check that the functions G and F' are involutive.

If a contour I" lies on the hypersurface {f = 0} C R® with coordinates
p, r, then the Poincaré relative integral invariant

j{ (p, dr)

r

is equal, up to the constant factor m, to

f(h dr), (1.62)

~

where 7 is the closed contour in RS{r,#} that is the image of the contour
I" under the map (1.60). In hydrodynamics an integral of the form (1.62) is
called the velocity circulation over the contour ~.

1.5 Hamiltonian Formalism with Constraints

1.5.1 Dirac’s Problem

Let (M, £2?) be a symplectic manifold, H: M — R a smooth function, and
N a submanifold of M. We call the quadruplet (M, 2%, H, N) a Hamiltonian
system with constraints. The restriction of the symplectic structure 22 to N
is denoted by w?, and the restriction of the function H, by F. The form w?
is obviously closed, but may turn out to be degenerate (for example, if the
dimension of N is odd).

Definition 1.5. A smooth path z: A — M with z(t) € N for all t € A
is called a motion of the Hamiltonian system (M, 2%, H, N) if w?(-, 2(t)) =
dF (z(t)) for all t € A.

Our aim is to describe the set of all motions of a Hamiltonian system with
constraints.!3

If N coincides with M, then the system with constraints is an ordinary
Hamiltonian system (see § 1.3) and its motions are the solutions of Hamilton’s
equations on M. There is one more case where Dirac’s problem reduces to
solving Hamilton’s equations: if the form w? is non-degenerate, then (N, w?)
is a symplectic submanifold and the motions of the system (M, 22, H, N)
are the solutions of Hamilton’s equation on N with Hamiltonian function F.
Then corresponding to every initial state g € N there is a unique motion
of the system with constraints. In the degenerate case there are two more

13 This problem was first considered by Dirac in the 1950s for the purposes of
quantum mechanics (see [21]).
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possibilities: Dirac’s problem can have several different motions with the initial
state xg, or have none at all. As we shall see, these two possibilities can indeed
occur.

Suppose that the form 22 is exact on M. Then 2% = d2! and w? = dw?,
where w! is the restriction of the 1-form 2! to N. In the general case (when
22 is not exact) these relations hold locally on M.

Lemma 1.5. A smooth path x: [ti;,t2] — N is a motion of the system
(M, 2% H, N) if and only if x(-) is a critical point of the action functional

/(wl(a;«) _F)dt

t1
in the space of smooth paths on N with fized ends.

This assertion reduces Dirac’s problem to the study of the Lagrange varia-
tional problem (see § 1.4.1) with Lagrangian L(%) = £2'(i) — H and integrable
constraints defined by the manifold N.

We now indicate several explicit formulae that will be used in what fol-
lows. Let © = (p, q) be local symplectic coordinates on M and let N be a
submanifold defined by a system of equations

P1(p,q) =+ =P(p,q) =0 (1.63)

such that the differentials of the functions @, are linearly independent at
each point of N. The equations of the extremals of Lagrange’s problem with
Lagrangian L = p - ¢ — H(p, ¢) and constraints (1.63) can be represented in
the form of equations with multipliers [L] = >~ A\;®’_, or in the explicit form

G=Hy+ > \ND,,, p=-H,— > \D,,. (1.64)

To these equations one should add (1.63). Since the Lagrange function L is
degenerate in the velocities (it does not depend on p at all), the method of § 1.4
cannot be applied to equations (1.64).

We obtain from (1.63) and (1.64) the “compatibility conditions”

G; = {Pi, H} + Y A\{®;, 0.} =0, (1.65)

when &, = 0 for all s. If the matrix of Poisson brackets ({@i, @j}) is non-
singular, then equations (1.65) uniquely define the A4 as functions of p, ¢. In
this case, m is necessarily even and N is a symplectic submanifold of M. The
symplectic structure on N is defined by the Poisson bracket

{F, Y ={F,F} + Z {®@;, Fi}c;j{®;, Fo},

i, j=1
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where (c;;) is the inverse matrix of ({®@;,®;}). One can show that the re-
striction of the bracket {Fi, F»}’ to N depends only on the restrictions of
the functions F; and Fs to N. If some of equations (1.65) do not involve the
multipliers Ay, then we obtain new constraint equations ¥; = {&;, H} = 0,
which are usually called secondary constraints. In the most general case the
secondary constraints are algebraic conditions for solubility of equations (1.65)
with respect to the As. The functions ¥; should be added to the functions ®,;
if these functions form an independent set, then the analysis of the compati-
bility conditions can be repeated once again. In the end, either we shall arrive
at a contradiction (in this case Dirac’s problem has no solutions), or sys-
tem (1.65) becomes consistent for an appropriate choice of the coefficients A.
In the latter case the multipliers A may be determined non-uniquely. Then the
initial conditions do not determine a unique solution of system (1.63)—(1.64).

Example 1.10. Suppose that m = 1 and the bracket {H, ®} is non-zero at
all points of N. Then Dirac’s problem does not have any solutions, since the
compatibility condition (1.65) does not hold. Again suppose that m =1 and
{H,$} = 0on M. In this case the coefficient A is an arbitrary smooth function
on N, and therefore a whole family of different motions passes through each
point of NV at the same moment of time. Moreover, there are infinitely many
different motions that coincide on an entire interval of the time axis. This
cannot happen in vakonomic mechanics (see §1.4.3). A

Remark 1.4. For solving Dirac’s problem it is obviously sufficient to know
only the restriction of the Hamiltonian function to the submanifold V.

1.5.2 Duality

If we know the Hamiltonian H and the constraint equations (1.63), then we
can pass to the Lagrange function L by the usual rule: L = ¢-p — H. We set
H=H+> ADs. If

det () 0 and  det (@], ()" ®, ) £0,
then from the equations

G=H,+> A\ Pr=--=P,, =0

sp

one can find, at least locally, p as a function of ¢, ¢. As a result the Lagrangian
is a function of the state (g, ¢) degenerate in the velocities. We note that the
transition from H to L in Hamiltonian mechanics with constraints is dual to
the transition from L to H in vakonomic mechanics (see §1.4).

Conversely, if we have a Lagrangian L(q, q) degenerate in the velocities,
then we can introduce the canonical momenta p = L;- and obtain from
these equations several independent relations of the form (1.63). In quan-
tum mechanics these are usually called primary constraints. Then the Hamil-
tonian H = p - ¢ — L is introduced, which is defined only on the manifold
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N ={®¢, = --- = &, = 0} in view of the degeneracy of the Lagrangian.
As we have already seen, this limitation is inessential. It was a degenerate
Lagrangian that Dirac was starting from when developing the Hamiltonian
formalism with constraints.

The algebraic aspects of Dirac’s theory of constraints were considered
in [85, 86].

1.6 Realization of Constraints

1.6.1 Various Methods of Realization of Constraints

We begin with a simple example. Consider the rectilinear motion of two bodies
of masses M and m connected with each other and with the “wall” by elastic
springs with coefficients of elasticity k and ¢ (as shown in Fig. 1.7). Let 2 and

AN NN

Fig. 1.7.

y be the distances from the “wall” to the points M and m. The motion is
described by the simple system of linear equations

Mi = —kx —c(z —y), my = —c(y — x).

We fix the parameters M, m, ¢, and let k tend to infinity. Let x(¢, k), y(¢, k)
be the solution of these equations with initial condition x(0, k) = #(0, k) = 0,
and with y(0, k) and (0, k) independent of k. It is obvious that

lim z(¢, k) =0

k—oo

and the limiting motion
§t) = lim y(t, k)
k—o0
is a harmonic oscillation with frequency w = \/¢/m. In this case the “infinite
stiffness” of the spring is equivalent to imposing the holonomic constraint
x = 0 on the system.
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The same constraint can be realized in a different way. For that it is
sufficient to let the mass M tend to infinity and assume again that z(0) =
z(0) = 0.

There is another physically evident way of realization of this constraint
based on introducing the forces of viscous friction. Suppose that the body of
mass M is in addition acted upon by the resistance force F' = —ai, a =
const > 0. This summand should be added in the first equation of motion. If
a — 00, then again z(t) — 0. Here it is no longer necessary to assume that
x(0) = £(0) = 0. The equality

lim z(t) =0
a— 00
will hold for ¢ > 0.
We may consider a more complicated case where M and « are simultane-
ously increasing to infinity, but their ratio a/M tends to a finite value u > 0.
Passing to this limit we simplify the equations of motion to the equations

&= —p, myj = —c(y — x).

These equations again admit solutions (z, y) = (0, yo) such that ijo +w?yo = 0
with w? = ¢/m.

Finally, we consider the case where the mass of the second body m is small.
Then in the limit the small mass m does not affect the motion of the body M
(which will perform harmonic oscillations with frequency /k/M). If ¢ > 0,
then the mass m will clearly follow the motion of the mass M: y(t) = z(t).

However, if the value of ¢ also tends to zero so that ¢/m — p > 0, then
in the limit we shall have a “restricted” two-body problem: the mass M per-
forms harmonic oscillations by the law xo(¢) and the mass m performs forced
oscillations in accordance with the equation

§+ py = pao(t).

These simple observations admit generalizations.

1.6.2 Holonomic Constraints

Let T'(q, q) be the kinetic energy of a system with n degrees of freedom which
is acted upon by a force with components Fi(q, q), ..., F,(q,q) and let A be
a smooth ng-dimensional (ng < n) submanifold. Let g (t), 0 < t < to, be a
motion of the constrained system with configuration space A, and let R (t)
be the reaction force of the constraint along this motion.

We introduce a function g — W(q) such that

a) it is non-negative,
b) it vanishes on A4,
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c) at each point of A the second differential of W is positive definite on any
subspace of dimension ny = n — ng transversal to the manifold A.

For example, if the manifold A is given by equations fi(¢) =0 (1 < k < ny)
such that the differentials dfy are linearly independent at the points of A, then
for W we can take the function

> efi(a),

where the ¢ are positive constants.
Let gn(t) be the motion of the system without constraints satisfying the
differential equation

<8T>' o _p_ N (1.66)

ag) 9q¢ T 0q
and the initial conditions
QN(O) = QOO(O)v QN(O) = QOO(O)
Theorem 1.9 ([355]). For sufficiently large N the motion qn(t) is defined
for 0 <t <ty and the equalities
an(t) = goo(t) FO(NTY),  dn(t) = doo(t) + O(NV3) (1.67)

hold. For tq, o € [0, to] along the motion qn(t) we have

7(71%‘2/ + Roo(t)> dt = O(N~1/?). (1.68)

ty
By (1.68) we have

to

1 ow

li li N—— t))dt =—R .

g [ N a0 = et
1

In the general case the limits with respect to time ¢ and the parameter N
do not commute, since as a rule there does not exist a limit value for the
elastic force N - 9W /0q as N — .

Example 1.11. We consider the motion of a material point of unit mass on
Euclidean plane R? = {z, y}. Suppose that A is given by the equation y = 0,
and the projections of the force F' onto the x- and y-axis are equal to y and 1,
respectively. We set W = y2/2. Then equations (1.66) take the form & = y,
 =1— Ny. Since yn(0) = yn(0) = 0, we have

1 —cos (N'/2t)

yw(t) = — .
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For a fixed t we clearly have
yn(8) =O(N"),  gn(t) = O(N 7).

But the force
—~NW' = —Nyn = cos (N'/?t) —1

oscillates rapidly (with frequency N 1/ 2) around its mean value equal to the
reaction force of the constraint y = 0. After averaging over time the oscil-
lation is already O(N~'/2) and therefore tends to zero as N — oco. The
z-coordinate describes the motion on the manifold A. This example shows
that estimates (1.67) and (1.68) are best possible. A

The general theorem on the realization of holonomic constraints by elastic
forces directed towards the configuration manifold of the constrained system
was stated by Courant and was first proved in [521] under the assumption
that the forces F' are conservative. Generalizations of Courant’s theorem were
obtained in [104, 300, 578], where passing to the limit was studied in the case
where the initial velocity of the system is transversal to the manifold defined
by the constraint equations. These papers also use essentially the assumption
that the system be conservative.

1.6.3 Anisotropic Friction

We begin with the definition of the forces of viscous friction. We say that
a Lagrangian system with Lagrangian L = (A(q)¢-4)/2 — U(q) is acted upon
by forces of viscous friction if its motion is described by the equation

[L] = —Fy, (1.69)

where F' is a non-negative quadratic form in the velocities, which is called
the dissipation function or Rayleigh’s function. The derivative of the total
energy of the system is equal to —2F by equation (1.69). If the form F' is
positive definite (then the friction forces are said to have total dissipation),
then the energy is monotonically decreasing on all the motions distinct from
an equilibrium. We shall consider the friction forces with Rayleigh’s function
Fy = —N(a(q) - §)*/2, where a is some covector field and N = const > 0.
It is easy to see that the form Fl is degenerate, and the total energy of the
system is not decreasing only on those motions ¢(-) that satisfy the equation

a(g) - ¢ =0. (1.70)

Of course, such motions that are not equilibria do not always exist. Friction
with dissipation function Fly is also called anisotropic friction.

Let g(t, N) be the solution of the equation with an initial condition inde-
pendent of V.
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Theorem 1.10. The limit
lim q(t, N) = q(¢) (1.71)
N—oo
exists on each finite time interval 0 < t < to. The limit function satisfies the
system of non-holonomic equations

L] =)a,  alg)-4=0.

In particular, q(t) satisfies the linear constraint equation (1.70).

If the initial state (qo, go) is chosen in the set of solutions of the equation
a(q) - ¢ = 0, then the limit (1.71) exists for ¢ = 0 and the convergence is
uniform on every finite time interval. In the general case this convergence is
not uniform on the interval 0 < ¢ < ¢.

Theorem 1.10 can be derived from the well-known Tikhonov’s theorem
on singularly perturbed systems (see [144, 304]). The idea of realization of
constraints that are linear in the velocities by the forces of viscous friction
and the first results in this direction are due to Carathéodory [161].

We consider from this viewpoint the problem of non-holonomic mechanics
about the rolling of a homogeneous ball inside a vertically standing tube of
large radius, which was mentioned in §1.2. We now assume that the ball can
slip, and let v be the non-zero velocity of the contact point. We introduce a
force of viscous friction applied to the contact point and equal to —kv, where
k = const > 0. For sufficiently large values of k the motion of this ball will be
close to the rolling of the non-holonomic ball and therefore, at least during an
initial period of time, one can observe the ball with friction moving upwards
in the tube.

1.6.4 Adjoint Masses

We consider the motion of a natural system with Lagrangian

Ly = 5(A@i-d) + % (ala) -9 ~ Ula)

depending on a parameter N > 0. Again, here a(q) is a non-zero covector field
defined on the configuration space.
Let g(t, N) be the motion with initial state qo, go such that a(qo) - go = 0.
Theorem 1.11 (see [329]). The limit
lim q(t, N) = g(t)
N—o0
exists on each finite time interval 0 < t < tyg. The limit function is an ez-

tremal of the Lagrange variational problem about the stationary value of the

functional
to

1
[rode. Lo=34d-q-.
t1
with linear constraint a - ¢ = 0.
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Consequently, the limit motion ¢(-) is a motion of the vakonomic system
with Lagrange function Ly and constraint a - ¢ = 0.

We now examine this passage to the limit in more detail. For N > 0 we
introduce in the usual way the canonical momenta

p=A¢+ N(a-q)a.
Solving this equation with respect to the velocities

A p-a 1 A p.a
- a+ a
A-la-a 1+ NA la-a)A~ta-a

Ag=p
we see that as N — oo this equation turns into the equality

A7 lp.a
AGg=p— ——a,
1=P~ Y144
which is used in vakonomic mechanics for defining the momenta.
Assuming N > 0 we consider the motions of the holonomic system with
initial data
q(0) =g,  pal0)=po+aa, a€R,

where pg = Ago and a(qp)-Ggo = 0. When o = 0, we obtain the initial conditions
mentioned in Theorem 1.11. For a fixed value of « the initial conditions ¢(0)
and ¢, (0) = A7 (qo)pa(0) satisfy the equation a - ¢ = 0 to within a quantity
of order 1/N.

The Hamiltonian of the holonomic system with Lagrangian Ly is equal
to Hy = Hy + O(1/N), where Hy is the vakonomic Hamiltonian function
(see §1.4). Consequently, for fixed o we have the limit

lim g, (t, N) = qa(t), (1.72)
N —oo
which represents one of the motions of the vakonomic system with Lagrangian
Ly and constraint a - ¢ = 0.

For N — oo the initial state ¢(0), ¢,(0) is independent of «, but in the
case of non-integrable constraints the limit (1.72) depends essentially on the
parameter « (see §1.4). Thus, when N is large, errors of order 1/N in the ini-
tial conditions can generate finite deviations over times ¢ ~ 1. This is one of
the qualitative explanations of the non-deterministic behaviour of vakonomic
systems.

Example 1.12. We now show how one can physically realize the motion of
the vakonomic skate on an inclined plane studied in § 1.4. For that we consider
the motion of an elongated weightless elliptic plate with rigidly attached points
of positive mass in a boundless ideal fluid (see Fig. 1.8). Suppose that the
points are acted upon only by the gravitational force. The symmetry of the
problem allows the motions such that the z-axis is horizontal and the y- and
z-axes lie invariably in some vertical plane.
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Iy

Fig. 1.8.

Let w be the projection of the angular velocity of the body onto the z-axis,
and u, v the projections of the velocity of the centre of mass onto the y- and
z-axes. First we consider the motion of an ellipsoid

1.2 y2 22

a72+7+072:1

in a homogeneous fluid with density p. The kinetic energy of the fluid is equal
to

1
§(Aw2 + Bu® + Cv?), (1.73)
where
1 (b2 — 02)2(70 — fo) 4 Bo
A== 2 rpab B= 2 rpab
52— ) + WP+ A)(G—0)3 2603 "
4
C= 5 %’y gﬂpabc, D =/(a2+ N2+ \)(2 + \),
— %

oo

A T

ﬂozabcfi, 'yo:abc/i.

CESY) @+ AND
0 0

These formulae can be found, for example, in Lamb’s book [366].
We let ¢ tend to zero and set b = ¢, a = ¢~ “. Assuming € to be small we
can obtain from these relations the following asymptotic formulae:

2 4
A~ EW;}&‘““, B =0, C~ gwp&:z*o‘.
Thus, if 2 < o < 4, then A — 0 and C — oo as € — 0.

The kinetic energy of the system “body + fluid” has the same form (1.73),
but one should add to A the moment of inertia of the body with respect to
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the z-axis, and to B and C, the mass of the body. As a result, as ¢ — 0,
the quantities A and B will tend to finite limits, and C — oo. Thus, we find
ourselves under the conditions of the theorem: as ¢ — 0, the motion of the
elliptic plate with initial velocity v(0) = 0 tends to the motion of the limiting
vakonomic system. A

1.6.5 Adjoint Masses and Anisotropic Friction

We consider a multidimensional natural mechanical system with Lagrangian
1 .o, N .
Ly = 5(Al@)d- @) + —~(al9) - 9)* + V(a).

Suppose that, apart from conservative forces with force function V, the
system is subjected to the forces of anisotropic friction with Rayleigh’s dissi-
pation function

BN

> (al)-0)*

The equation of motion has the form of Lagrange’s equation

Fy

L] = —F;.

Fixing the values of the parameters o > 0, 5 > 0 we let N tend to infinity.
Let g(t, N) be the solutions of the equation of motion with initial state
independent of N and satisfying the equation a - ¢ = 0.

Theorem 1.12 (see [331]). The limit

lim q(t, N) = G(t)

N—o0

~,

exists on each finite time interval. The limit motion q(-) together with a certain
“conjugate” function p(-) satisfy the differential equations

OH A 'p.a . OH B8
(&%

,_ _9H - = 1.74
b= FaTa . 1T M=o (1.74)

where H(p,q) is the Hamiltonian function of the vakonomic system with
Lagrangian Lo and constraint a - ¢ = 0.

It follows from the second equation (1.74) that the limit motion g(-) sat-
isfies the equation a - ¢ = 0.

For 8 = 0 Theorem 1.12 coincides with Theorem 1.11. In another limiting
case where the ratio ;1 = §/« is large, equations (1.74) become degenerate.
Following the general method of studying such equations, for & = 0 we obtain
from (1.74) the “simplified” equation

A p.a

P
A-lg.q

=0.
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Differentiating the equations A¢ = p — Aa with respect to time and using
the condition A = 0 we obtain

(Log)(Ad) = p—Aa— Aa= —H, — Aa = L), — Aa.

This relation together with the constraint equation form a closed system
of non-holonomic equations. Using Tikhonov’s theorem one can show that the
solutions of (1.74) indeed tend to solutions of the non-holonomic equations as
n — +00.

For each fixed value of the parameter u equations (1.74) can be regarded
as the equations of motions of the mechanical system with Lagrangian func-
tion Lo and constraint a - ¢ = 0. Thus, we have a whole family of intrinsi-
cally consistent mathematical models of motion. Each of them is a synthesis
of traditional non-holonomic mechanics based on the d’Alembert-Lagrange
principle and vakonomic dynamics based on Hamilton’s variational principle.
The question of the choice of a model in each concrete case can be answered
only by experiments. A discussion of these problems can be found in [331].

1.6.6 Small Masses

In conclusion we discuss the validity of Dirac’s generalized Hamiltonian for-
malism. As already mentioned in § 1.5, constraints in the phase space arise,
for example, when the Lagrangian is degenerate in the velocities. In this con-
nection we consider the holonomic system with Lagrangian function

. eQ? .
LE:Lo(qaan)+T+€Ll(qaq7Q75); qERn7 QERa

where € is a small parameter. The function Lg is assumed to be non-degenerate
in q.

For ¢ = 0 we have a degenerate system. The equation P = 0, where P =
Lg @ Serves as a primary constraint (in the sense of Dirac). The compatibility
condition gives us the secondary constraint

{P, Ho} = —Hgg = 0, (1.75)

where Ho(p,¢,Q) =p -~ Lo,_,-
Suppose that @ = f(p,q) is a solution of equation (1.75). Then the
secondary constraint can be represented in the form of the equation ¥ =

Q — f(p,q) =0; here {P, ¥} =—1#0.
Dirac’s Hamiltonian ¢ is the sum Hy + AP + u(Q — f); the coefficients A
and p can be uniquely determined from the compatibility conditions

{Pﬂjf}:{PaHO}_M:O? {Q_fvjf}:_{f7H0}_)‘:O'

Hence, p = —Hyg, A = {Ho, f}. Hamilton’s equations with constraints obvi-
ously take the form

p=-Hy,, §¢=H, ~P=0, Q=f, (1.76)
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where H (p, q) = Ho(p, q, Q)|Q:f. The Hamiltonian function of the full sys-

tem (for e # 0) is equal to Ho(p, q, Q) + P%/2¢ + eHi(p, q, Q, €). The corre-
sponding canonical equations are

p=—Hp, —ecHj,, g =Hj, +eHi,,

. ) (1.77)
P =—Hy, —eHg, Q = PJe.
Proposition 1.15. If H(/)/QQ|Q:f7é 0, then equations (1.77) admit a unique

solution in the form of formal power series in

p=pot) +epi(t)+---, qg=qot) +eq(t)+---,

P:€P1(t)—|— , Q:f(pO(t),qo(t))+€Q1(t)+ ’ (178)

where po(t), qo(t) is a prescribed solution of equations (1.76).

Unfortunately, these series do not always converge. But, as shown in [208],
for an appropriate choice of the initial conditions the series (1.78) are asymp-
totic for the solutions of system (1.77). In the case where the function Hj is
independent of @), equations (1.77) cease to be singular: one should use the
new variable P/e instead of the momentum P. Then the solutions of these
equations can be represented in the form of converging power series, and the
initial conditions Q(0) and Q(0) can be arbitrary. This is exactly the case in
the “restricted” n-body problem, when the mass of one of the bodies tends to
zero.

Thus, Dirac’s mechanics can be interpreted as mechanics of small masses.
On the contrary, vakonomic mechanics is convenient for describing the dy-
namics of large masses.

The results of this section may be regarded as a justification of our theoreti-
cal constructions relating to dynamics of mechanical systems with constraints.
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The n-Body Problem

2.1 The Two-Body Problem

2.1.1 Orbits

Suppose that two points (r1, m;) and (r2, mg) interact with each other with
potential energy U(|r; — ra|), so that the equations of motion have the form

U U
81"1 ’ o 81‘2 '

mif; = —

Proposition 2.1. The relative position vector r = ri1 — ry in the two-body
problem wvaries in the same way as for the motion of a point of mass m =
mima/(m1 + ma) in the central force field with potential U(|r]).

If
€= miry; + Mmors

mi + Mo

is the centre of mass of the points m; and ms, then obviously

mo mi
rH=§£+——r, rp=§({— ———.
1=§& _———— 2=§ p—
It follows from these formulae that in a barycentric frame of reference the
trajectories of the material points are similar planar curves (with similarity
ratio mo/mq). Thus, the problem reduces to studying the single equation

v
or’

Let x,y be Cartesian coordinates in the plane of the orbit. Then K, =
m(xy — y&) = const. In polar coordinates x = r cos ¢, y =r sin ¢ we clearly
have K, = mr2¢. Consequently, 72¢ = ¢ = const. If ¢ = 0, then ¢ = const
(the point moves along a straight line). We assume that ¢ # 0. Then ¢ is a

mr = r e R3.
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monotonic function of ¢, and therefore locally there exists the inverse func-
tion ¢ = t(y). As the point m moves, its position vector sweeps out some
curvilinear sector of area

w(t) t

_1 o, 1 [ o .
S(t)—z/r d<p—2/rgadt—2.

#(0) 0

Thus, S = ¢/2 = const (the “sector” velocity is constant). This fact is usually
referred to as the area integral or Kepler’s second law, and the constant c is
called the area constant.

Proposition 2.2 (Newton). For a fized value of the area constant ¢ we have

oU, mc?
— 50 where U, =U + 57 (r>0). (2.1)

mi =

This equation describes the motion of a point of mass m along the straight
line R = {r} under the action of the conservative force with potential U.. We
can integrate this equation by quadratures using the energy integral

22
mr
— +U.=h.
5 +

The function U, is called the effective (or amended, or reduced) potential.
Using the energy and area integrals we can find the equation of orbits
without solving (2.1). Indeed, since # = \/2(h — U.)/m and r?¢p = ¢, we have

dr_drdt _r? [2(h-U.)
de dt dp ¢ m
Integrating this equation we obtain
o / cdr
2 [2(h—U,)

In calculations of orbits it is sometimes useful to bear in mind the following
proposition.

Proposition 2.3 (Clairaut). Let p = 1/r and let p = p(p) be the equation of
the orbit. Then
d?p _1.d U 1
a2 T T E dp \p)

For fixed values of h and ¢ the orbit is contained in the region

2
o 2. mc
Bc,h{(r;SD)ER-U+2r2<h}7
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which is the union of several annuli. Suppose that h is a regular value of
the effective potential U, and suppose that the region B, , is the annulus
0 <7 <r<re <oo. We claim that in this case r(t) is a periodic function of
time, and

min r(t) = ry, max r(t) = ro.

For the proof we set

T T2
™ / dx / dx
U= — | ———, T= [ —/—/7/—.
T 2 2
n e (h = Ue(@)) no Y m(h=Ue(2))
It is obvious that r(u) is a periodic function of u with period 27 and that
@ = 7 /7 = const. The period of the function r(-) is clearly equal to 2.

Fig. 2.1. Orbit in a central field

The angle ¢ changes monotonically (of course, if ¢ # 0). The points on the
orbit that are least distant from the centre are called pericentres, and the most
distant, apocentres. The orbit is symmetric with respect to the straight lines
passing through the point » = 0 and the pericentres (apocentres). The angle
@ between the directions to the adjacent apocentres (pericentres) is called the
apsidal angle. The orbit is invariant under the rotation by the angle @. If the
apsidal angle

q;_gfcdr
Jor2 /2 (h—U)

is commensurable with 7, then the orbit is closed. Otherwise it fills the annulus
B, j everywhere densely. If 75 = 0o, then the orbit is unbounded.

The motion of the point along a circle r = rq is called a relative equilibrium.
It is obvious that such a motion is uniform and the values of rg coincide with
the critical points of the effective potential U.. If the function U, has a local
minimum at a point = r(, then the corresponding circular motion is orbitally
stable.
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Theorem 2.1 (Bertrand). Suppose that for some ¢ # 0 there is a stable rel-
ative equilibrium and the potential U. is analytic for r > 0. If every orbit
sufficiently close to a circular one is closed, then up to an additive constant
U is either yr? or —y/r (where v > 0).

In the first case the system is a harmonic oscillator; the orbits are ellipses
centred at the point r = 0. The second case corresponds to the gravitational
attraction. The problem of the motion of a point in the force field with po-
tential U = —v/r is usually called Kepler’s problem.

U, A

<
<)
~

]/10 ——————

Fig. 2.2. Effective potential of Kepler’s problem

The effective potential of Kepler’s problem is

C2 Yy

c— .
2r2

According to Clairaut’s equation in Proposition 2.3,

d*p v
dp? ~ T

This linear non-homogeneous equation can be easily solved:

1
p:Amﬂw—my+%:;u+emuw—wm, (2.2)

where e and g are some constants and p = ¢?/v > 0. Hence,

r= p
1+ ecos (¢ — o)

and therefore the orbits of Kepler’s problem are conic sections with a focus
at the centre of attraction (Kepler’s first law).
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Another proof of this law (based on the amazing duality between the
orbits of Newtonian gravitation and Hooke’s ellipses in the theory of small
oscillations) is given below.

For fixed ¢ # 0 there exists a unique relative equilibrium rq = ¢?/~. Its

energy ho = —v%/2c? is minimal. Using the simple formula
. . d
02:r2+r2<p2:c2(p2+p’2), p/:£,

we can represent the energy integral in the form
2

%(p’z +p*) —yp=h.

Substituting into this formula the orbit’s equation (2.2) we obtain the

expression for the eccentricity e = /1 + 2c2h /2. Since h > hg = —2/2¢2,
the eccentricity takes only real values.

If h = hg, then e = 0 and the orbit is circular. If hy < h < 0, then
0 < e < 1; in this case the orbit is an ellipse. If h = 0, then e = 1 and the
orbit is a parabola. For h > 0 we have e > 1; in this case the point moves
along one of the branches of a hyperbola.

A€

2
2 @/ﬁ/}

1
0

Fig. 2.3.

Fig. 2.3 depicts the bifurcation set X in the plane of the parameters c, h.
The set X consists of the curve h = —v%/2¢? and the two coordinate axes
¢ =0 and h = 0. The regions of possible motion B, j (shaded areas in the
figure) change the topological type at the points of X.

In the case of harmonic oscillator the period of revolution in an orbit is
independent of the initial state. This is not the case in Kepler’s problem. For
elliptic motions “Kepler’s third law” holds: a®/T? = ~v/4n? = const, where a
is the major semiaxis of the ellipse and T is the period of revolution. Since

P _
1—e2

~20h]

the period depends only on the energy constant.
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We shall now regard the Euclidean plane where the motion takes place as
the plane of complex variable z = x + iy.

Proposition 2.4 (Bohlin). The conformal map w = 2% transforms the tra-
jectories of a Hooke (linear) oscillator (ellipses with centre at zero) into Ke-
plerian ellipses (with a focus at zero).

<1 Zhukovskij’s function z = & + 1/¢ transforms the circles |[¢| = ¢ into
arbitrary ellipses (z = (¢c+1/¢) cos p, y = (c—1/¢) sin ) with centre at zero.
But w = (1+1/£)? = £2+1/£2+ 2 for such an ellipse; hence the map £2 — w
is also Zhukovskij’s function, but with an additional summand 2. It is easy
to calculate that the distance from the centre to a focus of such an ellipse is
equal to 2 for any ¢, so that adding 2 shifts the centre to a focus, as required.
(The semiaxes ¢+ 1/¢c =a, ¢— 1/c =0 give the square of the distance from
the centre to a focus equal to a? — b* = 4.) >

This transformation of oscillatory orbits into Keplerian orbits is a special
case of the following amazing fact.

Theorem 2.2 (Foure). A conformal map w — W(z) transforms the orbits
of motion in the field with potential energy U(z) = |dw/dz|* (for the total
energy constant h) into the orbits of motion in the field with potential energy
V(w) = —|dz/dw|* (for the total energy constant —1/h).

<] The easiest way to prove this theorem is to compare the Lagrangians of the
corresponding Maupertuis variational principles; see Ch. 4. (Incidentally, this
comparison shows that the result remains valid also for the quantum-mecha-
nical Schrédinger equation, where too there are “dual” variational principles.)
According to Maupertuis’ principle for natural systems (see §4.1) a trajec-
tory on the plane of complex variable z is a stationary curve for the length
functional in the Jacobi metric, that is, in the Riemannian metric with length

element
|ds| = v/2(h = U(z)) |dz|.

Passing to the plane of variable w we can write down the same length func-
tional as the length in the metric with element

—M — = |dw ﬁ— = "—V(w w
] = 2 /=) =y [2( 5 1) = VAVER = Vi)

where b’ = —1/h and V (w) = —1/U(z). Up to the constant factor v/h, we have
obtained the metric for the potential energy V and the kinetic energy |dw|?/2.
Therefore our conformal map transforms the trajectories of motion with po-
tential energy U(z) into the trajectories of motion with potential energy V (w),
as required. >
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Example 2.1. The conformal map w = z® transforms the orbits of motion
in a planar central field with a homogeneous force of degree a into the orbits
of motion in a planar central field with a homogeneous force of the dual
degree b, where (a+3)(b+3) = 4. For example, Hooke’s force (linear oscillator)
corresponds to a = 1, and Newton’s gravitational force corresponds to b = —2,
so that these forces are dual.

The exponent « is a linear function of the degree: & = (a 4 3)/2. But the
theorem can also be applied to w = e* (or w = In 2). A

2.1.2 Anomalies

To solve Kepler’s problem completely it remains to determine the law of mo-
tion along the already known orbits. We choose the coordinate axes x and y
along the major axes of the conic section representing the orbit. The equation
of the orbit can be represented in the following parametric form:

z=a(cosu—e), y=avl—e?sinu (0<e<]l) if h<O0;
x =a(coshu—e), y=ave?—1 sinhu (e>1) if h>0; (2.3)
m:%(pftﬂ), y=\Du if h=0.

In astronomy the auxiliary variable u is called the eccentric anomaly, and
the angle ¢ between the direction to the pericentre of the orbit (z-axis) and
the position vector of the point, the true anomaly.

T

Fig. 2.4.

We have the following formulae:

1
1f2tan% if h<O0;
@ 1
tan s =0/ D i b0
2 if b=
VP
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Substituting formulae (2.3) into the area integral zy — y& = ¢ and integrating
we obtain the following relations between time and the eccentric anomaly:

u—esinu =n(t —tp), n:% if h<O0;
p
u — esinh u = n(t — ty), n:—3£72 if h > 0;
3 2
u—i—g—:n(t—to)7 n:ﬂ if h=0.
P

Here ty is the time when the point passes the pericentre. These equations
(at least the first one) are called Kepler’s equations. The linear function ¢ =
n(t — to) is usually called the mean anomaly.

Thus, in the elliptic case of Kepler’s problem we have to solve the tran-
scendental Kepler’s equation

u—esinu = (.

It is clear that for 0 < e < 1 this equation has an analytic solution u(e, (),
and the difference u(e, () —( is periodic in the mean anomaly ¢ with period 27.
There is a choice of two ways of representing the function u(e, ) in a form
convenient for calculations:

1) one can expand the difference v — ¢ for fixed values of e in the Fourier
series in ¢ with coefficients depending on e;

2) one can try to represent u(e, ¢) as a series in powers of the eccentricity e
with coefficients depending on (.

In the first case we have

> Jm(me) .
= 2 _— 2.4
u=¢_(+ mZ - sin m(, (2.4)
where
1 2 0 2 m-+2k
Jm(z):%/cos(mxfzsinx ZO x T:/—l—)k}) (m=0,1,...)
0

is the Bessel function of order m. “These ... functions ... have been used
extensively, precisely in this connection (which is that of Bessel), and more
than half a century prior to Bessel, by Lagrange and others.”!

! See Wintner [52].
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The proof of formula (2.4) is based on the simple calculation

du 1
d¢  1—ecosu
2m

2
1 d¢ = cos m( cos m¢ d¢
2W/16005u+z:1 ™ /1fecosu
m= 0
27

0

1 2m 00

Py /du + zzl COmeC /cos [m(u — esinu)] du
0 m= 0

=1+2 Z JIm(me) cos mC.

m=1

It remains to integrate this formula with respect to (.
Under the second approach we have the expansion

ue, )= Y enl) (2.5)

m=0

where
~ 0™ule, ¢)
- Oe™

Using the well-known Lagrange formula for the local inversion of holo-
morphic functions? ([603], §7.32) we obtain the following formulae for the
coeflicients of this series:

em(€)

e=0

dm—l
co(¢) = ¢ Cm(C)ZWSiHmC, m 2 1.

The functions ¢, (¢) are trigonometric polynomials in the mean anomaly (.
One can obtain the expansion (2.4) by rearranging the terms of the series (2.5).
This is how Lagrange arrived at formula (2.4).

By the implicit function theorem (and in view of the periodicity of the
function u(e, ¢) — ¢) the series (2.5) converges on the entire real axis ( € R
for small e. A detailed analysis of the expansion (2.4) shows that Lagrange’s
series converges for e < 0.6627434 . . . 3

2.1.3 Collisions and Regularization

Above we were assuming that the area constant c is non-zero. Now suppose
that ¢ = 0. The motion of the point will be rectilinear and we can assume that

2 Obtained by Lagrange precisely in connection with solving Kepler’s equation.

3 “In fact, a principal impetus for Cauchy’s discoveries in complex function the-
ory was his desire to find a satisfactory treatment for Lagrange’s series” (Wint-
ner [52]).
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it takes place along the x-axis. If at some instant the velocity & is directed to
the centre of attraction, then x(t) — 0 and &(t) — oo as ¢ approaches some t.
Thus, the two bodies will collide at time ¢ = tg. It is clear that for ¢ = 0 the
function z(t), t € R, necessarily has a singularity of this kind.

We now show that the eccentric anomaly u is a regularizing variable that
resolves the singularity of the analytic function z(t). If ¢ = 0, then e = 1 in the
elliptic and hyperbolic cases, and p = 0 in the parabolic case. Consequently,
formulae (2.3) take the form

x =a(cosu — 1), x = a(coshu — 1), z=—0 (2.6)
In accordance with these formulae, for i < 0 the collisions take place at
u = 2nk, k € Z; and for h > 0, only at w = 0. In the elliptic case it is also
sufficient to consider the case u = 0.
We assume for simplicity that tg = 0. It is easy to obtain from Kepler’s
equations (for e = 1) that
t=u’f(u)
in a neighbourhood of the point u = 0, where f is an analytic function in
a neighbourhood of zero such that f(0) # 0. From (2.6) we obtain a similar
representation
z = ug(u)

with an analytic function g such that g(0) # 0. Eliminating the eccentric
anomaly u from these formulae we obtain Puiseux’s expansion

2(t) = (V)" 3 ea(VE)".

n=0

The coefficients ¢,, with odd indices are obviously equal to zero, and ¢ # 0.
Consequently, x(¢) is an even function of time, that is, the moving point is
reflected from the centre of attraction after the collision. If x and ¢ are regarded
as complex variables, then ¢ = 0 is an algebraic branching point of the analytic
function z(t). The three sheets of its Riemann surface meet at the collision
point ¢t = 0, and the real values of z(t) for ¢t > 0 and ¢ < 0 lie only on one of the
sheets. Consequently, the function z(t) admits a unique real continuation.*

In conclusion we mention that regularization of the two-body problem in
the general elliptic case (where h < 0) can be achieved by the transformation
of coordinates z = x + iy — w and time ¢t — 7 given by the formulae

dt
z = w?, t = = 4lw?| = 4]z|. (2.7)
This transformation takes the motions in Kepler’s problem with constant
energy h < 0 to the motions of the harmonic oscillator w” + 8|h|w = 0 on the

4 Regularization of collisions in the two-body problem goes back to Euler.
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energy level
712
L—lf::47-+4hhuﬂ (2.8)
(cf. Proposition 2.4).
The regularizing variable 7 depends linearly on the eccentric anomaly wu.
Indeed, since

|z| =7 =a(l —ecosu) and nt = u — esin u,
we have
du n na
dt 1l—ecosu 71’

whence © = 4nar.

2.1.4 Geometry of Kepler’s Problem

Moser observed that by using an appropriate change of the time variable one
can transform the phase flow of Kepler’s problem into the geodesic flow on
a surface of constant curvature. We shall follow [488] in the exposition of this
result.

Lemma 2.1. Let x(t) be a solution of a Hamiltonian system with Hamil-
tonian H(x) situated on the level H = 0. We change the time variable t — T
along the trajectories by the formula dr/dt = G=Y(z) # 0. Then the function
x(1) = x(t(7)) is a solution of the Hamiltonian system (in the same symplec-
tic structure) with the Hamiltonian H = HG. If G = 2(H + ), then one can
take H = (H + a)2.

We write down the Hamiltonian of Kepler’s problem in the notation
of §2.1.3: H = |p|*/2 — 7/|z|, where p = Z. We change the time variable
7 =|z|7! on the manifold H = h (cf. (2.7)). By Lemma 2.1 this corresponds
to passing to the Hamiltonian function |z|(H — h) = [z|(|p|* — 2h)/2 — .
We perform another change of the time variable 7 — 'r, d('r)/dr =
(2(]z|(H — h) + 'y))f1 on the same level H = h. In the end we obtain a
Hamiltonian system with the Hamiltonian function

7 (el —2n)°
H = |z| —
Finally we perform the Legendre transformation regarding p as a coordinate,
and z as the momentum. As a result we obtain a natural system with the
Lagrangian
P

(2h — [p|*)?
This function defines a Riemannian metric of constant Gaussian curvature
(positive for h < 0, and negative for h > 0). In the case h < 0 the geodesics of

(2.9)
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the metric (2.9) (defined for all p € R?) are the images of the great circles of
the sphere under the stereographic projection, and in the case h > 0 (in which
the metric is defined in the disc |p|?> < 2h) the geodesics are the straight lines
of the Lobachevskij plane (in Poincaré’s model).

Remark 2.1 (A.B. Givental’). Let the plane (z, y) be the conﬁguration plane
of Kepler’s problem with Lagrangian L = (i? + 3 /2 +1/4/2% 4+ y2. In the
space (z,y,z) we consider the right circular cone z = (22 4+ y?) and the
family of inscribed paraboloids of revolution z = (2% + y?)/4a + «, where «
is a parameter. By “projection” we shall mean the projection of the space
(z,y, z) onto the plane (z, y) parallel to the z-axis. One can show that

1) the trajectories of Kepler’s problem are the projections of the planar sec-
tions of the cone (in particular, the vertex of the cone is a focus of the
projections of its planar sections),

2) the trajectories with the same value of the total energy are the projections
of the sections of the cone by the planes tangent to one and the same
paraboloid,

3) the trajectories with the same value of the angular momentum are the
projections of the sections of the cone by the planes passing through one
and the same point of the z-axis.

2.2 Collisions and Regularization

2.2.1 Necessary Condition for Stability

We now turn to the general n-body problem dealing with n material points
(ma,r1), ..., (my,r,) attracted to each other according to the law of univer-
sal gravitation. The kinetic energy is

and the force function

m; mk
V=) = k=l o,
i<k Tk

is always positive. We introduce an inertial frame of reference with origin at
the centre of mass, and let the r; be the position vectors of the points in the
new frame. The equations of the n-body problem have the form of Lagrange’s
equations with the Lagrangian L =T + V.

We say that a motion ry(t) (1 < s < n) is stable if the following two
conditions hold:

a) 74;(t) # 0 for all values of ¢t and all ¢ # j (there are no collisions);
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b) |ri;(t)] < ¢, where ¢ = const.

Theorem 2.3 (Jacobi). If a motion is stable, then the total energy h =T -V
18 negative.

<l We apply Lagrange’s formula
I =2V +4h, (2.10)

where I = m;r? is the polar moment of inertia. If A > 0, then the function
I(t), t € R, is convex and therefore cannot be simultaneously bounded below
and above. To complete the proof it remains to use Lagrange’s identity:

I Z m; = Z mjmkr?k + (Z miri)Q.

j<k >

Under the additional assumption that the mutual distances be bounded
below (|r;;(¢)] > ¢ > 0) it follows from the energy integral and Lagrange’s
formula (2.10) that along a stable motion the mean values

S

lim / Vit)dt,  lim / 27(t) dt
0

s—oo0 S s—oo0 S
0
exist and are equal to —2h > 0.
The necessary condition for stability h < 0 is not sufficient if n > 2.

2.2.2 Simultaneous Collisions

If the position vectors r;(t) of all points have one and the same limit ry as
t — to, then we say that a simultaneous collision takes place at time tg.
The point rg clearly must coincide with the centre of mass, that is, rg = 0.
A simultaneous collision occurs if and only if the polar moment of inertia I(t)
tends to zero as t — tg.

Theorem 2.4. If I(t) — 0 as t — to, then the constant vector of angular
momentum is equal to zero:

K= Zmi(ri X I‘Z) =0.
For n = 3 this theorem was already known to Weierstrass.

<q Since V(t) — 400 as t — 1o, by the equation I = 2V + 4h we have

I(t) > 0 for the values of time close to to. Consequently, I(t) is monotonically
decreasing before the collision.

We use the inequality K2 < 2IT (see §1.1), which is equivalent to the
inequality ,

. K
I>—+2h
I+
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by Lagrange’s formula. We multiply this inequality by the positive number
—21 and integrate it on the interval (1, t) for ¢ < to:

I(ty)
1(t)

I’(t) — I*(t) > 2K%In +4h(I(ty) — I(t)).

All the more we have the inequality

I(t1)
1(0)

This implies the existence of a positive lower bound for I(¢) on the interval
(t1,t0) if K2 #0. >

2K? In < IP(ty) + 4[| (ty).

2.2.3 Binary Collisions

We say that a binary collision happens at time ¢ if the distance between two
points, say, m; and m,, tends to zero as t — ¢y, while the mutual distances
between the other points are bounded below by some positive quantity for
the values of ¢ close to ty. For such values of ¢ the influence of the points
ma, ..., Mu_1 on the motion of m; and m,, is clearly negligible by comparison
with the interaction of my and m,. Therefore it is natural to expect that
at times ¢ close to tp the behaviour of the vector ri,(t) = ri(t) — r,(t) is
approximately the same as in the problem of collision of two bodies (see § 2.1).
In the two-body problem a locally uniformizing variable was the true anomaly
u(t), which is proportional to the integral of the inverse of the distance between
the points. Therefore in the case of a binary collision it is natural to try to
regularize the solution by the variable

/ ds
u(t):t/rln(s) (2.11)

One can show that this consideration indeed achieves the goal: the func-
tions rg(u) are regular near the point u = 0 (corresponding to the binary
collision) and in addition, t(u) — ty = u3p(u), where p(-) is a function holo-
morphic near u = 0 and such that p(0) # 0. Thus, in the case of a binary
collision, just like in the two-body problem, the coordinates of the points
ri are holomorphic functions of the variable </t — ty and therefore admit a
unique real analytic continuation for ¢ > t3. One can show that the functions
ra(t),...,r,—1(t) are even holomorphic in a neighbourhood of the point .

To make the uniformizing variable u(t) suitable for any pair of points and
any instant of a binary collision one should replace (2.11) by the formula

= from- [ o
0 i<
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If the polar angular momentum is non-zero, then binary collisions are the
only possible singularities in the three-body problem. As shown by Sundman,
the functions ri(u) (1 < k < 3) are holomorphic in some strip |Imu| < §
of the complex plane u € C containing the real axis. We now map this strip
conformally onto the unit disc |w| < 1 by the transformation

efru/26 -1

- emu/26 + 1’

which takes the real axis —oco < u < 400 to the segment —1 < w < 1. As a
result the coordinates of the points rp become holomorphic functions in the
disc |w| < 1 and can be represented as converging power series in the new
variable w. These series represent the motion of the three bodies for all values
of time ¢ € (—o0, +00).5

This result is due to Sundman (1913); he followed the earlier work of
Poincaré and Weierstrass, who obtained expansions of the solutions of the
n-body problem in converging power series in the auxiliary variable w in the
absence of collisions. As for the possibility of collisions, they are infinitely
rare in the three-body problem. Using the theorem on simultaneous collisions
and the regularization of binary collisions one can show that in the twelve-
dimensional state space of the three-body problem (for a fixed position of
the centre of mass) the collision trajectories lie on certain singular analytic
surfaces of dimension 10. Their measure is, of course, equal to zero. However,
it is not known whether these singular surfaces can fill everywhere densely
entire domains in the state space.

In conclusion we give as an illustration the results of numerical calculations
in the “Pythagorean” variant of the three-body problem where the bodies
with masses 3, 4, 5 are initially at rest in the (z, y)-plane at the points with
coordinates (1,3), (—2,—1), (1, —1). The centre of mass of this system is at
the origin.

The calculations of the Pythagorean three-body problem were started by
Burrau back in 1913 and were continued in modern times by Szebehely using
computers. In Fig.2.5-2.7 one can see close encounters of the points, their
binary collisions, and the dispersal of the triple system. Fig. 2.8 shows a
“final” motion: the point of mass m = 5 is moving away along a straight
line from the “double star” formed by the points m = 3 and m = 4, which
periodically collide with each other. It is interesting that no triple collisions
occur, although the angular momentum is equal to zero in this case.

5 The power series in w are absolutely useless for practical computations because
of their extremely slow rate of convergence.
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Fig. 2.5. Motion of gravitating masses in the Pythagorean three-body problem in
the time interval from ¢ = 0 to ¢t = 10
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Fig. 2.6. Form of the orbits in the Pythagorean three-body problem in the time
interval from ¢ = 40 to t = 50



2.2 Collisions and Regularization 7

Fig. 2.7. Evolution of the orbits of the Pythagorean three-body problem in the
time interval from ¢ = 50 to ¢t = 60
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Fig. 2.8. Formation of a double star in the Pythagorean three-body problem
(from ¢t = 60 to ¢ = 70)
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2.2.4 Singularities of Solutions of the n-Body Problem

In the case of multiple collisions, when simultaneous collisions of k£ > 3 points
occur, the singular points of the coordinates ry of gravitating points as func-
tions of time have a much more complicated structure from the analytic view-
point. Generally speaking, these singularities are not algebraic; moreover, the
functions rq(¢) (1 < s < n) have no real analytic continuation after the instant
of collision.

This can be seen even in examples of simultaneous collision in the three-
body problem. It turns out that for arbitrary values of the masses mi, mo,
ms there exist solutions of the form

ri(t) =23 Z amt®". (2.12)
m=0

The positive number « is a non-constant algebraic function of the masses my,
ma, ms, and the coefficients a;; are not all equal to zero. At time ¢ = 0 a triple
collision took place. In a typical case where « is irrational, the series (2.12)
has an isolated logarithmic singular point at ¢ = 0. In particular, this solu-
tion, which is real for ¢ > 0, has infinitely many different analytic branches
for t < 0, but all these branches turn out to be complex.

Solution (2.12) was found by Block (1909) and Chazy (1918) using the
following method. For any values of the masses the equations of the three-
body problem admit a “homographic” solution such that the triangle formed
by the bodies always remains similar to itself. This solution is analytically
represented by the formula

ri(t) = apt??  (1<i<3). (2.13)

Among the characteristic roots of the variational equation for this solution
there is a negative number (—«). According to the well-known results of Lya-
punov and Poincaré the equations of motion have a solution (2.12) that is as-
ymptotic to solution (2.13). We remark that the method of Block and Chazy
had already been applied by Lyapunov (1894) for proving that the solutions
of the equations of rotation of a heavy rigid body with a fixed point are not
single-valued as functions of complex time.

Consider a particular solution rg(t) of the three-body problem. Suppose
that at the initial time ¢y we have r;;, # 0 for all j # k. We trace this solution
for t > tg. There are three possibilities:

(a) there are no collisions for any ¢ > to; then this motion proceeds without
singularities up to t = +o0;

(b) at some instant ¢; > ¢ a collision occurs that admits an analytic contin-
uation;

(c) at some instant a collision occurs that does not admit an analytic contin-
uation.
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Suppose that case (b) takes place. Then for ¢ > t; again one of the variants
(a)—(c) is possible. Continuing this process we can either arrive after finitely
many steps at one of the cases (a), (c), or have infinitely many continuable
collisions occurring at times tq, to, ..., tg,.... One can show that for n = 3
in the latter case we have

lim ¢ = +o0.
k—oo

However, in the n-body problem for n > 4 a fundamentally different type
of singularities is possible. Even in the four-body problem on a straight line
there exist motions such that infinitely many binary collisions occur over a
finite time interval [0, t.). Moreover, in the end, as t — t. three of the bodies
move away to infinity: one in one direction, and two others in the opposite
direction, as in the Pythagorean three-body problem. But unlike the case of
three bodies, the colliding bodies approach each other arbitrarily closely, which
is what gives the energy for going to infinity over a finite time. The fourth body
oscillates between the bodies going to infinity in opposite directions. When
the oscillating body approaches closely the cluster of two bodies, an almost
triple collision occurs. The existence of such a motion was proved by Mather
using McGehee’s regularization of simultaneous collisions in the three-body
problem (see [419]).

In the spatial five-body problem there are collision-free singularities: over
a finite time the bodies move away to infinity without ever having collisions
[531, 607]. The existence of collision-free singularities was also proved for the
planar 3N-body problem for sufficiently large N; see [255].

2.3 Particular Solutions

Only a few exact solutions have been found in the n-body problem. For the
case of bodies of different masses practically all of these solutions had already
been known to Euler and Lagrange.

2.3.1 Central Configurations

We say that n material points (m;, r;) form a central configuration in a bary-
centric frame of reference if

ov oI

=0
8I‘¢ 8I'Z' ’

mpm;
V=Y —
Tkj

k<j

1<i<n, (2.14)

where

is the potential of gravitational interaction, I = > m;r? is the polar moment
of inertia, and o is a scalar function independent of the index i. It follows



80 2 The n-Body Problem

from Euler’s formula for homogeneous functions that ¢ = —V/2I. Thus, for-
mula (2.14) can also be written in the form

oV _ 1,01

I = —— .
81‘1' 2 ari

Consequently, central configurations correspond to the critical points of
the function IV?2. Since this function is homogeneous, the set (m;,r;) is a
central configuration simultaneously with the set (m;, ar;) for any « # 0. We
shall not distinguish between such configurations.

Finding all central configurations for any number of points n is a compli-
cated algebraic problem, which is still unsolved. Leaving aside the trivial case
n = 2, we list the known results in this area.

For n = 3 the only non-collinear central configuration is the equilateral
triangle (Lagrange). For n = 4 the only non-coplanar configuration is the
regular tetrahedron.

If the masses of all bodies are equal, then for n = 4 the only planar central
configurations are those in which the bodies are situated either on one straight
line, or in the vertices of a square, or in the vertices and in the centre of an
equilateral triangle, or in the vertices and on the symmetry axis of an isosceles
triangle [62, 63].

The collinear central configurations are described by the following Moul-
ton’s theorem [52]: corresponding to every numbering of the point masses
there is a unique central configuration in which the points are situated on
one straight line in the given order. Thus, there exist exactly n!/2 different
collinear central configurations. For n = 3 there are exactly three such con-
figurations; they were discovered by Euler.

There is a conjecture that for a given n and given masses the number of
central configurations is finite [166] and, moreover, is bounded by a constant
independent of the masses [52]. These problems are open also for the planar
case [559]. (A planar central configuration is a relative equilibrium configu-
ration of the n-body problem; see §2.3.3.) For n = 4 in the planar case the
conjecture of [166, 52] was proved in [274]; the case n = 5 remains open.

The concept of a central configuration is useful in the analysis of simul-
taneous collisions: it turns out that the configuration of gravitating points at
the instant of a simultaneous collision is central (in the asymptotic sense). It
follows from (2.14) that if initially the points formed a central configuration
and were at rest, then their configuration clearly does not change up to the
instant of a simultaneous collision.

2.3.2 Homographic Solutions

We say that a solution of the n-body problem is homographic if in a barycen-
tric reference frame the configurations formed by the bodies remain similar
to each other at all times. If in addition the configuration is not rotating,
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then such a solution is said to be homothetic. The solutions mentioned at the

end of the preceding subsection may serve as an example. If the configuration

remains congruent to itself, then the solution is called a relative equilibrium.
It is easy to show that

a) a homographic solution is homothetic if and only if the polar angular
momentum is equal to zero;

b) a homographic solution is a relative equilibrium if and only if it is planar
and its configuration rotates with constant angular velocity.
The proof of the following facts is more difficult:

c¢) if a homographic solution is non-coplanar, then it is homothetic;

d) if a homographic solution is coplanar, then it is planar.

In particular, every homographic solution is either planar or homothetic.
In the three-body problem all the homographic solutions have the property
that in a barycentric reference frame the three bodies lie in an invariable plane
containing the centre of mass (Lagrange).

Proposition 2.5. If a solution is homographic, then the bodies form a central
configuration at all times.

This proposition provides a method for constructing homographic solu-
tions. We give as an example the well-known Lagrange’s theorem (1772).

Theorem 2.5. For arbitrary values of the masses, the three-body problem ad-
mits an exact solution such that

1) the plane containing these points is invariant in a barycentric reference
frame,

2) the resultant of the two Newtonian gravitational forces applied to each of
the three material points passes through their common centre of mass,

3) the triangle formed by the three bodies is equilateral,

4) the trajectories of the three bodies are conic sections similar to each other
with a focus at the common centre of mass.

In the special case of equal masses the conic sections are congruent and
differ from one another by a rotation through 120°. This remark can be gen-
eralized: the problem of n points of equal masses has a solution in which each
body is describing a conic section with a focus at the centre of mass, the trajec-
tories are congruent and differ from one another by a rotation through 27 /n.
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2.3.3 Effective Potential and Relative Equilibria

Proposition 2.6. The configurations of relative equilibria with polar angular
momentum K coincide with the critical points of the function

K2
UK:U+§7 where U = —V.
The function Uk is called the effective (or amended, or reduced) potential.
We used it §1.1 for describing the regions of possible motion in the planar
n-body problem, and in § 2.1 for finding the trajectories of two bodies.

<] Suppose that the configuration of a relative equilibrium is rotating around
the centre of mass with constant angular velocity w. Then, clearly, K = [w.
We pass to a reference frame with coordinates u, v rotating with the angu-
lar velocity w; in this frame the configuration of the relative equilibrium is
stationary. In the new frame the Lagrangian function is

L:T+V:%Zmi(uf+vf) +w Y m(wib; — i) + Vi,

where V,, = V + Iw?/2. The equations of motion are

OV mit; = —2mwi; + e
aul ) 1Y — (3 3 avl M

m;t; = 2m;wv; + (2.15)
One can easily derive Proposition 2.6 from these equations using the following
observation: the functions Ug and V,, have the same critical points, since
K = Iw at these points. >

2.3.4 Periodic Solutions in the Case of Bodies of Equal Masses

If all the n bodies have the same mass, then one can seek periodic solutions
in which all the bodies move along the same trajectory lagging one behind
another by equal time intervals. The law of motion of the jth body (j =
1,...,n) is sought in the form

rj(t)=r(t—(j — 1)T/n), (2.16)

where r(:) is a periodic function with period T. Such solutions are called
simple choreographies (this term was suggested by Simé). The function r(-)
can be determined from the condition that a periodic solution is an extremal
of the action functional (see §1.2.3).

For the three-body problem (n = 3) a solution of the form (2.16) was
first found numerically [431]. Then an analytic proof of its existence was
given [170]. In this solution the three bodies describe one and the same planar
curve having the shape of 8 with equal loops. Over the period T each body
passes twice the self-intersection point of the trajectory, and at these instants
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all the three bodies are situated on one straight line and form a collinear cen-
tral configuration (cf. §2.3.1; one of the bodies bisects the segment between
the other two bodies). This periodic solution is stable in the linear approxima-
tion. Furthermore, the nonlinear terms in the expansion of the Hamiltonian
of the problem about this periodic solution are such that KAM theory (§6.3)
guarantees “stability with respect to the measure of initial data”: a small
neighbourhood of this periodic motion is foliated, up to a remainder of small
relative measure, into the invariant tori, on which the motion is conditionally
periodic [551, 553].

In the case n > 3 solutions of the form (2.16) have so far been found only
numerically; all these solutions proved to be unstable. The existence of such
solutions is at present established analytically for the interaction potential
U = —v/r{;, a > 2 (the Newtonian potential corresponds to a = 1) [551, 552].

The variational approach was also used in the search for periodic solutions
in which the orbits of all bodies are congruent curves permuted by a symmetry.
Such a periodic solution was found in the four-body problem [171]. Over the
period of the motion the bodies form a central configuration four times: twice
they are situated in the vertices of a square, and twice in the vertices of
a tetrahedron.

2.4 Final Motions in the Three-Body Problem

2.4.1 Classification of the Final Motions According to Chazy

Here, dealing with the three-body problem, we shall denote by ry the vector
from the point mass m; to the point mass m; for ¢ # k, j # k, i < j.

Theorem 2.6 (Chazy, 1922). Ewvery solution of the three-body problem ry(t)
(k=1, 2, 3) belongs to one of the following seven classes:

1°. H (hyperbolic motions): |rg| — oo, [Fx] = cx >0 ast — +oo;
2°. HPy, (hyperbolic-parabolic): |r;| — oo, |fg| — 0, |Fi] — ¢ >0 (i #k);
3°. HEy, (hyperbolic-elliptic): |r;| — oo, || — ¢; >0 (i # k), sup |rg| < oo;

=to

4°. PE}, (parabolic-elliptic): |r;| — oo, || =0 (i #k), sup |rg| < oo;

t>to
5°. P (parabolic): |r;| — oo, |B;] — 0;
6°. B (bounded): sup |rx| < oo;
2to
7°. OS (oscillating):  lim sup |[rg| = co, lim sup|rg| < oo.
t——4oo k t—+oo k

Examples of motions of the first six types were known to Chazy. The
existence of oscillating motions was proved by Sitnikov in 1959.
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Fig. 2.9.

It is natural to associate with the seven types of final motions listed above
the subsets of the twelve-dimensional phase space of the three-body prob-
lem M'2 with a fixed position of the centre of mass: these subsets are com-
posed entirely of the phase trajectories corresponding to the motions of a
given type. The qualitative picture of the partition of M'2 into the classes
of final motions is represented by Fig.2.9. The sets H and H Pj, are entirely
contained in the domain where the constant of total energy h is positive; P
lies on the hypersurface h = 0; the sets B, PEy, OS, in the domain h < 0; and
motions in the class H Fj, are possible for any value of h. It is known that H
and HE}, are open in M2, H P, consists of analytic manifolds of codimension
1, and P consists of three connected manifolds of codimension 2 (represented
by the three points in Fig.2.9) and one manifold of codimension 3 (which is
not shown in Fig. 2.9). The topology of the other classes has not been studied
sufficiently.

2.4.2 Symmetry of the Past and Future

By Chazy’s theorem one can introduce seven analogous final classes of mo-
tions when ¢ tends not to +oo, but to —oo. To distinguish the classes in the
cases t — +oo we shall use the superscripts (+) and (—): Ht, HE;, and
so on. In one of Chazy’s papers (1929) a false assertion was stated that in
the three-body problem the two final types, for ¢ — oo and t — —oo, of the
same solution coincide. The misconception of the “symmetry” of the past and
future had been holding ground for a fairly long time, despite the numerical
counterexample constructed by Bekker (1920), which asserted the possibility
of “exchange”: HE; N HE, # @. Bekker’s example had been “explained” by
errors in numerical integration. In 1947 Shmidt produced an example of “cap-
ture” in the three-body problem: H~ N HE™' # &. This example, which was
also constructed by a numerical calculation, was given by Shmidt in support
of his well-known cosmogony hypothesis. A rigorous proof of the possibility
of capture was found by Sitnikov in 1953.
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The current state of the problem of final motions in the three-body prob-
lem is concisely presented in Tables 2.1 and 2.2, which we borrowed from
Alekseev’s paper [3]. Each cell corresponds to one of the logically possible
combinations of the final types in the past and future. The Lebesgue measure
of the corresponding sets in M2 is indicated (where it is known).

Table 2.1.
t — +o0
h>0
H* HES
Lagrange, 1772 PARTIAL CAPTURE
(isolated examples); Measure > 0
H™ Chazy, 1922 Shmidt (numerical example), 1947;
t Measure > 0 Sitnikov (qualitative methods), 1953
1 COMPLETE DISPERSAL i=7 Measure > 0
—00 Measure > 0 Birkhoff, 1927
HE; i1 #j EXCHANGE, Measure >0
Bekker (numerical examples), 1920;
Alekseev (qualitative methods), 1956
Table 2.2.
t — +o0
h<0
HE] Bt 0oS™*
i=7 Measure > 0 COMPLETE
Birkhoff, 1927 CAPTURE
Measure = 0 Measure = 0
EXCHANGE
i CMeasﬁre S0 Chazy, 1929 and Chazy, 1929 and
J Merman, 1954; Merman, 1954;
HE} Bekker, 1920 Littlewood, 1952; Alekseev, 1968,
(numerical examples); Alekseev, 1968, + o
t Alekseev, 1956 #* O
1 (qualitative methods)
—o0 PARTIAL Euler, 1772 Littlewood, 1952
DISPERSAL Lagrange, 1772, Measure = 0
B~ CN0] Poincaré, 1892 Alekseev, 1968,
Measure = 0 (isolated examples); + O
Measure > 0
Arnold, 1963
£ 0 £ 0 Sitnikov, 1959,
(o Measure = 0 Measure = 0 + o
Measure = 7
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2.5 Restricted Three-Body Problem

2.5.1 Equations of Motion. The Jacobi Integral

Suppose that the Sun S and Jupiter J are revolving around the common
centre of mass in circular orbits (see Fig. 2.10). We choose the units of length,
time, and mass so that the magnitude of the angular velocity of the rotation,
the sum of masses of S and J, and the gravitational constant are equal to
one. It is easy to show that then the distance between S and J is also equal
to one.

AY
o
S YV J X

Fig. 2.10. Restricted three-body problem

Consider the motion of an asteroid .7 in the plane of the orbits of S and J.
We assume that the mass of the asteroid is much smaller than the masses of
the Sun and Jupiter and neglect the influence of the asteroid on the motion
of the large bodies.

It is convenient to pass to a moving frame of reference rotating with unit
angular velocity around the centre of mass of S and J; the bodies S and J are
at rest in this frame. In the moving frame we introduce Cartesian coordinates
z,y so that the points S and J are situated invariably on the z-axis and
their centre of mass coincides with the origin. The equations of motion of the
asteroid take the following form (see (2.15)):

v oV x2+y2+1—u o

P=24 —, j=-204—; V= + = (27
YT Y dy 2 1 p2 (2.17)

where p is Jupiter’s mass and p1, po are the distances from the asteroid o
to S and J. Since the coordinates of S and J are (—u, 0) and (1 — p, 0), we
have

pi=(+p?+y?  p=(r—1+u)?+y"

Equations (2.17) have the integral

i+ 9
2

- V(.’ﬂ, y) = ha
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called the Jacobi integral, which expresses the conservation of energy in the
relative motion of the asteroid.
For a fixed value of h the motion of the asteroid takes place in the domain

{(z,y) eR*: V(z,y)+h >0},

which is called a Hill region.

2.5.2 Relative Equilibria and Hill Regions

The form of Hill regions depends on the positions of the critical points of
the function V' (z, y). Corresponding to each critical point (xg, yo) there is an
“equilibrium” solution z(t) = xg, y(t) = yo, which can naturally be called
a relative equilibrium. We claim that for every value of u € (0, 1) there are
exactly five such points.

We calculate

L—p  p
V/:yf7 le_ - )
v P
11
‘”—xfulu(>
v ( )p? P

and solve the system of algebraic equations V] = Vy’ = 0. First suppose that
y # 0. Then f = 0 and therefore, p; = ps = p. From the equation f = 0 we
obtain that p = 1. Thus, in this case the points S, J, and & are in the vertices
of an equilateral triangle. There are exactly two such relative equilibria, which
are called triangular (or equilateral) libration points. They should be viewed
as a special case of Lagrange’s solutions of the general “unrestricted” three-
body problem (see §2.3). Lagrange himself regarded these solutions as a “pure
curiosity” and considered them to be useless for astronomy. But in 1907 an as-
teroid was discovered, named Achilles, which moves practically along Jupiter’s
orbit being always ahead of it by 60°. Near Achilles there are 9 more asteroids
(the “Greeks”), and on the other side there were discovered five asteroids (the
“Trojans” ), which also form an equilateral triangle with the Sun and Jupiter.

Now consider the relative equilibria on the z-axis. They are the critical
points of the function

e l—p 1

)= "%+ + .
90 = T e T 1A

Since g(z) > 0 and g(z) — +o00 as ¢ — +o0, ¢ — —p, or x — 1 — p,
there exist three local minima of the function g in the intervals (—oo, —pu),
(—p, 1 —p), (1 — p, +00), into which the points S and J divide the z-axis.
In view of the inequality ¢g”(x) > 0 these points are the only critical points of
the function g. These collinear libration points were found by Euler.
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One can show that the collinear libration points (we denote them by
Ly, Lo, L3)® are of hyperbolic type, and the triangular libration points (L4
and Ls) are points of non-degenerate minimum of the function V. Fig.2.11
depicts the transformation of the Hill regions as the Jacobi constant i changes
from —oo to +00, under the assumption that Jupiter’s mass is smaller than
the Sun’s mass (the complement of the Hill region is shaded).

e =

Fig. 2.11.

If h is greater than the negative number

1
5B+,

then the Hill region coincides with the entire plane R? = {x, y}. For p = 1/2
the Hill regions are symmetric not only with respect to the xz-axis, but also
with respect to the y-axis.

The collinear libration points are always unstable: among the roots of the
characteristic equation of the variational equations there are two real roots
of different signs; two other roots are purely imaginary complex conjugates.”
For the triangular libration points the roots of the characteristic equation are
purely imaginary and are distinct only when

27p(1 — ) < 1. (2.18)

Under this condition the triangular relative equilibrium points are stable in
the first approximation. The problem of their Lyapunov stability proved to be
much more difficult; we postpone the discussion of this problem until Ch. 6. In
conclusion we remark that condition (2.18) is known to be certainly satisfied
for the real system Sun—Jupiter.

2.5.3 Hill’s Problem

Let us choose the origin of the rotating frame of reference at the point where
the body of mass p is situated. Then the coordinates z, y of the third body

% Here L; is between the Sun and Jupiter, Lo beyond Jupiter, and Lz beyond the
Sun.

7 Two more purely imaginary complex conjugates are added to these roots in the
spatial restricted three-body problem, where motions of the asteroid across the
plane of the orbits of the Sun and Jupiter are also considered.
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of small mass must be changed to z — (1 — p), y. Renaming these variables
again by x, y we see that the equations of motion have the same form (2.10),
only the potential should be replaced by the function

1
V = (=)ot 5 (2% 4+y%)+ (1= p) (14 20+2%+y%) 7P p(a® +%) 712 (2.19)

We now make another simplification of the problem, which was introduced
by Hill and is taken from astronomy. Let the body of mass 1 — u again denote
the Sun, u the Earth, and suppose that the third body of negligible mass — the
Moon — moves near the point (0, 0), where the Earth is invariably situated. We
neglect in (2.17) all the terms of order at least two in x, y. This is equivalent to
discarding in (2.19) the terms of order at least three in x, y. With the required
accuracy, V is replaced by the function

W 3 _
V=3 +y?) + S0 wa® + p(a® +y?) 2
Since the mass of the Earth p is much smaller than the mass of the Sun 1 — p,
we can neglect the first summand in this formula.
It is convenient to change the units of length and mass by making the
substitutions

T — az, y—ay,  p— B, L—p— B —p),

i 1/3
04=<1_'u> ) f=01-p"

After this transformation the equations of motion of the Moon take the
form

where

ov ov 3
_2:7 . 2:7 _ 2 2 2 2,1/2. 22
B2y = 5o ij+ 2% 3y 1% 57 + (z° +y°) (2.20)

These equations have a first integral — the Jacobi integral

i,2+92
2

—V(z,y) = h.

It is easy to see that on passing from the restricted three-body problem to
its limiting variant called Hill’s problem the two triangular and one collinear
libration points disappear. Indeed, the system of equations V; = V,J = 0 has

only two solutions (z,y) = (373, 0). The Hill regions
{V(z,y) +h >0}

are symmetric with respect to the z- and y-axes for all values of h. If h > 0,
then the Hill region coincides with the entire plane. For h < 0 the boundary
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has asymptotes parallel to the y-axis: x = :l:(f%h) 1/2. The form of the Hill
regions depends on whether the constant (—h) is greater than, equal to, or
less than the unique critical value of the function V', which is equal to % 31/3,
These three cases are shown in Fig.2.12 (the Hill regions are shaded). Only
case (a) is of interest for astronomical applications and, moreover, only the
domain around the origin.

am—w]
~%vo)

7, )

a b
Fig. 2.12.

()= ===~

We now consider the questions related to regularization of Hill’s problem.
For that we pass to the new parabolic coordinates by the formulae z = £2—n2,
y = 2&n and change the time variable ¢t — 7 along the trajectories:

dt_ 9 9
5—4(5 +n7).

Denoting differentiation with respect to 7 by prime we write down the equa-
tions of motion in the new variables:

& —8E+nP =V, 0 +8(2+n)E =TV,

where

V=444 + ")+ 66 — )€ + ).
The energy integral takes the form

512 + 7’/2 B

> = Vignh) =o.

This regularization of Hill’s problem suggested by Birkhoff allows one to
easily investigate the analytic singularities of solutions corresponding to col-
lisions of the Moon with the Earth. Suppose that a collision occurs at time
t =0 and let 7(0) = 0. Then obviously,

32
:77—3+,,,

é-:(\/gsina)7+~~«’ n:(\/gcosa)7—+...; t 3 ,
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where « is an integration constant. Thus, the new time 7 is a uniformizing
variable and, as in the case of binary collisions in the general three-body
problem, the solution £(¢), 7(¢t) admits a unique real analytic continuation
after the collision.

As already mentioned, only the motions that take place near the point
& = n = 0 are of interest for astronomy. For large negative values of h it is
convenient to pass to the new variables

o=2[-2n—3&—n»"?  yp=2m[-2n— 32— n?)?]

After this change of variables the energy integral takes quite a simple form

1/2

6/2"_77/2—’_802"_1/}2:8'

This is the equation of a three-dimensional sphere in the four-dimensional
phase space of the variables £, /', , 1. Since points (£, ) and (=&, —n) cor-
respond to the same point in the (z, y)-plane, the Moon’s states (¢, 1/, ¢, 1)
and (=&, —n', —p, —1) should be identified. As a result we have obtained
that for large negative h the connected component of the three-dimensional
energy level that we are interested in is diffeomorphic to the three-dimensional
projective space. This remark is of course valid for all h < —% V3.

In conclusion we discuss periodic solutions of Hill’s problem, which have
important astronomical applications. The question is about the periodic solu-
tions x(t), y(t) close to the Earth (the point 2 = y = 0) with a small period
whose orbits are symmetric with respect to the z- and y-axes. More precisely,
the symmetry conditions are defined by the equalities

o(—t) = 2(t) = — (t + g) y(—t) = —y(t) = y(t + Z)

Consequently, these solutions should be sought in the form of the trigono-
metric series

> t > t
) = . 2n+1)—, t) = n in (2n+1)—,
o) = 3 entmieos @+ s0)= 3 anlm)sin@n+ 1
where
o
oo’

Substituting these series into the equations of motion (2.20) we obtain an
infinite nonlinear system of algebraic equations with respect to infinitely many
unknown coefficients. Hill (1878) showed that this system has a unique solu-
tion, at least for small values of m (see [46, 52]). The value my = 0.08084 . . .
for the real Moon lies in this admissible interval. The convergence of Hill’s
series was proved by Lyapunov in 1895.
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One can show that the following asymptotic expansions hold for the coef-
ficients ax(m):

2 7
ao—m2/3<1—3m+18m2—--->,
M _ 3.0 1.3, a1 _ 19 5 5 5
g 16T A aw 16" 3" ’
az 25 4 a—2 4
= = &9 +... 7:0. +...
a0 25611 ) a0 m )

This shows that for small values of m the main contribution to Hill’s
periodic solutions is given by the terms
2/3

4
cos —, yo(t) = m?/3 sin —,
m m

xo(t) =m

which represent the law of motion of the Moon around the Earth without tak-
ing into account the influence of the Sun. The presence of the coefficient m?/3
is a consequence of Kepler’s third law. For small values of the parameter m,
the Sun, perturbing the system Earth—Moon, does not destroy the periodic
circular motions of the two-body problem, but merely slightly deforms them.

2.6 Ergodic Theorems of Celestial Mechanics

2.6.1 Stability in the Sense of Poisson

Let (M, S, 1) be a complete space with measure; here S is the o-algebra of
subsets of M, and p a countably additive measure on S. Let g be a measure-
preserving automorphism of the set M. We call the set

I, = LEJZQ”(p% 9°"(p) =p

the trajectory of a point p € M, and

= U ¢"(p)
n=0

its positive semitrajectory.

Poincaré’s Recurrence Theorem. Suppose that (M) < oo. Then for any
measurable set V. € S of positive measure there exists a set W C V such
that p(W) = u(V') and for every p € W the intersection I,y N W consists of
infinitely many points.

Following Poincaré we apply this result to the restricted three-body prob-
lem. In the notation of the preceding section the equations of motion of the
asteroid have the form of Lagrange’s equations with the Lagrangian

1., . S 4y 1-—
=@+ +ag-ye+v, V=""TyHi P
2 2 p1 p2
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These equations can be represented in the Hamiltonian form with the Hamil-
tonian

1 1—
H=-(X?4+YY)+yX oV -G, G=L42"F
2 p1 p2
where X = & —y, Y = gy + x are the canonical momenta conjugate to

the coordinates x,y. By Liouville’s theorem the phase flow of this system,
which we denote by {g'}, preserves the ordinary Lebesgue measure in R* =
{X,Y, z,y}.

Consider the set of all points of the phase space for which the inequality
c1 < —H < ¢9 holds, where ¢; and co are sufficiently large positive constants.
As we saw in §2.5, under this assumption a point (z,y) belongs to one of
the three connected subregions of the Hill region {V > ¢;}. We choose one of
the two domains containing the Sun or Jupiter. The corresponding connected
domain in the phase space is clearly invariant under the action of g*. From this
domain we delete the collision trajectories, whose union has zero measure. We
denote the remaining set by M and claim that M has finite measure. Indeed,
the coordinates (x, y) of points in M belong to a bounded subset of the plane
R2. The admissible momenta X, Y satisfy the inequalities

2AV =) < (Y 4+2)2 + (X —9)? <2V —c1),

which follow from the Jacobi integral. In the plane R? with Cartesian coordi-
nates X, Y these inequalities define a circular annulus, whose area is at most
27(cg — ¢1). These remarks imply that (M) is finite. Therefore we can ap-
ply Poincaré’s recurrence theorem: for almost every p € M the semitrajectory
{g'(p), t = 0} intersects any neighbourhood of the point p for arbitrarily large
values of ¢. Poincaré called such motions stable in the sense of Poisson.

We give a quantitative version of Poincaré’s recurrence theorem, which
was established in [140, 443] (see also [548]) for the case where M is an n-
dimensional smooth manifold.

Theorem 2.7. Suppose that a positive function ¥(t) is arbitrarily slowly in-
creasing to +00 ast — 400, and ’(/J(t)/tl/n is monotonically decreasing to zero
as t — 4o00. Then for almost every x € M there exists a sequence t, — +00
such that

(g™, @) <t ().

Here p is some distance on M. In [443] an example is given of a volume-
preserving translation g on the n-dimensional torus T" such that

p(gte, z) > Ct=1/", C = const

forallt € N and x € T™.
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2.6.2 Probability of Capture

Again let V' be a measurable set of positive measure. For n € N we denote by
V"™ the set of points in V' such that gF(p) € V for all 0 < k < n. Obviously,
V5 V™ if ny < ng. The set

B=V"

n>0

is measurable and y(B) < oco. If p € B, then of course I} € V for all n > 0.
Let B™ = g™(B). All the sets B™ are measurable, and again B™* D B"2 if
n1 < ng. The set
D= B"CB

n>=0

is also measurable. If p € D, then clearly I}, € V.
Proposition 2.7. u(B\ D) = 0.

For this assertion not to be vacuous, one has to show first that u(B) > 0.
But in concrete problems the proof of this fact may turn out to be a consider-
able difficulty. Proposition 2.7, which goes back to Schwarzschild, is of course
valid also in the case where the time n is continuous.

For example, suppose that the system Sun—Jupiter has “captured” from
the surrounding space the asteroids (the “Greeks” and “Trojans”) into a
neighbourhood of the triangular libration points. Proposition 2.7 immediately
tells us that the probability of this event is zero. Thus, the phenomena of “cap-
ture” in celestial mechanics should be considered only in mathematical models
that take into account dissipation of energy.

The following argument of Littlewood is a more interesting application.
Consider the n-body problem with the centre of mass at rest. The motion of
the points is described by a Hamiltonian system; the Hamiltonian function H
is regular in the domain where the mutual distances are r;; > 0. For arbitrary
¢ > 1 we consider the open set A(c) of points of the phase space where

cl<ry<ec (I1<k<il<n), —c< H <ec.

Since A(c) is bounded, we have p(A(c)) < oo. Consequently, by Proposi-
tion 2.7 the set B(c) of points remaining in A(c) for ¢ > 0 is larger merely
by a set of measure zero than the set D(c) of points that are in A(c) for all
teR.

If ¢1 < cg, then clearly A(c1) C A(cz), B(e1) C B(ea), and D(eq) C D(ca).
Hence the corresponding assertion is also valid for the sets

A=U A, B=UB(), D=U D().
c>1 c>1 c>1
For points p € B the mutual distances ry; for all t > 0 remain bounded above
and below by some positive constants depending on p. For points p € D this
property holds for all values of ¢t. Almost all points of D belong to B.
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For example, suppose that a planet system was stable “in the past”. If
it captures a new body, say, a speck of dust arriving from infinity, then the
resulting system of bodies will no longer have the stability property: with
probability one, either a collision will occur or one of the bodies will again
move away to infinity. Moreover, it is not necessarily the speck of dust that
will leave the Solar System; it may be Jupiter or even the Sun that may be
ejected.

2.7 Dynamics in Spaces of Constant Curvature

2.7.1 Generalized Bertrand Problem

The potential of gravitational interaction has two fundamental properties.
On the one hand, this is a harmonic function in three-dimensional Euclid-
ean space (which depends only on the distance and satisfies Laplace’s equa-
tion). On the other hand, only this potential (and the potential of an elastic
spring) generates central force fields for which all the bounded orbits are closed
(Bertrand’s theorem). It turns out that these properties can be extended to
the more general case of three-dimensional spaces of constant curvature (the
three-dimensional sphere S® and the Lobachevskij space L?).

For definiteness we consider the case of a three-dimensional sphere. Sup-
pose that a material particle m of unit mass moves in a force field with poten-
tial V' depending only on the distance between this particle and a fixed point
M € S3. This problem is an analogue of the classical problem of motion in a
central field. Let 6 be the length (measured in radians) of the arc of a great
circle connecting the points m and M. Then V is a function depending only
on the angle 6. Laplace’s equation must be replaced by the Laplace-Beltrami
equation:

0 19A%
i —2 i 2 _
AV =sin 980<Sln 089>—0.

This equation can be easily solved:

cos 0

V=-v—+aq a,y = const. (2.21)
sin 0

The additive constant « is inessential. For definiteness we consider the case
v > 0. The parameter v plays the role of the gravitational constant. Appar-
ently, the potential (2.21) was for the first time considered by Schrédinger for
the purposes of quantum mechanics [536]. In addition to the attracting cen-
tre M this force field has a repelling centre M’ at the antipodal point (when
0 = m). If we regard this force field as a stationary velocity field of a fluid
on S?, then the flux of the fluid across the boundary of any closed domain not
containing the points M or M’ is equal to zero. These singular points M and
M’ can be interpreted as a sink and a source.
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In the general case, where V' is an arbitrary function of 8, the trajectories
of the point m lie on the two-dimensional spheres S? containing the points M
and M’. This simple fact is an analogue of Corollary 1.3 (in §1.1), which
relates to motion in Euclidean space.

It is also natural to consider the generalized Bertrand problem: among
all potentials V' (#) determine those in whose field almost all orbits of the
point m on a two-dimensional sphere are closed. This problem (from various
viewpoints and in various generality) was solved in [177, 281, 351, 557]. The
solution of the generalized Bertrand problem (as in the classical case) is given
by the two potentials

Vi =—vcotb, Vo = g tan 20; k,~y = const > 0.
The first is an analogue of the Newtonian potential and the second is an
analogue of Hooke’s potential (with k being the “elasticity coefficient”). As
shown in [351], the generalized Bohlin transformation (see §2.1.3) takes the
trajectories of the particle in the field with potential V; to the trajectories of
the particle in the field with potential V5.

Since the orbits are closed in these two problems, by Gordon’s theo-
rem [263] the periods T of revolution in the orbits depend only on the energy h.
We now give explicit formulae for the function T'(h) obtained in [343].

It is well known that in Euclidean space the period of oscillations of a
weight on an elastic spring is independent of the energy. This is no longer

true for the sphere:
27

VEk+2h

For the potential of Newtonian type the dependence of the period on the
energy is given by the formula

™
- (2.22)
el B

The case of the Lobachevskij space can be considered in similar fashion.

2.7.2 Kepler’s Laws [177, 343]

First law. The orbits of a particle are quadrics on S® with a focus at the
attracting centre M.

A quadric is the intersection line of the sphere with a cone of the second
order whose vertex coincides with the centre of the sphere. Spherical quadrics
have many properties typical of conic sections on Euclidean plane (see, for
example, [105]). In particular, one can speak about their foci F} and Fy: any
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ray of light outgoing from F} on reflection from the quadric necessarily passes
through the point F, (rays of light are, of course, great circles on §?).

It was shown in [351] that the orbits of the generalized Hooke problem (the
motion of a point in the field with potential k(tan26)/2) are also quadrics
whose centres coincide with the attracting centre M.

At each instant there is a unique arc of a great circle connecting the cen-
tre M and the material point m (the “position vector” of the point m). Un-
fortunately one cannot claim that the area on S? swept out by this arc is
uniformly increasing with time. To improve this situation we introduce an
imaginary point m’ by replacing the spherical coordinates 6, ¢ of the point m
by 20, . Clearly the point m’ is at double the distance from the attracting
centre M.

Second law. The arc of a great circle connecting M and m' sweeps out equal
areas on the sphere in equal intervals of time.

This law is of course valid for the motion in any central field on a surface
of constant curvature.

Let F} and F5 be the foci of a quadric. There is a unique great circle of the
sphere S? passing through these points. The quadric divides this circle into
two parts; the length of each of these two arcs may be called the major axis
of the quadric. Their sum is of course equal to 27.

Third law. The period of revolution in an orbit depends only on its major
azxis.

The main point of the proof is in verifying the equality

tana = ,1 (2.23)
h
where a is the length of the major axis. Then it remains to use the formula
for the period (2.22). Note that relation (2.23) does not depend on which of
the two major axes of the quadric is chosen.

In [343] an analogue of Kepler’s equation was obtained connecting the
position of the body in an orbit and the time of motion. The “eccentric”
and “mean” anomalies were introduced based on appropriate spheroconical
coordinates on S? and elliptic functions.

2.7.3 Celestial Mechanics in Spaces of Constant Curvature

Having the formula for the interaction potential of Newtonian type (2.21),
we can define the potential energy of n gravitating points with masses
mi,...,My:

V=- Z Y cot 9,;]-, (224)

i<j

where 6;; is the distance between the points m; and m; on the three-dimen-
sional sphere. Formula (2.24) allows one to write down the equation of motion
of n gravitating points on S3.
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This problem has many common features with the classical n-body prob-
lem in Euclidean space. However, there are also essential differences. First,
the two-body problem on S? proves to be non-integrable: there are not suffi-
ciently many first integrals for its solution and its orbits look quite complicated
(see [137]). Here the main difficulty is related to the fact that the Galileo—
Newton law of inertia does not hold: the centre of mass of gravitating points
no longer moves along an arc of a great circle.

Furthermore, as in the classical case, binary collisions admit regularization.
However, the question whether the generalized Sundman theorem is valid for
the three-body problem in spaces of constant curvature remains open. This
question essentially reduces to the problem of elimination of triple collisions.
Recall that in the ordinary three-body problem the absence of simultaneous
collisions is guaranteed by a non-zero constant value of the angular momentum
of the system of n points with respect to their centre of mass (Theorem 2.3).

Of interest is the problem of finding partial solutions for n gravitating
bodies in spaces of constant curvature (similar to the classical solutions of
Euler and Lagrange). Results in this direction can be found in the book [137].
The restricted three-body problem was studied in this book: relative equilibria
were found and the Hill regions were constructed.

2.7.4 Potential Theory in Spaces of Constant Curvature

As established by Newton, a homogeneous sphere in three-dimensional Euclid-
ean space does not attract interior points, and the exterior points are attracted
as if by a single material point located at the centre of the sphere whose mass is
equal to the mass of the sphere. Newton’s theorem on the sphere immediately
implies that a homogeneous ball attracts points in the exterior in the same
way as if its mass was concentrated at the centre, while the attraction force on
interior points depends linearly on the distance to the centre (by Hooke’s law).

It is also known that the level surfaces of the gravitational potential of
a homogeneous rod is a confocal family of ellipsoids of revolution whose foci
coincide with the ends of the rod. This result was generalized by Ivory.

Consider an infinitesimally thin homogeneous layer between two similar
concentric ellipsoids with common centre and the same directions of the axes,
which is called an elliptic layer. It turns out that the gravitational potential
inside the elliptic layer is constant ( Newton’s theorem generalizing the theorem
on the gravitation of a sphere) and the level surfaces of the potential in the
exterior are ellipsoids confocal to the layer (Ivory’s theorem). The proofs can
be found, for example, in [83].

It is easier to think of an elliptic layer as an ellipsoid with, generally
speaking, non-constant homeoid density

do
VI
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where do is the area element of the ellipsoid and V f is the gradient of the
quadratic form defining the surface of the ellipsoid. The homeoid density of a
sphere and of a segment is obviously constant.

It turns out that the basic theorems of the theory of Newtonian poten-
tial in E® can be carried over (with certain reservations) to the case of a
space of constant curvature [349]. For definiteness we consider the case of a
sphere, which is a space with non-trivial topology. A gravitational potential
of Newtonian type is defined by (2.24).

Consider on S? a two-dimensional sphere S? with a homogeneous mass
distribution. Let 6 be the latitude on S? measured from the centre of S?, so
that S = {6 = 6}, 0 < 6y < 7/2. One should bear in mind that on S3
there is another sphere S> = {# = m — 6y} congruent to S?, whose points
produce a repulsive action. The three-dimensional sphere S? is divided by the
two-dimensional spheres S? and S? into three connected domains.

The following analogue of Newton’s theorem holds: the sphere S? does not
attract points lying “inside” S? and S? , while “exterior” points are attracted
in exactly the same way as if the sphere was replaced by a single point at
the centre of S?, with mass equal to the mass of the whole sphere. This
immediately implies the theorem on the gravitation of a homogeneous ball
bounded by the sphere 6 = 0y (6 < 7/2): exterior points (6 < 6 < 7 — bp)
are attracted in the same way as if the mass of the ball was concentrated at
the centre. The potential inside the ball of unit density is given by the formula

7y(26 — sin 26) cos 6
sin 0

)

which is different from Hooke’s potential (k/2) tan 26. Only for small 6 we
obtain the potential of elastic interaction

4ymh?
e + 0(6%).

In the case of Euclidean space the problem of the gravitation of a segment
is essentially a planar one: in any plane containing the gravitating segment
the level lines of the potential form a family of ellipses with foci at the ends
of the segment. The situation is similar for a space of constant curvature. In
the case of S? the role of a plane is played by a two-dimensional sphere of unit
radius.

Thus, on the two-dimensional sphere

Py =1 (2.25)

we consider a segment — an arc of a great circle with end points F} = (a, 3, 0)
and Fy, = (o, —f3,0). Of course, a® + 2 = 1. To make the arc uniquely
determined we assume that it contains the point with coordinates (1,0, 0).
This arc admits the parametrization
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v
— Y SO T+ s,

r=sing, y=cosyp,  2=0; g 2

where cos g, = a, sin g, = [.
At a point with coordinates z, y, z the value of the potential (up to a
constant factor) is equal to

/24 5
cos
V= / = dp,
0

T/2—

where cos 6 = z sin @+ 1y cos . As an analogue of a confocal family of ellipses
we have the family of ovals which is the result of the intersection of the cones

62132 02y2

2—a2 ' 2+3

+22=0 (2.26)

and the sphere (2.25); here ¢ is a parameter. As ¢ — 0, the ovals converge to
the original segment. As already mentioned, by analogy with the Euclidean
case these ovals may be called spherical conics with foci at the points F
and F5.

One can verify that the level lines of the potential V' created by an arc of a
great circle on S? is a family of spherical conics with foci at the ends of the arc.

These observations admit a generalization. Let A be a symmetric operator
in Euclidean space R*, and I the identity operator. The operator (A — \I)~!
(the resolvent of A, where X is a spectral parameter) is also a symmetric
operator, which defines the pencil of quadratic forms

fl@)=((A=XD)""z,2).

Equating these forms to zero we obtain a family of cones, which intersect the
three-dimensional sphere

g(.’L‘) = (.Z', m) =1

in two-dimensional surfaces. These surfaces may be called spherical confocal
quadrics.

Example 2.2. Dividing equation (2.26) by ¢? we obtain equations of the form
f(z) =0, where A = diag (—a?, 32,0), A =c? A

On the quadrics one can define the homeoid density
do
Wy’

where do is the area element of the quadric as a surface in R* and W is
the Euclidean area of the parallelogram constructed on the gradients of the
functions f and g as vectors.
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Theorem 2.8. Let k be a quadric on S® with homeoid mass density, and k_
the antipodal quadric. The potential created by k is constant in the two ball-
shaped domains on S bounded by the quadrics k and k_, and the level surfaces
of this potential in the complementary domain form a family of quadrics con-

focal with k.

This is an analogue of the classical Newton—Ivory theorem.

Ivory’s theorem admits a generalization to quadratic forms of other sig-
natures (with ellipsoids replaced by the corresponding hyperboloids in R™);
see [76, 593]. The simplest case is a one-sheet hyperboloid in R3.

The gravitational potentials are replaced by differential forms, whose de-
grees are determined by the signature. For a one-sheet hyperboloid in R3 the
result is 2-forms that are harmonic outside the hyperboloid and whose kernels
are directed along the parallels of the elliptic coordinate system in the mul-
tiply connected component of the complement of the hyperboloid, and along
the meridians, in the simply connected one. These forms can also be described
as flows of an incompressible fluid along the fields of the kernels of the forms.

The corresponding magnetic fields are given by the Biot—Savart integrals
over currents (generalizing the homeoid density) flowing along the meridians
of the surface in the first case, and along the parallels, in the second (the field
created by the current in the second component is zero).
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Symmetry Groups and Order Reduction

3.1 Symmetries and Linear Integrals

3.1.1 Nother’s Theorem

Let (M, L) be a Lagrangian system and v a smooth field on M. The field v
gives rise to the one-parameter group ¢ of diffecomorphisms ¢%: M — M
defined by the differential equation

g (@) = v(s" (@) (31)

and the initial condition ¢%(z) = .

Definition 3.1. The Lagrangian system (M, L) admits the group {g®} if the
Lagrangian L is invariant under the maps ¢g%: TM — T'M. The group g can
be naturally called a symmetry group, and the field v a symmetry field.

Let v: A — M be a motion of the Lagrangian system (M, L). Then the
composition g% oy: A — M is also a motion for every value of «.

In the non-autonomous case the Lagrangian L is a smooth function on the
tangent bundle of the extended configuration space 'M = M x R. We call
a group of diffeomorphisms 'g%: ‘M — 'M a symmetry group of the system
('M, L) if'g*(z,t) = (y, t) for all (x,t) € M xR and the maps 'g¢ preserve L.
The group {'g®} gives rise to the smooth field on 'M

o(z, 1) = %('go‘(w, )ao.

It is obvious that "v(z,t) = (v(z,t),0) € T(4, (M x R) and v(x,t) can be
interpreted as a field on M smoothly depending on ¢.

Lemma 3.1. The system (M, L) admits the symmetry group {g*} if and only
if
(p-vy=10]-v. (3.2)
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<] This follows from the identity
d

L D) = (B o) - (1] v, (3.3)
a=0

>

Lemma 3.1 is also valid in the non-autonomous case. Equality (3.2) implies
the following.

Theorem 3.1. If the system (M, L) admits the group {g“}, then I =p-v is
a first integral of the equations of motion.'

Let (M, (,),V) be a natural mechanical system. The Lagrangian L =
(,x)/2+ V(x) is invariant under the action of the group ¢ if and only if this
property is enjoyed by the Riemannian metric (,) and the potential V. For
natural systems the integral I is clearly equal to (v, ); it depends linearly on
the velocity.

Example 3.1. If in some coordinates x1, ..., x, on M the Lagrangian L is
independent of x, then the system (M, L) admits (locally) the symmetry
group g%: x1 — x1 + «, Tk — x (k = 2). This group corresponds to the
vector field v = 9/0x;. By Theorem 3.1 the quantity I =p-v=p; = L} is
conserved. In mechanics, x1 is called a cyclic coordinate, and the integral I a
cyclic integral. In particular, the energy integral is a cyclic integral of a cer-
tain extended Lagrangian system. In order to show this we introduce a new
time variable 7 by the formula ¢ = ¢(7) and define a function 'L: T'M — R
(M = M x R) by the formula

d
— E(')'

It follows from Hamilton’s variational principle and the equality

L@t t) = L'/t 2, 0, ()

T2 ty

/’LdT:/Ldt

1 t1

that if z: [t1, ta] — M is a motion of the system (M, L), then (z,t): [, 2] —
'M is a motion of the extended Lagrangian system ('M,’L). In the au-
tonomous case, time t is a cyclic coordinate and the cyclic integral

d'L oL . ¢
=L— — -4 =cons
at’ oz
coincides with the energy integral. A

! In this form this theorem was first stated by E.N6ther in 1918. The connection
between the laws of conservation of momentum and angular momentum and the
groups of translations and rotations was already known to Lagrange and Jacobi.
Theorem 3.1 for natural systems was published by Levy in 1878.
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Theorem 3.2. If v(xg) # 0, then in a small neighbourhood of the point x
there exist local coordinates x+, ..., x, such that I =p-v = p;.

This assertion is a consequence of the theorem on rectification of a vector
field.

Theorem 3.3. Suppose that [ = p-v is a first integral of the equation of
motion [L] = 0. Then the phase flow of equation (3.1) is a symmetry group of
the Lagrangian system (M, L).

Theorems 3.2 and 3.3 imply the following.

Corollary 3.1. Integrals of natural systems that are linear in the velocities
locally are cyclic.

If there are several symmetry fields vy, . . . , v, then the equation of motion
admits as many first integrals I1 = p-v1, ..., I = p-vg. Assuming that (M, L)
is a natural Lagrangian system we use the Legendre transformations to pass
to Hamilton’s equations on 7% M. The functions I,...,I: T*M — R are
independent and in involution (in the standard symplectic structure on 7% M)
if and only if the fields v1, ..., vy are independent and commute on M. The
existence of linear integrals imposes restrictions not only on the Riemannian
metric and the potential of the force field, but also on the topology of the
configuration space.

Theorem 3.4. Let M be a connected compact orientable even-dimensional
manifold. If a Hamiltonian natural system on T*M has at least (dim M)/2
independent linear integrals in involution, then the Euler—Poincaré character-
istic of M is non-negative: x(M) > 0.2

Corollary 3.2. Suppose that dim M = 2. If the natural system has a first
integral that is linear in the velocity, then M 1is diffeomorphic to the sphere or
the torus.

In the non-orientable case one must add the projective plane and the Klein
bottle.

<1 We now prove Corollary 3.2. If x(M) < 0, then the symmetry field v
has singular points. Since the phase flow of the equation & = v(x) is a group
of isometries of the two-dimensional Riemannian manifold (M, (,)), the sin-
gular points x, are isolated and are of elliptic type. By Poincaré’s formula,
x(M) =73, ind (zs) > 0, a contradiction. >

We now consider a more general situation where an arbitrary Lie group G
acts (on the left) on M. Let ¢ be the Lie algebra of G and let ¢* be the dual
vector space of the space of the algebra ¢. We shall now define a natural map
Ig: TM — 9* that associates with each point & € T'M a linear function on ¢.

2 This assertion was obtained by Bolotin and Abrarov (see [56]).
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To each vector X € ¢ there corresponds a one-parameter subgroup gx,
whose action on M generates a tangent field vx. The map X — wvx is a
homomorphism of the algebra ¢ into the Lie algebra of all vector fields on M.
We set Ig(&) = L, - vx; this function is linear in X.

Definition 3.2. The map Ig: TM — ¢* is called the momentum map of the
Lagrangian system (M, L) for the action of the group G (or simply momentum
if this causes no confusion).

Along with the momentum map Ig: TM — ¢* we have the map Pg:
T*M — %" defined by the formula Pg(p) = p - vx. The momentum map I
is the composition of the map Pg and the Legendre transformation.

Example 3.2. Consider n free material points (ry, my) in three-dimensional
Euclidean space. Let SO(2) be the group of rotations of the space around
the axis given by a unit vector e. The group SO(2) acts on the configuration
space R3{r1} x - -+ x R3¥{r, }; the corresponding vector field is

(ex (r1—'r1),...,ex (v, —'ry)),

where 'r;, is the position vector of the kth point with initial point at some
point of the rotation axis. Since

1
L= > ik, Bk + V(rs, .1,
the momentum

Iso2) = Z my, (P, e X (r; — ') = (e, Z mi(rp — 'Tp) X Tr)

coincides with the already known angular momentum of the system with re-
spect to the axis.

Now let G = SO(3) be the group of rotations around some point o. The
dual space ¥* = (so(3))* can be canonically identified with the algebra of
vectors of three-dimensional oriented Euclidean space where the commutator
is defined as the ordinary cross product. Then Iso(s) will clearly correspond
to the angular momentum of the system with respect to the point o. A

Definition 3.3. A group G is called a symmetry group of the Lagrangian
system (M, L) if L(g.&) = L(z) for all £ € TM and g € G.

Theorem 3.5. Suppose that the system (M, L) admits G as a symmetry
group. Then the momentum map I is a first integral (that is, I takes con-
stant values on the motions of the Lagrangian system (M, L)).

This assertion is a consequence of Theorem 3.1.
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Example 3.3. We already saw in Ch. 1 that the equations of the problem of
n gravitating bodies admit the Galilean transformation group. However, the
Lagrange function

Ymm;
mg xk + Ui +Zk +
Z ; zi —25)? + (yi — y;)? + (2 — 25)°

is not invariant under the whole Galilean group. This function admits trans-
lations of the time axis and isometries of three-dimensional Euclidean space.
Translations of the time axis correspond to the conservation of the total en-
ergy; translations of Euclidean space, to the conservation of the momentum;
and the group of rotations, to the conservation of the angular momentum. We
consider in addition the group of homotheties

(x,y, 2) — (az, ay, az), a > 0. (3.4)

This group is generated by the vector field

0 0
V—Zxk +yk + kazk

For @ = 1 we have the identity transformation. The Lagrangian of the n-
body problem does not admit the group of homotheties. However, we can
use identity (3.3) for @ = 1. Since T' — o?T and V +— o~ 'V under the
change of variables (3.4), equality (3.3) gives the already known Lagrange’s
identity:

dL
% a=1 = (P . V)' & 2T -V = ; m(xkxk + ykyk + Zka): 4
here 1= Sm (0 + 0 + ). 5

3.1.2 Symmetries in Non-Holonomic Mechanics

Suppose that (M, S, L) is a non-holonomic system acted upon by additional
non-conservative forces F(z,z): T,M — T:M. The motions are defined by
the d’Alembert-Lagrange principle: ([L] — F)-£ = 0 for all virtual velocities &.

Definition 3.4. The Lie group G is called a symmetry group of the non-
holonomic system (M, S, L) if

1) G preserves L,

2) the vector fields vx, X € ¢, are fields of virtual velocities.

Definition 3.5. The moment of the force F relative to the group G is the
map Pg: TM — 4* defined by the formula &g (z) = F - vyx.
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Theorem 3.6. If (M, S, L) admits G as a symmetry group, then (Ig) = P¢.

Corollary 3.3. If F = 0, then under the hypotheses of Theorem 3.6 the mo-
mentum Ig is conserved.

One can derive Theorem 3.6 from the d’Alembert—Lagrange principle using
identity (3.3).

We now apply these general considerations to the dynamics of systems
of material points in three-dimensional oriented Euclidean space. We assume
that a force F acts on a point (r,m). We consider the group of translations
along a moving straight line with directional vector e(t): r+— r+ e, a € R.

Theorem 3.7 ([353]). Suppose that the following conditions hold:

1) the vectors & = e (for 1 < k < n) are virtual velocities,
2) (P, é) =0, where P =Y mr is the total momentum.

Then (P,e) = (3 F,e).
Corollary 3.4. Suppose that the vectors &, = n = (Z mr/Zm)‘ (for
1 < k < n) are virtual velocities at each instant. If the system moves freely
(F =0), then the velocity of its centre of mass m is constant.

Example 3.4. Consider a balanced skate sliding on the horizontal plane and
a homogeneous disc rolling so that its plane is always vertical. By Corollary 3.4
the velocities of their centres of mass are constant. A

We also consider the group of rotations of Euclidean space around a moving
straight line ! with directional unit vector e(t) passing through a point with
position vector ry(t). Let K be the angular momentum of a system of material
points with respect to the fixed origin of reference, and let K; and M; be,
respectively, the angular momentum and the moment of forces with respect
to the moving axis [.

Theorem 3.8 ([353]). Suppose that the following conditions hold:

1) when the system rotates as a rigid body around the axis I, the velocity
vectors of the material points are virtual velocities at each instant,

2) (P, (ro xe))+ (K,e)y=0.
Then Kl = Ml.

In particular, if the axis I does not change its direction in space (e(t) =
const), then condition 2) becomes Chaplygin’s condition (1897):

<ea i‘O X 77> = 07
where 7 is the velocity of the centre of mass. In the case where rp = n
condition 2) can be simplified to (K + ro x P,é) = 0. This condition is
automatically satisfied under the additional assumption that e(t) = const.

For example, a balanced skate rotates around the vertical axis with constant
angular velocity.
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Example 3.5. Consider Chaplygin’s problem of the rolling on the horizontal
plane of a dynamically asymmetric ball whose centre of mass coincides with
its geometric centre. Let o be the contact point of the ball with the plane
and let Ky be the angular momentum of the ball with respect to the point o.
Chaplygin’s problem admits the group SO(3) of rotations around the contact
point. The momentum map Iso(3) is of course equal to Ko, and the moment
of forces is zero: @ = 0. Consequently, Ky = const by Theorem 3.6. This ob-
servation allows us to form a closed system of differential equations of rolling
of the ball. Let ky be the angular momentum in the moving space attached to
the rigid body, w the angular velocity of rotation of the ball, and ~ the unit
vertical vector. The fact that the vectors kg and -« are constant in the fixed
space is equivalent to the equations

ko + w x ko =0, A+wxy=0. (3.5)

Let A be the inertia tensor of the body with respect to the centre of mass, m
the mass of the ball, and a its radius. Then kg = Aw+ma®y x (wx~). This re-
lation turns equations (3.5) into a closed system of differential equations with
respect to w and . Equations (3.5) have four independent integrals: F} =
(ko, ko), F> = (ko,~), F3={(v,v) =1, F; = (ko,w). The last integral ex-
presses the constancy of the kinetic energy of the rolling ball. Using these inte-
grals one can integrate equations (3.5) by quadratures (Chaplygin, 1903). A

3.1.3 Symmetries in Vakonomic Mechanics
Let (M, S, L) be a vakonomic system, and G a Lie group acting on M.

Definition 3.6. The group G is called a symmetry group of the vakonomic
system (M, S, L) if

1) the group G takes S C TM to S,
2) G preserves the restriction of L to S.
Definition 3.7. The momentum map Ig of the vakonomic system for the

action of the group G is the map T* M — ¢* defined by the formula p — p-vx,
X € ¢, where p is the vakonomic momentum.

Example 3.6. Suppose that the system (M, S, L) is natural and the kinetic
energy is given by a Riemannian metric (,). If the constraint S is given by
the equation (a(x), &) = 0, then

I=(v,)+ (p,a)(a-v)/(a, a). A

Theorem 3.9. If the vakonomic system (M, S, L) admits G as a symmetry
group, then I = const.

The function Ig is not observable in the general case. However, if the
symmetry fields vy, X € ¢, are fields of virtual velocities, then I is equal
to L; - vx and therefore is observable.
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Example 3.7. A skate on the horizontal plane regarded as a vakonomic sys-
tem admits the group of translations, but does not admit the group of ro-
tations around the vertical axis. Consequently, the vakonomic momentum of
the skate is conserved. However, this quantity is not observable. The vako-
nomic momentum map for the action of the group of rotations of the skate
coincides with the ordinary angular momentum, which is not a first integral
of the equations of motion. A

3.1.4 Symmetries in Hamiltonian Mechanics

Let (M, w?) be a symplectic connected manifold and suppose that a group
g = {g°} acts on M as a group of symplectic diffeomorphisms. The group g
gives rise to the vector field

This field is locally Hamiltonian: the 1-form w?(+, v) is closed. Hence, locally
w?(+,v) = dF. Extension of the function F to the entire manifold M leads, as
a rule, to a multivalued Hamiltonian function.

Example 3.8. Let N be a smooth manifold, and {g*} a group of diffeomor-
phisms of N generated by a vector field u. Since each diffeomorphism of the
manifold N takes 1-forms to 1-forms, the group {g°} acts also on the cotan-
gent bundle M = T*N. Recall that M has the standard symplectic structure
w? =dp Adq = d(p- dq), where p, g are “canonical” coordinates on M. Since
the group {g°} preserves the 1-form p - dg, it preserves the 2-form w? and
therefore is a group of symplectic diffeomorphisms of the manifold M. The
action of {¢°} on M is generated by the single-valued Hamiltonian function
F=p-u. A

Theorem 3.10. A group of symplectic diffeomorphisms {g°} with a single-
valued Hamiltonian function F preserves a function H: M — R if and only if
F is a first integral of the Hamiltonian system with Hamiltonian function H.

<] The proof is based on the formula

LV H(g () = (1, F}a).
dS s=0 [>

We now suppose that a Lie group G has a symplectic action on M such
that to each element X of the Lie algebra & of G there corresponds a one-
parameter subgroup with a single-valued Hamiltonian function Fx. These
Hamiltonians are defined up to constant summands.

Definition 3.8. A symplectic action of G on M is called a Poisson action if
the correspondence X — F'x can be chosen so that



3.2 Reduction of Systems with Symmetries 111

1) Fx depends linearly on X,
2) {Fx, Fy} = F[X, Y] forall X,Y € 9.

Example 3.9. Let N be a smooth manifold, and G a Lie group acting on N.
We lift the action of G on N to a symplectic action of G on T*N as described
in Example 3.8. The action thus constructed is a Poisson action. This follows
from the linearity of the function p - vx and the formula {p - vx, p-vy} =
p-[vx,vy]=p- VIX,Y]- A

A Poisson action of the group G on M defines the natural map Pg: M —
&* that associates with a point x the linear function Fx(z) of the variable
X € ¢ on the algebra &. We call this map the momentum map for the Poisson
action of the group G.

Proposition 3.1. Under the momentum map P the Poisson action of the
connected Lie group G is projected to the coadjoint action of the group G
on 9* in the sense that the following diagram is commutative:

M L M
Pl lP ,
Ad*_,

@g* L @+

Suppose that (IV, L) is a Lagrangian system and a Lie group G acts on N.
The Lagrangian L defines the Legendre transformation TN — T*N. The
composition of the momentum map Pg: T*N — 4* for the lifted Poisson ac-
tion of G on the symplectic manifold 7% N and the Legendre transformation
coincides with the momentum map Ig: TN — ¢* of the Lagrangian system
(N, L) for the action of G defined earlier.

If a function H: M — R is invariant under the Poisson action of the
group G, then by Theorem 3.10 the momentum map Pg is a first integral of
the system with Hamiltonian function H.

In conclusion we discuss symmetries in Dirac’s generalized Hamiltonian
mechanics. Suppose that (M, w?, H, N) is a Hamiltonian system with con-
straints, where H: M — R is the Hamiltonian function, and N a submanifold
of M (see §1.5.1).

Theorem 3.11. Suppose that we are given a Poisson action of a Lie group
G on the symplectic manifold (M,w?) such that G preserves the function H
and the submanifold N. Then the momentum map Pq takes constant value
on the motions of the Hamiltonian system with constraints.

3.2 Reduction of Systems with Symmetries

3.2.1 Order Reduction (Lagrangian Aspect)

If a Lagrangian system (M, L) admits a symmetry group {¢g®}, then it turns
out that it is possible to diminish the number of the degrees of freedom of the
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system. To the group g there corresponds the first integral I, which is always
cyclic locally. First we consider the classical Routh’s method for eliminating
cyclic coordinates; then we discuss the global order reduction.

Suppose that the Lagrangian L(q, A, q) does not involve the coordinate A.
Using the equality L, = ¢ we represent the cyclic velocity A as a function of q,
q, and c. Following Routh we introduce the function

Rc(Qa q) = L(Qﬂ >‘a q) - C)‘|q, q,c’
Theorem 3.12. A vector-function (q(t), A(t)) is a motion of the Lagrangian
system (M, L) with the constant value of the cyclic integral I, = c if and only
if q(t) satisfies Lagrange’s equation [R.] = 0.

If there are several cyclic coordinates Ay, . .., Ak, then for the Routh func-
tion one should take R, . =L -3 Cohs.

A small neighbourhood U of a non-singular point of the symmetry field
v is “regularly” foliated into the orbits of the group g (integral curves of the
field v): the quotient space N = U/g is a smooth manifold with Cartesian
coordinates ¢. It is natural to call the pair (N, R.) the (locally) reduced La-
grangian system. For example, the elimination of the polar angle in Kepler’s
problem (see §2.1.1) is an example of order reduction by Routh’s method.

Cyclic coordinates are not uniquely determined: among the new variables
Q =q, A= X+ f(q) the coordinate A is also a cyclic coordinate. Let
E(Q, A, Q) = L(q, A, q). Then, obviously, E’A = L’)-\ = ¢. The Routh function

corresponding to the new cyclic coordinate A is R:(Q, Q) =Rc(q,q9) +cfy-q

In view of the identity [f] = 0 the summand c(f, - ) of course does not affect
the form of the equation [R.] = 0. But this means that the Routh function is
not uniquely determined for ¢ # 0. These observations prove to be useful in
the analysis of the global order reduction, which we shall now consider. For
definiteness we shall consider the case of natural Lagrangian systems.

Let (M, N, pr, S, G) be a fibre bundle with total space M, base space N,
projection pr: M — N (the rank of the differential pr, is equal to dim N at
all points of M), fibre S, and structure group G. The group G acts on the
left on the fibre S freely and transitively. This action can be extended to a
left action of G on M; then all the orbits of G will be diffeomorphic to S. In
the case of a principle bundle, the manifold S is diffeomorphic to the space of
the group G. The base space N can be regarded as the quotient space of the
manifold M by the equivalence relation defined by the action of the group G.
The tangent vectors vy, X € ¢, to the orbits of the group G are vertical:
pr«(vx) = 0.

Suppose that G is a symmetry group of a natural mechanical system
(M, (,), V). We define on the bundle (M, N, pr, S, G) the “canonical” connec-
tion by declaring as horizontal the tangent vectors to M that are orthogonal
in the metric (,) to all the vectors vx, X € 4. This connection is compatible
with the structure group G: the distribution of horizontal vectors is mapped



3.2 Reduction of Systems with Symmetries 113

to itself under the action of G on M. A smooth path ~: [t1, 2] — M is said
to be horizontal if the tangent vectors 4(t) are horizontal for all #; <t < ta.
It is easy to verify that for any smooth path 7: [t1,¢2] — N and any point
x1 € M lying over (t1) (that is, such that pr(zy) = y(t1)) there exists only
one horizontal path y: [t1, ta] — M covering 7.

We equip the manifold N = M /G with the “quotient metric” (,) by first
restricting the original metric on M to the distribution of horizontal vectors
and then pushing it down onto N. Since the potential V': M — R is constant
on the orbits of the group G, there exists a unique smooth function V: N — R
such that the following diagram is commutative:

M2 N
vN Sy
R

Theorem 3.13. The motions of the natural system (M, (,),V) with zero
value of the momentum map I are uniquely projected to the motions of the

reduced system (N, (), V).

<1 Let ¥: [t1,t3] — N be a motion of the reduced system, and 7, its varia-
tion with fixed ends. Let v, : [t1,t2] — M be a horizontal lifting of the path
Yo such that v, (t1) = y0(t1) for all a. The variation field u of the family of
paths 7, is such that u(t;) = 0 and u(t2) is a vertical vector. If L (respec-

tively, L) is the Lagrangian of the original (reduced) system, then by the first
variation formula,

tg t2
5/zdt:5/Ldt:(ﬁo7u)]2 =0.
t] tl [>

Example 3.10. Consider the motion of a material point m in a central force
field. In this problem we have the bundle (R*\ {0}, R*, pr, 52, SO(3));
the projection pr: R3?\ {0} — R* is defined by the formula (z,y,z) —
V22 + y? + 22. The Lagrangian L = m|t|?/2+V (|r|) admits the group SO(3)
of rotations around the point x = y = 2z = 0. If the angular momentum Iso3)
is equal to zero, then on RT = {s > 0} we obtain a one-dimensional reduced
system with the Lagrangian L = ms2/2 + V (s). A

‘We now consider order reduction when the momentum map I is non-zero.
We assume the group G to be commutative (Routh’s method can be applied
only in this case). Moreover, we assume that (M, N, pr, G) is a principal bun-
dle; in particular, the group G acts freely on M. Apart from the quotient
metric (,) on the base space we shall also need the curvature form of the
canonical connection. We remind the reader of the construction of this form.
First we introduce the connection 1-form w on M with values in the Lie alge-
bra ¢. This form is defined as follows: if u € T M, then w(u) is equal to X € ¢4
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such that vx coincides with the vertical component of the vector w. In the
case of a principle bundle the kernel of the homomorphism of the Lie algebra
¢ into the algebra of vector fields on M is zero; hence the connection form is
well defined. For example, if dim G = 1, then one can set w(u) = (u, v)/ (v, v),
where v is the symmetry field. The curvature form 2 is a ¥-valued 2-form
such that £2(uy, us) = dw(ui, uz ), where u* is the horizontal component of
a tangent vector uw. Since G is a commutative symmetry group, the form (2
can be pushed down to N. Let Ig = ¢ € ¥*. Since {2 takes values in ¢, the
value of the momentum map on the curvature form is well defined: 2. = c- {2.
The form (2. is an R-valued form on the base space N. According to Cartan’s
structural equation 2 = dw + [w, w], the forms 2 and (2, are closed.

Lemma 3.2. Let ¢ € 4*. Then for every point x € M there exists a unique
vertical tangent vector w. € T, M such that Ig(w.) = c.

Indeed, w, is the unique element in the set {w € T, M: Ig(w) = ¢} that
has minimum length in the (, }-metric. This assertion is valid for an arbitrary
group G.

Definition 3.9. The effective (or amended, or reduced) force function of the
natural system with the symmetry group G corresponding to a constant value
I¢ = c of the momentum map is the function V.: M — R equal to V —
(We, we) /2.

Lemma 3.3. The function V. is invariant under G., where G, C G is the
isotropy subgroup of the coadjoint action of G on 4* at the element c € G*
(see Proposition 3.1).

Corollary 3.5. If G is commutative, then V. is constant on the orbits of the
group G.

This assertion allows us to define correctly the effective potential (70 = —176
as a function on the base space N.

Theorem 3.14. A function v: A — M is a motion of the natural system
(M, (,), V) with a constant value I = ¢ of the momentum map if and only
if the projection = pro~: A — N satisfies the differential equation

[Lc]u = FC(ﬂ)v (3‘6)
where L, = m/2 + Ve and F,(v) = 2,(-,v).

Theorem 3.14 can be derived, for example, from Theorem 3.9.
Equation (3.6) can be regarded as the equation of motion of the nat-

ural system (N, (,), V.) under the action of the additional non-conservative
forces F,. Since F.(v) - v = £2.(v,v) = 0, these forces do not perform work on
the real motion. They are called gyroscopic forces.

Since the form (2. is closed, we have locally 2. = dw.. Consequently, (3.6)
is Lagrange’s equation [R.] = 0, where R, = L. — w.. Routh’s function R, is
defined globally on T'N only if the form (2. is exact.
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Example 3.11. Consider the rotation of a rigid body with a fixed point in
an axially symmetric force field. The kinetic energy and the potential admit
the group SO(2) of rotations around the symmetry axis of the field. In this
problem, M is diffeomorphic to the underlying space of the group SO(3). The
reduction SO(3)/SO(2) was first carried out by Poisson as follows. Let e be
a unit vector of the symmetry axis of the force field regarded as a vector
of the moving space. The action of the subgroup SO(2) on SO(3) by right
translations leaves e invariant. The set of all positions of the vector e in the
moving space forms a two-dimensional sphere S?2, called the “Poisson sphere”.
The points of S? “number” the orbits of the rotation group SO(2). Thus, we
have the fibre bundle SO(3) with structure group SO(2) and base space S2.
The symmetry group SO(2) generates a first integral: the projection of the
angular momentum of the rigid body onto the axis with directional vector e
is conserved. By fixing a constant value of this projection we can simplify the
problem to the study of the reduced system with configuration space S2. Here
Routh’s function is not defined globally, since the curvature form {2 is not
exact:

/ =47 #0

5'2
for all values of the principal moments of inertia. We shall give explicit order-
reduction formulae below. A

The theory of order reduction for Lagrangian systems can be carried over,
with obvious modifications, to non-holonomic mechanics. To carry out the
reduction of a non-holonomic system to the quotient system by a symmetry
group we need the additional assumption that the constraints be invariant un-
der the action of this group. An example is provided by Chaplygin’s problem
of a ball rolling on a horizontal plane (see Example 3.5). This problem ad-
mits the group SO(2) of rotations of the ball around the vertical line passing
through its centre. The group SO(2) preserves the constraints, and the field
generating this group is a virtual velocity field. In fact we have eliminated the
rotation group in Example 3.5 using Poisson’s method.

In conclusion we also mention the “problem of hidden motions” or the
“problem of action at a distance”, which agitated physicists at the end of
19th century. Suppose that a natural mechanical system with n+ 1 degrees of
freedom moves freely and that its Lagrangian, representing only the kinetic
energy, admits a symmetry group with field v. Reducing the order of the sys-
tem we see that Routh’s function, which is the Lagrangian of the reduced
system with n degrees of freedom, contains the summand (the effective po-
tential) Us = (we, we)/2 = ¢2/2(v, v), which is independent of the velocities.
This summand can be interpreted as the potential of certain forces acting on
the reduced system. Helmholtz, Thomson, Hertz insisted that every mechan-
ical quantity that manifests itself as a “potential energy” is caused by hidden
“cyclic” motions. A typical example is the rotation of a symmetric top: since
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the rotation of the top around the symmetry axis cannot be detected, one
can regard the top as non-rotating and explain its strange behaviour by the
action of additional conservative forces.

Since U. = (we, we)/2 > 0, Routh’s method can produce ounly positive
potentials. However, since a potential is defined up to an additive constant,
this limitation is inessential if the configuration space is compact.

Theorem 3.15. Let (M, (), V, £2) be a mechanical system with a closed form
of gyroscopic forces 2. If M is compact, then there exists a principal bundle
with base space M and structure symmetry group T, k < rank H?(M,R),
such that after the reduction according to Routh, for some constant value
Jre = ¢ of the momentum map we have the equalities V. = V +const, (2. = (2.

This assertion was proved by Bolotin (see [124]).

If £2 = 0, then for the fibre bundle in Theorem 3.15 we can take the direct
product M x S'{p mod 27} with the metric (&, ) + ¢?/U(x), where (,) is
the Riemannian metric on M. The coordinate ¢ is cyclic; the corresponding
cyclic integral is ¢/U = c. Routh’s function is R, = (i, #)/2 — c*U/2. For
¢ = v/2 we have a natural system on M x S'/S' ~ M with potential U.

3.2.2 Order Reduction (Hamiltonian Aspect)

Let F': M — R be a first integral of a Hamiltonian system with Hamilton-
ian H.

Proposition 3.2. If dF(z) # 0, then in some neighbourhood of the point
z € M there exist symplectic coordinates xi,...,%p, Y1, .., Yn Such that
F(z,y) =y1 and w = dy A dxy.

This assertion is the Hamiltonian version of the theorem on rectification
of trajectories.
In the coordinates z, y the function H is independent of x;. Consequently,
if we fix a value F = y; = ¢, then the system of equations
xp = H!

Yk

Ue = —Hy, (k>2)

is a Hamiltonian system with n — 1 degrees of freedom. Thus, one integral
allows us to reduce the dimension of the phase space by two units: one unit
vanishes when the value F' = ¢ is fixed, and another vanishes due to the elim-
ination of the cyclic variable x; along the orbit of the action of the symmetry
group {¢g%}. This remark can be generalized: if a Hamiltonian system has s
independent integrals in involution, then it can be reduced to a system with
n — s degrees of freedom. We remark that an effective use of the first integral
F for order reduction is held up by the problem of finding the orbits of the
group {g%}, which is related to integration of the Hamiltonian system with
Hamiltonian F'.
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If the algebra of integrals is non-commutative, then the dimension of the
Hamiltonian system can be reduced by at least double the maximum dimen-
sion of a commutative subalgebra. The number of commuting integrals can
sometimes be increased by considering nonlinear functions of the first inte-
grals.

Example 3.12. In the problem of the motion of a point in a central field
in R? the algebra of first integrals has a subalgebra isomorphic to the Lie
algebra so(3). All of its commutative subalgebras are one-dimensional. Let
M; be the projection of the angular momentum of the point onto the ith
axis of a Cartesian orthogonal coordinate system. It is easy to verify that the
functions M; and M? = EMZQ are independent and commute. Thus, this
problem reduces to the study of a Hamiltonian system with one degree of
freedom. VAN

This method of order reduction for Hamiltonian systems is due to Poincaré,
who applied it in various problems of celestial mechanics. This is essentially
the Hamiltonian version of the order reduction according to Routh. If the al-
gebra of integrals is non-commutative, then Poincaré’s method does not make
full use of the known integrals. This shortcoming of Poincaré’s method was
overcome by Cartan, who studied the general case of an infinite-dimensional
Lie algebra of the first integrals (see [18]). More precisely, Cartan considered
a Hamiltonian system (M,w?, H) with first integrals Fy, ..., F}, such that
{F;, F;} = a;j(F1, ..., Fy). The set of integrals F1, ..., F} defines the nat-
ural map F: M — RF. In the general case the functions a;;: RF — R are
nonlinear.

Theorem 3.16 (Lie—Cartan). Suppose that a point ¢ € R¥ is not a critical
value of the map F and has a neighbourhood where the rank of the matriz (aij)
is constant. Then in a small neighbourhood U C R* of the point c there exist k
independent functions ps: U — R such that the functions 5 = psoF': N —
R, where N = F~1(U), satisfy the following relations:

{1, P2} =+ - = {Pag—1, Doy} = 1 (3.7)

and all the other brackets are {®;, P;} = 0. The number 2q is equal to the
rank of the matrix (aij).

A proof can be found in [18]. Using this theorem we can now easily re-
duce the order. Suppose that a point ¢ = (ey, ..., ¢;) satisfies the hypothe-
ses of Theorem3.16. Then, in particular, the level set M, = {x € M :
P, (x) = cs,1 < s < k} is a smooth submanifold of M of dimension 2n — k,
where 2n = dim M. Since the functions @2441, ..., P, commute with all the
functions &,, 1 < s < k, their Hamiltonian fields are tangent to the mani-
fold M,. If these Hamiltonian fields are not hampered® on M., then defined

3 A vector field is said to be not hampered if the motion with this field as the
velocity field is defined on the time interval (—oo, 00).
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on M, there is the action of the commutative group R!, | = k — 2¢, generated
by the phase flows of Hamilton’s equations with Hamiltonians ®,, s > 2q.
Since the functions @, are functionally independent, the group R’ acts on M.,
without fixed points. If its orbits are compact (then they are I-dimensional
tori), then the quotient space M,/R! = M. is a smooth manifold called the
reduced phase space. Since dim M, = (2n — k) — [ = 2(n — k + ¢), the manifold
MC is always even-dimensional.

On the reduced phase space there exists a natural symplectic structurg\af,
which can be defined, for example, by a non-degenerate Poisson bracket { , }.

Let A, B: Mc — R be smooth functions. They can be lifted to smooth func-
tions ‘A, 'B defined on the level manifold M, C M. Let A, B be arbitrary
smooth functions on M whose restrictions to M, coincide with 'A,’B. We

finally set {A, B} = {4, B}.

Lemma 3.4. The bracket m is well defined (it is independent of the exten-
sions of the smooth functions from the submanifold M. to the whole of M)
and is a Poisson bracket on M,.

Let 'H be the restriction of the Hamiltonian function H to the integral
level M.. Since the function 'H is constant on the orbits of the group R!, there
exists a smooth function H: M./R! — R such that the diagram

M, 5 M,
HN R
R

is commutative.

Definition 3.10. The Hamiltonian system (Mc, o H ) is called the reduced
Hamiltonian system.

Theorem 3.17. A smooth map v: A — M with F(y(t)) = ¢ is a motion of
the Hamiltonian system (M., w?, H) if and only if the composition pr o v:
A — M, is a motion of the reduced Hamiltonian system (M., o?, H).

<0 This theorem can be established by the following considerations. For-
mulae (3.7) show that the functions @q,..., P, form a part of symplec-
tic coordinates in a neighbourhood of the submanifold M.. More precisely,
in a small neighbourhood of every point of M, one can introduce sym-
plectic coordinates x1,...,ZTn, y1,...,Yn so that x; = Po;_1, y; = Do; if
i < q, and y; = @; if ¢ > 2¢. This assertion is a consequence of the
well-known “completion lemma” of Carathéodory (see [10]). Since the func-
tions @, are first integrals, in variables x,y the Hamiltonian has the form
H(y,z) = HYg+1, - - - » Yn, Th—g+1, - - - » T). It remains to fix the values of the
cyclic integrals Y441, . . . , Yx—q and observe that the variables xs, ys (s > k—q)

are local coordinates on M, in which the form &% becomes “canonical”:
Es>k7q dz, A dys. >
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Remark 3.1. Since the k — g first integrals ®,, ..., Poq, P2g+1, - - . , Pi; com-
mute, one can use them for reducing the order of the Hamiltonian system ac-
cording to Poincaré. The dimension of the local phase space of the reduced sys-
tem will be equal to 2n—2(k—q), that is, to the dimension of the manifold M.
Moreover, by Theorem 3.16 the order reductions according to Poincaré and ac-
cording to Cartan give locally the same result, but the reduction by Poincaré’s
method can be carried out globally only under more restrictive conditions.

In degenerate cases the rank of the matrix of Poisson brackets ({Fi, F J})
can of course drop. One can carry out the order reduction by Cartan’s scheme
also in this situation if in addition the integrals Fy, ..., F} are assumed to
generate a finite-dimensional algebra (the functions a;;: R — R are linear).
Indeed, suppose that we have a Poisson action of the group G on the sym-
plectic manifold (M, w?). Consider the set M. = P~!(c), the inverse image
of some point ¢ € 4* under the momentum map P: M — ¢*. If ¢ is not
a critical value of the momentum map P, then M, is a smooth submanifold
of M. Since the action of the group G is Poisson, by Proposition 3.1 the ele-
ments of G take the integral levels M, one to another. Let G, be the isotropy
subgroup at a point ¢ € ¢ consisting of the g € G such that Adg-c = c. The
group G. is a Lie group acting on M.. If the orbits of G. on M, are compact,
then the reduced phase space M, = M, e/ G is a smooth manifold. Then we
can define the reduced Hamiltonian system (Mc, 02 H ) by repeating word for
word the construction of order reduction according to Cartan. The connection
between the original and reduced Hamiltonian systems is again described by
Theorem 3.17. The proofs can be found in the works of Souriau [565] and
Marsden and Weinstein [411].

Example 3.13. The motion of a material point of unit mass in a central
field can be described by the Hamiltonian system in R® = R3{x} x R*{y}
with the standard symplectic structure and Hamiltonian function H(y,x) =
ly|?/2 4+ U(]x|). We fix the constant angular momentum vector x X y = p
(n # 0). We may assume that p = ces, where e3 = (0,0, 1) and ¢ > 0. The
level set M, is given by the equations x3 = y3 =0, x1ys — x2y; = c. Clearly
the vector p is invariant under the group SO(2) of rotations around the axis
with unit vector es. To carry out the reduction with respect to this group we
introduce in the plane R? the polar coordinates r, ¢ and the corresponding
canonical conjugate variables p,, p,:

Py .
T1 =7 COS (, Y1 = pr cOS p — —2 sin @,
T

To = rSin @, ygzprsin@—&—p—wcoscp.
r

Obviously, in the new variables the set M, is given by the equations z3 =
ys = 0, p, = c. The reduction with respect to the group SO(2) amounts
to the elimination of the angle variable . Thus, the reduced phase space
M, = M./SO(2) is diffeomorphic to RT{r} x R{pr} it is equipped with the
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reduced symplectic structure &% = dp, Ndr. The reduced Hamiltonian has the
form H = (p? + ?r=2)/2 + U(r). A

If an element ¢ € ¥* is generic (the matrix (aij) has maximum rank?),
then the group G. is commutative; the order reduction conducted by this
scheme gives the same result as the reduction according to Cartan. If ¢ = 0,
then the rank of the matrix (aij) drops to zero and the integral manifold M,
has the most “symmetric” structure: the isotropy subgroup Gy coincides with
the entire group G. In this case we have the maximal possible reduction of the
order of the Hamiltonian system by 2k = 2 dim G units (cf. Theorem 3.13).

Let (N, (,), V) be a natural mechanical system, and G a compact commu-
tative symmetry group (isomorphic to T¥) acting freely on the configuration
space V. We can regard this system as a Hamiltonian system with symmetries
on M = T*N and apply our scheme of order reduction. There is a Poisson
action of the group G on T N; since this action is free, every value ¢ € ¢* of
the momentum map is regular. Consequently, the smooth integral level man-
ifold M. is defined (of codimension k = dim G in M), and the reduced phase
space M, (whose dimension is smaller by 2k than the dimension of M). On the
other hand, we can define the smooth reduced configuration space N as the
quotient of N by the orbits of the action of G. Moreover, for the same value
¢ € @* we have the “seminatural” reduced Lagrangian system (N ( ), Vo, 22.)
(see §3 1.2, Theorem 3.13). It is appropriate to deﬁne the reduced Lagrangian
L: TN — R as the function given by the equality L(i) = (&, 2)/2 + V.(z).

Theorem 3.18. For every ¢ € 4* there exists a diffeomorphism f: ]T/fc —
T*N such that

1) f*@? = 2+ ., where 2 is the standard symplectic structure on T*N,
2) the function f o H: T*N — R is the Legendre transform of the reduced
Lagrangian defined by the metric ().

Corollary 3.6. The manifold MO is symplectically diffeomorphic to T*N.

If the group G is non-commutative, then the reduced phase space MC in
general does not coincide with the cotangent bundle of any smooth manifold.

Suppose that we have a free Poisson action of a commutative group G on
a symplectic manifold (M, w?). In this case the passage to the reduced mani-
fold (MC, @?) can also be realized as follows. Consider the quotient manifold
N = M/G and the bracket '{ , } on it which is the original Poisson bracket
{, } pushed down to N. It is easy to see that the bracket '{ , } is degenerate.

4 In the case of a Poisson algebra of integrals one should, perhaps, better speak
about the rank of the bilinear form {Fx, Fy}, X, Y € 4.
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If P: M — 9" is the momentum map, then there exists a smooth map
P: N — ¢* such that the diagram

M 2 N
PN B
g*

is commutative. Since G acts freely, a point ¢ € ¥* is a critical value of the
map P if and only if ¢ is a critical value of P. Assuming that c € ¥* is a reg-
ular point we consider the smooth manifold N, = P~!(c) and the restriction
of the bracket '{ , } to N..

Proposition 3.3. The restriction of the bracket '{, } to N, defines a sym-
plectic structure 'w?, and the manifolds (M., ©?) and (N., 'w?) are symplec-

tically diffeomorphic.

This remark can be generalized to the case of a non-commutative group G,
but taking the quotient of M with respect to the whole group G must be
replaced by the reduction with respect to the centre of G.

Example 3.14. In the problem of rotation of a rigid body with a fixed point
we have M = TSO(3) = SO(3) x R3. If the body rotates in an axially
symmetric force field, then there is the one-parameter symmetry group G =
SO(2). The quotient manifold M/SO(2) is diffeomorphic to S? x R3. The
equations of motion on this five-dimensional manifold can be written as the
Euler—Poisson equations

ktwxk=V'xe, é+twxe=0 (le=1),

where k = Aw is the angular momentum and V': S? — R is the force function
(see §1.2). The bracket '{ , } in S? x R3 is defined by the following formulae:

ASWS

/! !/
{wl, LL)Q} = A1A27 ey {w1, 6’1} = O, (38)
'{wl,ez}z—ei, '{w1763}=27 s Heiseil =0.
Ay Ay
The Euler—Poisson equations have the integral (k,e) = c¢ generated by
the symmetry group SO(2). We fix a constant value of this integral and
consider the four-dimensional integral level N, = {w,e: (Aw,e) = ¢,

(e,e) = 1}, which is diffeomorphic to the tangent bundle of the Poisson
sphere S? = {e € R3: (e,e) = 1}. We set w = 'w + ce/(Ae, e); the vector
'w is a horizontal tangent vector in the canonical connection of the principal
bundle (SO(3), S?, SO(2)) generated by the invariant Riemannian metric
(Aw,w) /2. The projection SO(3) — S? allows us to identify the horizontal

vectors 'w with the tangent vectors to the Poisson sphere. Let (,) be the
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quotient metric on S? given by (’ﬁ) = (‘a, A'b). The Lagrange function of
the reduced system is obviously equal to

—_—~

%(Acm w)+V(e) = % </W, ’w> +V(e),

where V, = V — ¢2/2(Ae, e) is the effective force function. In the variables
'w, e the standard symplectic structure on T*S? is given by (3.8). For ¢ # 0
the reduced structure on 7*S? can also be defined by (3.8), only summands
proportional to the constant ¢ must be added to the right-hand sides. A

3.2.3 Examples: Free Rotation of a Rigid Body
and the Three-Body Problem

First we consider the Euler problem of the free rotation of a rigid body around
a fixed point (see §1.2.4). Here M = T'SO(3) = SO(3) x R3, the symmetry
group G is the rotation group SO(3); the corresponding Poisson algebra of first
integrals is isomorphic to the Lie algebra so(3). We fix a value of the angular
momentum ¢ € ¥* ~ R3 and consider the integral level M, = PS_O1 (3)(0). It is
easy to show that for any value of ¢ the set M. is a three-dimensional manifold
diffeomorphic to the space of the group SO(3). The isotropy group G, is the
one-dimensional group SO(2) of rotations of the rigid body in the stationary
space around the constant vector of angular momentum. The reduced phase
space M, = SO(3)/S0O(2) is diffeomorphic to the two-dimensional sphere.

This reduction can be realized, for example, as follows. Since the Hamil-
tonian vector field on M admits the group G, this field can be pushed down
to the quotient space M/G ~ R3. The differential equation emerging on R?
is the Euler equation

k4+wxk=0, w= A"k

This equation can be represented in the Hamiltonian form F' = {F, H}, where
H = (k,w)/2 is the kinetic energy of the rigid body, and the bracket { , } is
defined by the equalities {k1, ka} = —ks, {ko, ks} = —k1, {ks, k1} = —ko.
However, this bracket is degenerate: the function F' = (k, k) commutes with
all the functions defined on R?® = {k}. We obtain a non-degenerate Poisson
bracket by restricting the bracket { , } to the level surface F = |¢|?, which
is diffeomorphic to the two-dimensional sphere S2. The required Hamiltonian
system arises on the symplectic manifold S?; its Hamiltonian function is the
total energy (k, w)/2 restricted to S2.

We now describe the classical method of reducing the Euler problem to a
Hamiltonian system with one degree of freedom based on the special canonical
variables. Let 0 XY Z be a stationary trihedron with origin at the fixed point,
and let oxyz be the moving coordinate system (the principal inertia axes of
the body). A position of the rigid body in the fixed space is determined by the
three Fuler angles: 9 (nutation angle) is the angle between the axes 0Z and oz,
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¢ (proper rotation angle) is the angle between the axis ox and the intersection
line of the planes oxy and 0 XY (called the line of nodes), ¢ (precession angle)
is the angle between the axis 0X and the line of nodes. The angles ¥, ¢, ¥
form a coordinate system on SO(3) similar to the geographical coordinates
on a sphere, which is singular at the poles (where ¥ = 0, 7) and multivalued
on one meridian. Let py, p,, py be the canonical momenta conjugate to the
coordinates v, ¢, 9. If the rigid body rotates in an axially symmetric force
field with symmetry axis oZ, then the Hamiltonian function is independent
of the angle ¥. The order reduction in this case can be interpreted as the
“elimination of the node”, that is, the elimination of the cyclic variable 1
which defines the position of the line of nodes in the fixed space.

A Z

Line of nodes

Fig. 3.1. Special canonical variables

We now introduce the “special canonical variables” L, G, H, I, g, h. Let
XY be the plane passing through the point 0o and perpendicular to the angular
momentum vector of the body. Then L is the projection of the angular mo-
mentum onto the axis oz, G is the magnitude of the angular momentum, H
is the projection of the angular momentum onto the axis 0Z, [ is the angle
between the axis or and the intersection line of ' and the plane oxy, g is the
angle between the intersection lines of X' and the planes oxy and o XY, h is the
angle between the axis 0X and the intersection line of X' and the plane 0 XY'.

Proposition 3.4. The transformation (9, ¢, ¥, p, Dy, Py) — (L, g, h, L, G, H)
is “homogeneous” canonical:

po A + py dp + py dy = Ldl + G dg + H dh.
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This assertion is due to Andoyer; non-canonical variables similar to the
elements L, G, H, [, g, h were used by Poisson in the analysis of the rotational
motion of celestial bodies [65].

It is easy to obtain from the definition of the special canonical variables
that Ajw; = VG2 — L?sinl, Asws = VG? — L2 cosl, and Asws = L. Conse-

quently, in the Euler problem the Hamiltonian function reduces to the form

1 /sin?l  cos?l 9 9 L?
() -y

For a fixed value of the magnitude of the angular momentum Gy, the variables
L, | vary within the annulus |L| < Go, [ mod 27. The level lines of the
Hamiltonian function are shown in Fig.3.2. The curves L = £G| correspond
to the singular points of the Euler equations — the permanent rotations of the
body around the inertia axis oz. It is natural to regard the variables L, [ as
geographical symplectic coordinates on the reduced phase space S2.

1
3 (Alw% + A2w§ + Agw?,) =

Ly
- -

s

o |

| (=)

o/ P~—="37/

Fig. 3.2.

We now consider from the viewpoint of order reduction the three-body
problem, which has 9 degrees of freedom (in the spatial case). We shall show
that using the six integrals of momentum and angular momentum one can re-
duce the equations of motion of the three gravitating bodies to a Hamiltonian
system with 4 degrees of freedom. Using also the energy integral we conclude
that the three-body problem reduces to studying a dynamical system on a
certain seven-dimensional manifold. In the case where the three bodies are
permanently situated in a fixed plane, the dimension of this manifold is equal
to five. These results go back to Lagrange and Jacobi.

We pass to a barycentric coordinate system and first use the three-dimen-
sional commutative group of translations. Using this group we reduce the
dimension of Hamilton’s equations of motion from 18 to 12. The resulting re-
duced system, as the original one, has the symmetry group G = SO(3). Fixing
a value of the angular momentum we arrive at the equations of motion on a
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nine-dimensional integral manifold. Taking its quotient by the isotropy sub-
group of rotations around the constant angular momentum vector we obtain
the required Hamiltonian system with eight-dimensional phase space. Now
the question is how this reduction can be carried out explicitly.

First we eliminate the motion of the centre of mass. Let rg be the position
vectors of the point masses m, in a barycentric frame of reference, so that
> mgrs = 0. In order to use this relation for order reduction of the differential
equations of motion

mets =V, (1<s<3), V= Z lilicy (3.9)
1<J

we introduce the relative position vectors & = ro — ry;, 1 = r3 — ¢, where
¢ = (myry +mara)/(my + ms) is the centre of mass of the points m; and mso.
We set = myima/(mq +mg) and v = (mq + ma)mg/ > ms.

iy

Fig. 3.3. Elimination of the centre of mass in the n-body problem

Proposition 3.5. If r(t) is a motion of the gravitating points, then the func-
tions &£(t) and n(t) satisfy the equations

These equations have the first integral

(€ x &) +v(nxmn) = Zmérbxré_

Equations (3.10) describe the motion of the “fictitious” material points
with masses u, v. Proposition 3.5 can be easily generalized to the case of any
n > 3. Equations (3.10) with 6 degrees of freedom are of course Hamiltonian.

Elimination of the angular momentum (“elimination of the node”) can be
carried out for equations (3.10). However, it is easier to state the final result
independently in a symmetric form with respect to the masses my, mso, ms.
Let X be the “Laplacian invariant plane”: it contains the barycentre and
is perpendicular to the constant angular momentum c. Let II be the plane
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passing through the points my, ms, m3. We denote by 1J; the angle of the
triangle mymoms at the vertex m;, and by A the area of this triangle. We
have the formulae

P} — p] — P VP Toe—pi (51

- 2A 9
sin; = , cosvy = ———"—, = ———,
Yook ' 2p; Pk 43 ps
where i, j, k are allowed to be only the three cyclic permutations of the indices
1, 2, 3, and p; is the length of the side of the triangle opposite the vertex m;.
Let v be the angle between the planes IT and Y; in the planar motion, v = 0.

Proposition 3.6. For a fived value ¢ = Y m4(rs X ty) of the angular mo-
mentum, in barycentric coordinates the equations of the three-body problem
reduce to the following Hamilton’s equations with four degrees of freedom:

I'=-H, 4=Hp Po=-H,, p;=Hp (1<s<3); (3.12)

H(Fﬂ P17 P27 P3a s P1y P2, PB):

_ |c|? sin v Lg sin 2 F n ¥ — Oy
4A M |c| sin ~y 3

P2 + P,f 2P; Py, cos v,

i - 7 i sin 191
+Z J Zml +C|COS’}/Z<—_)M

J
p; + Pk — i /2 mjmy
+lef? cos?y Y ]36mp ; 27; )
7

where the quantities A, V1, U2, and V3 are expressed by formulae (3.11) as
functions of p1, p2, p3, and Y fiji denotes the sum fiaz + faz1 + fai2.

This proposition is due to van Kampen and Wintner [301]. The proof is
based on elementary but cumbersome calculations. The expressions of the
momenta I', P; in terms of the coordinates and velocities of the gravitating
points are very cumbersome and usually are not used.

When the motion is planar, then the first two equations (3.12) reduce to
the equalities I' = v = 0 and we obtain a Hamiltonian system with three
degrees of freedom.

If ¢ = 0, then equations (3.12) form a natural Hamiltonian system with
three degrees of freedom (cf. Theorem 3.13).

3.3 Relative Equilibria and Bifurcation
of Integral Manifolds

3.3.1 Relative Equilibria and Effective Potential

We again return to the study of a Hamiltonian system (M, w?, H) admit-
ting a symmetry group G with a Poisson action on the phase space M. Let
(M, &2, H) be the reduced Hamiltonian system in the sense of §3.2.2.
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Definition 3.11. The phase curves of the Hamiltonian system on M with a
constant value Pg = c of the momentum map that are taken by the projection
M — M, to equilibrium positions of the reduced Hamiltonian system are
called relative equilibria or stationary motions.

Example 3.15. Consider the rotation of a rigid body in an axially symmetric
force field. Let ¢ be a fixed value of the angular momentum of the body with
respect to the symmetry axis of the force field. The equations of motion of
the reduced system can be represented in the form

Aw =Awxw—-ex V' é=exw; (Aw,e)=c, (e,e)=1, (3.13)

where V(e) is the force function. At an equilibrium position of the reduced
system we obviously have e = const and therefore w = Ae. The factor A
can be uniquely determined from the equation (Aw,e) = ¢, which gives A\ =
c/(Ae, e). Since e = const, the angular velocity w is also constant. From the
first equation (3.13) we obtain the following equation for finding the relative
equilibria with the angular momentum c:

*(Ae x e) + (V' x e)(Ae,e)? =0, (e,e) = 1.

This result was first noted by Staude in 1894. In a stationary motion (a relative
equilibrium) the rigid body rotates uniformly around the symmetry axis of
the force field with the angular velocity |w| = |c|/(Ae, €). A

Proposition 3.7. A phase curve x(t) of the Hamiltonian system (M, w?, H)
with the symmetry group G is a relative equilibrium if and only if x(t) =
g% (x(0)), where {g'} is a one-parameter subgroup of G.

< Ifz(t) = g'(z0) and {g'} is a subgroup of G, then the projection M — M,
takes the solution x(t) to an equilibrium position of the reduced system. Con-
versely, suppose that z(t) = h'(xg) is a relative equilibrium of the Hamil-
tonian system with Hamiltonian H satisfying the initial condition z(0) = xy.
We claim that {h'} is a subgroup of G. Let {g'} be a one-parameter subgroup
of G such that

4 den=i0

dt|,—o

_4d
Tdt

ht(x0)> : (3.14)
t=0

Since G is a symmetry group, the groups {h*} and {g'} commute and therefore
x(t) = g*(xo) by (3.14). >

In Example 3.15 above, the trajectories of stationary motions are the orbits
of the group SO(2) of rotations of the body around the symmetry axis of the
field.

For natural mechanical systems with symmetries one can state a more
effective criterion for a motion to be stationary. Let (M, (, ), V) be a mechan-
ical system with a symmetry group (in the sense of §3.2.1): the manifold M
is the space of a principal bundle with base space N and structure group G.
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Proposition 3.8. If the symmetry group G is commutative, then y € N is a
relative equilibrium position (that is, the projection of a relative equilibrium
onto the base N) with momentum constant ¢ € 4* if and only if y is a critical
point of the effective potential U,: N—R.

This assertion follows from Theorem 3.14 and the definition of a relative
equilibrium. For example, since any smooth function on the sphere has at
least two critical points, Proposition 3.8 implies the following.

Corollary 3.7. The problem of rotation of a rigid body with a fized point in
any axially symmetric force field has at least two distinct stationary rotations
for every value of the angular momentum.

One can estimate the number of distinct stationary motions in the general
case, for example, using Morse’s inequalities. However, it is usually possible
to obtain more precise information in concrete problems (see §§3.3.3-3.3.4).

3.3.2 Integral Manifolds, Regions of Possible Motion,
and Bifurcation Sets

Let (M, w?, H, G) be a Hamiltonian system with a Poisson symmetry group G.
Since the Hamiltonian H is a first integral, it is natural to combine this func-
tion with the momentum integrals P: M — %* and consider the smooth
energy—momentum map H x P: M — R x &*.

Definition 3.12. We define the bifurcation set X' of the Hamiltonian system
(M, w?, H,G) as the set of points in R x ¥* over whose neighbourhoods the
map H x P is not a locally trivial bundle.

In particular, the set X’ of critical values of the energy—momentum map is
contained in X. However, in the general case the set X is not exhausted by 2.
An example is provided by the bifurcation set of Kepler’s problem considered
in §2.1.

Proposition 3.9. The critical points of the map H x P: M — R x¥* on a
reqular level of the momentum map coincide with the relative equilibria.

This simple assertion proves to be useful in the study of the structure of
bifurcation sets.

Definition 3.13. For fixed values of the energy h € R and the momentum
map ¢ € 4* the set Iy, . = (H x P)~!(h, c) is called the integral manifold of
the Hamiltonian system (M, w?, H, G).

It is obvious that the integral levels Ij, . may not be smooth manifolds only
for (h,c) € X. Since the action of the group G preserves the function H, the
isotropy group G. acts on the level Ij, . and therefore the quotient manifold
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fh,c = Iy, ./G. is defined. If ¢ is a regular value of the momentum map,
then I . coincides with an energy level of the reduced Hamiltonian system

(Mc, @2, PNI) It is therefore natural to call the set I~h’C the reduced integral
manifold. For example, in the spatial three-body problem typical manifolds
I}, . are seven-dimensional, and in the planar problem their dimension is five.
Since the map H x P is a bundle over each connected component of R x4*\ X,
the topological type of the integral manifolds I, h, c can change only as the point
(h, ¢) passes through the bifurcation set X.

Thus, the study of the original Hamiltonian system with symmetries re-
duces to the study of the map H x P and the structure of the phase flows on
the reduced integral manifolds Ij, ..

We consider in more detail the structure of the energy-momentum map
for a natural mechanical system (M, (,), V) with a symmetry group G; we
are not assuming the action of G on M to be free. Let A be the set of points
x € M such that the isotropy subgroup G, (consisting of ¢ € G such that
g(x) = ) has positive dimension. The set A is closed in M. For example, in
the spatial three-body problem A consists of collinear triples of points. In the
planar problem A reduces to the single point 7y = ro = r3 = 0 (as usual we
assume that the barycentre is at the origin of reference).

Let J: & — (&,vx) be the momentum map. By Lemma 3.2, for every
point z € M \ A and every ¢ € ¢* there exists a unique vector w.(x) such
that J(w.) = ¢ and (w.,vx) = 0 for all X € ¢. In §3.2.1 we defined the
effective potential U.: M — R to be the function —V + (we, wc)/2.

Proposition 3.10. The effective potential has the following properties:

1) Uyx) = min H(v), where H(v) = (v,v)/2 — V(x) is the total energy
v e Jz (c)
of the system;

2) on M\ A the set of critical points of the map H: J~1(c) — R coincides
with we(I"), where I' is the set of critical points of the effective potential
U.: M\ A— TR

3) X ={(h,c): he U}

4) w(Iy, ) = U (—o0, h], where m: TM — M is the projection.

c

This proposition was stated by Smale; in concrete situations it had been
used even earlier by various authors. Part 2) refines Proposition 3.9.

Definition 3.14. The set w(I;, ) C M is called the region of possible motion
for the fixed values of the energy h and the momentum map c.

If the group G is commutative, then part 4) of Proposition 3.10 can be
replaced by

4"y 7' (In, o) € U7 (=00, h], where 7': TN — N is the projection, N = M/G
is the reduced configuration space, and U.: N — R is the effective poten-
tial.
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If M is compact, then ¥ = X’ and inclusion in 4’) can be replaced by
equality. In the non-compact case this is no longer true: a counterexample
is provided by the spatial n-body problem. It is interesting to note that in
the planar n-body problem the region of possible motion is described by the
inequality U, < h (Proposition 1.8 in §1.1.5).

3.3.3 The Bifurcation Set in the Planar Three-Body Problem

Proposition 3.11. For any given set of masses in the planar three-body prob-
lem,

(1) in the coordinates h,c, the set of critical values X' of the map H x J:
TM — R? consists of the four cubic curves given by equations of the form
he? = a; <0 (1 <i<4),

(2) the bifurcation set X consists of X' and the coordinate azes h = 0 and
c=0.

<0 If U is the potential energy in the three-body problem, then the effective
potential U, is clearly equal to U + ¢?/2I, where I is the moment of inertia
of the points with respect to their barycentre (cf. §1.1). In a relative equilib-
rium, dU is proportional to dI and therefore the three points form a central
configuration (see §2.3.1). For a fixed value ¢ # 0 there are exactly five such
configurations: three collinear and two triangular. In the latter case the tri-
angle is necessarily equilateral and these two triangular configurations differ
only in the order of the gravitating points. Let w be the constant angular
velocity of rotation of a central configuration. Then, obviously, |¢| = I|w],

T = Iw?/2, and
2

c
h=T+U=—=+U.
+ 21—!—

Since all the configurations of this type are similar, we can assume that I =
a?Iy and U = o~ 'Uy. The similarity ratio o can be found from the equality
2T = U, which is a consequence of Lagrange’s identity I =27 — U. The
coefficient « is equal to ¢?/IoUy and therefore he?> = oy < 0 in a relative
equilibrium. By part 2) of Proposition 3.10 the bifurcation set X' includes
the curves defined by the equations hc? = a, (1 < s < 5). Among the five
numbers aq, . . ., a5 at least two are equal (they correspond to the triangular
solutions of Lagrange). The bifurcation set obviously includes also the straight
lines h = 0, ¢ = 0 (as in Kepler’s problem). As shown by Smale, the set X
does not contain any other points (see [47]). >

Smale’s paper [47] contains information about the topological structure of
the integral manifolds in various connected components of the set R? \ X.
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3.3.4 Bifurcation Sets and Integral Manifolds in the Problem
of Rotation of a Heavy Rigid Body with a Fixed Point

Let A7 > Ay > As be the principal moments of inertia of a rigid body, and
let z1, x2, x3 be the coordinates of the centre of mass relative to the principal
axes. If w is the angular velocity of the body, and e the unit vertical vector
(both given in the moving space), then H = (Aw,w)/2 + e(x,e) and J =
(Aw, €), where A = diag (A1, As, As). Our task is to describe the bifurcation
diagram X in the plane R? with coordinates h, c and the topological structure
of the reduced integral manifolds I, .. It is useful to consider first the special
degenerate case where € = 0 (the Euler problem). The relative equilibria are
the critical points of the effective potential U, = c2 /2(Ae, e) on the unit sphere
(e, e) = 1. If the body is asymmetric (A; > Ay > A3), then there are exactly
six such points: (£1,0,0), (0,%1,0), (0,0,+1). These points correspond
to the uniform rotations of the rigid body around the principal axes. Since
w = ce/(Ae, e) in a relative equilibrium of the body (see Example 3.15), the
energy h and the angular momentum c are connected by one of the relations
h = c?/2A, (1 < s < 3). Since the configuration space of the rigid body —
the group SO(3) — is compact, the bifurcation set X' is the union of the three
parabolas (Fig.3.4).

h |

oY

Fig. 3.4. Bifurcation diagram of the Euler problem

In the case of dynamical symmetry the number of parabolas diminishes;
if Aj = Ay = A3 = A, then X consists of the single parabola h = ¢2/2A. Let
B, .= {(7C < h} be the region of possible motion on the Poisson sphere. The
classification of the regions Bj, . and the reduced integral manifolds fh’ . In
the Euler problem are given by the following.

Proposition 3.12. Suppose that A1 > Ay > Asz. Then

1) if h < c?/2A4, then By, .= @ and fh7c =
2) if /241 < h < c?/2As, then By, .= D?*U D? and fh’c =283



132 3 Symmetry Groups and Order Reduction

3) if ¢?/2As < h < ¢?/2As, then By, .= D' x S' and :f;hc =52 xSt
4) if 2/2A3 < h, then By . = 52 and I, . = SO(3).

The description of the topological structure of the reduced integral mani-
folds is based on the following observation: Iy, . is diffeomorphic to the fibre
bundle with base space By, . and fibre S; such that the fibre over each point
of the boundary 0B}, . is identified with the point.

In the general case, where the centre of mass does not coincide with the
point of suspension, the problem of a complete description of the bifurca-
tion sets and integral manifolds is considerably more difficult. This prob-
lem was studied in detail in the papers of Katok [307], Tatarinov [579], and
Kuz’'mina [363].

As an example we give a series of pictures in [579] which shows the mecha-
nism of the transformation of the bifurcation diagram when the centre of mass
passes from a generic position in the plane x3 = 0 to the axis 1 = x5 = 0.
The numbers in these pictures indicate the “multivalued genus” of the re-
gions of possible motion on the Poisson sphere. We say that a connected
region By, . has genus [ if By, .. is diffeomorphic to the sphere S? from which [
non-intersecting open discs are removed. If a region of possible motion is dis-
connected, then we assign to it the multivalued genus Iy, I3, . .., where the [
are the genera of its connected components. (Since in the situation under con-
sideration the numbers [ are at most three, no confusion arises.) The topology
of the integral manifolds is uniquely determined by the structure of the regions
of possible motion (their genera). The topological structure of maps defined
by integrals (for example, momentum maps or energy-momentum maps) is
described by the complex whose points are the connected components of the
level manifolds of the integrals. For example, for a Hamiltonian system with
one degree of freedom whose phase space is simply connected (a disc or a
sphere S2) this complex turns out to be a tree (the level lines of a function
with two maxima and one saddle, like the mountain El’brus, form a complex
homeomorphic to the letter Y). For a phase space that is a surface of genus g
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the resulting graph has g independent cycles (the simplest function on a torus
gives rise to a complex homeomorphic to the letter A).

If the number of independent integrals r is greater than 1, then the complex
of connected components is no longer a graph but an r-dimensional “surface”
with singularities.

The topological invariants of the components are “functions” on this com-
plex. The study of the topological structure of integrable problems should be
accompanied by the description of these complexes and “functions” on them.
But this has not been done even for the simplest classical integrable systems,
notwithstanding hundreds of publications (often erroneous) describing their
topological structure.



4

Variational Principles and Methods

One of the fundamental objects of classical mechanics is a Lagrangian system
— a pair (M, L), where M is a smooth manifold (the configuration space of
the mechanical system), and L a smooth function on the tangent bundle 7'M
(the Lagrange function or Lagrangian). One can also consider a more general
case where L depends explicitly on time ¢t. Motions of the Lagrangian system
are the smooth paths x: [t1, t2] — M that are critical points of the functional
(action according to Hamilton)
[2)
F= / Lt
t1

in the class of paths with fixed ends (Hamilton’s principle).

In the simplest and most prevalent case of “natural” mechanical sys-
tems the Lagrangian is given by the function (&, #)/2 — U(z), where (,)
is a Riemannian metric on M (double the kinetic energy) and U: M — R
is the potential energy of the force field. According to the celebrated Mau-
pertuis principle of least action, the trajectories of motions with total en-
ergy (&,%)/2 + U(x) = h are the geodesics of the Jacobi metric ds =

V/2(h —U){&, ). By the energy integral, motion takes place in the domain
where the function h — U is non-negative. If sup (U) < h, then the description
M

of motions of the natural system reduces to a problem of Riemannian geome-
try. From the viewpoint of oscillation theory the opposite case is more interest-
ing, where the equality U = h holds at some points on M. The Jacobi metric
degenerates at these points. Of considerable interest are the problems of exis-
tence of closed trajectories with ends on the boundary {z € M: h—U = 0}.
The relevant results are expounded in §§4.1-4.2.

If the summand w(z) is added to the Lagrangian L = (&, &)/2 — U(x),
where w is some 1-form on M, then we obtain the next in complexity class
of mechanical systems. This class is studied in §4.3. Recall that dw is called
the 2-form of gyroscopic forces (see Ch.3). Gyroscopic forces appear in the
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passage to a rotating frame of reference, in the Routh reduction of the number
of degrees of freedom of a system with symmetries, and in the description of
motion of charged bodies in a magnetic field. For various reasons the presence
of gyroscopic forces considerably complicates the problem of periodic motions.
Problems of existence of periodic trajectories are considered in §4.3 also from
the viewpoint of the theory of dynamical systems.

In §4.4 Hamilton’s principle is used to establish the existence of asymptotic
motions. The results of this section are applied for studying the stability of
periodic or almost periodic oscillation regimes.

We did not set ourselves an aim to give an exhaustive survey of papers
related to applications of variational calculus to classical mechanics on the
whole. We confined ourselves to the Lagrangian aspect of mechanics, leaving
aside the variational principle of the theory of Hamiltonian systems

to

5/(y~3‘cfH)dt:O.

ty

In this variational problem of Hamilton, modified by Poincaré, symplec-
tic coordinates z, y (“momentum coordinates”) are regarded as independent
variables. The “action” functional defined on curves in the phase space is un-
bounded below (and above) and therefore the method of gradient descent of
the Morse theory is not effective in the problem of periodic trajectories in this
situation. Here other methods are applied, an idea of which can be given by
the papers [196, 223]. We also mention the “non-traditional” Percival’s princi-
ple [497] justified in Mather’s paper [412] (see also § 6.3.8). This principle is in-
tended for finding the invariant tori of a nearly integrable Hamiltonian system.

4.1 Geometry of Regions of Possible Motion

4.1.1 Principle of Stationary Abbreviated Action

Let M be a connected manifold, and (M, L) a Lagrangian system with La-
grangian L = Ly + L1 + L, where each L; is a smooth function on T'M that
is homogeneous in the velocities of homogeneity degree s. We assume that the
form Ls is positive definite, so that Lo — the kinetic energy of the system — de-
fines a Riemannian metric on M. The function Lg: M — R can be identified
with the force function V: M — R (so that V = —U).

Lagrange’s equation [L] = 0 has the energy integral H = Ly — Lg. For a
fixed value H = h motion can take place only in the domain

B, ={xeM: U<h}
called the region of possible motion. For h > h = sup U the set B;, coincides
M

with the entire configuration space M. If inf U < h < h, then the boundary
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0By, is non-empty. In a typical case, where h is a regular value of the function
H: TM — R, the region B} is a smooth manifold with smooth boundary
0By, = Xp,; the dimension of X, is smaller by one than the dimension of M.

For simplicity, let h = 0 (if h # 0, then we can replace L by L+h). Suppose
that B\ X' # & (where B = By and X' = X). In what follows we assume that
B is connected (since we can always confine our considerations to motions in
one of the connected components of the region B).

Definition 4.1. The functional
tz t2
Fr = / (2/LoLs + L1) dt = F — / (VL2 —/Lo)* dt
ty t1
defined on the smooth curves z: [t1,t2] — B is called the abbreviated action
or Maupertuis action.
The integrand in F* is a homogeneous function of the velocity of degree 1.

Consequently, the value of the abbreviated action F* is independent of the
parametrization of the integration path.

Theorem 4.1. A smooth path x: [t1,t3] — B\ X such that H(x(t)) =0 for
all t1 < t <ty is a solution of Lagrange’s equation [L] = 0 if and only if this
path is a critical point of the functional F*.!

<0 Suppose that [L],4) = 0 and Ly(i(t)) = Lo(2(t)). Then

to

5F*=5F—/(¢E—¢fo)5(ﬁ_m)dt:o. (4.1)

t1

Conversely, suppose that a smooth path x: [s1, s2] — B\ X is a stationary
point of the functional F*. We set

S
t:/
50

Then the smooth path z(s(t)): [t1,t2] — B\X obviously satisfies the equation
Ly = Ly. If §F* =0, then formula (4.1) implies that §F = 0. The theorem is
proved. >

Lo d
T.
VLo

! Historically “Maupertuis’s principle” (Theorem 4.1) preceded the simpler Hamil-
ton’s principle of stationary actions. “The actual content of this “principle” was
not quite clear to Maupertuis. The precise formulation given in the text is due
to Jacobi and to his predecessors, Euler and Lagrange” (Wintner [52], p.124). In
fact, this principle does not at all require naturality, although it is this special
case that Jacobi was making more precise.
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We define a Riemannian metric (, ) inside the region B by setting
(&,4) = 4Lo(x)La(), zeTB.

This metric is called the Jacobi metric. For natural systems, where the form
of gyroscopic forces is L1 = 0, Theorem 4.1 means that in the domain B\ X
the motions with zero total energy coincide with the geodesics of the Jacobi
metric. In the original notation for the Jacobi metric we have the formula

() =2(h=U)(,).

Thus, the metrics (, ) and (, ) are conformally equivalent inside the region of
possible motion.

If h > h, then the region B coincides with M, and (B, (,)) is an ordinary
Riemannian manifold. However, if the boundary X' of the region B is non-
empty, then the Jacobi metric has a singularity: the lengths of the curves
lying on X are equal to zero.

Natural systems are “reversible”: together with a solution x(t), the equa-
tions of motion have the solution z(—t). This simple remark and the unique-
ness theorem imply the following.

Proposition 4.1. Suppose that x: (—e,e) — B is a motion of a natural
system and x(0) € X. Then x(t) = x(—t) for all —e < t < e.

Of course, Proposition 4.1 is not valid in the general, non-reversible case.

Example 4.1. Consider the Lagrangian system (R?{z,y}, L) with the La-
grangian L = (22 + 9?)/2 + w(xy — yi) + V(x, y). The equations of motion

F=2wy+ VY, = —2wi+ V) (4.2)

have the same form as the equations of the restricted three-body problem.
Suppose that (0,0) € X and the z-axis is directed along the normal to X
inward the region B. Let (z,y): (—¢,&) — B be a solution of equations (4.2)
such that 2(0) = y(0) = 0. Then #(0) = ¢(0) = 0. Suppose that the point
x =y = 0 is a regular point of the force function V. Since V,/(0) = 0, we have

yl yl yl

x X x
.

w>0 w=0 w<()

Fig. 4.1.
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V/(0) > 0 (taking into account the chosen direction of the z-axis). It follows
from (4.2) that #(0) = a > 0, §(0) =0, and ¥ (0) = —2wa. Consequently, by
Taylor’s formula we have the expansions

(0% 2 wo 3
o) = O +ol), () = 20T 4 o).

Thus, near the cusp point « = y = 0 both branches of the trajectory have the
form of a semicubic parabola (see Fig. 4.1). This conclusion is of course valid
also for a system of the most general form. A

4.1.2 Geometry of a Neighbourhood of the Boundary

Suppose that the boundary X of the region B is compact and does not contain
equilibrium positions of our natural system (dV| o7 O). Forge Y andt >0
we denote by z(g, t) the solution of the equations of motion with the initial
conditions 5
x(‘]a 0) =4q, & tzox =0. (43)
Our task is to study the smooth map z: X x [0,¢) — B.?
Since the function V: M — R has no critical points on X', we have

T Vi) = 25v(@) <0, (1.4)

t=0

where L3: T*M — R is the dual function of the kinetic energy function
Ly: TM — R (in the sense of the Legendre transformation) and V' = 9V /9q
is the covector field. Consequently, the map z: X x [0, ) — B maps a small
neighbourhood of X' x {0} homeomorphically onto some neighbourhood of the
manifold Y in B, and the inverse map is smooth outside X.

Let s(g,t) denote the arc length in the Jacobi metric along the geodesic

t— x(q,t):
¢

/‘ax 0.t ‘dt?/V(m(q,t)) dt.

0
It follows from (4.3) and (4.4) that for ¢t = 0 we have

s=s,=s/ =0, sy, > 0.
By the implicit function theorem the equation r® = s(g, t) can be resolved with
respect to ¢ for sufficiently small values of r; the function ¢(g, r) is smooth and
at r = 0 we have
t=0, t.>0. (4.5)

r

2 If the region B is compact, then the map z is defined on X x [0, 00).
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For all ¢ € ¥ and small » > 0 the smooth map (¢,7) — (g,t(g,r)) is
defined. Since at r = 0 its Jacobian is equal to ¢. > 0 and X is compact,
this map is a diffeomorphism in a sufficiently small neighbourhood of the set
Y x {0}. For small ¢ > 0 we can define a map f: X x [0,e] — B by the
formula f(q,s) = x(q, t(q, 81/3)); then f maps X x [0, ] homeomorphically
onto some neighbourhood of the manifold X' in B, and the restriction of f
to X x (0, ¢) is a diffeomorphism.

For all 0 < s < e we set W, = f(X x [0,s]), Bs =B\ f(Xx[0,s)), and
Yo=f(Xx{s}).

Lemma 4.1. The sets Wy, B, and X are smooth submanifolds of B, which
are diffeomorphic to X x [0,1], B, and X, respectively.

Indeed, the map (q,7) — f(q,r3) is smooth, and by (4.3)—(4.5) at r = 0
we have

f=a  £=0.  VI(fg.r*) <0,

Proposition 4.2. For small values of € the set W, has the following proper-
ties:

1) the geodesics of the Jacobi metric starting on X' intersect the hypersurface
Ys CWe (0<s<eg) at right angle;

2) for every point z € W, there exists a unique geodesic v, starting on X and
passing through z;

3) the geodesic 7y, is the shortest piecewise-smooth curve connecting the
point z with the set X;

4) there exists 6 > 0 such that each geodesic of the Jacobi metric of length
less than § connecting two points in W, is entirely contained in W.

Conclusions 1) and 4) are analogues of the well-known assertions of Gauss
and Whitehead in Riemannian geometry. The proof can be found in [129].

This proposition implies, in particular, that X (s < €) coincides with the
set of points in B at the distance s from the boundary. A similar geometric
interpretation can be given for the sets W, and B;.

4.1.3 Riemannian Geometry of Regions of Possible Motion
with Boundary

For a, b € B let £2,;, denote the set of all piecewise-smooth paths v: [0,1] — B
with initial point a@ and endpoint b. We define a function d: B x B — R by
the formula d(a, b) = inf{i(v): v € 24}, where I() is the length of a path ~
in the Jacobi metric. The non-negative function d defines a deviation on the
set B, since

1) d(a,a) =0 for all a € B;
2) d(a,b) = d(b,a) for all a,b € B;



4.1 Geometry of Regions of Possible Motion 141

3) d(a,b)+d(b,c) > d(a,c) for all a,b, c € B.

Recall that a deviation d on the set B is a non-negative function BxB — R
satisfying conditions 1)-3) listed above.

Note that the deviation d is not a distance on B, since d(a, b) = 0 for any
points a, b in the same connected component of the manifold X~ — the boundary
of the region B. However, if a ¢ X, then the equality d(a, b) = 0 implies a = b.
Hence d is a distance inside the region B and therefore (B\ X, (,)) is a (non-
complete) Riemannian manifold.

We define the distance from a point ¢ € B to the manifold X' as the number

d(c) = xlgg d(c, x).
If the boundary is connected, then d(c) = d(c, a) for all a € X. The distance is
0(c) = 0 if and only if ¢ € X. Note that the functions d and 0 are continuous
on B x B and B, respectively.

Proposition 4.3. Suppose that the set B is compact.

a) If X is connected, then d(a,b) < d(a) + 9(b), for all a,b € B.,
b) Ifd(a,b) < d(a)+0(b), then the points a, b can be connected by a geodesic
of the Jacobi metric of length d(a, b) entirely contained in B\ X.

This assertion can be easily proved by the standard methods of Rie-
mannian geometry.

Theorem 4.2 ([323]). If B is compact, then every point a € B can be con-
nected with some point of X' by a geodesic of length 0(a).

Let x(q,t) € B be the image of a point (¢,t) under the smooth map
x: X x[0,00) — B (see §4.1.2). Since the equations of motion are reversible,
we have the following.

Corollary 4.1. |J U =z(¢,t) = B.
>0 g€ X

<1 Proof of Theorem 4.2. Let ' [0,1/2] — B be a shortest geodesic con-
necting the point 7/(0) = a with the hypersurface X.. Such a curve exists and
it is orthogonal to . at the point 7/(1/2). By Proposition 4.3 there exists a
geodesic v": [1/2,1] — B of length ¢ connecting the point v”/(1/2) = ~'(1/2)
with the boundary . The curve v: [0,1] — B that coincides with 4" and
~" on the intervals [0,1/2] and [1/2, 1], respectively, is obviously a smooth
geodesic of length d(a) such that y(0) = a and (1) € X. >

Theorem 4.2 can be regarded as an analogue of the Hopf-Rinow theorem
in Riemannian geometry (see [423]). Note that in contrast to the Riemannian
case, here not every two points can be connected by a geodesic of the Jacobi
metric, even for compact B.
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Example 4.2. Consider the oscillations with total energy h = 1/2 of the
planar harmonic oscillator described by the equations & = —z, § = —y. In
this problem, B is the unit disc 242 < 1. One can show that the set of points
of the unit disc that the motion can reach from a point (z, y) = (a, 0) with the
initial velocity |v| = v/1 — a2 is given by the inequality 2% +%2%/(1—a?) < 1 (see
Fig. 4.2). As a — 0 (respectively, a — 1), this “attainability set” converges to
the whole region B (respectively, to the segment y =0, —1 <z < 1).

Fig. 4.2.

Theorem 4.2 is not valid in the non-reversible case.

Example 4.3. Consider the planar harmonic oscillator under the action of
additional gyroscopic forces:

¥ =-2wy—x, i = 2wt —y. (4.6)

Such equations describe, in particular, small oscillations of the Foucault pen-
dulum (see [10]). In this problem, B is again the disc 2% + 3> < 1.

Let B“ be the set of points in B that can be reached from the boundary X
moving along the trajectories of system (4.6). In the polar coordinates r, ¢
equations (4.6) take the form

P=r(@p-2w)-1),  (%p)=(wr?)"

The second equation can be integrated: 72¢> = wr? + ¢. Since 7 = ¢ = 0 and
r=1att =0, we have ¢ = —w. On substituting ¢ = (1 —r~2)w into the first
equation we obtain the system with one degree of freedom

2

; w
=14 w?)r+ 5

The energy integral

22 2 2
r w 1 9

T
_ 1 Nn_ 42 =
g tU+w)g+os=5+w



4.1 Geometry of Regions of Possible Motion 143

implies that the set B“ is given by the inequalities

2
w 2
Trwr ST ST

Consequently, for w # 0 the domain B* does not coincide with B; if w — 0,
then B“ converges to B, and as w — oo the domain B“ degenerates into
the boundary X = {22 + y? = 1}. The trajectories of system (4.6) starting
on X are shown in Fig. 4.3. For almost all values of w they fill the domain B¥
everywhere densely. Note that if a trajectory of system (4.6) passes through
the origin of reference, then ¢ = 0 and therefore ¢ = w. In this case the
point performs harmonic oscillations with frequency v/1 + w? > 1 along the
segment of length 2/4/1 + w? < 2 passing through the origin and uniformly
rotating with constant angular velocity w. The existence of such motions is a
characteristic property of the Foucault pendulum.

Fig. 4.3.

A

In the general non-reversible case we denote by BT the closed set of points
in B where the inequality 4LgLo > L? holds. If the degenerate case is ex-
cluded, where the linear function L, vanishes at some points on X, then
BT C B\ X. The integrand in the abbreviated action functional F* is pos-
itive definite inside the domain B™. This property holds simultaneously for
the mechanical systems with the Lagrangians L. = Lo 4+ L1 4+ Lg. Note that
if 2(¢) is a solution of Lagrange’s equation [L4] = 0, then z(—t) is a solution
of the equation [L_] = 0, and conversely.

It may happen that Bt is empty. In this case we can proceed as follows.
Let Ly = a(z) & and let ¢y € B\ X. We replace locally the form Ly by L; — L4,
where Ly = a(xo) - &. Since the form Ly is closed, Lagrange’s equation [L] = 0
does not change. For the new Lagrange function the inequality 4LoLy > L?
holds in a small neighbourhood of the point g, since L; = 0 for x = xy. This
remark allows us to vary the form and location of the domain B™.

We diminish the domain BT by removing from it the e-neighbourhood (for
example, in the Jacobi metric) of its boundary B and denote the remaining
set by BZT.
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Proposition 4.4. Suppose that B is compact and the set BX is non-empty
for some € > 0. Then

1) for every point a € B there exists a solution z: [0, 7] — BZ of Lagrange’s
equation [L] = 0 such that z(0) = a and z(7) € OBZ,

2) for every point a € B there exists a solution y: [0,7] — BZI such that
y(0) € OBt and y(1) = a.

<1 The curves z(t) and y(—t) give the minima of the action functionals F*
corresponding to the Lagrangians L, and L_, respectively, on the set of
piecewise-smooth curves connecting the point a with the boundary of BZF.

>

Remark 4.1. In contrast to Theorem 4.2, in Proposition 4.4 one cannot set
the constant € to be equal to zero (even in the case where BT C B\ X).

Example 4.4. The motion of an asteroid in the restricted three-body problem
is described by equation (4.2), in which we must set w = 1 and
2,2
x°+ 1-
2 p1 p2

pr=V@+u2+y?,  pr=(r—1+p)?+y2

In this problem the Sun and Jupiter with masses 1 — p and u revolve with
unit angular velocity in circular orbits of radia g and 1 — p around their
common centre of mass, while the asteroid, a body of negligibly small mass,
moves in the ecliptic plane experiencing the gravitation of the Sun and
Jupiter (Fig. 4.4); see the details in Ch. 2. The region B (called the Hill region)

Y <
£
/ !
S .y J X
Fig. 4.4.

is defined by the inequality V' > —h. If L; has the “standard” form zy — yz,
then BT coincides with the set

1—
{(=E+L >,
P1 P2
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which is the region of possible motion in the problem of two fixed centres
(the stationary Sun and Jupiter attract the asteroid according to the law of
universal gravitation). A

4.2 Periodic Trajectories of Natural Mechanical Systems

4.2.1 Rotations and Librations

A solution z: R — M of Lagrange’s equations [L] = 0 is periodic if for some
T > 0 we have z(t + 7) = z(t) for all ¢ € R. The trajectory of a periodic
solution is always closed. We are interested in the problem of the existence of
closed trajectories for a fixed value of the total energy h. We assume that h is a
regular value (to exclude trivial periodic trajectories — equilibrium positions).

Proposition 4.5. The closed trajectory v of a periodic solution r: R — B
of a natural system with zero value of total energy either

1) does not intersect the boundary X of the region of possible motion B, or
2) has ezxactly two common points with X.

Corresponding to each trajectory of the first type there are two distinct
(up to a shift in ¢) periodic solutions (revolutions along 7 in opposite di-
rections), and to a trajectory of the second type there corresponds a unique
periodic solution (oscillating motion between the endpoints of 7). We call pe-
riodic motions of the first type rotations, and of the second type, librations.
Proposition 4.1 implies that if the trajectory of a solution x: R — B has two
common points with the boundary X of the region B, then there are no other
common points and the solution x(-) is a libration.

If X = &, then the question of the existence of periodic rotations reduces
to the question of the existence of closed geodesics of the Riemannian man-
ifold (M, (,)). This classical problem of Riemannian geometry is fairly well
studied (at least in the case of compact M). If M is not simply connected,
then, as shown by Hadamard in 1898, every closed curve that is not homotopic
to zero can be deformed into a closed geodesic of minimum length in its free
homotopy class. This remark allows one to estimate from below the number
of distinct closed geodesics on a multiply connected manifold.

The problem of the existence of periodic geodesics in the case of simply
connected M is much more difficult. In 1905 Poincaré established the exis-
tence of such curves on a convex two-dimensional sphere.? Later this result

3 Poincaré suggested two approaches for solving this problem. The first is based
on the principle of analytic continuation of periodic trajectories (see also [68]).
The second approach is purely variational: the curve of minimum length is sought
among the closed non-self-intersecting curves dividing the sphere into two halves
with equal total curvatures; this curve is the required closed geodesic.



146 4 Variational Principles and Methods

was extended by Birkhoff to the case of an arbitrary multidimensional Rie-
mann sphere. Lyusternik and Shnirel’'man (1929) established the existence
of three non-self-intersecting closed geodesics on a two-dimensional sphere.
(Refinements of the procedure of constructing the length-reducing deforma-
tion in the space of non-self-intersecting contours are contained, for example,
in [98, 266, 576]). Under certain additional restrictions an analogous result
is valid in the multidimensional case: if the Gaussian curvature K of a Rie-
mann sphere S™ (at all points and in all two-dimensional directions) satisfies
the inequalities Ky/4 < K < Ky for some Ky > 0, then on S™ there ex-
ist n non-self-intersecting closed geodesics (Klingenberg). The existence of a
closed geodesic on every compact manifold was established by Lyusternik and
Fet (1951). For certain simply connected manifolds it was even possible to
prove the existence of infinitely many distinct closed geodesics (Gromoll and
Meyer).

At present it is not clear whether this result is valid in the general case of a
simply connected manifold. For the classical case of a two-dimensional sphere
the affirmative result was recently obtained by Bangert [99] (see also [282])
using a theorem of Franks. A survey of the current state of these problems
can be found in Klingenberg’s book [315] (although it contains a number of
inaccuracies).

In the case of non-empty X the situation with the existence of periodic
trajectories looks different. A good idea of this case is given by the following
example.

Example 4.5. Consider the “polyharmonic” oscillator described by the equa-
tions i + w?rs = 0 (1 < s < n) with rationally independent frequen-
cies wy, . ..,wy. The region of possible motion B with total energy h is the
ellipsoid Y wZx? < 2h. For every h > 0 the equations of motion have exactly n
periodic oscillations, which are librations whose trajectories coincide with the
principal axes of this ellipsoid. It is worth mentioning the absence of rotations
and the finiteness of the number of periodic trajectories for a fixed value of
the total energy. If the frequencies wq, . . ., w, are rationally commensurable,
then the number of librations can be greater. For example, in the case n = 2 if
the ratio of frequencies wq /wo is rational, then through each point of X there
passes the trajectory of a librational periodic motion.

For the proof one must use the fact that if the ratio w;/we is rational,
then all the trajectories are closed, and apply Proposition 4.5. We mention
the special case where wy = 1 and wy = n € N. The librations of energy h are
given by the formulae 1 = 2} cost, p = x3 cosnt, where 2} = v/2hsin a,
22 = V/2h (cos @) /n, and « is an arbitrary constant. Let 2h = n? + 1; then
for some « the values of z and 3 are equal to 1 and the trajectory of the
corresponding libration in the plane R? with coordinates x1, o coincides with
a part of the graph of Chebyshev’s polynomial T,. A
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4.2.2 Librations in Non-Simply-Connected Regions of Possible
Motion

For any group m we denote by r(7) the least possible number of generators of
this group. Let B/X be the topological space obtained from B by contracting
its boundary X' to a point, and let 7(B/X) be its fundamental group.

Theorem 4.3. Suppose that the region B is compact and there are no equi-
librium positions on Y. Then the number of distinct librations in the region B

is at least r(n(B/X)).

Remark 4.2. This number is at least the first Betti number of the quotient
of the region B modulo .

Corollary 4.2. If X consists of n connected components, then the number
of librations in the region B is at least n — 1. Moreover, for each connected
component of the manifold X there exists a libration with an endpoint on this

component, and the trajectories of these librations have no self-intersections
(see Fig. 4.5).

4
[/

Fig. 4.5.

Indeed, in this case the group 7(B/X) contains a free group on (n — 1) free
generators. Theorem 4.3 was proved in [129]; it is analogous to the well-known
Hadamard’s theorem on minimal closed geodesics of a multiply connected
Riemannian manifold.

We give the idea of the proof of Corollary 4.2. We can assume that B is a
closed submanifold with boundary of some compact Riemannian manifold M
whose metric on B\ W, coincides with the Jacobi metric. Let X1, ... X" be
the connected components of the hypersurface X, and let d;; (i < j) be the
distances between X! and X?. We fix an index 4 and choose the minimum
among the numbers d;s (i # s). This minimum is attained at a non-self-inter-
secting geodesic 7; of length d,s entirely contained in B \ W, and orthogonal
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to Y. at its endpoints. Using Proposition 4.2 we can extend the geodesic ~;
to a librational periodic solution (cf. the proof of Theorem 4.2). The number
of such distinct “minimal” librations is clearly at least n — 1.

Example 4.6 ([129]). Consider the problem of the existence of librations
for the planar n-link mathematical pendulum (see Fig. 4.6). Let ly,...,1,

Fig. 4.6.

be the lengths of the links, which we number from the suspension point,

let Py,...,P, be the weights of the corresponding material points, and
Y1, ..., %, the angles between the links and the vertical. The configuration
space M is the n-dimensional torus T" = {1, ...,9, mod 27} and the po-

tential energy has the form

n n
— E a; COS’l9i, ai:li E Pj.
i=1 j=1

The set of critical points of the function U: T" — R is in a one-to-one
correspondence with the set of all subsets of the set A = {1,2,...,n}; the
index of the critical point corresponding to a subset I C A is equal to the
number of elements in I, and the critical value is equal to

h[ = Z a; — Z Q.
icl gl

Let h be a regular value of the potential energy and suppose that |h| <
Z 4 @;. In this case the region B C T™ has non-empty boundary 2. We set

B = T7\ B. Since B/X = T"/B, we have 7(B/X) = =(T"/B). We set




4.2 Periodic Trajectories of Natural Mechanical Systems 149

r =r(x(T"/B)) and 7 = r(x(B)). Let k < n be the number of critical points
of the function U: T" — R of index n — 1 in the set B. We claim that r = k.

Indeed, the space T™/B (respectively, B) is homotopy equivalent to a cell
complex with k& (respectively, n — k) one-dimensional cells. Hence r < k and
7 < n— k. Since the groups 7(B) and 7(T"/B) generate the group m(T™), we
have n <r+7 < k+ (n— k) = n. Hence r = k. A

Applying Theorem 4.3 we obtain the following assertion: if h £ h; for any
I C Aand |h| < X a4, then the number of librations with total energy h is at
least the number of indices ¢ such that a1 + -+ aj—1 +a;41+ -+ an < h.
Depending on the value of h, the lower estimate of the number of distinct
librations varies from 0 to n. In §4.2.4 we shall show how to improve this
estimate using symmetry properties.

Theorem 4.3 on shortest librations admits the following refinement due to
Bolotin.

Theorem 4.4. Suppose that B is compact and there are no equilibrium po-
sitions on X. Then in the region B there exist at least r(n(B/X)) distinct
unstable librations with real characteristic exponents.

The proof of this assertion consists precisely in verifying that all the char-
acteristic exponents of the shortest librational solutions, whose existence is
guaranteed by Theorem 4.3, are real. See the definition of characteristic ex-
ponents in §7.1.2 (their basic properties are also discussed there).

Example 4.7. Consider the motion of a material point in a central field with
potential U = r+7~1. For h > 2 the region of possible motion B is an annulus
and through every point of the boundary there obviously passes the trajectory
of a librational solution. All these librations are shortest ones; they are degen-
erate, since all their characteristic exponents are equal to zero. The instability
of a libration can be easily derived from the area integral: 72¢> = const. A

In the general case the characteristic exponents are non-zero and therefore
the shortest librations are (orbitally) unstable even in the linear approxima-
tion. Moreover, since these librations are hyperbolic periodic solutions, there
exist families of trajectories that asymptotically approach the trajectories of
shortest librations either as t — 400 or as t — —oo.

Let A(y) denote the set of points in the region B through which there pass
trajectories asymptotic to . The following example gives an idea about the
shape and location of the set A.

Example 4.8 (Bolotin). Consider the Lagrangian system with configuration
space M = S'{r mod 27} x R{y} and Lagrangian

L= (i*+9%)/2+cosx — y°/2.

For h > 1 the region B is diffeomorphic to the annulus |y| < /2(h + cos z),
and the curve x =, y = /2(h — 1) cost is a shortest libration of energy h.
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Lagrange’s equations [L] = 0 have two first integrals 22 /2 — cos = and 9% + y2.
Using these integrals one can easily show that A = {|y| < \/2(h — 1) }. Note
that A does not coincide with B and the intersection A N X consists of the
endpoints of the trajectory of the shortest libration. A

4.2.3 Librations in Simply Connected Domains
and Seifert’s Conjecture

The first general result on librations of natural systems is due to Seifert. He
proved in [537] the existence of a libration in the case where the region B is
diffeomorphic to the n-dimensional disc.

Theorem 4.5 (Bolotin). If the region B is compact and its boundary X does
not contain critical points of the potential, then in the region B there exists
at least one libration.

Extending the analogy with Riemannian geometry one can say that the
theorems of Seifert and Bolotin correspond to the results of Birkhoff and
Lyusternik—Fet about closed geodesics on the n-dimensional sphere and an
arbitrary simply connected manifold.

The proof of Theorem 4.5 is based on the following assertion.

Lemma 4.2. There exists | > 0 such that for every e satisfying 0 < e <9
the domain A, = B\ W, contains a geodesic of the Jacobi metric of length
less than | that has endpoints on X, and intersects As.

We now derive Theorem 4.5 from this lemma. For every s in the interval
(0, 6) we denote by ~s: [as, bs] — As the geodesic in Lemma 4.2. We assume
that ~s has a natural parametrization and that as < 0 < by and v5(0) € As.
Since the domain Ay is compact, there exists a sequence s, — 0 such that

lim ~s,(0) =z € As, lim ~;, (0) =v.

n—oo n—oo
Let v: (a,b) — B be the unique maximal geodesic of the Jacobi metric
satisfying the conditions (0) = x, ~(0) = v. Clearly, ~ is the trajectory of
a libration in B whose length does not exceed .

Lemma 4.2 can be proved by the methods of the Morse theory. We choose
small 6 > 0, and let 0 < s < §. We introduce the space {2 of piecewise-smooth
curves 7: [0,1] — M such that v(0), v(1) € X.. Let I'" be the subspace
of {2 consisting of the curves that do not intersect the interior of As. On the
manifold M one can find a family of smooth functions U, 0 < s < &, such
that Us coincides with the potential U in the domain Ag;, Us; > U, on M, and
sup Us < h. For every s € (0,¢] we define on M the metric (, )5 that is the

M

Jacobi metric defined by the potential Us and energy h. Finally we define the
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action functional Fy: 2 — R by the formula

0

The critical points of the functional F§ are precisely the geodesics of the metric
(,)s that are orthogonal to X at their endpoints.
For every a > 0 we set 2% = {y € 2: Fy(y) <a}and I'® =1"N N

Lemma 4.3. If the functional Fs, 0 < s < €, has no critical points in 2¢\I'?,

then I'? is a deformation retract of the space £22.

The idea of the proof of this assertion is to shift £2¢ “downward” to I'?
along the integral curves of the vector field of the gradient of the functional F.
The main point is in using the convexity of the domain Wj: these “curves of
steepest descent” do not go out of the space I'Z.

Lemma 4.2 can be derived from Lemma 4.3 and the following topological
fact: since B/X is non-contractible, for sufficiently large values of a > 0 the
space I'¢ is not a deformation retract of £2¢. The detailed proof of Theorem 4.5

is contained in [121].

Example 4.9 ([322]). Consider the problem of rotation of a rigid body in
an axially symmetric force field with potential U. For the zero value of the
constant angular momentum this problem reduces to studying a natural sys-
tem on a sphere with two degrees of freedom. Theorems 4.3 and 4.5 and the
results of the Morse theory imply the following assertion: for every regular
value h > min U the reduced system has a periodic solution with energy h.
If h > max U, then by the Lyusternik—Shnirel’man theorem there are at least
three distinct non-self-intersecting periodic trajectories on the Poisson sphere.

A

Remark 4.3. In [283] the problem of periodic solutions was considered for
the “Lorenz” Lagrangian system with Lagrangian (S#,)/2 — U(z), where
(,) is the standard scalar product in R™ and S is a symmetric non-singular
linear operator with a single negative eigenvalue. In R™ we consider the cone
Y ={y € R": (Sy,y) < 0}. If z(-) is a motion with zero total energy
starting in the domain C' = {U(z) > 0}, then & € X. Since X' consists of
two connected components, a passage from one component of X' into another
(change of “direction” of motion) can only happen on the boundary of the
domain C'. If the point z reaches 0C, then Proposition 4.1 holds: the point
will move along the same trajectory in the opposite direction. In [283] the
existence of a libration was proved under the assumption that the domain C'
is compact and convex and there are no critical points of U on the boundary
of C. The proof is based on the application of the topological theorems on
fixed points of smooth maps.
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In connection with Theorem 4.5 there arises the natural question of a
lower estimate of the number of distinct librations in the case where the space
B/ X is simply connected. Example 4.5 shows that a universal estimate cannot
exceed the dimension of the region B. In [537] Seifert stated the conjecture
that there exist n distinct librations if the region B is diffeomorphic to the
n-dimensional disc D™. We now list the results obtained in this direction.

Suppose that the region of possible motion B is diffeomorphic to D™, and
let f: (D", S" 1) — (B, X) be a continuous surjective map. For every two
points z, y € S"! we define a continuous curve f,,: [0,1] — B by the
formula f,,(t) = f((1 —t)z +ty), 0 < t < 1. We assume the map f to be
sufficiently smooth, so that for every points x, y € S"~! the curve f,, is
piecewise-smooth. The abbreviated action F™* is defined on such curves. We
set

S=inf sup F*(fzy)-

f yesn—1

Theorem 4.6 (Bolotin). Suppose that 2F*(y) > S for any libration v in
the region B ~ D™. Then in the region B there exist n distinct librations
Yy .-y Yn Such that S/2 < F*(y1) < -+ < F*(y,) = S.

Example 4.10. We continue the consideration of the problem in Exam-
ple 4.5. Let w; > -+ > w, > 0 be the frequencies of the polyharmonic
oscillator. As we already saw, this problem always has n distinct librations of
energy h:

Wn

It is easy to calculate that F*(y;) = mh/w;; thus, F*(y1) < -+ < F*(yn).
In this problem, S = F*(y,) and therefore the hypothesis of Theorem 4.6 is
equivalent to the inequality 2w,, > w;. A

Theorem 4.7 (Long [399]). If the potential U is a convex function, then
for every value of the total energy h > min U there exist at least n distinct
librations.

Remark 4.4. The related problem of the existence of periodic solutions of
Hamilton’s equations in R?™ with a convex Hamiltonian H was considered
in [223]. It was proved that if

alz* < H(z) < 2alz|? (4.7

for some a > 0, then on each level set H(z) = h, h > 0, the Hamiltonian sys-
tem has at least n distinct closed trajectories. For the polyharmonic oscillator
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with frequencies wy > - - - > w, > 0 inequalities (4.7) yield the same condition
2w, > wi, since the change of variables ¢; = \/w;z;, p; = &;//w; reduces the
equations of the oscillator to the Hamiltonian form with the Hamiltonian

1 2 2
H:§Zwi(pi +q;).

Without using inequalities (4.7) (but assuming the convexity) the existence
of at least n/2 distinct closed trajectories was proved by Long. If the system
is reversible or the Hamiltonian H is an even function of z, then there are
n periodic trajectories. The most advanced result was obtained for n = 2
in [284]: in the region B ~ D? there are either exactly two, or infinitely many
closed trajectories.

4.2.4 Periodic Oscillations of a Multi-Link Pendulum [325]

In this subsection we obtain an estimate of the number of distinct periodic
motions (both librations and rotations) of given energy for the multi-link
pendulum considered in Example 4.6. The configuration space of this system
is the n-dimensional torus T" = {¥,...,9, mod 27}, where ¥1,...,9,
are the angles between the rods and the vertical. We can assume that the
configuration space is the covering space R™ = {1, ..., 9, } and the Lagrange
function L is a function on TR"™ that is 2m-periodic in the ;. The equilibrium
positions are points in R™ of the form a = (mqm,..., m,7), where the m
are integers. It is easy to see that the Lagrangian admits the reflections of R™
with respect to the equilibrium positions, that is, the maps A,: 9 — —9+ 2a.

Lemma 4.4. If the trajectory of some motion 9(t) passes through an equi-

librium position a (so that ¥(0) = a), then this curve is invariant under
the reflection Ao (that is, 9(—t) = A,0(t) = —I(t) + 2a). In particular,
Y(—t) = I(t).

Lemma 4.5. Let b € R™ be another equilibrium position (a # b). If the tra-
jectory of a motion ¥(t) contains the points a and b, then

1) there exists T > 0 such that V(t + 7) = 9(t) +2(b — a) for allt € R,
2) J(t) #0 for all t € R.

Let h_ and h4 be, respectively, the lowest and highest values of the po-
tential energy U (¥)).

Proposition 4.6. Let h be a reqular value of the potential in the interval
(h—, hy). Through each critical point of the potential U lying inside the region
B ={U < h} CT™ there passes at least one librational trajectory. Librations
passing through distinct critical points are distinct.

Corollary 4.3. The number of distinct librations in the region B is at least
the number of equilibrium positions of the pendulum inside B.
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Depending on h, the lower estimate of the number of librations of energy h
varies from 1 to 2" — 1. This estimate strengthens the result mentioned in
Example 4.6. However, the estimate in Example 4.6 is also valid in those
cases where the potential has no symmetry property.

<1 Proof of Proposition 4.6. Let ' € B C T™ be an equilibrium position of
the pendulum. Since h is a regular value, by Theorem 4.2 there exists a motion
~: [0, 7] — B such that v(0) = o’ and () € X. According to Lemma 4.4 the
smooth curve v: R — B is the required libration whose trajectory contains a’.
Librations passing through different critical points are distinct, since otherwise
(by Lemma 4.5) the velocity of motion never becomes zero. >

We now consider the case where h > h. Since Y = @, the periodic
motions can only be rotations. We investigate the question of the existence
of periodic rotations of the n-link pendulum such that the kth link performs
Ny, complete revolutions over the period of rotation. We call such motions
rotations of type |N1, ..., Nyl

Proposition 4.7. For every fized integers Ny, ..., N, and every h > hy
there exist 2"~% distinct periodic rotations of type |Ni, ..., N,[ with total
energy h whose trajectories on T™ pass through pairs of critical points of the
potential U.

<] Obviously, we can assume from the outset that the integers Ny, ..., N, are
relatively prime. Consider in R” = {¢} a pair of critical points a’ and a” of the
potential U whose J-coordinates differ by 7 Ny. These points cover distinct
points b and b” on T™. We connect b’ and b” by a shortest geodesic of the
Jacobi metric on T". To this geodesic there corresponds a motion y: R — T™
such that y(¢') = b and y(t") = b", t” > t'. Let ¥: R — R” be a curve

Fig. 4.7.
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covering v such that 9(¢') = o’ and ¥(t") = o”. By Lemma 4.2 there exists
7 > 0 such that

O(t+7)—9(t) =2(d" —d) = (2rNy, ..., 27 Ny).

Consequently, the motion v: R — T" is periodic of type |Ny, ..., N,[ with
period 7. Since the integers Ny, ..., N, are relatively prime, 7 is the smallest
period of 7. From this observation and Lemma 4.5 it is easy to deduce that
the trajectory of v on T™ does not contain equilibrium positions other than b’
and . >

Fig. 4.7 depicts the four pairs of equilibrium positions of a three-link pen-
dulum for different periodic rotations of type ]1, 2, 3[.

In conclusion we show that under certain conditions periodic rotations of
the pendulum exist also for the values h < h. For that we consider the double
pendulum with equal lengths of the rods [ and with masses of the points m;
and my; the acceleration of gravity is g. The Lagrangian is

1 ) ) ..
L = 3 (mitms)*d} + % 1202 + mal21 0 cos (91 — 02)
+m1gl cos V1 + magl(cos ¥, + cos J2).

We consider the case where the value of h is close to h,. Fixing the value
of my we let my tend to zero. For sufficiently small mo the distance between
the points a = (0,0) and b = (0, 7) is less than the sum of the distances from
these points to the boundary of X'. Indeed, d(a, b) does not exceed the length
of the segment {¥; =0, 0 < Y5 < 7} C R?, which is equal to

vmo / \/h + magl + magl(1 + cos ¥3) dijs.
0

This quantity tends to zero as mo — 0. Since the region B is little different
from the domain {h + mygl cos 91 > 0}, we have

vmrl
lim O(a) = Ui} %\/h—&-mlgl cos 1 d¥1 > 0.

mo —0 2

Consequently, for small my we have the inequality d(a, b) < 9(a) + 0(b). By
Proposition 4.3 there exists a shortest geodesic of the Jacobi metric contained
inside B and connecting the points a and b. To this geodesic there corresponds
a solution of the equations of motion with total energy h. Since the points a
and b are equilibrium positions, by Lemma 4.5 the solution thus found is a
periodic rotation.
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4.3 Periodic Trajectories of Non-Reversible Systems

4.3.1 Systems with Gyroscopic Forces
and Multivalued Functionals

Up to now we considered the situation where a “seminatural” Lagrangian
L = Lo+ L1+ Ly was a single-valued function on the tangent bundle 7M. In
particular, the 1-form w = L; was defined and single-valued everywhere on M.
Consequently, its exterior differential 2 = dw, the 2-form of gyroscopic forces,
was exact. It is useful to generalize this situation by considering mechanical
systems with a closed (but not necessarily exact) form of gyroscopic forces.

Example 4.11. The motion of a charge on Euclidean plane R? with Cartesian
orthonormal coordinates z,y in a magnetic field (directed along the z-axis)
with strength H(z,y) is described by the equations & = —Hy, ¢ = Ha.
The form of gyroscopic forces (2 is obviously equal to H dx A dy. This form
is of course exact. For example, if H = const, then w = H(ydz — x dy)/2.
We consider the special case where the magnetic field H(z, y) is 2m-periodic
in z and y. Then for the configuration space one can take the two-dimensional
torus T? = {x,y mod 27} with a planar metric. The form w is exact only if
the total flux of the magnetic field

2w 2w
ﬁ://de/\dy
00

is equal to zero. JAN

Example 4.12. Consider the motion of a charge on the surface of the unit
sphere (r,r) = 1 in three-dimensional Euclidean space R?® = {r}. Suppose
that a magnetic field of constant magnitude is directed orthogonally to the
surface of the sphere. The equation of motion can be represented with the
Lagrange multiplier as

¥=H(f xr)+ Ar, (r,r) =1, H = const.

Hence, A = —(f, ). Since the total energy E = (f, t)/2 is conserved, we have

A(t) = —2F = const. One can show that the trajectories of this equation on

the unit sphere with a fixed value of the energy F are circles of radius p, where
9 2FE/H?

Ty TER (48)

In Example 4.11 the “Larmor radius” is p = v2FE/H. The form of gyroscopic
forces is {2 = H do, where do is the area element on the unit sphere. This

form is not exact, since the total flux of the magnetic field through the sphere
is equal to 4w H # 0. VAN
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Example 4.13. The rotation of a rigid body with a fixed point in an axially
symmetric force field is described by the FEuler—Poisson system of equations
(in the moving space)

M=Mxw+exU, e=eXxuw.

Here M = Jw is the angular momentum of the rigid body, w its angular
velocity, I the inertia tensor, e a unit vector of the symmetry axis of the force
field, and U(e) the potential. It is easy to show that on a fixed level of the
area integral

{(M,e) eR®: (M,e)=c, (e,e)=1}

we obtain a system with gyroscopic forces. The configuration space is the
two-dimensional sphere S2. The form (2. is not exact for ¢ # 0, since

/ Q. = 4re. (4.9)

S2

A related example is provided by Kirchhoff’s problem of the motion of a rigid
body in a boundless ideal fluid (see [366]). A

We return to the study of the general case where h > sup U. Consider a
domain ) C M such that the form {2 is exact in @), so that {2 = dwg. Suppose
that a curve z: [0,1] — M is entirely contained in Q. Then on this curve we
can define the value of the abbreviated action

. / (#(0)n + wo (1)) dt,
0

where |- |5, is the Jacobi metric, which is equal to 24/(h + Lo)La; see §4.2. We
fix a set of 1-forms wq for all the domains () where the form (2 is exact. If the
curve z(-) lies in the intersection of domains Q1 N Q2, then 2 = dwg, = dwg,
and therefore

F51 (:U()) - Fé2 (1’()) = /(le _WQ2)'
z(")

Since the form (2 is closed, by Stokes’ formula the value of this integral does
not change if we vary x(-) as a curve with fixed ends, or as a closed curve.
Consequently, the set of local values F¢) (a:()) defines a “multivalued func-
tional” on the space KT of closed oriented curves and on the space K (x1, z2)
of paths connecting two points 1, zo € M. One can say that the variation
dF* is a uniquely defined 1-form on the space K+ (or K(xy,x2)), but its
integrals over various paths in K+ (or K), which are variations of the curves,
in general define a multivalued function on K (or on K(z1,x2)). Since lo-
cally F* can be regarded as a single-valued functional, it enjoys all the local
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properties of the classical action (in particular, Theorem 4.1 is valid, Morse’s
index theorem holds, and so on).

The multivalued functional F* becomes single-valued on passing to some
infinite-sheeted covering K — K™ (respectively, K (z1,z2) — K(z1,22)).
However, in contrast to the classical Morse theory, the single-valued func-
tional F* may not be bounded below on K (or on K ). This circumstance
creates additional difficulties in using the gradient descent for the study of
the existence of periodic trajectories, or trajectories with fixed ends.

Multivalued functionals were introduced by S. Novikov, who developed
in [484, 485, 487] the extended Morse theory for the periodic variational
problem. We give two simple examples showing that the Morse theory is
inapplicable to multivalued functionals in the space K(z1,x3). The first of
them complements Example 4.3.

Example 4.14 ([487]). Consider the problem of the motion of a charged
particle on the plane R? in a constant magnetic field (see Example 4.11).
Because the Larmor radius is bounded for a fixed value of the energy, one
cannot connect any two points in R? by an extremal of the functional F*.
The reason is that the functional F* is unbounded below on the space of
curves K (1, x2). Indeed, let us connect any two points x1, 2 € R? by a long
curve v and a short curve ;. Clearly, F*(v;) ~ F*(y5 'v1). The action of F*
on the closed curve vy 141 is the sum of two quantities: one is proportional
to the length of v, and the other to the area bounded by the contour ~5 L.
By enlarging v; and choosing its orientation we can ensure that F*(v;) tends
to —oco. It may seem that this phenomenon is caused by the fact that R? is
not compact. The following example shows that this is not the case. A

Example 4.15 ([487]). Consider the system with gyroscopic forces in Ex-
ample 4.12. For a fixed value of the total energy E and large values of the
strength of the magnetic field H, the Larmor radius is small (see (4.8)), which
fact again leads to the insolubility of the two-point variational problem. In
this example the configuration manifold S? is compact, but the functional F**
is not single-valued. A

Unlike the two-point problem, the periodic problem of variational calculus
always has trivial solutions: the one-point curves z(t) = z at which the
functional F* has local minimum (see §4.1.3).

Novikov stated the following important assertion [487]. Suppose that the
configuration space M is compact, simply connected, and H2(M) # 0. Then
for every value of the total energy h > max(—Lg) the equation of motion has
a periodic solution with the given energy h = Lo — Ly.

The idea of the proof is as follows. As already mentioned, the functional
always has trivial one-point extremals z(t) = xg. These extremals form
an n-dimensional submanifold N C Kt diffeomorphic to M. Each of these
extremals is a local minimum of the multivalued functional F*. On every sheet

*
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of the covering f: K — K the full inverse image
fTHUN) = NgUN U- -

gives a manifold of local minima of the multivalued functional F*. Since M
is simply connected, there exists a natural homotopy ¢g: M x [0,1] — K
connecting the submanifolds Ny and N;. We restrict the functional F* to
the image of M x [0, 1] and begin “shifting” the map g downward along the
gradient of F*; here the ends Ny and N; remain fixed. Since H?(M) # 0,
we have ma(M) # 0 and therefore the space of curves KT is not simply
connected. The gradient descent gives us the required non-trivial stationary
“saddle” critical point.

However, a rigorous justification of this construction is a difficult prob-
lem. The reader should be aware of certain inaccuracies in [484, 485, 487].
They are related to the fact that the space of oriented closed curves with-
out self-intersections is considered in these papers. But an application of the
gradient descent may give rise to self-intersections in the non-reversible case.
Concerning corrections see the survey [575] and the papers [486, 573, 574].

4.3.2 Applications of the Generalized Poincaré Geometric
Theorem

In some cases the existence of periodic trajectories of mechanical systems with
gyroscopic forces can be established by the generalizations of the well-known
Poincaré geometric theorem on fixed points of symplectic diffeomorphisms.
As an example we consider the motion of a charge on the “Euclidean” two-
dimensional torus T? = {x,y mod 27} under the action of a magnetic field
with strength H: T? — R (see Example 4.11). The motion of the charge is
described by the equations

& =—H(z,y)y, j=H(z,y)t.
The total energy (4% + 5?)/2 = h is of course conserved.

Theorem 4.8. If the magnetic field H does not vanish anywhere, then for
every fived value of the energy h > 0 there are at least four closed trajectories
counting their multiplicities, and at least three geometrically distinct ones.
If H?(xz,y) > h for all (z,y) € T2, then there exist at least four (counting
multiplicities) closed trajectories homotopic to zero.*

< For every h > 0 the energy surface % + 2 = 2h is diffeomorphic to the
three-dimensional torus T® with the angle coordinates z, 3, ¢ = arccot (/).
The equations of motion on T? have the form

& = V2h cos p, ¥ =V2hsing, o =H(z,y).

4 Cf. Theorem 2 in [486].
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Since H # 0, the angle variable ¢ changes monotonically. Suppose for defi-
niteness that ¢ > 0. We rewrite the equations of motion regarding ¢ as new

“time”:
,  V2hcosyp , V2hsinp (Y d()
r = —————— = . = —.
o 7 H dg
The symplectic structure H(z,y) dx A dy is preserved by the phase flow of
these equations. Let z — = + f(x,y), y+— y+ g(z,y) be a symplectic map

of the torus T? = {x,y mod 27} onto itself that is a map over time ¢ = 27
(Fig. 4.8).

(x, )

(e+f y+g)

Fig. 4.8.

One can show that this map preserves the centre of mass of the torus T?,

that is,
//fde/\dyz//nga:/\dyzO.
T2 T2

According to the generalized Poincaré theorem stated by Arnold ([10], Ap-
pendix 9) and completely proved in [196], a map over the period has at least
four fixed points (counting multiplicities) among which there are necessarily
three geometrically distinct ones. To complete the proof it remains to verify
that |f|, |g| < 27 if min H? > h. For example, let us estimate

27 2 27 27
V/2h cos @ dp de  (4m)%h
fI> = /— <2h/cos2<pd<p/—<7
=1 w6t | <" |

min H?’
whence | f| < 27 (v/h/ min |H|), as required. >

Remark 4.5. Let us complicate the problem by adding conservative forces
with potential U: T? — R. Consider the motion of the charge under the
condition that max U < h. Since

Ui — ULy

N e
o =H+ 55—
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the variable ¢ changes monotonically if

\H| > 7VU‘T2+U”2 (4.10)
V2(h—0)

This inequality guarantees the existence of three periodic trajectories with
energy h. If h < max U, then the angle variable ¢ does not change monoton-
ically everywhere; hence in this case nothing definite can be said about the
existence of closed trajectories.

In [346] condition (4.10) for the existence of three closed orbits is derived
in the most general case, where the metric on the torus is arbitrary.

We mention one more route to four cycles on a torus with a magnetic field
suggested by Arnold. For that, fixing the centre of mass of a disc on the torus
and its “magnetic” area

/ Hdx N dy

we minimize the length of the boundary. If the resulting function of the centre
of mass as a point on T? turns out to be smooth, then its critical points (there
are at least four of them, counting multiplicities) give us closed trajectories
bounding the fixed area. Varying then the area from zero to infinity we ob-
tain closed trajectories of given energy. So far this programme has not been
realized. This approach is attractive because it can possibly be generalized to
surfaces other than the torus. But this would require giving an appropriate
definition of the centre of mass.

We also consider the problem of the motion of a charge on a sphere in a
magnetic field (Example 4.12). In the absence of a magnetic field the point
moves periodically along great circles. Seifert’s theorem [538] implies the ex-
istence of periodic trajectories in the presence of a weak magnetic field.

Questions of the existence of closed orbits on arbitrary closed surfaces
in strong magnetic fields were considered in Ginzburg’s paper [258]. Using
the appropriate generalization of the Poincaré geometric theorem he obtained
the following estimates for the number k of periodic trajectories in a strong
magnetic field in terms of the genus g of the surface:

a) if g =0, then k > 2;

b) if g > 1, then k > 3 (counting multiplicities, k > 2¢g + 2).

For the torus (g = 1) assertion b) coincides with the result of [346].

4.4 Asymptotic Solutions. Application to the Theory
of Stability of Motion

In this section we consider motions of mechanical systems that tend to equi-
libria as time tends to infinity. One can reduce to this problem the study
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of motions that are asymptotic to arbitrary given motions (not only asymp-
totic to equilibria). Indeed, let z((-) be a solution of Lagrange’s equation
[L(#, @, 1)), = 0. We set y = & — xo(t) and L(3), y, t) = L(j + @0, y + xo, t).
Obviously, y(t) = 0 is a solution of the equation [E]y =0.If 2(t) — xo(t) as
t — oo, then y(t) — 0.

4.4.1 Existence of Asymptotic Motions

We consider a non-autonomous Lagrangian system (M, L) with smooth La-
grange function L: TM x R — R. Let (,) be some complete Riemannian
metric on M.

Definition 4.2. The Lagrangian system (M, L) is said to be regular if there
exist positive constants cy, co, c3, ¢4 such that

1) C1<j3‘,j,"> — C2 g L(i‘vxa t)v
2) c3(v,v) < LY 4v-v < ca(v,v)

for all (¢,z,t) e TM xR and v e TM.
If the configuration space is compact, then the definition of regularity is
independent of the choice of the Riemannian metric on M.

Example 4.16. Suppose that the Lagrange function is a periodic (or almost
periodic) function of time and has the form

L= %@, )+ (v, 1), 8), + V(z, 1),

where (,); is a Riemannian metric on M depending on time, v is a smooth
vector field, and V: M x R — R is some smooth function. Conditions 1), 2)
are automatically satisfied if the metric (,); is complete for all ¢ and the
functions (v, v); and V' are bounded above. A

Throughout this section we assume that conditions 1), 2) hold. These
conditions guarantee the global existence of the smooth Hamiltonian function
H: T*M xR — R that is dual (in the sense of the Legendre transformation)
to the Lagrange function L. We define a smooth function Hy: M xR — R as
the restriction of the Hamiltonian H to the set of points in T*M x R where
the canonical momenta vanish: y = L/, = 0.

Suppose that 2(t) = a = const is a solution of Lagrange’s equation [L] = 0,
so that a is an equilibrium position. Without loss of generality we can assume
that Hy(a,t) = 0.

Definition 4.3. The function Hy: M xR — R is said to be negative-definite
if for any neighbourhood D of the point a there exists € > 0 such that
H(z,t) < —eforallz ¢ D and t € R.
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Theorem 4.9 ([130]). If the function Hy is negative-definite, then for every
xo € M and T € R there exists a motion x: [1,+00) — M such that z(T) =
and x(t) — a as t — +oo.

To establish the existence of motions asymptotic to the equilibrium a as
t — —oo it is sufficient to apply Theorem 4.9 to the Lagrangian system (M, E),
where E(x, x,t) = L(—&,x, —t). If 2(t) is a motion of the Lagrangian system
(M, L), then x(—t) is a motion of the system (M, f)

<1 Proof of Theorem 4.9. We may assume that L vanishes at the equilibrium
position: L(0, a, t) = 0 for all ¢. The definition of the Legendre transformation
and the regularity condition imply that

H=sup(y-—L).
&

Consequently,
L(&,x,t) > —Ho(z,t) > 0=L(0,a,t). (4.11)

Let g # a and 7 € R. We introduce the set §2(x, 7) of piecewise-conti-
nuously differentiable curves z: |1, +00) — M such that x(7) = zg and z(¢t) =
a for all sufficiently large ¢ > 7. On the set {2(zo, 7) the Hamiltonian action
functional is defined:

Fla() = /L(x‘(t),x(t), £) dt.

T

Let d be the distance between points of the complete Riemannian space
(M, (,)). For any curve z(-) in £2(xo, 7) and any instants t2 > t; > 7, by the
Cauchy—Bunyakovskij inequality we have the estimate

& (x(tr), x(t2)) < </|ﬂb(t>!dt> < (tz—tl)/!ﬂ'c(t)lzdt

The regularity condition 1) implies the inequality

to — 11

d?(z(t1), z(t2)) < o

For a value T > 7 we denote by 21 the set of curves z(-) € 2(xg, ) such
that x(t) = a for t > T. By inequality (4.12) every subset of {2r on which
the functional F' is bounded is uniformly bounded and uniformly continuous.
Consequently, taking into account the inequality F' > 0 we obtain by Arzeld’s
theorem that F': (2 — R attains its infimum at some continuous curve
xr: [1, T] — M. The regularity condition implies that z7(-) € Q7 (see [490]).

The function T — F(xzp), T > 7, is continuous, non-negative, and
non-increasing. It follows from inequality (4.12) that the family of curves
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{21 ()} r>r, (70 > 7) is uniformly bounded and equicontinuous. Since the dis-
tance d is complete, applying again Arzeld’s theorem and the diagonal process
we find a sequence 7, — +oo such that for any 7" > 7 the sequence z,, ()
converges to a continuous curve x: [T, +00) — M uniformly on [r, T]. Since
at the curve z, : [7,T] — M the functional F' has a minimum on the class of
curves with endpoints at z¢ and z,, (T'), the limit curve : [r,T] — M is an
extremal of the functional F' on the set of curves with ends at the points zg
and z(T) = lim x,, (T). Consequently, z(-) is a motion, and
n—oo

T T
/L(:’C(t),x(t),t) dt = lim [ L(ir, (1), 2., (t),t)dt < lim F(z,).

n—oo n—oo
T

Thus,

oo

/L(m’(t), z(t), t) <inf {F(z()): z() € 2z, 7)}. (4.13)

Since the function Hj is negative-definite, inequality (4.11) and the con-
vergence of the integral (4.13) imply that z(t) — a as t — +o0. >

Example 4.17. To the Lagrange function in Example 4.16 there corresponds
the Hamiltonian function

1 . 1
H= 5 <yv y>t -y ’U(l’, t) + 5 <U7U>t + U(JL‘, t)v

*

where (,)F is the quadratic form on TXM conjugate to the metric (,);
on T, M. If a point * = a is an equilibrium position, then by Theorem 4.9
there exist motions asymptotic to the point a if the inequality

(v(z,t),v(z,t), + Uz, t) < U(a,t) (4.14)

DN =

holds for all x # a and t € R.

In the autonomous case the existence of asymptotic motions can also be
established by the following method. If inequality (4.14) holds, then the inte-
grand for the Maupertuis action (that is, 24/LoLs + L1) is positive-definite in
the domain M \ {a}. Consequently, the Maupertuis action attains the smallest
value on the set of piecewise-smooth curves on M with ends at the points xq
and a. This value is attained precisely at the trajectory of the required as-
ymptotic motion. A

Theorem 4.10 ([122]). Suppose that H is almost periodic in t, the function
Hy: M xR — R is negative-definite, and M is compact. Then there exists a
motion x: R — M that is doubly asymptotic to the equilibrium a € M (that
is, z(t) — a as t — £00).



4.4 Asymptotic Solutions. Application to the Theory of Stability of Motion 165

4.4.2 Action Function in a Neighbourhood
of an Unstable Equilibrium Position

We again assume that the function Hyp: M x R — R is negative-definite in
a neighbourhood of an equilibrium position £ = a. We introduce a function
S: M x R — R by the formula

S(z,7) =inf {F(2(-)): 2(-) € 2(z,7)}.

According to Theorem 4.9 we can associate with every point (x,7) € M x R
an asymptotic motion z: [r, +00) — M such that z(7) = x and lim z(t) = a.
t—oo

Proposition 4.8. If the Lagrangian L is periodic in t, then
a) lim 2(t) =0,

b) /OO L(2(0), (), 1) dt = S(z, 7).

<1 Let T be the period of the Lagrange function. Since the integral (4.13) con-
verges, it follows that for large 7" the Lagrangian becomes arbitrarily small at
some points of the interval [T”, T' + T. Inequality (4.11) shows that at these
points the velocity Z is small. Conclusion a) follows from this observation be-
cause the equations of motion are periodic in ¢. Conclusion b) is a consequence
of a) and inequality (4.13). >

Remark 4.6. Of course, Proposition 4.8 is also valid under more general as-
sumptions about the explicit dependence of the Lagrangian on time.

The action function S is positive-definite and continuous but possibly non-
differentiable.

Theorem 4.11 ([130]). Suppose that the function L is periodic in t and an
equilibrium position a € M is a point of non-degenerate mazimum of the
function Hy for every instant. Then there exists a neighbourhood D C M x R
of the straight line {a} x R such that

a) for every point (x,7) € D there exists a unique motion z: [r,+00) — M
asymptotic to the point a inside D;

b) the function S is smooth on D, has a non-degenerate minimum on the
straight line {a} X R, and satisfies the Hamilton—Jacobi equation S, +
H(S., z,t) = 0;

c) if y is the momentum along the motion z(-), then y(t) = SL(z(¢),t).

<1 By the stable manifold theorem (see, for example, [481]) the phase tra-
jectories of the Lagrangian system (M, L) that are asymptotic to the point
(y,x) = (0,a) € T*M fill a smooth invariant submanifold W C T*M x R,
which is diffeomorphically projected onto some neighbourhood of the straight
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line {a} x R. This proves conclusion a). We represent W as the graph of a
smooth map f: D — T*M x R. If z: [r,400) = M, z(7) =z, is a motion
asymptotic to the equilibrium 2z = a, then 2(t) = H,(f(2,1), z,t). By the the-
orem on smooth dependence of solutions on initial data the function z(¢, z, 7),
z(t) = z, is smooth. Hence the action function S(z, 7) also depends smoothly
on (z,7) € D. Using formula b) of Proposition 4.8 one can easily obtain

dS(z,7) =y(z,7)dx — H(y(x, T), , T) dr, y = flx, 7).

From this we obtain the required formulae y = S’ and S, + H(S.,z,7) = 0.
>

Example 4.18. Consider a natural mechanical system (M, (, ), U). Suppose
that a point a € M is a non-degenerate local maximum of the potential
energy U. Theorem 4.11 asserts that the trajectories asymptotic to the point a
intersect the level surfaces of the action function S(x) at right angle (in the
sense of the metric (, )); the function S itself satisfies the nonlinear equation

(83, 52)" =U(z) = Ula).

If the equilibrium is degenerate, then this equation may not have smooth
solutions. Here is a simple example (see [157]):

S+ 87 =at + e’y + ¢, e>—2. (4.15)

It is easy to show that for ¢ # 2 and € # 6 equation (4.15) has no infi-
nitely differentiable solutions in a neighbourhood of the point z = y = 0.
Non-smooth solutions may exist. For example, for e = 7 equation (4.15) has
solution S(z,y) = zy\/22 + y?2, which is only of class C2. AN

In conclusion we remark that the statement of the problem and the first
results on the existence of asymptotic motions of conservative mechanical
systems apparently go back to the papers of Kneser of 1897.

4.4.3 Instability Theorem

If a Lagrangian system (M, L) has motions asymptotlc to an equilibrium
a € M, then for the system (M, L) where the function L is obtained from L
be reversing time, this equilibrium will obviously be unstable. Thus, according
to Theorem 4.9 the negative-definiteness of the function Hy: M xR — R is
a sufficient condition for instability. This condition can be weakened.

Theorem 4.12 ([130]). If Hy < 0 for all (z,y) € M x R, then for every
e>0, g € M, and 79 € R there exists T > 19 and a motion x: [r9, 7| = M
such that x(19) = xo, (7)) =a, and |&(7)] < €.



4.4 Asymptotic Solutions. Application to the Theory of Stability of Motion 167

To prove instability it is sufficient to apply the theorem to the Lagrangian
system (M, L). Theorem 4.12 is proved by the method of §4.4.1.

Example 4.19. For the seminatural system in Example 4.16 a condition for
the instability of an equilibrium is given by (4.14) with non-strict inequality.
In the autonomous case this condition was noted by Hagedorn [272]. A

4.4.4 Multi-Link Pendulum with Oscillating Point of Suspension

We now apply the general assertions established above to the problem of
the motion of a planar n-link pendulum (see Example 4.6) with vertically
oscillating point of suspension. The Lagrange function has the form

. 1 & ..
L(9,9,t) = 5 > Muax(i, jylil cos (9; — 0;)0:9;

i j=1
. n ' n
+ f(t) Z M;l; sin 9;9; — Z M;l; cos ¥;,
1=1 =1

where M; = 377, m; and f(t) is the height of the suspension point of the
pendulum. Since the configuration space T" = {¢ mod 27} is compact, the
system (T™, L) is regular if f2(-) is a smooth bounded function of time. Let
a = (m,...,m) be the upper equilibrium of the pendulum.

Proposition 4.9. If the inequality

) . Mgls
f <gmsln<M > (4.16)

holds for all t, then condition (4.14) is satisfied.

This assertion remains valid if the sign < in inequalities (4.16) and (4.14)
is replaced by <.

Corollary 4.4. If n = 1, then the upper equilibrium is unstable if fQ(t) < gl
for allt € R.

Remark 4.7. The sufficient condition for stability in linear approximation

obtained for f > [ by the averaging method has the form f2 > gl (Bo-
golyubov [15]). If inequality (4.16) holds, then by Theorem 4.9 there exist
motions of the pendulum starting at an arbitrary instant in an arbitrary po-
sition and asymptotic to the upper equilibrium ¢ = a. Moreover, according
to Theorem 4.10, in this case there exist motions of the pendulum that are
doubly asymptotic to the point a € T™.

Proposition 4.10. If the function f(t) is even and inequality (4.14) holds,
then there exist at least 2™ — 1 distinct motions of the pendulum doubly as-
ymptotic to the upper equilibrium.



168 4 Variational Principles and Methods

<] Indeed, apart from the upper one, there exist 2" — 1 more equilib-
ria a;, which are invariant under the reflection ¥ — —19 (see §4.2.4). Let
¥: [0,400) — T, ¥(0) = a;, be a motion of the pendulum asymptotic
to the point a as ¢ — +o0. Since the map (19, 9, 1) — (19, —13, —t) preserves

the Lagrangian, the motion 1/9\(1?) = —¥(—t) is asymptotic to a as t — —oo.
Since 5(0) = 19(0), the motion ¥: R — T™ is the required doubly asymptotic
motion. >

4.4.5 Homoclinic Motions Close to Chains of Homoclinic Motions

For simplicity we consider a Lagrangian system with configuration space M
and Lagrange function L(q, ¢,t) that is periodic in time. Suppose that L
satisfies the natural regularity conditions (which hold, for example, for L =
214> — V(g,t)). Similar results are valid for general Hamiltonian systems.
Suppose that 0 is a hyperbolic equilibrium position that is a maximum point
of the potential energy. Poincaré called motions that are doubly asymptotic to
an equilibrium homoclinic® to this equilibrium. Below we discuss homoclinic
motions that are close to chains of homoclinic motions separated in time.
Such homoclinic motions are often expressively called “multibumps” in the
literature.

Suppose that L vanishes at the equilibrium position. Then the motions
homoclinic to 0 are critical points of the action functional

— 00

on a suitable space §2 of curves ¢: R — M with ¢(£o0) = 0.

Suppose that (2 has non-trivial topology, so that there exists a non-trivial
critical level I = ¢ corresponding to a minimax or a minimum of /. Then there
exist approximate critical points, that is, a sequence {g,}, ¢, € 2 (called a
Palais—Smale sequence) such that I'(¢,) — 0 and I(g,) — ¢ as n — oo (here
I’ is the variation of I). In the problem under consideration the Palais—Smale
condition — that the Palais—Smale sequence have a converging subsequence —
usually does not hold. However, it turns out that there exists a subsequence
(which we again denote by {g,}) and motions hq, ..., hy homoclinic to 0 with

Zf:l I(h;) = c such that

k
= Y hilt = sin) =0 (4.17)

=1

for some instants sy, such that |s;, — s;j,| — 00 as n — oo for ¢ # j. (We
assume that M is embedded in RY for some N, so that the sum in (4.17)

5 In contrast to heteroclinic motions, which are asymptotic to different equilibria
as t — —oo and t — +o00.
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is well defined.) Thus, g, is close to a combination of & homoclinic motions
separated in time.

For a critical level ¢ such that there are no other critical levels c¢; with
>~ ¢j = ¢, the sequence g, (possibly shifted in time) converges to a homoclinic
motion h with I'(h) = c. Generally speaking, no other homoclinic motions are
obtained even for a rich topology of the space f2.

However, if a certain condition (*) holds, which, informally speaking, is
that there be not too many homoclinic motions (say, countably many), then,
as shown by Séré (see [539] and the references therein), a certain variant of
the Palais—Smale condition holds. This implies the existence of at least one
homoclinic motion h on the level I = ¢ (which we call primary), and if this
motion is unique (up to a shift in time), then also the existence of infinitely
many secondary homoclinic motions close to

h(t — s;),

l
=1

J

where [ is arbitrary and the s; that are multiples of the period can be chosen
arbitrarily under the condition that the differences s; —s; be sufficiently large
for i # j. Thus, the (secondary) homoclinic motions are close to chains of
shifts of the primary homoclinic motion separated in time. The value of the
action functional on a secondary homoclinic motion is close to lc.

This theory also considers the general case where there are several mini-
max levels I = ¢;, and on each of them there are several homoclinic motions
with geometrically distinct trajectories (we call these motions primary). It is
claimed that there exist infinitely many secondary homoclinic motions close
to chains of primary homoclinic motions separated in time [539].

At the intuitive level, condition () means that the system is non-integrable.
Indeed, for integrable systems homoclinic motions form families, so that there
are always continually many such motions. For example, for autonomous sys-
tems (which have the energy integral) the homoclinic motions form the family
obtained from a single motion by shifts in time, so that condition (x) does
not hold. For autonomous systems there also exist results similar to those
described above, but the assumptions involved become more technically com-
plicated (see, for example, [134] and the references therein).

If the primary homoclinic motions are transversal® then the existence of
infinitely many homoclinic motions close to chains of primary homoclinic mo-
tions follows from the results of Poincaré and Birkhoff. Thus, Séré’s result
can be regarded as a generalization of this theory to the non-transversal case.
Using the same method one can find chaotic motions close to chains of ho-
moclinic motions [539]. To verify condition (*) in the case where the system

5 A motion of the system homoclinic to an equilibrium is said to be transversal if
its trajectory in the extended phase space is the line of transversal intersection
of the stable and the unstable manifolds of this equilibrium.
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differs by a small perturbation from a system with known behaviour one can
use the Poincaré-Mel'nikov method (cf. §7.2).

The theory described above becomes simpler and more powerful in the case
where the primary homoclinic motions are minimum points of the action func-
tional (for example, if M is a multiply connected manifold, a torus, say); see,
for example, [197] and the references therein. Heteroclinic doubly asymptotic
motions close to chains of doubly asymptotic motions were also constructed in
that paper. In the case of a minimum of the action the theory becomes close
to Mather’s results [416] in the multidimensional Aubry—Mather theory (see
also §6.3.7). Actually, here Mather’s theory is more powerful, since it deals
with motions homoclinic and heteroclinic to Aubry—Mather sets, not just to
hyperbolic equilibria.
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Integrable Systems and Integration Methods

5.1 Brief Survey of Various Approaches
to Integrability of Hamiltonian Systems

Differential equations, including Hamilton’s equations, are customarily di-
vided into integrable and non-integrable ones. “When, however, one attempts
to formulate a precise definition of integrability, many possibilities appear,
each with a certain intrinsic theoretic interest.”! In this section we briefly list
various approaches to integrability of Hamiltonian systems, “... not forgetting
the dictum of Poincaré, that a system of differential equations is only more

or less integrable” 2.

5.1.1 Quadratures

Integration by quadratures of a system of differential equations in R"™ is find-
ing its solutions using finitely many “algebraic” operations (including taking
inverse functions) and “quadratures”, which means calculation of the inte-
grals of known functions. The following assertion relates the integration of a
Hamiltonian system by quadratures to the existence of sufficiently many first
integrals of it.

Theorem 5.1 ([354]). Let R?" be a symplectic manifold with the standard
symplectic structure. Suppose that a Hamiltonian system with Hamiltonian
H: R?" x R{t} — R has n first integrals Fy, ..., F,,: R*" x R{t} — R (that

is, F{ +{F, H} = 0) such that {F;, F;} = Y c}; Fy,, where c}; = const. If

1) the differentials d,F1, ..., d.F, are independent on the set
Mf = {(IE,t) € RQn x R: FZ(I’,t) = fl', 1 < ) < n},
2) Zcfjfk:()for alli,j=1,...,n,

L @.D. Birkhoff, Dynamical Systems, AMS, 1927.
2 Ibid.
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3) the Lie algebra of of linear combinations Y A\sFs, As € R, is soluble,

then the solutions of the Hamiltonian system & = IdH lying on My can be
found by quadratures.

Corollary 5.1. If a Hamiltonian system with n degrees of freedom has n in-
dependent integrals in involution (the algebra <7 is commutative), then the
system can be integrated by quadratures.

This assertion was first proved by Bour for autonomous canonical equa-
tions and then was generalized to the non-autonomous case by Liouville.

Suppose that the functions H and F; are independent of time. Then H is
also a first integral, say, H = F;. The theorem on integrability by quadratures
is of course valid also in this case; moreover, the condition {Fy, F;} = 0 can
be replaced by the weaker condition {Fy, F;} = ¢i,F1, 1 <i < n.

The proof of Theorem 5.1 is based on the following result of Lie.

Theorem 5.2. Suppose that n vector fields X1, ..., X, are linearly indepen-
dent at each point of a domain U C R™{x}, generate a soluble Lie algebra
with respect to the operation of commutation, and [X1, X;] = \X1. Then
the differential equation & = X;(x) can be integrated by quadratures in the
domain U.

<l We prove this assertion in the simplest case n = 2. In the general case the
proof is similar (see [167]). The equation & = X;(x), x € U, will be integrated
if we succeed to find a first integral F'(z) of it such that dF'(z) # 0 everywhere
in the domain U. Since X;(x) # 0, « € U, such a function does exist (at least
locally). If X;(F) = 0, then X5(F) is again an integral, since X;(Xo(F)) =
Xo(X1(F)) 4+ A2 X1 (F) = 0. Tt is obvious that locally Xo(F) = f(F'), where
f(+) is some smooth function of one variable, f # 0. We set

F
dz

fz)

Since X1(G) =0 and Xo(F) = dG(X2(F)) = Xo(F)/f(F) = 1, there exists a
solution of the system of equations

OF OF OF OF
X1(F)=a11— — =0, Xo(F) = ao1— — =1
1(F) = an 92, + a2 9 2(F) = an 921 + az2 B
Solving this system with respect to I, and F we find the function I using
an additional integration. Since Xo(F') = 1, we have dF # 0. >

<1 Proof of Theorem 5.1 in the autonomous case. We consider the n Hamil-
tonian fields I dF;. According to conditions 1), 2), these fields are tangent
to the manifold M; and independent everywhere on M. Since {F;, F;} =
Zcijk, we have [I dF;,IdF;] = Zcfjl dF}y. Consequently, the tangent
fields I dF; generate a soluble algebra, and [I dH, I dF;] = M\ dH (where
\; = cl, = const). Theorem 5.1 now follows from Lie’s Theorem 5.2. >
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Remark 5.1. Theorem 5.2 in turn can be derived from Theorem 5.1. For that
consider the n functions F;(z,y) = y - X;(x) defined in U x R™. If [X;, X,] =
> i Xk, then clearly {F;, F;} = Y- ¢f; Fy. The manifold Mo = {(z,y): Fi =

-=F, =0} ={(z,y): y =0} is invariant for the Hamiltonian system with
Hamiltonian function Fj. Applying the autonomous variant of Theorem 5.1
on My and identifying My with U we obtain the conclusion of Theorem 5.2.

The non-autonomous theorem can be derived from the autonomous one
using the following method. Hamilton’s equations

y,

can be represented as the following canonical system in the extended space of

variables x, y, h, t with the Hamiltonian function K (x, y, h, t) = H(x, y,t)—h:
i=K), y=—-K., h =K, i=-K}.

If we denote by {,}. the Poisson bracket in the extended symplectic space
R2{z,y} x R?{h,t}, then

{Fi(mvya t)7 Fj('ra Y, t)}* = {Fqu} = Z ci'ch/w
JOF;
ot

It remains to observe that the functions F1, . .., F,, and K are independent in
the sense that their differentials are independent at each point of the (n + 1)-
dimensional integral manifold

{Fl:f17 ey Fn:fna KZO}

in the extended phase space. The last condition is equivalent to condition 1)
of Theorem 5.1.

{Fi(xvyat)v K(xvyahvt)}* :{FivH_h}: +{FZVH}:O

Example 5.1. Consider the problem of the motion along a straight line of
three points attracting one another with a force inversely proportional to the
cube of the distance between them. Let m; be the masses, x; the coordinates,
and p; = m;%; the momenta of the points. The potential energy of their
interaction is . ai;
= —_— a; j = const.

The functions Fy = >_p?/2m; + U, Fy = Y piz;, and F3 = ) p; are in-
dependent and {Fy, F3} = 0, {Fy, F3} = F3, {Fi, Fo} = 2F;. Since the
corresponding algebra & is soluble, the motions lying on the zero levels of
the total energy and the momentum can be found by quadratures. This pos-
sibility can be easily realized directly. If the points have equal masses, and
the coefficients a;; (i < j) are all equal, then the equations of motion can be
integrated by quadratures globally (see Example 5.8). Note that in this ex-
ample the potential U can be replaced by an arbitrary homogeneous function
of degree —2. A
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5.1.2 Complete Integrability

Let M be a symplectic manifold and let Fi, ..., F, be functions on M that
are independent at each point and generate a finite-dimensional subalgebra
of the Lie algebra C*°(M) (so that {F;, F;} =Y c};Fy, cf; = const). At each
point x € M, where the functions Fi, ..., F, are independent, the vectors
I dF; generate an n-dimensional vector subspace IT(x) of T, M. The distribu-
tion of the planes IT(x) is involutive (if X (x), Y (z) € II, then [X, Y](z) € II).
Consequently, by Frobenius’ theorem through each point x € M there passes
a maximal integral manifold N, of the distribution /7. These manifolds can be
immersed into M in quite a complicated way; in particular, they may not be
closed. If n = dim M /2, then among the integral manifolds of the distribution
IT there are the closed surfaces My = {z € M: F;(z) = fi, > cfjfk =0} If
x € My, then N, coincides with one of the connected components of the mani-
fold M. In the special case where the functions F1, . . ., F;, commute pairwise,
almost the whole of M is “foliated” by the closed integral manifolds M.

Theorem 5.3. Suppose that the smooth functions Fy,...,F,: M — R are
pairwise in involution and dim M = 2n. If

1) their differentials are linearly independent at each point of My,
2) the Hamiltonian fields I dF; (1 < i< n) are complete on My,

then

a) each connected component of My is diffeomorphic to Tk x R F,

b) on T* x R"™% there exist coordinates 1, ..., o, mod 27T, Y1, .., Yn_k
in which Hamilton’s equation £ = I dF; on My has the form

Om = Wmi, Us = Csi (w, ¢ = const).

The Hamiltonian system with Hamiltonian function F; for each ¢ =
1,...,nis said to be completely integrable. In the case of compact My Theo-
rem 5.3 was first proved in [72].

< We outline the proof of this theorem. Consider the n one-parameter groups
{gii}, t; € R, which are the phase flows of the n Hamiltonian fields I dF;.
By condition 2), the value g;"(x), © € My, is defined for all ¢;. The groups g;
and g; commute, since the vector fields I dF; and I dF; commute on Mjy.
Consequently, the following action of the abelian group R™ = {t1,...,t,} is
defined on Mjy:

gt(x):gil g';tq,n(x)7 t:(thatn)

One can deduce from condition 1) and the connectedness of My that the group
R™ acts on My freely and transitively. Consequently, My is diffeomorphic to
the quotient manifold R™/I", where I is the isotropy group of the action of
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R™ (which consists of the points ¢ € R™ such that g'z = z). Since the tangent
fields I dF; are independent at each point of the manifold My, I is a discrete
subgroup of R” isomorphic to Z* (0 < k < n). Thus,

My ~R"/7F = TF x R"7*.

The uniformly varying “global” coordinates ¢ mod 2w, y can be linearly ex-
pressed in ¢y, ..., t,. All the details of the proof can be found in [10]. >

Remark 5.2. If the algebra of integrals &/ is non-commutative, then the
closed invariant integral levels M are diffeomorphic to the quotient of the
simply connected group of the algebra <7 by some discrete subgroup. Realiza-
tion of this general remark is held up by the unsolved problem of classification
of Lie groups and algebras.

In the theory and practice of completely integrable Hamiltonian systems
the most interesting case is where the set My is compact. Then k£ = n and
consequently My ~ T™. The uniform motion on the torus T" = {¢1,..., ¢,
mod 27} according to the law ¢; = Y + w;t (1 < i < n) is called con-
ditionally (or quasi-) periodic. The numbers wy, ..., w, are its frequencies.
The torus with frequencies wy, . .., w, is called non-resonant if the equality
> kjw; = 0 with integer k; implies that k; = 0 for all i. The phase trajec-
tories are everywhere dense on non-resonant tori. This assertion is a simple
consequence of the following general result due to H. Weyl.

Theorem 5.4. Let f: T — R be a Riemann-integrable function and let
Wi, ... ,wy be rationally independent numbers. Then for every point ©° € T™
the limat

S
1
lim g/f(wt—kgoo) dt
S§— 00 0

exists and s equal to

1
(2m)"

/f(cp) dpy ... dp,.

Tn

In particular, suppose that f is the characteristic function of a Jordan-
measurable domain D on T"™. Applying Theorem 5.4 to the function f we
obtain the following assertion: the average share of the time that the phase
trajectory sojourns in the domain D is proportional to the measure of D. This
fact characterizes the property of the uniform distribution of the trajectories
on non-resonant tori. If the torus is resonant, then the phase trajectories fill
tori of smaller dimension.



176 5 Integrable Systems and Integration Methods
5.1.3 Normal Forms
We consider a Hamiltonian system

2 =1dH(2), z = (p, q) € R*",

in a neighbourhood of the point z = 0. Suppose that H is a real-analytic func-
tion represented by a converging power series in z starting from the terms of
the second order: H =3, -, Hy. The point z = 0 is obviously an equilibrium
position.

The eigenvalues of the linearized system z = I dHy can be of four types:
real pairs (a, —a), a # 0; purely imaginary pairs (ib, —ib), b # 0; quadruplets
(a £ 1ib), a # 0, b # 0; and zero as a multiple eigenvalue (see §8.2.3). In
the first and third cases the equilibrium z = 0 is of course unstable. We
consider the case where the eigenvalues of the linearized system are purely
imaginary and distinct. One can show that then there exists a linear canonical
transformation of coordinates p, ¢ — x, y reducing the quadratic form Hs to

1
3 Zas(xi —&—yE)

The eigenvalues are exactly +iaq, ..., Tiq,.

Theorem 5.5 (Birkhoff). If aq, ..., o, are independent over the field of ra-
tionals, then there exists a formal canonical change of variables x,y — &, n
given by formal power series

r=u(,n) =6+, y=ov(n)=n+--- (5.1)

that transforms H(x,y) into a Hamiltonian K(p) which is a formal power
series in the ps = &2 +n2.

Here the quadratic form Hs is assumed to be already normalized. If the
series (5.1) converge, then the equations with Hamiltonian function H can
be easily integrated. Indeed, the functions pq, ..., p,, which are converging
power series in x, y, form a complete set of independent integrals in involution.
The canonical equations

§s = 2ms, ns = —82:&s, 2y = 2K,Igsv

imply that &(¢t) and n4(t) are linear combinations of sin {2,¢ and cos (2t.
Consequently, the original coordinates = and y are conditionally (or quasi-)
periodic functions of time with frequencies 21, ..., $2,.2 In particular, the
equilibrium z = 0 is stable.

3 A function g: R{t} — R is called a conditionally periodic function with frequen-
cies wi, ..., wp if g(t) = f(wit, ..., wnt), where f: T" — R.
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Remark 5.3. The hypothesis of Birkhoff’s theorem still does not guarantee
the Lyapunov stability of the equilibrium of the Hamiltonian system. In the
infinitely differentiable case a counterexample is given in [215]. For the present
there is no counterexample for analytic Hamiltonian systems.

Theorem 5.6 (see [523]). If the system with Hamiltonian H =3, -, Hy has
n analytic integrals in involution

Gm::%E:%m4x§+y®—%§:Gmk

k=2
and det (%ms) # 0, then the Birkhoff transformation (5.1) converges.

This result shows why we (following Birkhoff) say that a Hamiltonian
system is integrable if the Birkhoff transformation converges. Postponing the
discussion of convergence until Ch.7 we mention that as a rule Birkhoff’s
series diverge.

Theorem 5.5 admits a generalization to the case where the numbers o =
(a1, ..., Q) are rationally dependent. We consider all the integer vectors
Jj = (J1,...,Jn) such that (j,a) = > jsas = 0. They form a free abelian
group I' of some rank r. If the numbers «; are independent, then clearly
r=0.

We perform some formal canonical change of variables x,y +— £, n of the
form (5.1). In the new variable £,  the Hamiltonian H(x,y) is represented
by some formal power series K (&, 7). We pass to the complex variables (s =
& +ins, (. =& —ins and expand K in a series in the products

Definition 5.1. The formal series K (¢, ) is in normal form if its expansion
contains only the terms ¢*¢! with (k —1) € I".

In particular, if aq, ..., o, are independent, then a normal form of the
Hamiltonian has only terms of the form

O = (@ +n)M ()™

Proposition 5.1. The series K(§,n) is in normal form if and only if

D(K) =0, where
< 0 0
D= ;as (fsang _nsags) .

The proof is easily derived from the formula

D(¢FCY) =i (o, k — 1) (¢FCH).
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Theorem 5.7. There exists a formal canonical transformation of the form
(5.1) such that the original Hamiltonian H(x,y) is transformed to a normal
form, that is, such that D(K) = 0.

The proof can be found in [36]. For I" = {0} this theorem coincides with
Birkhoft’s theorem.

We now show that in the case under consideration there exist n — r com-
muting independent formal integrals of the form

G=3 3 (€ +m),

where the vector 8 = (fi, ..., 3,) is orthogonal to all the vectors in the
group I'. Indeed,

d 0K 0K
%G— Zﬁs(fsans _nsé}.gS) - 0;

if 3L TI'. Since rankI' = r, we can find n — r such linearly independent
vectors (3.

Example 5.2. We apply these considerations to the Hamiltonian system with
Hamiltonian function

H= %(yf+y§+x%+x§+2x%xg — §x§>,
which was studied in detail by Hénon and Heiles using numerical computa-
tions. In this problem, n = 2 and a; = @y = 1. The group I is defined by the
equality j; + jo = 0, and dim I" = 1. To obtain an integral independent of H
we can set 3 = B2 = 1. Then G = (£ + 07 + &3 +n3) /2. If H is transformed
to a normal form by Theorem 5.7, then

1
K=o (&+n+&+m)+:

begins with the same terms as G. One can show by direct calculations (using
the terms of degree > 2) that the functions K and G are indeed independent.
The discussion of the numerical results of Hénon and Heiles in connection
with the construction of the formal integral can be found in the works of
Gustavson [271] and Moser [36]. A

Transformation to a normal form can be carried out not only in a neigh-
bourhood of an equilibrium position, but also, for example, in a neighbourhood
of a periodic trajectory. All what was said above, with necessary alterations, is
also valid in this case. In the next chapter we shall consider various variants of
perturbation theory, in which the Hamiltonian functions are also transformed
to a certain “normal form”. As in the case of the Birkhoff normal forms, the
series in perturbation theory are in general divergent.
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5.2 Completely Integrable Systems

In this section we continue the study of Hamiltonian systems that have a
complete set of independent integrals in involution.

5.2.1 Action—Angle Variables

Theorem 5.8. Suppose that the hypotheses of Theorem 5.3 hold and the in-
tegral manifold My is connected and compact. Then

1) a small neighbourhood of the manifold My in the symplectic manifold M
is diffeomorphic to the direct product D x T™, where D is a small domain

in R™,
2) in DxT" there exist symplectic coordinates I, ¢ mod 2w (I € D, p € T™)
such that in these variables the functions F1, . .., F, depend only on I, and

the symplectic structure has the form dI N\ de.

In particular, in the variables I, ¢ mod 27 the Hamiltonian function of
the completely integrable system with invariant tori takes the form H = H(I).
Then

I=-H/, =0, ¢ =Hj = w(I). (5.2)
Consequently, I(t) = Iy and w(I) = w(ly). The variables I “numbering”
the invariant tori in D x T™ are called “action variables” and the uniformly
changing coordinates ¢ are called “angle variables”.

Example 5.3. Consider a Hamiltonian system with one degree of freedom
and with Hamiltonian function H: R?{p, ¢} — R. Let ho be a regular value
of the function H such that its level line H = hg is bounded. Consequently,
for the values of h close to hq the levels My = {H = h} are diffeomorphic
to one-dimensional tori (circles). On each M} there obviously exists an an-
gle coordinate ¢ mod 27 uniformly changing with time. In this problem the
conjugate action variable is IT(h)/2m, where II(h) is the area of the domain
in R? bounded by the curve Mj,. This is a consequence of the following easily
verifiable formula:

1
dp/\dqzﬂdﬂ/\dgo.

By Green’s formula,

1 1
I(h):%//dp/\dq:% ]{pdq.
H=h

H<h

Therefore the variable I has the dimension of action (according to Hamilton),
which explains the name.

If H = (a?p? + b%¢?)/2, then M, is an ellipse bounding the area IT(h) =
2h/ab = 2wh/w, where w = ab. Consequently, for the harmonic oscillator
the action variable is the ratio of the energy to the frequency of oscillations.
The angle variable ¢ is of course the phase of the harmonic oscillations. A
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<1 Proof of Theorem 5.8. In a neighbourhood of the torus M; ~ T", for
coordinates we can take the functions I; = F; and the angles ¢; mod 27
given by Theorem 5.3. Since the dF; are linearly independent, the functions
I;, i (1 < ¢ < n) define a diffeomorphism of a neighbourhood of My onto the
direct product D x T" (where D is a domain in R™ = {I}). We introduce the
non-singular matrix of Poisson brackets

<{IZ7IJ} {Ilacpj}> B ( 0 aij)
{oi 1;} {wi, 95} —ag; by
By Theorem 5.3 the brackets {I;, ¢;} are constant on Mjy; consequently,

a;; = ai;(I). We claim that the b;; also depend only on I. Indeed, by the
Jacobi identity we have

{Fm: {@i, 051} + {@is {pis Fn}} + {@j, {Fm, 0i}} = 0.
The brackets {Fy,, b;;} = a;j are independent of ¢. On the other hand,

8bij
Oélm = Fma Psy =
§= 3 5 o)

8[)1']‘
- 8905 Ams-

From this we find the 9b;;/0p, as function of I only, since det (ams) # 0.
Consequently, bi; = {@i, p;} = > f;(I1)ps + gi;(I). Since the dyp; are single-
valued 1-forms near My, we have f7 = 0.

We perform a change of variables Iy = I(Jy, ..., J,) so that {J;, p;} =
d;;. For that we need to solve the system of equations

01, 01,
aij(I) = {L;, 0;} =Y 5705 = 57"
For this system the solubility condition
8a,;j - aais 8(17;]‘ 8a,;s

o5, o) )

follows from the Jacobi identity applied to the functions I;, ¢;, and ¢y.

If the variables ¢; do not commute, then we must pass to new angle coor-
dinates ¢; mod 2 by a shift ¢; = 1; + fi(J). The functions f; are determined
by the following system of equations:

ofi  0Of;

a1, 0J;

The condition for its local solubility is that the 2-form " b;;dI; A dI; be
closed. The closedness of this form follows from the closedness of the original
symplectic structure. Thus, the proof of the existence of symplectic action—
angle variables J, ¥ mod 27 is complete. >
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Remark 5.4. Let p, ¢ be symplectic coordinates in R?” and let vq,...,7n
be fundamental cycles on M depending continuously on the constants f =
(f1, .-, fn)- Since the form p dq — I dyp is closed, the difference

]{pdq—ffdcpzy{pdq—%rls
Vs Vs

Vs
is constant. Consequently,

1
I =5— ¢ pdq (1<s<n), (5.3)
Vs

since the action variables themselves are defined up to an additive constant.
Formulae (5.3) are most effective in the analysis of systems with separated
variables (see §5.3).

A Hamiltonian system with Hamiltonian function H(I) is said to be non-
degenerate (in a domain D x T™) if the Jacobian

Gy, (28
a1 ~ '\ ar

is non-zero at each point of the domain D. In this case almost all (in the sense
of Lebesgue measure) invariant tori are non-resonant, while the resonant tori
are everywhere dense in D x T".

The system is said to be properly degenerate if

a—w =0.

ol
Degeneracy can be caused by the fact that the number of first integrals
defined on the entire phase space is greater than n (but of course not all
of them are in involution). Thus, for example, in the Euler problem of the
free rotation of a rigid body, which has three degrees of freedom, there exist
four independent first integrals. Their common levels foliate the three-dimen-
sional invariant tori by two-dimensional tori. This situation is described by
a generalization of Theorem 5.8. Let Fi, ..., F, i denote independent first
integrals of a Hamiltonian system with Hamiltonian H and let, as before,
My ={x € M: Fi(z) = fi, 1 <i<n+k}. We assume that My is con-
nected and compact.

Theorem 5.9 (Nekhoroshev [471]). Suppose that the first n — k of the func-
tions F; are in involution with all the functions F;. Then

1) the level sets My are diffeomorphic to (n — k)-dimensional tori,
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2) in a neighbourhood of each level set My there exist symplectic coordinates
I, p, ¢ mod 27, q such that

IS:IS(Fla"'aF’nfk)) 1<s<n—k,

and p, q depend on all the F;. The symplecticity of the coordinates means
that w =) dpj Ndg; + > dIs Ndps, j=1,...k s=1,...,n—k.

The symplectic coordinates in Theorem 5.9 may be called generalized
action—angle variables.

X

Line ot nodes

Fig. 5.1. The Delaunay elements

Example 5.4. Consider Kepler’s problem in three-dimensional space. This
Hamiltonian system with three degrees of freedom has four (3 + 1) integrals:
H (the total energy), M? (the square of the magnitude of the angular mo-
mentum), M, and M, (the projections of the angular momentum onto the
y- and z-axes). The functions H and M? (two of them, 3 — 1) commute with
all the integrals, which fact allows us to apply Theorem 5.9. The generalized
action—angle variables of Kepler’s problem are usually denoted by L, G, O,
I, g, and 9 and are called the Delaunay elements (see Fig. 5.1). If a, e, and
1 denote the major semiaxis, eccentricity, and inclination of an elliptic orbit,

then
L =./a, G = /va(l — €2), 6 = G cosi.

Next, ¢ is the longitude of the ascending node, g + ¥ the longitude of the
perihelion, and [ the mean anomaly. In these variables, H = —2/2L%, M? =
G?, and M, = O. The expression of M, in terms of the Delaunay elements is
more cumbersome. The details can be found in [20]. In this problem, for the
variables I, ¢ we have the elements L, G, [, g, and for the variables p, g the
elements ©, 9. A
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In conclusion we discuss a question relating to the averaging over time
in integrable Hamiltonian systems. Let f: D x T™ — R be some continuous
function. Consider its behaviour on solutions of the Hamiltonian system (5.2).
We form the average over the torus

)\(I):(27r)7"/.../f([,<p)dg01...dgpn
0 0

and the time average

g(I,p) = lim f/f ,wt+¢)d

§— 00

By Theorem 5.4 the limit always exists. But if the frequencies w(I) =
(wi(I),...,wn(I)) are rationally dependent, then the average depends on the
initial phase ¢. Here we have

(2m) / o1, ¢) dp = \(I)

Tn

for all I € D. On the non-resonant tori we have g(I, ) = A(I) for all p € T™.
Consequently, the time average g(I, ¢) is in general a discontinuous function
in the domain D x T".

Proposition 5.2. If [ = I is a non-resonant torus, then

lim g(I, ) = A(1o)
I—1Iy

uniformly in p € T™

Thus, the function g(7, ¢) resembles the classical example of the Riemann
function, which is continuous at the irrational points, and discontinuous at
the rational points. The proof of Proposition 5.2 is contained in [27].

5.2.2 Non-Commutative Sets of Integrals

Let M be a symplectic manifold of dimension 2n and let Fy, ..., Frp: M — R
be smooth independent functions whose differentials are linearly indepen-
dent almost everywhere on M. Therefore the linear span ¢ of the functions
Fi, ..., Fy over the field R has dimension k. Suppose that ¢ is closed un-
der the Poisson bracket: {F;, F;} = > ¢, Fs. Thus ¢ has the structure of a
real finite-dimensional Lie algebra We deﬁne the rank of the algebra & (de-
noted rank ¢) as the maximum rank of the matrix (aij (F1,..., Fk)), where
a;j = {F;, F}}, over all points of M (cf. §3.2.2).
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Theorem 5.10. Suppose that the differentials dF; are linearly independent
on a level set My = {x € M: Fi(z) = fi, 1< i<k} and the algebra 4
satisfies the condition

2dim¥ —rank ¢ = dim M. (5.4)

If My is connected and compact, then it is diffeomorphic to the l-dimen-
sional torus T', where | = (dim M — rank &). Furthermore, if the functions
Fy, ..., Fy are first integrals of a Hamiltonian system with Hamiltonian H,
then on My there exist angle coordinates 1, ..., mod 2w such that Hamil-
ton’s equations i = I dH(x) on T' take the form ¢ = wy = const.

This assertion related to Theorem 5.9 was obtained by Mishchenko and
Fomenko [424]. It can be derived from the Lie-Cartan theorem (Theorem 3.16
in §3.2), by which, under the assumptions of Theorem 5.10, there exist k
functions @1, ..., P, of the first integrals Fi, ..., Fi in a neighbourhood of
the point Fs; = fs such that

1
{Qsh QST-‘ri} = 15 1<i< T, r= 5 rankga

and all the other brackets are {®;,$;} = 0. Consequently, the set N, =
{r € M: &,(x) =¢, 1 < m < 2r} is a symplectic submanifold of M
and the restrictions of the functions @241, ...,P; to N, form a complete
set of commuting integrals. The conclusion of Theorem 5.10 now follows from
Theorem 5.3.

Example 5.5. Consider the problem of the motion of a material point in
a central field. The corresponding Hamiltonian system has four independent
integrals: H, M,, M,, and M,. The functions M,, M,, M, generate a Lie
algebra isomorphic to so(3), and the function H commutes with M,, M,, and
M.,. If the constant values of the “area integrals” M are not all equal to zero,
then the rank of the matrix of the Poisson brackets (aij) is obviously equal
to two. In this case equality (5.4) holds and therefore Theorem 5.10 can be
applied. A

In Example 5.5, as well as in all the known cases described by Theo-
rem 5.10, one can find a complete set of integrals in involution. This observa-
tion is not a coincidence, as shown by the following.

Theorem 5.11. If M is compact, then under the hypotheses of Theorem 5.10
there exist n = dim M /2 independent integrals @1, . . ., @, in involution; these
functions are polynomials in Fy, ..., Fy.

The paper of Mishchenko and Fomenko [425], where this theorem was
proved, also contains the conjecture that the condition of M being compact
can be dropped. This conjecture was proved by Sadehtov in [532]. Note that
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the Lie—Cartan theorem of course implies the complete integrability near the
level set My, which is a weaker result in comparison with Theorem 5.11.

These results can be generalized to the case of an infinite-dimensional
algebra of first integrals. Let Fi, ..., Fy be almost everywhere independent
integrals of a Hamiltonian system in a 2n-dimensional phase space M. They
include the Hamiltonian function. Let 2r be the rank of the skew-symmetric
matrix of their Poisson brackets

({F,F)),  1<i, j<k

We consider a domain of the phase space where this rank is constant. Note
that the rank takes the maximum value at almost every point of M.
The inequality
kE<n-+r

is a well-known fact in symplectic geometry (see, for example, [11]). The as-
sumption
k=n+r

is called the condition for non-commutative integrability of Hamilton’s equa-
tions. This condition generalizes (5.4) and has a clear meaning: it is impossible
to add other independent functions to the functions F, ..., F} without rais-
ing the rank of the matrix of their Poisson brackets.

In the theory of non-commutative integration one usually considers closed
sets of integrals: their Poisson brackets are functions of Fy, ..., Fj. This as-
sumption is natural from the viewpoint of Poisson’s theorem. It is easy to see
that every set of first integrals can be extended to a closed set by differentia-
tions and algebraic operations (see, for example, [18]).

For closed sets of integrals of the general form Theorem 5.10 was proved
by Strel’tsov (see [236]). In [142] it was proved that a Hamiltonian system
with a closed set of integrals satisfying the condition k& = n + r is integrable
by quadratures. The idea is that under the closedness assumption one can
constructively (using algebraic operations) find a complete set of commuting
vector fields on the (2n — 2r)-dimensional integral manifolds.

A survey of the results in the theory of non-commutative integration of
Hamiltonian systems and the connections of this theory with the old results
of Lie, Cartan, and Dirac can be found in the book [236].

5.2.3 Examples of Completely Integrable Systems
a) The Euler—Poisson equations
Avw=Aw X w+exr, é—exw

describing the rotation of a heavy rigid body with a fixed point contain six
parameters: three eigenvalues of the inertia operator A;, As, Az and three
coordinates of the centre of mass ry, ro, r3 with respect to the principal
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axes. As shown in Ch.3 (Example 3.14), the Euler—Poisson equations are
Hamiltonian on the four-dimensional integral manifolds

M.={(w,e) eR%: (Aw,e)=c¢, (e,e)=1}.

There always exists one integral of these equations on M, — the energy integral.
Thus, for complete integrability it is sufficient to have one more independent
integral. We list the known integrable cases.

1) The Euler case (1750): r; = 7o = r3 = 0. The new integral (Aw, Aw) is
the square of the magnitude of the angular momentum.

2) The Lagrange case (1788): Ay = As and 1 = ro = 0. The new integral
ws is the projection of the angular velocity onto the axis of dynamical
symmetry.

3) The Kovalevskaya case (1889): A; = Az = 2A3 and r3 = 0. Choose coor-
dinate axes in the plane perpendicular to the axis of dynamical symmetry
such that ro = 0. The integral found by Kovalevskaya is

1

(w% - w% - 1/61)2 + (2wrwy — V62)2; v

4) The Goryachev—Chaplygin case (1900): A; = Ay = 445, r3 = 0, and
¢ = (Aw, e) = 0. In contrast to cases 1)-3), here we have an integrable
Hamiltonian system only on one integral level M.

Note that all these integrable cases form manifolds of the same codimension
equal to three in the six-dimensional space of the parameters A4;, r;.

The equations of motion in the first two cases were studied in detail from
various viewpoints in the classical works of Euler, Poinsot, Lagrange, Poisson,
and Jacobi. The Kovalevskaya case is non-trivial in many respects. It was dis-
covered by using the condition that the solutions of the Euler—Poisson equa-
tions be meromorphic in the complex time plane. The Goryachev—Chaplygin
case is much simpler: it can be integrated by separation of variables [27]. For
the proof we write the Hamiltonian function in the special canonical variables
L, G, 1, g (see §3.2.3):

 G*+3L?

H
8A3

L
+r (Gsinlcosg+coslsing>.

Consider the canonical transformation
L =p1+p2, G =p1 — p2, @ =1l+g, @=1l-g.
In the new symplectic coordinates p, ¢ we have

Pt —p3

H = —i—r( P1 sin 1 + b2 sinq2>.
2A3(p1 — p2) P1— D2 p1— P2
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Equating this expression to h and multiplying by p; — p2 we see that the
variables separate:

3 3

2]9713 +rpising: — hpy = ;723 — rp2 sin gz — hps.
We set
Tt P
223 +rpising — Hpy =T, ﬁ —rpasings — Hpy =I.  (5.5)

The function I' is a first integral of the equations of motion. In the tradi-
tional variables w, e it has the form

I =2A2%f, f:wg(w%—i—w%) —rwies (1/: 23)

We write down the closed system of equations for the variation of py, ps:

. OH Py . OH P
Phr=—%5—= COs 41, b2 =—F7—= COS g2,
01 p1—p2 dq2  p1—Dp2
or, using (5.5),
++/P +4/P
pl -+ (pl)7 p2 . (pQ)’ (56)
P1 — D2 P1 — D2

where &(2) = 1?22 — (' + Hz — 23/2143)2 is a polynomial of degree six. Solu-
tions of these equations can be expressed in terms of hyperelliptic functions of
time. The variables p; and ps vary in the disjoint intervals [a1, b1] and [az, bs],
where a;, b; are the adjacent roots of the polynomial @(z) between which it
takes positive values. If a; (or b;) is a multiple root, then the solution satisfies
pi(t) — a; (respectively, p;(t) — b;) as t — 400 or t — —oo. Multiple roots
correspond to the cases where the integrals H and I' are dependent. Below
we consider only the typical case of simple roots of the polynomial ®(z).
We introduce the angle variables ¢1, @2 mod 27 by the formulae

Pi b;

T dz o dz
;= — —, T = —_— 5.7
LA / /302 J V) (5:7)

a;
In the new variables equations (5.6) take the form

" 21(pa (1) — pa(pa))

Vi (i=1,2), (5.8)
where the p;(z) are the real hyperelliptic functions with period 27 defined
by relations (5.7). Since the trajectories of equations (5.8) on T? = {¢1, @2
mod 27} are straight lines, the ratio of the frequencies of the corresponding
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conditionally periodic motions is equal to 7 /72, which is the ratio of the real
periods of the hyperelliptic integral

z

dz

This remarkable fact holds also for the equations of Kovalevskaya’s problem
(see [27]).

b) Since equations of the form (5.8) are often encountered in the study of
integrable problems of classical mechanics, we investigate them in more detail.
To this end we consider differential equations on T" = {1, ..., z, mod 27}
of somewhat more general form:

1<i<n, (5.9)

where w; = const # 0 and f is a smooth (or analytic) positive function defined
on T". Equations (5.9) admit the invariant measure

meas (D) = /f(x) dzy .. .dxy,.
D

We denote by A the measure of the whole torus T". We average the right-hand
sides of the differential equation (5.9) using the operator

1
1 /()f(x) dzy ... dx,.
']I"n.

As a result we obtain the equations

A
(2m)"

P =82 = ¥i _ const (1<i<n), A= (5.10)

A

Proposition 5.3. Suppose that the partial differential equation

<gf, w> = f-A (5.11)

has a smooth (analytic) solution R(x1,...,xn): T™ — R. Then there exists
a smooth (analytic) change of variables x — ¢ reducing system (5.9) to the
form (5.10).

<1 Such a change of variables is given by the transformation

Yi =T; + %R(l‘l, Ce s Tp)-
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Let
f@) = o=+ fre'™ ™
k#£0
If wy,...,w, are rationally incommensurable, then we can write down the
formal equality
e i
R(z) = ik, @), 5.12
©=3 g (512)

This series defines a smooth function R(z) if, for example, f(z) is a trigono-
metric polynomial.

Proposition 5.4. If f is a smooth function, then for almost every set of
numbers wi, . . ., wy, equation (5.11) has a smooth solution.

< Indeed, as k increases, the Fourier coefficients fj are decreasing faster than
any power, and for almost all w we have the polynomial estimate

¢,y = const.

Consequently, in this case the series (5.12) is converging absolutely and its
sum is a smooth periodic function. >

If f(x) =), fs(xs) (as in the case of system (5.8)), then equation (5.11)
separates and therefore always has a solution, independently of the arithmetic
properties of the frequencies wy, . .., wn:

Iz, [ 1
R= Z ° FS(I) = / fs(t) dt, I, = %Fs (2’/T)
0

In particular, equations (5.8) can always be reduced to the form (5.10), which
must exist by Theorem 5.3.

¢) The problem of the motion of a rigid body in an ideal fluid is much more
rich in integrable cases. The equations of motion have the form of Kirchhoff’s
equations (see §1.2.4):

k=kxw+exu, é=exw, (5.13)

where w = H;, u= H/, and H = (Ak, k)/2 + (Bk, e) + (Ce, e)/2. Since
the matrices A, C are symmetric, the matrix A can be reduced to the diago-
nal form: A = diag (a1, as, az). Thus, Kirchhoff’s problem in the general case
contains 18 parameters. Equations (5.13) always have three independent in-
tegrals: F1 = H, Fy = (k,e), and F5 = (e, e). As in the case of a heavy top,
the problem of integrating (5.13) amounts to finding a fourth independent
integral. We describe two integrable cases; they were discovered by Clebsch
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in 1871 and Steklov in 1893. In the Clebsch case it is assumed that B = 0,
C = diag (c1, o, ¢3), and

ayt(ca —c3) +ayt(ez —c1) +azt(c; —ca) =0.
The additional integral of Kirchhoff’s equations has the form
k3 4+ k3 + k3 — are] — age3 — azes.
In the Steklov case, B = diag (b1, b, b3) and C = diag (c1, ¢2, ¢3), where
b; = u(a1a2a3)aj_1+1/, c1 = plar(ag—az)?+v/, . .. (u, v, V' = const).
The additional integral is

Fy = Z(kf —2u(a; +v)kje;) + p?((az —az)?* +v"))e + cyclic permutations.

J

The parameters v, V', V" are inessential: they appear in connection with the
presence of the classical integrals F» and Fj.

In the case where the numbers ai, as, ag are distinct, the integrals Fi,
Fy, F3, and Fy are almost everywhere independent. For a; = ay # as the
Steklov case becomes the already known Kirchhoff integrable case. Finally, if
a1 = az = as, then we obtain the trivial degenerate case. However, as noted
by Lyapunov, here we must take the function AFy (A = const) as the Hamil-
tonian; then F; is obviously an additional integral. Therefore the integrable
cases of Steklov and Lyapunov are “dual” to one another. A similar trick can
also be applied to the Clebsch integrable case.

In 1902 Chaplygin found the following special integrable case:

2H = a(ki + k3 + 2k3) + b(k, e) + a((d + c)e] + (d — c)e3 + de3).

The parameters b and d are inessential: they are not involved in the equations
of motion. Under the assumption F; = (k,e) = 0 there is an additional
integral of degree four,

Fy= (k2 — k3 4 ced)” + 4k3k3,

whose structure resembles Kovalevskaya’s integral.

Quite recently Sokolov found one more integrable case [560]. In his case,
A =diag (1, 2,2), C = diag (0, —2a?, —2a2), and the matrix B is non-diago-
nal: b13 = b3; = «, while its other elements are equal to zero. The additional
integral is the polynomial of degree four

(kgfozel) [(k3fozel) (k}2+40t(k361 7,’{163)+4Oé2 (6%+6%) ) +60((k1 720[63) <k, e>] s

where k% = (k, k).
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Since a1 = as = a3/2 (as in the Chaplygin case), the Sokolov case can also
be regarded as an analogue of the Kovalevskaya integrable case.

A critical survey of the theory of integrable problems in dynamics of a
rigid body is contained in the book [138].

d) The motion of n point vortices on the plane (see § 1.3.4) is described by a
Hamiltonian system with n degrees of freedom. Hamilton’s equations have four
first integrals: H, P, =Y Isxs, P, =3 Isys, and M = > I;(z2 +y?2)/2,
where I is the intensity of the sth vortex. It is easy to calculate their Poisson
brackets: {P,, Py} = —> Iy, {P,,M} = —P,, {P,, M} = P,. Conse-
quently, the problem of n vortices is completely integrable for n < 3. The case
n = 1 is trivial; for n = 2 as independent commuting integrals one can take,
for example, the functions H and M; and for n = 3, the functions H, M, and
P2+ Py2. In the problem of four vortices the number of independent integrals
is equal to the number of degrees of freedom, but not all of them commute.
However, one can show that if the sum of the intensities of the vortices is equal
to zero, then the solutions of the equations of motion with zero constants of
the integrals P, and P, can be found by quadratures.

5.3 Some Methods of Integration
of Hamiltonian Systems

A common feature of the various approaches to the problem of integration of
Hamiltonian systems expounded in §5.1 is the existence of a complete set of
independent commuting integrals. In this section we indicate certain general
methods of finding first integrals — “conservation laws”. The simplest and
most effective method is separation of variables.

5.3.1 Method of Separation of Variables
We consider the system of canonical equations

with Hamiltonian function H (p, q). If we succeed in finding a canonical trans-
formation ¢g: p,q — x,y such that in the new variables x,y the function
H(p, q) = K(z) is independent of y, then the canonical equations (5.14) can
be easily integrated:

p=pz,y), q=qlz,y); z=z0, y=yo+wm)t, w(x)=K,. (515)

If det (8;0/ 8x) # 0, then the canonical transformation g can be defined
locally by a generating function S(z, q):

p=>5, y=25..
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Thus, the problem of integrating the canonical equations reduces to finding a
generating function S satisfying, in view of the equality p = S;, the nonlinear
partial differential equation

H(S;,q) = K(z). (5.16)

This equation with respect to the pair S, K is obtained from the Hamilton—
Jacobi equation V/ + H(V/, q) = 0 by the substitution V(q,t) = —Kt + S(q).
We emphasize that the function K in (5.16) is considered to be undetermined
and one must use additional conditions for determining it uniquely (for exam-
ple, see the application of equation (5.16) in perturbation theory in Ch.6). It
is customary to set K(x1,...,x,) = z1; the trajectories of the system with
this Hamiltonian are straight lines in R?" with coordinates z, 3.

A solution S(q1, ..., Gn,@1,---,Tn), i, = 1,...,n, of equation (5.16)
with some function K(x1, ..., x,) satisfying the condition

028
det (aqa> 70,

is called a complete integral of this equation.

Theorem 5.12. If a complete integral S(z,q) of equation (5.16) is found,
then the canonical equations p = —H[Z, G = Hzlv can be integrated by quadra-
tures. In this case the n functions x1(p, q), - . ., xn(p, q) determined from the
equations p = 95(x, q)/0q form a complete set of independent integrals in
involution:

0
rank (@1, o) =n.
(pla ey Pnyq1, - - 7qn)

The proof of this theorem of Jacobi follows from Proposition 1.9 in Ch.1
and formulae (5.15). The method for integrating Hamilton’s equations based
on Theorem 5.12 was proposed by Jacobi in 1837. Jacobi relied on the earlier
work of Hamilton. The Hamilton—Jacobi method goes back to the studies
of Pfaff and Cauchy in the theory of characteristics of partial differential
equations.

Definition 5.2. If equation (5.16) possesses a complete integral of the form
S(x,q) = > Sk(qk, 1, ..., xy), then the variables ¢i, ..., g, are said to be
separable.

Proposition 5.5. Suppose that in some symplectic coordinates (p,q) =
(P1y .-+ s Pnsq1,y - - - @) the Hamiltonian function H(p, q) has one of the fol-
lowing forms:

1) H= fn(fn—l(- .- f2(f1(p1, Q1),p2, Q2)7 -+ Pn-1, Qn—l)apna Qn)7
V) H =73 fs(ps:qs)/ > 9s(ps, Gs)-

Then the functions
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2) Flzfl(PlaCh)7 F2:f?(fl(p17q1)ap25q2)7"'a Fn:H7
2') Fo=H, Fs=fpsi,qs)—Hgps,qs), 1<s<n,

respectively, form a complete set of integrals in involution of the Hamiltonian
system with Hamiltonian H.

Consider, for example, case 1’. Setting K = x7 we write down equa-
tion (5.16):
oS oS
Zwogk <a,%> Jr < 7Qk> =0.
% dk

A complete integral of it can be found as the sum

Z Sk(le Lo, xk)a
k

where Sk, as a function of g, satisfies the ordinary differential equation

as as
Lok (chq:’qk) Jr ( kan> = T, Zxkz =0.

k>1

The variables g, x1, . .., z, are first integrals in involution (Theorem 5.12).
In the general case any n of them are independent.

Proposition 5.5 describes the simplest and most common types of separa-
tion of variables. In fact, we already used separation of symplectic coordinates
of type 1’ in solving the Goryachev—Chaplygin problem in §5.2.3. We remark
that cases 1 and 1’ of Proposition 5.5 can occur in combination with each
other; besides, more complicated types of separation of variables are possible.

Example 5.6 (Stickel, 1895). Let & be the determinant of the matrix
((pij(qj)) (1 <14,j <n), and @;; the cofactor of an element ;;. Suppose that
in the symplectic coordinates p1, ..., Pn, q1, - . - , ¢ the Hamiltonian function
has the form

(5.17)

H(p,q)zzw.

—  P(pq

then Hamilton’s equations are integrable. Setting K () = z; we write down
equation (5.16):

oS
Z P |:Z Ik@km(Qm — fm < s Qm):| =0.
m k
A complete integral of it can be found as the sum

= Z Sm(‘]my Ty, .- 7:17n)5
m
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where Sy, as a function of ¢y, satisfies the equation
ds,
fm (rm, Qm> = Z l'k(pkm(@m)'
Gm -

One can show that the n functions

éksfs

Fi(p,q) = o

S

form a complete involutive set of integrals of the Hamiltonian system with
Hamiltonian (5.17). A

Of course, there is no general rule for finding separable variables. “There-
fore one has to adopt the opposite approach and, after finding a remarkable
substitution, to seek the problems for which this substitution can be success-
fully used.”* Here we indicate one such “remarkable substitution” related to
elliptic coordinates in R™.

Let 0 < a1 < ap < --- < a, be distinct positive numbers. For every
z = (21,...,2,) € R" the equation f(A) =1, where

=3 (5.18)

S

defines n real numbers Aq, ..., \, that separate ai,...,a, (see Fig. 5.2):
Al <ap < A <--- < Ay < agn. The numbers Ay, ..., A\, serve as curvilinear
coordinates in R™ and are called the Jacobi elliptic coordinates.

] fal fal
014, Ay Z=
Fig. 5.2.

4 C. Jacobi, Vorlesungen tber Dynamik.
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One can show that

ﬁ(al As)

2 ==L (5.19)
H(ai as)
o

Using this formula one can easily derive the relation 4 Y. @2 = >, MS)@,

where
H ()‘i - )‘S)
i#£s
H(ai = As)
Note the curious duality of formulae (5.19) and (5.20). )
We now pass to the symplectic coordinates Ag, ps = MsAg/4. Then the
energy of free motion of a point in R™ takes the form

L e :
:52555:22 ) (5.21)

Here it is not immediately clear how the symplectic variables A, p can be
separated. We use the following formula of Jacobi: the sum

ZHA*/\)

iF#£s

M, = (5.20)

is equal to zero for m < n —1, and to 1 for m = n — 1. Using this formula we
can represent equality (5.21) in the form

2
A —a
R} ()
Z Qs —N) Z HA—A)'
1753 i#S

Here F,,_1 = H, and Fy, Fy, ..., F,_o are for the moment arbitrary. Now the
variables A, p can be separated: we can set

n—1 n
> PN = H (As — a;).
m=0 j=1

From this system of equations we find Fy, F1, ..., F,,_2 as functions of A, y;
they provide a complete set of independent integrals in involution.

At first glance this result may seem trivial: the complete integrability of
the problem of free motion of a point in R™ was obvious from the outset.
However, the formulae of separation of variables obtained above imply quite a
non-obvious result of Jacobi on the integrability of the problem of the motion
of a point on the surface of a multidimensional ellipsoid in the absence of exter-
nal forces (according to Maupertuis’s principle the trajectories of the moving
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point coincide with the geodesics). Indeed, let us fix a value of the variable Ap,
say, A1 = 0. Then Ao, ..., A, are curvilinear orthogonal coordinates on the
surface of the (n — 1)-dimensional ellipsoid Y 2%/as = 1. The Hamiltonian of
the problem of the geodesics is given by formula (5.21) in which we must set
A1 =0, pu1 = 0. The separation of the variables Ao, g, . . ., A, iy, is realized
by the scheme indicated above. Note that in the case of two-dimensional el-
lipsoid, the Hamiltonian has form 1’) in Proposition 5.5. If we fix the value
of one of the variables Az, ..., A, then by the same method we obtain the
complete integrability of the problem of the geodesics on multidimensional
hyperboloids of all possible types. We indicate the geometric meaning of the
integrals: these are the numbers of the quadrics (there are n—1 of them in R™)
to which the tangent to the geodesic is tangent (the quadrics are the same for
all points of the same geodesic). The results of the qualitative analysis of the
behaviour of the geodesics on the surface of a two-dimensional ellipsoid based
on Jacobi’s formulae can be found in [10]. Jacobi showed that the problem of
free motion on an ellipsoid remains integrable if the point is acted upon by
an elastic force whose action line passes through the centre of the ellipsoid.

As another application of elliptic coordinates we consider the problem of
the planar motion of a material point in the field of attraction of two fixed
centres. This problem was integrated by Euler in 1760. Let x1, 2 be Cartesian
coordinates in the plane of motion, and let (0, ¢), (0, —c) be the coordinates of
the attracting centres; ¢ > 0. We pass to the elliptic coordinates in the plane
R? = {21, 22} assuming that as — a; = 2c. This means, in particular, that for
a fixed value of A the equation

B, 5

ayp — A as — A
defines a conic section whose foci coincide with the fixed centres. In the sym-
plectic coordinates A, i the Hamiltonian function of this problem is

—A —A —A - A
(a1 1)(az 1)}@ Jr2((11 2) (a2 2)
)\2 — )\1 )\1 - /\2
where U is the potential energy of interaction. Let r1, ry be the distances from

the moving point to the attracting centres. Using formula (5.19) for n = 2 one
can easily obtain that

=1

H=2 15+ U(MA2),

] :(x2+c)2+x%: (\/ag—)\1+\/a2—)\2)2,
r2 = (zy—c)? + 22 = (\/agf)\lf\/an)\g)z
Consequently,
=N n Y2 _ it ers (11 +72)vVaz — A — (1 *Vz)m'
e T2 172 A1 — A2

As a result the variables A1, u1 and Ag, uo separate, and by Proposition 5.5
the problem of two fixed centres is integrable. Lagrange showed that the inte-
grability is preserved if the point is acted upon by an additional elastic force
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directed towards the midpoint of the segment connecting the attracting cen-
tres. The qualitative analysis of the problem of two centres can be found in
the book of Charlier [20].

It is interesting that the classical results of Euler and Lagrange remain
valid also in the case of a space of constant curvature. In [351] the generalized
problem of two fixed centres was solved where these centres create potentials
of Newtonian type (2.21) (see Ch.2). The separation of variables takes place
in the so-called spheroconical coordinates (degenerate Jacobi elliptic coordi-
nates; see [442]). Moreover, this problem remains integrable if the generalized
potential of an elastic spring is added (see §2.7) whose centre is at the mid-
point of the arc connecting the attracting centres.

In conclusion we mention two important problems, which can be solved
by the method of separation of variables.

1) Kepler’s problem in a homogeneous force field: this means the motion
of a point under the action of a gravitational attraction of a fixed centre
and an additional force of constant magnitude and direction. The separation
of variables is achieved by introducing the “parabolic” coordinates which are
obtained from the elliptic coordinates by passing to the limit as one of the
foci moves away to infinity. This problem was solved by Lagrange in 1766.

2) The problem of the motion of a point on the sphere (x, z) =1, € R",
in a force field with quadratic potential U(z) = (Ax, z). The separation of
variables is carried out in elliptic coordinates. For n = 3 this problem was
first considered by Neumann in 1859. The case of arbitrary n is discussed in
detail in [38].

5.3.2 Method of L—A Pairs

This method is based on representing the differential equation & = f(x),
x = (x1,...,2y), in the form of the following matrix equation with respect
to a matrix L:

L=[A, 1L, (5.22)

where the elements of the square matrices A and L (possibly, complex num-
bers) are functions of x4, ..., x, and by definition [A, L] = AL — LA. Equa-
tion (5.22) arises naturally in many problems of mechanics and physics.

Example 5.7. The Euler equation M = M X w can be represented in the
form (5.22) if we set

0 M1 —M2 0 W1 —Wwso
L= 7M1 0 M3 5 A= —Ww1 0 w3 5
M2 —M3 0 W2 —Wws 0

where (M7, My, M3) = M and (w1, wa, w3) = w. The eigenvalues of the matrix
L are the numbers 0, £i(M, M); they are constant on the trajectories of the
Euler equation. A
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It turns out that this remark is not accidental.

Proposition 5.6. The eigenvalues of the operator L are first integrals of equa-
tion (5.22).

<1 We have L(t + s) = e*AL(t)e™*4 + o(s) as s — 0. Hence,
det(L(t + s) — AE) = det(L(t) — AE) + o(s).
Consequently, det(L(t) — AE) is independent of ¢. >

In practice it is of course more convenient to deal not with the eigenvalues
A; themselves but with the symmetric polynomials in A; equal to the coeffi-
cients of the characteristic equation det(L — AE) = 0. The question whether
the first integrals found by this method are independent and form a complete
set is the subject of a separate investigation in each concrete case.

Example 5.8 (Toda's chain). Consider n particles on a straight line with

coordinates 1, . .., z, satisfying the equations
n
T = —U;i, U= Z exp (T — Tp+1), Tnal = 1. (5.23)
k=1

As shown by Hénon, Flaschka, and Manakov (1974), this system can be rep-
resented by an L—A pair. For example, one can set

b1 ay ... 0 0 a1 e 0
L= al b2 0 s A= —ay 0 0 s
0 Ap—1 by, 0 —ap_10
where 2a;, = exp {(xp — 2x+1)/2} and 20, = —y. Proposition 5.6 implies

that the eigenvalues of L are integrals of equations (5.23); one can show that
they are independent and commute. Moser [440] used the same method to
establish the integrability of a system of points of equal masses on a straight
line with the potential of binary interaction

> (e — ),

k<l

where u(z) is one of the functions z=2, sin ~2z, sinh™2z. Pidkuiko and

Stepin [500] generalized this result by establishing the complete integrabil-
ity of the equations of motion of points with potential p(z). The potentials
considered by Moser are degenerate cases of the Weierstrass p-function. Mo-
tion of several points on a straight line can be regarded as the motion of a
single point in a Weyl chamber of the Lie algebra Ay under the action of a
potential increasing near the walls of this chamber. Analogous problems for
other simple Lie algebras (with potentials of the same kind) are also integrable
(Perelomov, Ol’shanetskij). The problem of free motion of a rigid body in R”
also proved to be integrable (Manakov). A
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An L—A-representation was found for almost every integrable problem
of classical mechanics. Furthermore, various algebra-geometric constructions
were found clarifying the reasons for the existence of “hidden” conservation
laws. The existence of an L—A-representation helps not only to find first inte-
grals, but also to perform an explicit integration of the equations of motion.
Discussions of various aspects of the modern theory of integration of Hamil-
tonian systems can be found in [38, 57, 216].

5.4 Integrable Non-Holonomic Systems

5.4.1 Differential Equations with Invariant Measure
We consider the differential equation
= f(x), x € R", (5.24)

and let {g'} be its phase flow. Suppose that equation (5.24) has an integral
invariant with some smooth density M (x), which means that

M(z)de = | M(z)da (5.25)
gt(D) D

for any measurable domain D C R™ and for all ¢. Recall the well-known
assertion of Liouville on the existence of an integral invariant.

Proposition 5.7. A smooth function M: R"™ — R is the density of the in-

variant
/ M(x) dx

div (M f) = 0. (5.26)

if and only if

If M(xz) > 0 for all z, then formula (5.25) defines a measure in R™ that
is inwvariant under the action of g*. The existence of an invariant measure
simplifies integration of the differential equation; for example, for n = 2 it is
then integrable by quadratures. Indeed, (5.26) implies the local solubility of
the system of equations with respect to F'(z1, x2)

FQ’:1 =Mf, Fa’62 =—-Mfo.

From this system the function F'(x1, 22) can be found by simple quadratures.
It remains to note that F is a first integral of system (5.24). According to
Euler the function M is also called an integrating factor.
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Theorem 5.13. Suppose that the system of equations (5.24) with an invariant
measure (5.25) has n — 2 first integrals Fi, . .., F,_s. Suppose that the differ-
entials of the functions F, ..., F,_o are linearly independent on an invariant
set M, = {x ER™: Fy(x) =c¢s, 1 <8< n—2}. Then

1) the solutions of equation (5.24) lying on M. can be found by quadratures.

If L. is a compact connected component of the level set M, and f(z) # 0
on L., then

2) L. is a smooth manifold diffeomorphic to the two-dimensional torus;

3) on L. there exist angle coordinates x,y mod 2w such that in these vari-
ables equation (5.24) on L. takes the form

(5.27)

where A\, u = const and @ is a smooth positive function 2mw-periodic in x
and y.

We indicate the main steps of the proof. Since the vector field f is tan-
gent to M., differential equation (5.24) can be restricted to M,. This equation
on M, will have an invariant measure (see § 1.3.6, also for the explicit formula
for the density of an invariant measure). The integrability by quadratures
on M, now follows from Euler’s remark. Conclusion 1 of Theorem 5.13 (first
noted by Jacobi) is thus proved. Conclusion 2 is the well-known topologi-
cal fact that every connected compact orientable two-dimensional manifold
admitting a tangent field without singular points is diffeomorphic to the two-
dimensional torus. Conclusion 3 is in fact Kolmogorov’s theorem (1953) on
reduction of differential equations on the torus with a smooth invariant mea-
sure [317].

Example 5.9. Consider Chaplygin’s problem of a balanced but dynamically
asymmetric ball rolling on a rough horizontal plane (§3.1.2, Example 3.5).
The motion of the ball is described by the following system of equations in
RS = R¥{w} x R3{~}:

k+wxk=0, Y4+wxy=0; k = Jw + ma’y x (w x ). (5.28)

Here I is the inertia tensor of the ball, m its mass, a its radius. These equations
have an invariant measure with the density
1
M = , E = (61‘]‘) .
V(ma?)=t — (v, (I + ma2E)~1v)

Taking into account the existence of the four independent integrals F} =
(k,k), Fo = (k,7), F5={(v,v) =1, Fy = (k, w) we see that equations (5.28)
can be integrated by quadratures. Note that the system of equations (5.28)
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has no equilibrium positions on regular level sets M.. Indeed, if ¥ = 0, then
the vectors w and ~ are dependent. This in turn implies that the differentials
dF5 and dFy are linearly dependent.

Equations (5.28) can be integrated most easily in the case where the con-
stant of the “area” integral F is equal to zero. In the elliptic coordinates u, v
on the Poisson sphere (v, 4) = 1 the equations of motion on a level M, can
be reduced to the form

VAW R/ C)
w(u=t —v=1)P(u, v)’ v(ut — o 1)®(u,v)’

where & = /(o — u)(or — v). The coefficients of the polynomial P of degree 5
and the constant o depend on the parameters of the problem and the constants
of the first integrals (details can be found in [19]). The variables u, v vary in
the two different closed intervals where the polynomial P; takes non-negative
values. The uniformizing change of variables (5.7) (see §5.2.3) in which &(z2)
must be replaced by the function P5(2)/2? introduces angle coordinates on M.,
in which the equation of motion takes the form (5.27). The ratio A/u (the
rotation number of the tangent vector field) is equal to the ratio of the real
periods of the abelian integral

zdz
VPs(2)

In contrast to equations (5.8), in Chaplygin’s problem the variables z,y are
not separable. A

According to Propositions 5.3 and 5.4, for almost every set of numbers
(A, p) the differential equation (5.27) can be reduced in some angle coordinates
z',y’ to the equation

=N, g =u (X, ' = const). (5.29)

Proposition 5.8. Suppose that X and p are rationally incommensurable, and
let P(x,y) = > Ppn exp {i(mz + ny)}. If there exists a smooth change of
angle variables x,y — ',y reducing system (5.27) to system (5.29), then

>

|m|+|n|#0

2

@mn
< 0. (5.30)

mA+nu

In the general case (where the Fourier expansion of the function ¢ con-
tains all harmonics) the points (A, ) € R? for which the series (5.30) diverges
are everywhere dense in R2. A discussion of the questions of reducibility of
equations (5.27) can be found in Kolmogorov’s paper [317].

In conclusion we indicate some qualitative properties of solutions of sys-
tem (5.27) that are independent of the arithmetic nature of the numbers X, p.
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We denote the initial values of x, y by zq, yo, respectively. Theorem 5.4 (under
the assumption of incommensurability of A and p) implies that

A %
$:$0+7t+X(t7$07y0)a y:y0+7t+y(tax07y0)7
() (@)

where

We define the distance d between points of T? = {x,y mod 27} by the
metric dx? + dy?.

Theorem 5.14 ([27]). If A and p are incommensurable, then

a) for anye >0 and T > 0 there exists T > T such that

|X(T> Zo, y0)| <g, |Y(7—a Zo, y0)| <g, d{(lL’(T), y(T))7 (xO, yO)} <e

for all (xq,yo) € T?;

b) if ®(zo,yo) # (P), then the function X2(t, xo, yo) + Y2(t, 0, yo) has infi-
nitely many zeros as t — oo;

c) there exist points (xg, yo) € T? with ®(zo, yo) # (P) such that the inequal-
ities X (t, 20, y0) = 0 (or < 0) and Y (t,zo,y0) = 0 (respectively, < 0)
hold simultaneously for all t.

Conclusion a) implies, in particular, that (for incommensurable A and )
the ergodic phase flow of system (5.27) is not mixing [306, 316]. Note that
if the rotation number A/u is abnormally rapidly approximated by rational
numbers, then system (5.27) can be weakly mixing (or, which is the same, can
have continuous spectrum); see [317, 67].

In [79] the possibility of mixing was predicted for system (5.27) with sin-
gular points (at these points the function @ has singularities). Conditions for
such special flows to be mixing were found in [554].

5.4.2 Some Solved Problems of Non-Holonomic Mechanics

a) We show that the problem of a balanced dynamically asymmetric ball
rolling on a rough plane remains integrable if the particles of the ball are
attracted by this plane proportionally to the distance [332]. Since the centre
of mass of the ball coincides with its geometric centre, the potential can be
calculated by the formula

Uly) = 5 [ ) dim = 500,) (531)
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where ~y is the unit vertical vector, r the position vector of a particle of the
ball, and J the inertia tensor of the ball relative to its centre. The attraction
forces create the moment of force

[ et am=c [ty dn =V sy = ey x 7).

To obtain the moment of forces relative to the contact point we must add the
moment of the resultant force

Jmrin = feim

which is equal to zero because the centre of mass coincides with the geometric
centre of the ball. Thus, the equation of rolling of the ball can be represented
in the following form (cf. equations (3.5) in §3.1.2):

k+twxk=—c(Jyxy), A4+wxy=0. (5.32)
These equations have four independent integrals:

Fy = (k,w) +e(Jv,7), Fy, = (k,7),

F3:<'777>:17 F4:<k7k>7<A'777>3
where
A = diag (A1, As, As), Ay = &(Jo + ma®)(J3 + ma?),

Since equations (5.32) have an invariant measure with the density indicated
after equations (5.28), they are integrable by Theorem 5.13.

Note that the problem of the rotation of a rigid body around a fixed point
in an axially symmetric force field with the potential (5.31) is also integrable.
Apart from the three classical integrals Fy, Fb, F3, this problem has the in-
tegral F; in which we must put a = 0. The integral F; was first found by
Tisserand in 1872 in connection with the study of rotation of celestial bodies.
The fact is that the potential of a rigid body in a central Newtonian force
field coincides with the potential (5.31) to within O(p*/R?), where p is the
characteristic size of the rigid body and R is the distance from the body to the
attracting centre. As first noted by Steklov (1902), the Euler—Poisson equa-
tions with the potential (5.31) have the same form as Kirchhoff’s equations of
the problem of the motion of a rigid body in an ideal fluid in the Clebsch case
(1871). Moreover, the integral Fy corresponds exactly to the integral found
by Clebsch.

b) As another example consider the problem of a homogeneous disc rolling
without slipping on a rough horizontal plane under the action of the gravita-
tional force. This problem was solved by Appell and Korteweg in 1899. Let
Ozyz be a moving coordinate system, where O is the centre of the disc, the
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axis Oz is orthogonal to the plane of the disc, the axis Ox is always hori-
zontal, and the axis Oy contains the contact point. Let w, v, w and p, ¢, be
the projections onto these axes of the velocity of the centre of mass and the
angular velocity of rotation of the disc. If a is the radius of the rolling disc,
then

u = —ar, v =0, w = ap.

Let m be the mass of the disc and let A and C' be the moments of inertia of
the disc relative to the axes Oz and Oz. The following equations of motion
hold (see [5]):

(C +ma*)i = ma’pq, Ag¢ = (Cr — Aq cot 9)p,

where 9 is the angle between the axis Oz and the vertical. Since p = 9, this
system yields the following linear differential equations, which determine the
integrals of the equations of motion ¢ = ¢(¥) and r = r(9):
d d

(c+ ma2)£ = ma?q, Aﬁ = Cr — Agcot 9. (5.33)
As noted by Appell and Korteweg, the functions ¢(}) and (%) can be ex-
pressed in terms of the Gaussian hypergeometric series. The angle 9, as a
function of ¢, can be found by a simple quadrature from the energy integral

m(u? 4 v? + w?) + A(p* + ¢*) + Cr? = —2mgasin 9 + h, (5.34)

where g is the acceleration of gravity and h is an arbitrary constant. Using
these formulae one can show that 0 < ¥(¢) < « for almost all initial states
(with the exception of the points lying on some hypersurface in the phase
space). This result explains the amazing ability of the disc to roll on the plane
without falling. Indeed, let g1 (9), r1 () be a solution of the linear system (5.33)
that is bounded as ¥ — 0 (or ¥ — 7). If g2(9), r2(¥) is another solution, then
by Liouville’s formula we have

9
c

q1(9)r2(9) — g2(9)r1(¥) = ¢ exp { / cot x dx} = o ¢ = const.

S11
w/2

Since the right-hand side of this equality tends to +oco as ¢ — 0 (or ), any
solution that is bounded as ¥ — 0 (or ¥ — ) is linearly dependent with the
solution ¢ = q1(¥9), r = r1(«¥). Thus, almost surely ¢> + r?> — oo at the ends
of the interval (0, 7). Since the right-hand side of the energy integral (5.34)
is bounded, it is obvious that the inequality ¢ < ¥(t) < m — & (where € > 0)
holds for all values of ¢.

The Appell-Korteweg method can be used to solve the related problem
of the motion of a circular homogeneous disc with a sharp edge on smooth
horizontal ice. The non-holonomic constraint is that the velocity of the contact



5.4 Integrable Non-Holonomic Systems 205

point of the disc is parallel to its horizontal diameter. In contrast to the
Appell-Korteweg problem, here the first integrals can be expressed in terms of
elementary functions and have a simple mechanical meaning: the projections
of the angular momentum of the disc relative to its centre onto the vertical
and onto the axis Oz are conserved. For almost all initial conditions the disc
never falls onto the ice and the trajectory of its contact point is bounded.
More precisely, the contact point describes some closed curve, which in turn
rotates as a rigid body with constant angular velocity around some point (see
the details in [353]).

The problem of a heavy circular disc sliding on a horizontal plane was
considered in [59]. The centre of mass of the disc is assumed to coincide with
its geometric centre; in the general case its principal central moments of in-
ertia are distinct. It was shown that for almost all initial data the disc never
falls onto the plane. The proof is based on regularization of the equations of
motion, analysis of the invariant manifolds corresponding to falling, and ap-
plication of the Schwarzschild-Littlewood theorem (Proposition 2.7 in Ch. 2).
In the problem of a disc rolling on an absolutely rough plane this method is
applicable only in the case of dynamical symmetry: the equations of rolling
of an asymmetric disc have no invariant measure.

The more general problem of a dynamically symmetric disc rolling without
slipping on an inclined plane was considered in [345]. This problem is non-
integrable, but the equations of motion admit an invariant measure. It was
shown that almost surely the disc rolls without falling.

¢) Following Suslov we also consider the problem of the rotation of a rigid
body around a fixed point with the non-integrable constraint (a,w) = 0,
where a is a constant vector. Suppose that the body rotates in an axially
symmetric force field with potential U(y). Applying the method of Lagrange
multipliers (see §1.2.5) we write down the equations of motion:

Aw 4w x Aw =~ x U, + Aa, Y4+wxy=0. (5.35)

Using the constraint equation (a, w) = 0 we can find the Lagrange multiplier
as a function of w and ~:

(a, A7 (Aw x w) + A7y x U)))

A= (a, A~ 1la)

Equations (5.35) always have the three independent first integrals

Flzw—i—U(*y), Fy={v,7v), Fs; = (a,w).
For real motions we have F, = 1 and F3 = 0. Thus, the problem of integrat-
ing equations (5.35) reduces to finding an invariant measure (the existence
of which is far from being obvious) and a fourth independent integral. We
consider the special case where a is an eigenvector of the operator A. Un-
der this assumption the phase flow of system (5.35) preserves the “standard”
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measure on RS = R3{w} x R*{~}. Suppose that the body rotates in a homo-
geneous force field: U(vy) = (b, ~). If (a, b) = 0, then equations (5.35) admit
the fourth integral Fy = (Aw, b) and therefore can be integrated by quadra-
tures. This case was considered by Kharlamova [313]. We indicate one more
integrable case: if the force function is given by (5.31), then the equations of
rotation admit the Tissérand integral as a fourth integral (see a)). This range
of questions is discussed in more detail in [332].

In conclusion we remark that comparatively few exactly solved problems
are known in non-holonomic mechanics (practically complete information can
be found in the books [5, 19, 39]). Even in the simplest of these problems, the
behaviour of the system can be quite unexpected. Examples are provided by a
skate on an inclined plane and a homogeneous ball in a vertical cylinder, which
were already mentioned in §1.2.5. A circumstantial analysis of the range of
questions related to rolling of rigid bodies is contained in the book [409].

The theory of integrable Hamiltonian systems fundamentally uses the fact
(which is very close to Liouville’s theorem) that the foliation of a symplectic
manifold into Lagrangian leaves invariantly defines on each leaf a locally affine
structure (in which the trajectories become straight lines). This circumstance
allows us to hope for the existence of the projective version of the theory of
integrable systems on contact manifolds.

In contact geometry the role of Lagrangian foliation is played by the Legen-
dre foliation (whose leaves are Legendre manifolds, that is, maximal integral
submanifolds of the contact manifold). The contact structure of the ambient
manifold invariantly defines locally projective structures on such leaves. There
is the hope that these structures will allow one to produce the projective ver-
sion of Liouville’s theorem and use it to develop contact theory of integrable
Hamiltonian systems in which Hamiltonian systems will be replaced by the
theory of characteristics of general partial differential equations of the first or-
der, and the commutativity of integrals corresponding to the commutativity
of the translation group of the affine space will be replaced by the condition
of projectivity of the corresponding symmetry algebra. But this theory is at
present completely undeveloped.
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Perturbation Theory for Integrable Systems

In nature we often encounter systems that differ from integrable ones by small
perturbations. For example, the problem of the motion of the planets around
the Sun can be regarded as a perturbation of the integrable problem of the
motion of non-interacting points around a fixed attracting centre. Methods
developed for studying such problems are united under the general name per-
turbation theory. These methods are usually simple and effective. They often
enable one to describe the perturbed motion almost as completely as the
unperturbed one. Some of these methods were already proposed and used by
Lagrange and Laplace in their studies of the secular perturbations of the plan-
ets. The problems of justification in perturbation theory are quite difficult and
began to be considered relatively recently. Many of them are far from being
completely solved.

In the present chapter we consider the methods of perturbation theory that
are grouped around the averaging principle and the idea of dividing motion
into slow drift and rapid oscillations.

Throughout this chapter we use the following notation: ¢ is a small para-
meter, and ¢;, C; > 0 are constants, that is, quantities independent of £. We
apply the following convention: an appearance of ¢; (or C;) in some relation
is equivalent to the assertion that there exists a constant ¢; (respectively, C;)
satisfying this relation.

6.1 Averaging of Perturbations

6.1.1 Averaging Principle

If a small perturbation is imposed upon an integrable conservative system,
then the quantities that were integrals in the unperturbed problem begin
to slowly evolve. Over times of order 1 the evolution is small. Over times
of order 1/e, where ¢ is a small parameter characterizing the magnitude of
the perturbation, the evolution may be considerable (of order 1). The main
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principle stated below, which is called the averaging principle, allows one to
write down closed equations for the evolution containing only slowly changing
variables.!

We assume that the common levels of the single-valued integrals of the
unperturbed integrable system are tori carrying conditionally periodic mo-
tions (as in the case of complete integrability) and that the equations of the
unperturbed motion can be written in the form

I=0, I € BCR",

. (6.1)
o =w(l), pe ™.
Here I = (I1,...,1I,) is a set of integrals of the problem, an equation I =
const defines an invariant m-dimensional torus, ¢ = (p1,. .., @m) modd 27
are coordinates on this torus (phases), w(I) = (wi(I),...,wn(I)) are the

frequencies of the unperturbed motion, and B is a domain in R™ where the
variables I are defined.

Example 6.1. If the unperturbed system describes the motion of non-inter-
acting planets along Keplerian ellipses around the Sun attracting them, then
the integrals I; are the major semiaxes, eccentricities, inclinations, longitudes
of the nodes and pericentres, while the phases ¢; are the mean anomalies of
the planets. A

A small perturbation of the system gives rise to small additional terms
appearing in the equations of motion. In the variables I, ¢ the equations of
the perturbed motion take the form

jZEf(I»QOaE)a

o=w()+eg(l,p,c). (62)

The functions f and g have period 27 in ¢, and ¢ is small. In equations (6.2)
the variables I are called the slow variables, and the phases ¢ are called the
fast variables.

In applications one is usually interested mainly in the behaviour of the
slow variables. The averaging principle consists in replacing the system of
perturbed equations (6.2) by the averaged system

J=eR()),  F(J)= (2" 74 F(J,0,0) dip, (6.3)
'[F’"L

for the approximate description of the evolution of the slow variables over
times of order 1/¢ (here dp = dp1dps . . . dpmy,).

! This principle is not a theorem, but a physical proposition, that is, a vaguely
stated and, strictly speaking, false assertion. Such assertions often happen to be
fruitful sources for mathematical theorems.
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We thus obtain a closed system for describing the slow motion, which is
much simpler than the original one; for example, for a numerical integration
of the new system, the step can be chosen to be 1/¢ times larger. Therefore
the averaging principle is extremely productive and is widely used in practice.

Let I(t) be a slow motion in the original system, and J(¢) in the averaged
one, J(0) = I(0). According to the averaging principle, I(t) is replaced by J(¢).
To justify this recipe (which does not always yield a correct answer) we must
find conditions which ensure that |[I(t) — J(¢)] = 0for 0 <t < 1/e ase — 0.
If the last relation holds, then it is desirable to have an upper estimate of
|[I(t) — J(t)] for 0 < ¢ < 1/e. Sometimes such estimates can also be estab-
lished for much longer time intervals. These problems are still far from being
completely solved; they are discussed in the next subsections.

Example 6.2. Consider the system of equations
I =c(a+bcosy), Y =w
and the corresponding averaged system
J = ca.
Here

I(t) = Iy + eat + eblsin (wt + ¢g) — sin o] /w,
J(t) = I + eat.

The solutions of the exact system oscillate about the solutions of the averaged
system with an amplitude of order £ and with frequency w (Fig. 6.1). Averaging
amounts to dropping the purely periodic term on the right-hand side of the
equation. This term has the same order as the remaining term. But it oscillates
and causes only small oscillations of the solution. The remaining term causes
a drift which over time 1/(a) changes I by 1.

1(t)
J(t)

Fig. 6.1.
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The averaging principle is based on the idea that in the general case,
too, the oscillating terms discarded in averaging cause only small oscillations,
which are superimposed on the drift described by the averaged system.

The averaging principle stated above was used by Lagrange and Laplace
in the theory of secular perturbations of the orbits of the planets. After their
works this principle became a standard method in celestial mechanics. Later
this principle was rediscovered by van der Pol, who used it for solving problems
in the theory of nonlinear oscillations. Extensive application of the averaging
principle in oscillation theory was stimulated by the works of Mandel’shtam,
Papaleksi, Krylov, Bogolyubov, and Mitropol’skij. The history of the prin-
ciple is fairly intricate, it is expounded in the introductory sections of the
monograph [426]. At present the averaging principle is used in many variants
(sometimes also under different names) in many areas of applied research.

Now suppose that in the equations of the unperturbed motion the fre-
quencies are identically commensurable, that is, they satisfy one or several
relations of the form (k,w) = 0, where k = (k1,...,kn) € 2™\ {0} and
(k,w) = kiw1 +- - - + kmwm. Then the trajectories of the unperturbed motion
on the torus T™ fill up tori of lower dimension, and the averaging over the
entire torus T™ cannot, generally speaking, correctly describe the motion. An-
other argument is that the expansion of the right-hand sides of the perturbed
system in the Fourier series contains non-oscillating harmonics, which cannot
be discarded for any good reasons. If the frequencies are close to commensu-
rability over a sufficiently long time, then the averaging over the entire torus
may also not be applicable. In these cases, which are said to be resonant,
the following procedure is used, which is called partial averaging. Suppose
that we have one or several resonance relations, that is, equalities of the form
(k,w) = 0 with irreducible integer vectors of coefficients k. We denote by K
the minimal sublattice of the integer lattice Z™ containing these vectors such
that if some vector of the form di, d € N, | € Z™, belongs to K, then [ also
belongs to K. Let r denote the rank of K. A harmonic exp (i(k, ¢)) is said to
be resonant if k € K. The system (6.2) partially averaged taking into account
the given system of resonance relations (or simply resonances) is by definition
the system

J =¢eFk(J, p),

: (6.4)
o =w(J) +eGk(J,p),

where Fx and G are the sums of resonant harmonics in the Fourier series
of the functions f(I, ¢, 0) and g(I, ¢, 0).

To justify the term “partial averaging” we perform the change of phases
9 = Ry in the equations of the perturbed motion, where R is an integer uni-
modular (with determinant 1) matrix whose first r rows belong to K (such a
matrix exists according to [164]). Let v = (71, . .., ¥) denote the first r com-
ponents of ¥, and x = (x1, - - -, Xm—r) the remaining components. Averaging
the resulting system over x we arrive at equations equivalent to (6.4).
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This argument also shows that to describe the variation of J in (6.4) it
suffices to consider the system of n + r equations for J, «y. The variables J
are slow, and the variables v are semifast: they evolve slowly near the points
of the phase space where the given resonance relations hold, and fast far from
these points.

Example 6.3. Consider the system of equations

Iy = —esin (g1 — ¢2), Iy = €[cos (1 — p2) + sin o],
$1=1+1, P2 = 1.

We introduce v = ¢1 — 2. The phase portrait of the problem on the plane
I, 7 is shown in Fig.6.2. The oscillatory domain has width 4./c. The inde-
pendent averaging over ¢ and ¢ for I;(0) = 0, v(0) = 0 leads over time 1/¢
to an error of order 1. The partial averaging taking into account the resonance
w1 — wg = 0 produces the system

le—ssin’y, ngscos% v =Ji,

which describes the evolution of I on times 1/e with an accuracy of order e.

\ I Ve

4

\/\,
,\/\

Fig. 6.2.

6.1.2 Procedure for Eliminating Fast Variables.
Non-Resonant Case

The main role in all problems connected with the averaging principle is played
by changes of variables that enable one to eliminate, with the required accu-
racy, the fast phases from the equations of perturbed motion and thus sepa-
rate the slow motion from the fast one. These changes of variables reduce the
original system of equations to the averaged one in the first approximation.
They were constructed by Lindstedt, Bohlin, Delaunay, Newcomb, Poincaré,
von Zeipel, Krylov, and Bogolyubov.?2 We now describe the construction of

2 Such changes of variables were considered by Newcomb [476] for Hamiltonian
systems of celestial mechanics, by Lindstedt [388] for not necessarily Hamiltonian
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these changes of variables (in the non-conservative case; the conservative case
is considered in §6.2).

The required change of variables (I, ¢) — (J, v) is sought in the form of
the formal series

I:J+5U1(J77/))+52U2(J71/))+"' 3
¢:w+EUI(J7w)+€2v2(Jaw)+"' y
where the functions u; and v; have period 27 in . We try to find the u; and

v; so that the right-hand sides of the equations for the new variables do not
contain the fast phases, that is, the equations have the form

(6.5)

JZEFo(J)+€2F1(J)+ 5

i (6.6)
¢ = L«J(J) +8G0(J) + 52G1(J) +

Suppose that the right-hand sides of the equations of the perturbed mo-
tion (6.2) are analytic in all the variables. Substituting the new variables into
these equations, substituting the expressions (6.6) of J and 1/) into the result-
ing relations, and equating the terms of the same order in € we obtain the
following system of relations:

8u1
F
0 0
GO(‘]) :g(‘]a wa )—"_ﬁul UlW)
aJ oY (6.7)
ou ) '
() = X;(J,9) = 81;1 izl
Ovjt1 .
G;(J) =Y;(J, ) + aJuJ+1 5,]1; j=z1
The functions X, Y; are determined by the terms ui, vy, ..., u;, v; in the

expansion (6.5).

To write down the solution of system (6.7) obtained above we introduce
additional notation. Suppose that the function h(J, 1) has period 27 in ¢. We
write down its expansion in the Fourier series:

h(J, ) = ho(J) + > hi(J) exp (i(k, 1))

k0

We set

W =ho(). =Y e k). (69

k0

(but reversible) weakly nonlinear systems, by Poincaré [41] for Hamiltonian sys-
tems of the general form, by Krylov and Bogolyubov [360] for non-Hamiltonian
weakly nonlinear systems, and by Bogolyubov and Zubarev [117] for nonlinear
single-frequency systems.
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The prime over the sum symbol in (6.8) means that the summation is car-
ried out over the k such that the harmonic exp (i(k, ¢)) is really involved
in the Fourier series of the function h, that is, hy # 0 in the domain under
consideration. Obviously,

(55 )o =10

The operator {-}¥ is called the integration operator. It is not defined when the
denominators in (6.8) vanish or are very small compared to the numerators.
The difficulties connected with the presence of these small denominators (or
small divisors) are of fundamental importance in perturbation theory. But
we temporarily forget about them and assume that the integration operator
can be applied to all the functions occurring below. Then the solution of
system (6.7) is given by the formulae

Fo(J) = (f(J,4,0))%,
ui(J, ) = {f(J; ¥, )}¢+U1(J)

o) = {8l .0) + Fa (2 w>>z
{g (7..0) 4 2 w)} )
e

(6.9)
Uj+1 = {Xj} +ufi, J=1
6= {1+ Gum)
Vjy1 = {Yj + $Uj+1}¢ +ui, J2 1
Here the uJ(J) and v)(J) are arbitrary functions. One usually chooses u) =

0
vy =0.
J
If the series for the change of variables (6.5) are truncated at the terms of
order r > 1, then we obtain a change of variables which reduces the equations
of the perturbed motion to the form

J=eFs(J,e)+ e a(J, vy, e),
1/.} = w(‘]) + €G2(J, €) + ETJrlﬁ(Jv 1/)7 5)'

Thus, as a result the dependence on the phases is deferred to the terms of
order "+1. If these terms are discarded, then the system of equations for J
splits off. If its solutions are found, then the evolution of the phase ¥ can be
found by a quadrature. Returning to the original variables we see that the
evolution of I amounts to a slow drift (described by the equation for J) onto
which small rapid oscillations are superimposed (described by the change of
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variables), exactly as in Example 6.1 and in Fig.6.1. The evolution of ¢ is
represented as a rotation with slowly changing frequency, onto which oscilla-
tions are also superimposed. In the first approximation this procedure leads
to the averaged system (with additional equations approximately describing
the evolution of the phases).

In the foregoing discussion we have been assuming that in the formulae
for the change of variables the denominators (k,w(J)) do not vanish in the
domain considered. This assumption holds for single-frequency systems with
non-vanishing frequency, for systems with constant incommensurable frequen-
cies, for systems with finitely many harmonics in the perturbation, and in
certain other cases (see §6.1.4-6.1.6 below). But for general multi-frequency
systems this condition fails. There are two difficulties here.

First, in the general case the denominators (k, w(.J)), k € Z™\ {0}, vanish
on an everywhere dense set of values of J, so that formulae (6.8), (6.9) do
not even allow one to define the u;, v;. This difficulty is circumvented by the
following modification of the change of variables. The perturbing functions
ef, €g are represented in the form

cf= D4 Dy egm g g

where the f(™) g(™) are trigonometric polynomials in ¢ whose absolute values
are bounded above by quantities of order €”. The procedure for eliminating
the fast phases is carried out as if the f(") (™) were the terms of order £”
in the expansion of the perturbation in e (without taking into account that
the f(™) /e™ and g(™) /e™ themselves depend on ¢). Then only finitely many
small denominators appear at each step of the procedure. Correspondingly,
the functions u;,v; are undefined only on finitely many resonant surfaces
(k,w(J)) = 0, whose number depends on ¢ and the index j. As a result, in
each finite approximation the map (J,¥) — (I, ¢) is undefined on finitely
many surfaces (whose number depends on ¢ and the order of the approxima-
tion). Outside some neighbourhood of these surfaces (usually of width of order
/€) the differences | —J| and |p—1)| prove to be sufficiently small (usually also
of order /) and the map (J, ¥) — (I, ¢) indeed defines a change of variables.
The substitution of the corresponding new variables into the equations allows
one to defer the dependence on the phases to the terms of higher order in €.

The second difficulty is that the frequencies w(I) themselves slowly vary in
the course of evolution. Therefore on a time interval of order 1/e the point may
repeatedly cross the neighbourhoods of the resonant surfaces. Consequently,
even the change of variables of the first approximation is in general undefined
along the entire trajectory on a time interval 1/e. However, this change of vari-
ables is the main tool of analysis of the motion between the resonances. The
phenomena occurring at crossing resonant surfaces are considered below in
§66.1.7-6.1.8. Roughly speaking, here the situation is as follows: the total mea-
sure of the resonant domains proves to be small; hence for most of the initial
data the motion in these domains cannot strongly affect the evolution, and the
averaging principle enables one to correctly describe most of the trajectories.
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Remark 6.1. There exist different versions of constructing a change of vari-
ables separating the fast and slow motions. In particular, such a change of
variables can be sought not in the form of a series as above, but as a composi-
tion of successive changes of variables. The first change of variables is defined
by the formulae

I=J+eui(J,9), o =1 +evi(J,¥),

where uy, v are the first terms of the series (6.5) defined above. The equations
of the perturbed motion for the new variables contain the phases in the terms
of order €2. Then a similar change of variables is performed, which defers the
dependence on the phases to the terms of order €3, and so on. This method
produces the same formal change of variables (6.5), but technically it often
proves to be more convenient. For Hamiltonian perturbations the method
of successive changes of variables has the remarkable property of quadratic
convergence: the second change of variables defers the dependence on the
phases to the terms of order £, the third to the terms of order %, and so on
(see §6.2.2.C below).

Remark 6.2. Another version of the procedure for separating the motions
is obtained on the basis of the following consideration. A transformation
(I,¢) — (J,9) of the form (6.5) is the shift transformation by “time” e
for a certain formal system of differential equations

dy
de
Conversely, every such system of equations generates a shift transformation of
the form (6.5). Therefore, instead of the functions u;, v; involved in (6.5) we
can seek the functions W; defining the corresponding system of differential
equations. The resulting procedure has the convenient feature that it pro-

vides fairly simple general formulae for higher approximations. See the details
in [256].

W(y,&), WZWl(y)+€W2(y)+ ’ yZ(JﬂP)

Remark 6.3. A method for separating the motions called continuous aver-
aging was proposed in [48, 587, 588, 589]. This method is used to construct
a flow in the function space of systems of the form (6.2) such that the terms
of equations depending on the fast phases are decreasing along this flow. Sys-
tems on the same trajectory of the flow are obtained from one another by
a near-identity change of variables. The flow in the space of systems is de-
scribed by a system of partial differential equations. Estimates of solutions of
this system enable one to obtain estimates of the accuracy of separation of the
motions. The method of successive changes of variables (see Remark 6.1 above)
is used for constructing, in fact, a difference approximation (with respect to
the variable along the flow) for the solutions of the system of equations of
the continuous averaging. For the present the method of continuous averaging
has been developed in detail for single-frequency systems (m = 1) and for
multi-frequency systems with constant frequencies [48, 515].
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6.1.3 Procedure for Eliminating Fast Variables. Resonant Case

Suppose that we are given a sublattice K of integer vectors defining the possi-
ble resonances. We try to find a change of variables (I, ¢) — (J, %) so that the
right-hand sides of the equations of the perturbed motion in the new variables
depend on the fast phases only via the combinations (k, ¥), k € K. We seek
the change of variables in the form of series (6.5).

The equations for J, ¥ must have the form

J= eFy(J, ) + 2Fi(J,y) + - - -

. (6.10)
v=w(J)+eGo(J,y)+ -,

where v = (y1,...,7) are semifast variables (independent combinations of
the phases ¢ with coefficients in K) and r is the rank of K. We also introduce
the fast variables x = (X1, - - ., Xm—r) such that (v, x) = Rt, where R is the
unimodular matrix introduced at the end of §6.1.1. Substituting the new vari-
ables into the equations of the perturbed motion, expressing .J, ¥ according

o (6.10), and equating the terms of the same order in € we obtain a system
of relations of the form (6.7), but the functions Fj, G; on its right-hand sides
now depend on .J and 7. A particular solution® of this system is given by the
formulae

FO(Jv ’7) = <f(Jv 1/)7 0)>Xa
a X
Go(J,7) = <g<J 0.0)+ 2,0 w>>
P
n(1.9) = {a(3.6.0 >+Z—Ju1u, ¥) = Golan) | +18(0),
Fj = <Xj>Xa

wjr1 ={X; = B+, (1),

ow X
Gj = <Yj + aJUjJr1> s

dw v .
Vj41 = {Y + aJUJJ,_l GJ} +'U?+1(J), J 2 1.

WV
—_

Here the symbol ()X denotes averaging over x (first 1) must be expressed
in terms of 7, ), the symbol {-}¥, as in §6.1.2, denotes application of the
integration operator (6.8), and the u?, U]Q are arbitrary functions of J. In
these formulae the denominators (k, w) appear only for k ¢ K.

Truncating the series of the change of variables at the terms of order r we
obtain a system of equations in which the dependence on the fast phases is de-

ferred to the terms of order e"+!. Discarding these terms we obtain a truncated

3 In the general solution the u?, v;-) depend on J, v, and the F}, G; change.
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system, which must be applied for describing the motion in a neighbourhood
of the resonant surfaces (k, w(J)) =0, k € K. In the first approximation this
system coincides with system (6.4) partially averaged taking into account the
given resonances (but we must choose u{ = 0).

6.1.4 Averaging in Single-Frequency Systems

We consider the system of equations of the perturbed motion (6.2) which has
only one phase. We assume that the frequency w(I) of variation of this phase
does not vanish: w(I) > ¢~ > 0, ¢ = const. In this case the system is also
called a system with rapidly rotating phase. Such systems are among the main
objects of perturbation theory. Here are some examples:

— a one degree of freedom oscillatory system upon which a small non-con-
servative perturbation is imposed (for example, a pendulum with a small
perturbing torque);

— aone degree of freedom oscillatory system whose parameters evolve slowly
(for example, a pendulum with slowly changing length [600]);

— asystem acted upon by a rapidly oscillating perturbation periodic in time;

— motion in the two-body problem in the presence of a small perturbation
(small propulsive force [230], resistance of medium);

— rotation of a rigid body around the centre of mass in the presence of a
small perturbing torque that is independent of the position of the body in
space (propulsive force of jet engines mounted on the body, resistance of
medium [61, 452], see also Example 6.12); here the unperturbed motion is
governed by the Euler—Poinsot equations and has two fast phases, but one
of them, characterizing the body’s precession around the vector of angular
momentum, is not involved in the equations;

— motion of a charged particle in a magnetic field that changes only slightly
over the length of the Larmor radius [117, 482]; in the unperturbed system
the magnetic field is constant and the motion takes place along the Larmor
circle drifting along the force lines of the field, and the role of the fast phase
is played by the angle coordinate of the point on this circle.

Many examples of using averaging for analysis of motion in single-frequency
systems are contained in [600].

In the single-frequency case the justification of the averaging principle is
practically complete. Below we present the results on the accuracy of av-
eraging over time intervals of order 1/e, on the properties of higher-order
approximations of the procedure for eliminating the fast variables, and on the
connections between the integral manifolds (stationary points, cycles, invari-
ant tori) of the exact and averaged systems.

Remark 6.4. In what follows, we omit the natural conditions of continuabil-
ity of solutions in the statements of the theorems: we assume throughout that



218 6 Perturbation Theory for Integrable Systems

the solution J(t) of the averaged system for 0 < ¢ < 1/e does not approach
too closely the boundary of the domain where the system is defined.

Suppose that in the equations of the perturbed motion (6.2) the frequency
w and the perturbations f, g are smooth functions in their domain of definition
B x S x [0, g0, and their absolute values, together with those of their first
derivatives, are bounded above by a constant C.

Theorem 6.1. The difference between the slow motion I(t) in the exact sys-
tem and J(t) in the averaged system remains small over time 1/e:

[I(t) — J(t)| < c1e if 1(0) = J(0), 0<t< /e,
where ¢y 1s a constant depending on the constants ¢ and C.

<] The change of variables of the first approximation in § 6.1.2 differs from the
identity by a quantity of order e. It reduces the exact system to the averaged
one with an addition of a small (of order £2) perturbation. Over time 1/e
this perturbation can change the value of the slow variable, compared to its
value in the averaged system, only by a quantity of order €. Returning to the
original variables we obtain the result of the theorem. >

This theorem was proved by Fatou and, by another method, by Man-
del’shtam and Papaleksi [426]. The proof given above, which is based on the
elimination of the fast phase by a change of variables, is due to Bogolyubov.*

If the perturbed system is analytic, then the procedure of §6.1.2 enables
one to eliminate the phase from its right-hand sides up to any finite order in €.
However, the series thus obtained in general diverge, so that the complete
elimination of the phase and separation of the fast and slow motions cannot
be achieved.® It turns out that the elimination of the phase can be carried out
with exponentially small error. In the general case this error is in principle
unavoidable in any version of perturbation theory. We now state the precise
assertion about the elimination of the phase. Suppose that the right-hand
sides of the perturbed system can be analytically continued to the complex 6-
neighbourhood of the domain of definition of the system and this continuation
remains bounded in absolute value by the constant C. Suppose that |w| >
¢~1 > 0 in this neighbourhood.

Theorem 6.2 ([455]). There is an analytic change of variables
I=J+ceu(J,¢,¢), o =9+ev(J, Y, e), lu| + Jv] < e, (6.11)

4 More precisely, Bogolyubov used this method to prove a similar theorem for
systems of a more general form (which he called systems in standard form,
see §6.1.5), of which the single-frequency systems and systems with perturba-
tion that is quasi-periodic in time are special cases [15, 16].

5 With a natural choice of arbitrary functions involved in the series for the change
of variables in §6.1.2 these series prove to be of Gevrey class 1 in ¢, that is, the
nth term is O(e"n!), see [517); this estimate is best possible.
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reducing the equations of the perturbed motion to the form

J=e(®(J,e) + o, b, €)),

: (6.12)

la] + 18] < co exp (—cgl/s), |D — () + |2 —w| < eqe,

where the ¢; are positive constants depending on ¢, C, 6, and €o.%

The exponent in the preceding theorem satisfies the following best-possible
estimate [589]. Consider the motion in the averaged system in the imaginary
direction of time. Equivalently, consider the motion for real ¢ in the system

J =ieF(J), F={(f)%,

where ¢ is the imaginary unit. Suppose that for the initial conditions Jy € B
the solution J(et) of this system satisfying J(0) = Jy is defined on the
time interval 0 < et < T(Jy), is analytic, and satisfies w(J(et)) # 0

and ’Re fOT(JO)w(J(T)) dT‘ < ¥ = const. Then we can take |a| + |3] <

ca exp (—¥/e) in Theorem 6.2.

The exponential additional term is unavoidable, since when the image of
any curve that is initially close to the circle I = const is evolving under
the action of the perturbed phase flow, its projection onto the space of slow
variables is increasing, generally speaking, not slower than etcs exp (—cg ! /€).
However, in the cases where the solutions of the averaged system leave suffi-
ciently quickly the domain in which the problem is considered, this exponen-
tially slow growth does not have enough time to become an obstruction to the
complete separation of the fast and slow motions, as shown by the following
assertion.

Theorem 6.3 (cf. [245]). Suppose that the field of phase velocities of the aver-
aged system can be rectified (that is, it can be transformed into a field of paral-
lel vectors of the same length) by an analytic diffeomorphism of the domain B.
Then there is an analytic change of variables of the form (6.11) reducing the
equations of the perturbed motion to the form (6.12) with « = = 0.

(If the system is smooth but not analytic, and the field of phase velocities
of the averaged system can be rectified, then the fast and slow motions can
be separated by a smooth change of variables [291]).

Studying the averaged system one can often establish the existence of limit
cycles and invariant tori of the original system and approximately calculate
them.

6 The notation for the constants is chosen so that the estimates are preserved as c,
C, ¢; increase.
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Theorem 6.4 ([16]). Suppose that the averaged system has a non-degenerate”

equilibrium position. Then the exact system has a limit cycle along which the
slow variables vary within a neighbourhood of this equilibrium position of size
of order . If all the eigenvalues of the averaged system linearized about this
equilibrium position have negative real parts, then the cycle is orbitally asymp-
totically stable. If the real part of one of the eigenvalues is positive, then the
cycle is unstable.

<1 We introduce the phase as a new independent variable (new time). We
consider two maps of R™ into itself: Ty, the shift map by (new) time 27 for
the averaged system, and 77, the same map for the exact system transformed
by the change of variables of the first approximation constructed in §6.1.2.
The maps Ty and T displace a point by a quantity of order e, while these
maps differ from each other by a quantity of order £2. The map Ty has a non-
degenerate fixed point J,. By the implicit function theorem, for sufficiently
small € the map 7 has a fixed point J = J, + O(g), which obviously serves
as the initial condition for the required limit cycle. >

Example 6.4. The van der Pol equation
i=—x+4e(l -2

describes oscillations with a small nonlinear “friction” which is negative for
large amplitudes, and positive for small ones. The unperturbed equation & =
—z can be written in the standard form I = 0, » = —1, where 21 = 22 + &2
and ¢ = arg (z 4 iz). The equation for I in the perturbed motion has the
form

I =e(1—22)i% = 2eI(1 — 21 cos %) sin 2.

The averaged equation is
. J?
J=e(0-3)

It has a repelling equilibrium J = 0, and an attracting one J = 2. To the
equilibrium J = 0 there corresponds the equilibrium z = 0 of the original
equation. By Theorem 6.4 above, to the equilibrium J = 2 there corresponds
a stable limit cycle of the original equation, which is close to the circle 22442 =
4 (see Fig.6.3). A

Example 6.5 (Stability of the upper position of a pendulum with vibrating sus-
pension point [568, 115, 302]). The equation of motion of a pendulum whose
point of suspension performs vertical sinusoidal oscillations in the presence of
viscous friction has the form

V4 v + (g — aw? sinwt)l "L sin g = 0,

7 An equilibrium position is said to be non-degenerate if the system linearized about
it has no zero eigenvalues.
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x A

Fig. 6.3.

where ¥ is the angle of deviation of the pendulum from the vertical, a and w are
the amplitude and the frequency of the oscillations of the suspension point, [ is
the length of the pendulum, g the acceleration of gravity, and v the damping
coefficient. We show that for a sufficiently high frequency and small amplitude
of the oscillations of the suspension point the upper equilibrium position of
the pendulum is stable (the exposition below follows [158]). We assume that
a = ape and w = wy/e, where ag and wy are quantities of order 1, and ¢ is
small. We write down the equations of motion so that their conservative part
has the canonical Hamiltonian form:

H
V= 5687, p = —&:a—q — ev(p — apwol sin 7 sin ),
1/p . . 2
H= 3 (7 — agwyp sin T sin 19) — gl cos .

Here 7 = t/e is the new time, prime denotes differentiation with respect to 7,
and p is the momentum canonically conjugate to the angle ¥. The system
averaged over 7 has the form

V= o p = —E—éq — evp,
1 p? 1
%:§%+I/7 V:Zagwgsingﬁ—glcosﬁ.

The function V is called the effective potential energy. We set K2 = gl /w2a3.
At the point ¥ = 7 corresponding to the upper equilibrium position of the
pendulum, the function V has a non-degenerate minimum for K < 1/v/2,
and a non-degenerate maximum for K > 1/4/2. By Theorem 6.4, for damping
v # 0 and for sufficiently small &, the upper position of the original pendulum
for these values of K is stable or unstable, respectively.®

8 If v = 0 and K > 1/+/2, then the equilibrium is unstable. If » = 0 and K < 1/+/2,
then the equilibrium is stable, but the proof of this fact requires new ideas
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The phenomenon of stabilization of the upper position of the pendulum
with vibrating suspension point was discovered by Stephenson [568] (in the
linear setting), Bogolyubov [115], and Kapitsa [302]. Later the possibility of
stabilization by vibration was studied in a series of papers (see the refer-
ences in [426]), among which the best-known is the paper of Chelomei [168]
on enhancing the stability of elastic systems. Other examples of the effect of
vibrations on stability are described in [113, 169]. Stability of the stationary
motions of a spherical pendulum with vibrating suspension point was studied
in [410]. A

If the averaged system has a limit cycle, and the multipliers of the system
linearized about this cycle do not lie on the unit circle (except for one of
them which corresponds to the shift along the cycle and is equal to 1), then
the exact system has a two-dimensional invariant torus, which is stable or
unstable together with the cycle and along which the slow variables evolve
within a neighbourhood of this limit cycle of size of order &; see [16, 360].
The procedure for eliminating the fast variable enables one to obtain a formal
expansion of such an invariant torus in a series in . For that it is sufficient to
substitute the expansion of the limit cycle of system (6.6) describing the slow
motion into the expansion of the change of variables (6.5). The resulting series
are as a rule divergent (see Proposition 6.1 and Example 6.6 below). However,
they have asymptotic nature: by truncating these series at the terms of order
€” we obtain an approximation for the invariant torus to within O(e"*1).

The motion on the two-dimensional invariant torus created from a cy-
cle of the averaged system is characterized by the rotation number introduced
by Poincaré: u(e) = lim 9(t)/@(t), where (¢, ¢) modd 27 are coordinates on

t—-+oo

the torus [9]. If the rotation number is irrational, then the motion is condition-
ally periodic and each trajectory winds around the torus everywhere densely.
If the rotation number is rational, then there exist cycles on the torus; if
the cycles are non-degenerate, then their number is even (half of them are
stable, and half unstable), and the other trajectories are attracted to them
as t — foo. In a generic system the rotation number p(e) is a continuous
piecewise-constant function of € on an open everywhere dense set (similar to
Cantor’s staircase, but the total relative measure of the constancy intervals
on the segment [0, £9] tends to zero as €9 — 0). The existence of constancy
intervals is related to the existence of non-degenerate cycles on the torus: for
small changes in € such cycles do not vanish and therefore the rotation num-
ber does not change. In a generic system, as € — 0 an infinite sequence of
bifurcations of births and deaths of cycles takes place on the torus. All these
phenomena are not detected by the formal procedure of perturbation theory.

(see §6.3.6.B). Application of the procedure for eliminating the fast variables
in each approximation leads to a stable equilibrium with purely imaginary eigen-
values.
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Note that in an analytic system the limit cycle described in Theorem 6.4
that is born out of an equilibrium of the averaged system is analytic and
depends analytically on e (this can be seen from the proof of Theorem 6.4).
The situation is completely different when a torus is born out of a cycle of
the averaged system.

Proposition 6.1 ([360]). An invariant torus of the perturbed system is as
a rule (in the generic case) not analytic in the parameter €. For an open every-
where dense set of values of ¢ the torus has only finitely many (but increasingly
many as € decreases) derivatives with respect to the phase variables.

T Y
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v X

O, (@)

A ~_

Fig. 6.4.

/s

<1 Suppose that for some € = ¢, there exists an asymptotically orbitally stable
invariant torus, the rotation number pu(e,) is rational, and the corresponding
cycles on the torus are non-degenerate. For simplicity we consider the case of
three-dimensional phase space. The section of the torus by a plane ¢ = const
is shown in Fig. 6.4 borrowed from [438]. If we linearize the perturbed system
about a cycle and reduce it to a system with constant coefficients (according
to the Floquet-Lyapunov theory), then an unstable cycle turns into a sad-
dle, and a stable cycle into a node. The invariant torus is composed of the
outgoing whiskers of the saddles connected at the nodes. It is clear that this
picture is preserved under a small change in €. But at a node all the curves
in Fig.6.4 have as a rule finitely many derivatives, except for four of them,
which we call principal. This follows already from the linear theory: with
respect to the principal axes the phase curves have the form y = |cm|>‘1/ A2
where \; and Ay are the eigenvalues of the reduced linearized system, A\; char-
acterizes the rate of attraction by the torus of trajectories from the ambient
space, and A, the rate with which the trajectories on the torus approach each
other. Since the sections of the outgoing whiskers of the saddles may not be
simultaneously principal curves of the nodes, the torus has finite smoothness.
However, this smoothness is very high and is rapidly increasing as € decreases,
since A\1/As > ¢ " exp (c;'/e). (This follows from Theorem 6.2: if an expo-
nentially small term is added to the system, then all the trajectories on the
torus become cycles.)
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Furthermore, if for arbitrarily small £ the torus can be non-analytic in the
phase variables, then it is also not analytic in €. Indeed, as mentioned above,
the procedure for eliminating the fast variable enables us to write down a
formal expansion of the torus in a series in €. All the coefficients in this
expansion are analytic functions of the phase variables. If the torus is analytic
in € in a neighbourhood of zero, then this formal expansion must coincide with
the true one (as an asymptotic expansion of an analytic function), converge,
and therefore represent an analytic function of the phase variables. Thus, in
the case under consideration the torus is not analytic in €. >

The lack of analyticity of the torus in € can be illustrated by very simple
examples, in which the torus is nevertheless analytic in the phase variables.

Example 6.6 ([116]). Let p, ¥ mod 27 be polar coordinates on the plane of
slow variables. In the annulus 1/2 < p < 2 consider the equations of perturbed
motion ]

p.:—€[p—1+P(19,<p)L U =g¢, p=1,

where

P=Y apexp (i(kid + kap)),  ap—exp (—|k), ko #0.
k

Averaging over ¢ we obtain
p=—c(p—1), D=c¢.

The circle p =1 is a limit cycle of the averaged system. It is easy to find the
invariant torus of the exact system

ax, exp (i(k19 + kap))
=1-—c¢ - , k 0.
P Zk: i(kie+ ko) +e 2 7
In an arbitrarily small complex disc |e] < g¢ there exists a value of € for which
one of the denominators in this formula vanishes. Consequently, the invariant
torus is not analytic in €. A

If the averaged system has a degenerate equilibrium position (a cycle),
then the question of the existence and orbital stability of the corresponding
periodic solution (torus) of the exact system can, as a rule’, be answered
by using the higher approximations of the procedure for eliminating the fast
variables.

If the averaged system has an [-dimensional invariant torus, [ > 2, then
the existence of an (I 4+ 1)-dimensional invariant torus of the exact system
close to it with respect to the slow variables was established under certain
conditions in [270].

9 For a non-conservative perturbation.
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One of the applications of averaging in single-frequency systems is the
study of the behaviour of the phase point under repeated application of a
near-identity map. This is a map of the form

I—TI+el(l,e). (6.13)

Every such map with a smooth function [ can be represented as the shift map
by time 27 along the solutions of a single-frequency system of the standard
form (6.2), in which time plays the role of the fast phase:

I=cf(I,te). (6.14)

It is usually sufficient to assume that the right-hand side of (6.14) is a con-
tinuous function of time, although it can also be chosen to be smooth, and if
the function [ is analytic, then analytic [214, 361, 362, 514, 592].

If the right-hand side of equation (6.14) is continuous in time ¢ and in-
finitely differentiable in I, then the procedure for eliminating the fast angle
variable of §6.1.2 enables one, for any prescribed r > 1, to defer the depen-
dence on time to the terms O(e"*!) using a change of variables. Hence the
map (6.13) can be represented in the form

I'—TI+eLl(l,e)+ea(l,e), a=0("), (6.15)

so that the truncated map, without the term eq, is the shift map by time 27
along the trajectories of the autonomous system

J=cFs(le),  Fs(Je) = %Z(J, 0) + 0(c). (6.16)

Now suppose that the function [ in (6.13) can be analytically continued
to the complex d-neighbourhood of the domain of definition of the system
remaining bounded above in absolute value by the constant C.

Theorem 6.5 ([455]). The map (6.13) can be represented in the form (6.15)
with an exponentially small remainder « satisfying |a| < ¢1 exp (—051/5) 50
that the truncated map is the shift map by time 27w along the trajectories of
the autonomous system (6.16).

This theorem is an immediate consequence of Theorem 6.2 and the obser-
vation [455] that for systems of the form (6.14) Theorem 6.2 is also valid if
the right-hand side is a continuous function of time.

By Theorem 6.5 an analytic near-identity map can be included with an
exponential accuracy into the phase flow of an autonomous system of equa-
tions. The remaining exponentially small error is unavoidable in the general
case (but it can be eliminated in a domain where the vector field I(.J, 0) can
be rectified; cf. Theorem 6.3 and [291]).

Near-identity maps of the form (6.13) arise, in particular, in numerical
integration of autonomous systems of ordinary differential equations using
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step-by-step methods (for example, the Euler or Runge-Kutta methods). In
this case the role of the small parameter ¢ is played by the step of the method.
The map (6.13) describes the behaviour of the phase point when it advances
by one step along the approximate trajectory. Since a map cannot, generally
speaking, be included exactly into the flow of an autonomous system, a nu-
merical method usually does not integrate accurately any autonomous system
of equations on large time intervals. However, there is an autonomous system
of equations which is integrated by such a method with a fairly high accuracy
(in the analytic case, with an accuracy exponential in 1/¢). The right-hand
side of this new system is close to the right-hand side of the original system
(to which the integration method is applied) already with a polynomial ac-
curacy (the degree of the corresponding polynomial is called the order of the
numerical method).

6.1.5 Averaging in Systems with Constant Frequencies

Systems with constant frequencies, that is, with frequencies independent of
the slow variables, arise when we consider a small nonlinear interaction of
linear oscillatory systems!'?, or the influence of quasi-periodic perturbations
on linear oscillatory systems, or the action of fast external quasi-periodic forces
on a nonlinear non-oscillatory system (for example, the effect of vibrations of
two asynchronous engines on the motion of a ship or a plane).

We consider an analytic system of the standard form (6.2) with constant
frequencies. We assume that the components of the frequency vector w are
strongly incommensurable:

|(k,w)| > ¢ k|7, ¢, v = const > 0, (6.17)

for all integer vectors k # 0. It is well known [36] that for v > m — 1 the
set of points w for which condition (6.17) does not hold for any ¢ has mea-
sure 0. Vectors w satisfying condition (6.17) for some ¢ and v are also called
Diophantine vectors.

Theorem 6.6. If the frequencies of the unperturbed motion are constant and
strongly incommensurable, then the difference between the slow motion I(t) in
the exact system and J(t) in the averaged system remains small over time 1/e:

I(t)— J(t)| < cre  if I(0)=J(0), 0<t<1/e

<] The first-approximation change of variables of the procedure of §6.1.2 is
constructed by the formula

I=J+eu(J, ), u=>y

k0

kap<<’f)¢)> . (6.18)

i(k,w

10 Indeed, in a linear system the frequency is independent of the amplitude.



6.1 Averaging of Perturbations 227

The Fourier coefficients fi of the analytic function f are exponentially
decreasing as the order of the harmonic increases: |fy| < ¢ exp (—c3'|k|).
Because of the strong incommensurability of the frequencies, the denominators
in (6.18) are decreasing only like a power. Hence the series in (6.18) converges
and defines a near-identity change of variables. The rest of the proof is exactly
the same as for Theorem 6.1. >

Remark 6.5. It is clear from the proof that the theorem remains valid if the
perturbation has finite but sufficiently high smoothness in the phase; then
the Fourier coefficients of the perturbation are decreasing like a power with a
sufficiently high exponent. It is easy to verify that the existence of v +m + 2
derivatives is enough.

Remark 6.6. It is also clear from the proof that the result remains valid
if the condition of strong incommensurability (6.17) is satisfied only for the
vectors k involved in the Fourier expansion of the perturbation f.

If, instead of (6.17), we have the weaker incommensurability condition
(k,w) # 0 for k € Z™ \ {0}, then averaging can still be applied for describing
the motion. However, the accuracy may be worse than ¢ (for example, /¢ or
1/|In¢|). Namely, the following assertion holds.

Theorem 6.7 ([16]). For any n > 0 there exists e = eo(n) such that for
0 < e <eg we have

I(4)—J@®)| <n if  I0)=J0), 0<t<

™ | =

(Here we assume that the quantity I(0) is chosen in a given compact set; this
is why &¢ can be chosen to be independent of I(0).)

If a system with constant frequencies is analytic and the frequencies
are strongly incommensurable (that is, (6.17) holds), then, similarly to the
single-frequency case, there is a change of variables deferring the dependence
on the fast phases to exponentially small terms of the equations of order
O (exp (—const/e?)), a =v + 1; see [515, 550].

For systems with constant incommensurable frequencies there are numer-
ous results on the existence of integral manifolds [427]. In particular, suppose
that the frequencies are strongly incommensurable, the averaged system has
an equilibrium or a periodic solution, and in the case of an equilibrium the
real parts of the characteristic exponents of the averaged system linearized
about it are non-zero, or in the case of a periodic solution the multipliers of
the averaged system linearized about it do not lie on the unit circle.!! Then
the exact system has an invariant torus that is close, respectively, to the equi-
librium or the periodic solution with respect to the slow variables (this torus is

1 Except for one of them equal to 1.
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m- or (m+ 1)-dimensional, respectively) [360, 269, 270].12 Even in an analytic
system this torus is as a rule not analytic either in € or in the phase variables
(see Proposition 6.1 and Example 6.5), but the procedure for eliminating the
fast variables enables one to construct for it an asymptotic expansion with
respect to e.

If the averaged system has an [-dimensional invariant torus, [ > 2, then
the existence of an (I + m)-dimensional invariant torus of the exact system
close to it with respect to the slow variables was established under certain
conditions in [270].

In the analysis of motion on the torus generated by an equilibrium of the
averaged system one has to distinguish the cases where, in equations (6.2)
of the perturbed motion, g = 0 (that is, the perturbation is quasi-periodic
in time) or g # 0. If g = 0, then the motion on the torus is conditionally
periodic with frequency vector w; see [116]. If g # 0, then the nature of the
motion can be different. For example, for a two-dimensional torus the motion
is characterized by the Poincaré rotation number similarly to the description
in §6.1.4; see [360]. If the unperturbed frequencies are regarded as parame-
ters of the problem, then in an analytic system for any e and any vector
w, € R™ with strongly incommensurable components there exist unperturbed
frequencies w = w, + e/A(g, wy) such that the motion on the torus under con-
sideration is conditionally periodic with frequency vector w,; see [116]. Here
A(e, wy) is an analytic function of . The reason is that for a suitable choice
of the amendment A there exists an analytic near-identity change of variables
(I, ¢) — (J, 1) which is 2m-periodic in the phases and reduces the equation
for the phase to the form 1/) = w,. This implies the assertion on the motion
on the torus stated above.

Systems with constant frequencies is an important special case of systems
in Bogolyubov’s standard form:

z=¢eA(tx,¢e), x € R?,

where the function A is assumed to satisfy the uniform mean condition: the
limit
T
1
lim — /A(t,:r,()) dt = Ao(x)

T—o0
0

exists uniformly in x. Indeed, introducing in a system with constant frequen-
cies the deviation £ = ¢ —wt from the uniform rotation and setting x = (I, £)
we arrive at equations in the standard form. Here the uniform mean condition

12 Tn [360] this assertion was proved for the case where there are two fast and two
slow variables and the averaged system has a stable equilibrium, and in [270] for
any number of variables for the case of a stable equilibrium or a stable periodic
solution of the averaged system. The assertion for the general case of hyperbolic
equilibrium or periodic solution follows from the results of [269].
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is satisfied, since A(t, z, ¢) is a quasi-periodic function of time ¢.
Bogolyubov’s averaging principle [15] consists in replacing the original sys-
tem in the standard form by the averaged system

:l) = EAQ(y)

Many of the results on averaging in systems with constant frequencies (in-
cluding Theorem 6.7 and the theorems on the birth of conditionally periodic
motions from equilibria and periodic motions of the averaged system) can be
generalized to systems in the standard form [15].

6.1.6 Averaging in Non-Resonant Domains

We consider a perturbed multi-frequency system (6.2) in which the frequencies
depend on the slow variables: w = w(I), I € B. We say that the domain B
is non-resonant in the first approximation of perturbation theory (or simply
non-resonant) if for all I € B the condition of strong incommensurability

|(k, w(I))| > ¢ k|7 (6.19)

holds for some constants ¢, v and all the integer vectors k # 0 such that the
harmonic with the phase (k, ¢) is involved in the Fourier expansion of the
perturbation f on the right-hand side of system (6.2).

If the domain B is non-resonant, then, similarly to Theorem 6.6, averaging
can be applied and guarantees an accuracy of order € on times of order 1/e.
If condition (6.19) is replaced by the weaker incommensurability condition
(k,w(I)) # 0, then, similarly to Theorem 6.7, averaging can also be applied,
but the accuracy may worsen.

In a multi-frequency generic system there are no non-resonant domains,
since the incommensurability condition (for the vectors k specified above) fails,
generally speaking, on an everywhere dense set of points. However, sometimes
in applications there arise problems in which such domains nevertheless exist.
For example, non-resonant domains exist if the perturbation contains only
finitely many harmonics and the frequencies are independent.

6.1.7 Effect of a Single Resonance

The main peculiarities of multi-frequency systems are related to resonances.
According to the averaging principle, for describing the perturbed motion near
one chosen resonance and far from the other resonances one should partially
average the equations of motion taking into account the chosen resonance.
In many cases this approximation can be justified by using the procedure
of §6.1.3. In this subsection we consider the resulting partially averaged sys-
tem. It has the usual form of a perturbed system, but the perturbation de-
pends on the phases only via one linear combination of them with integer
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coefficients:

f:Ef(I,W), v = (k, ¢),

o= (1) +2g(1,7). (6:20)

Here only one resonance is possible: (k,w) = 0. The main effects connected
with the influence of a single resonance appear already in system (6.20), the
study of which is therefore of considerable interest.

(kw)=0

Fig. 6.5.

Suppose that a solution of the system obtained from (6.20) by averaging
over ~ intersects transversally the resonant surface (Fig.6.5):

(k, g‘;gw) £0  for (kw)=0.

The solution of the exact system (6.20) may behave quite differently. For cer-
tain relations between the phases capture into resonance is possible: reaching a
neighbourhood of the resonant surface the point starts moving so as to approx-
imately preserve the commensurability thus arisen (Fig.6.5); see [260, 429].
The averaging over -y is inapplicable for describing such a motion: over time
1/e the solutions of the exact and averaged systems deviate by a quantity of
order 1. However, capture into resonance and such a large error of averaging
are possible only for an exceptional set of initial conditions, whose measure
is estimated from above by a quantity of order /. For the other initial con-
ditions the averaging describes the motion with an accuracy at least of order
Vel Ine| (under certain fairly general assumptions).

Furthermore, it turns out that if a capture into resonance does occur,
then the set of captured points tends to spread in the phase space everywhere
densely as ¢ — 0: a ball of diameter of order ¢ contains both captured and
non-captured points. If, as it happens in practical problems, the initial condi-
tions are known up to an error greater than e, then one cannot say definitely
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whether a point will be captured into resonance or not. The problem becomes
probabilistic in nature. One can assert that the probability of capture into
resonance is small and tends to zero like /€ as € — 0.

Another phenomenon related to the effect of a single resonance is scattering
on resonance [73, 188]. Consider the motion of a phase point crossing the reso-
nant surface without capture. Before crossing the resonant surface, far from it,
the behaviour of the slow variables is described to within O(g) by some solu-
tion of the averaged system. This follows from the fact that in the variables I, v
the system becomes a single-frequency one, with non-zero frequency far from
the resonance. On crossing the resonant surface, sufficiently far from it, the be-
haviour of the slow variables is again described to within O(g) by some solution
of the averaged system, but now it is another solution, different from the one
before the crossing. The difference between the solutions of the averaged sys-
tem describing the motion before and after the crossing is a quantity of order
/€ for most of the initial conditions. Thus, one can consider that the result of
crossing the resonance without capture is a jump from one solution of the aver-
aged system onto another. This jump is sensitive to a change in the initial con-
ditions: for a shift of the initial values of the slow variables by a quantity § > ¢,
the relative change of the magnitude of the jump is of order 1. Therefore here,
too, the problem becomes probabilistic in nature: we should treat the jump as
random scattering on the resonance and describe its probabilistic properties.

We consider the phenomena described above by an example. First we
observe that in the variables I,~, to the resonance there corresponds the
vanishing of the frequency, and to crossing the resonance, a change of the
direction of rotation of ~.

Example 6.7. Let the perturbed motion be described by the system of equa-
tions

. 1
I:e(l—&-asinv—il), A =1, a = const > 0, (6.21)

in the domain |I| < 2. The corresponding averaged equation has the form

J:e(l—iJ)

Differentiating the equation for v with respect to time we obtain

Y =¢e(1+asiny —1/4%).

Introducing the slow time 6 = /et and denoting the derivative with respect
to 6 by prime we arrive at the equation

1
v =1+asiny— Z\/Efy’, (6.22)

which describes the motion of a pendulum with a constant torque and small
friction. The phase portraits of the pendulum without friction for a < 1 and
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a > 1 are depicted in Fig.6.6. In the case a < 1 the phase portrait of the
problem with small friction is the same as without friction. The pendulum
passes from reverse rotation into direct one. The time 7 of the motion from
the straight line 4 = —1 to the straight line 4/ = +1 along various phase
curves may differ by a quantity of order 1. Returning to the original time
and the original variable I we obtain the following picture. Every point passes
through the resonance I = 0, that is, capture is impossible here. The time
of traversing the y/e-neighbourhood of the resonance may differ for various
trajectories by a quantity of order 1/4/¢. Correspondingly, during the traverse
of this neighbourhood an averaging error of order /¢ is accumulated, which
causes scattering on the resonance.

a y'

ad

Fig. 6.6.

For the case a > 1 the phase portrait of the problem with friction is de-
picted in Fig. 6.7. Along the separatriz a strip of width of order /¢ is formed
of the phase points for which the pendulum passes from rotation into oscilla-
tions. To a passage into oscillations there corresponds a capture into resonance
in the original variables. In the unshaded area in Fig. 6.7 the pendulum passes
from reverse rotation into direct one. For a trajectory passing at a distance
¢ > ¢ from a saddle singular point this passage takes a time of order |In¢|.
Returning to the original variables we see that a part of order /¢ of the set
of all phase points turns out to be captured into resonance. We form the
exceptional set of measure of order /¢ consisting of the points that either
are captured into resonance, or are in the resonance at the initial instant, or

Fig. 6.7.
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pass closer than ¢ from the saddles. The points that do not belong to this set
cross the y/z-neighbourhood of the resonance in a time t of order from 1//e
to | Ine|/y/z. During the crossing an averaging error is accumulated of order
from +/¢ to /€| In e, which is responsible for scattering on the resonance.

£3/2

Fig. 6.8.

The portrait of the problem in the original variables I, v on the phase
cylinder is shown in Fig. 6.8. At a distance of order 1 from the resonance the
coils of the separatrix are at distances of order € from one another. Adjacent
to the separatrix there is the shaded strip of width of order €3/2 consisting of
captured points. Thus, the points that will finally be captured indeed tend to
fill everywhere densely some domain of the phase space as ¢ — 0. A

The main phenomena connected with a single resonance take place in
the ¢y/z-neighbourhood of the resonant surface, ¢ = const. In such a neigh-
bourhood, system (6.20) can be reduced to the “pendulum” form that
resembles equation (6.22). This reduction was used in a number of pa-
pers [188, 309, 420, 429, 433, 444, 448]. We now describe it. We denote a point
on the resonant surface by ¢ = (o1,...,0,-1). We characterize a point I
in a neighbourhood of the resonant surface by the coordinates p, o, where
p = (k,w(I)) and o is the projection of I onto the resonant surface. We in-
troduce the slow time 6§ = /et and the normalized distance to the resonant
surface r = p/\/e. We denote by prime the differentiation with respect to 6.
We obtain

7/ =7+ \Eal(’}’, a, \@7"),
r' = P(vy,0) + Veras(y, o, Ver), (6.23)
o' = \/EO‘?)(’% a, \/ET)
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The functions P, «; have period 27 in 7. If we set ¢ = 0 in (6.23), then we
obtain a Hamiltonian'® system describing the dynamics of a pendulum in a
conservative field in the presence of a constant torque:

v =r, 1 =P(y,0), o=const, (P)’= (k: 6w<f>,y) #0. (6.24)

T oI

This system is of course integrable. The motion in a neighbourhood of the res-
onance is described by a small perturbation of this system according to (6.23).

Above we considered the application of averaging for describing the mo-
tion of points passing through a resonance without capture. We now show how
averaging can be used for describing the motion of points captured into reso-
nance. We use the equations of motion in the form (6.23). Suppose that the
corresponding “intermediate” unperturbed system (6.24) (pendulum) satisfies
the following two conditions of generality of position: on its phase portrait the
unstable singular points are non-degenerate for all o (condition B), and the
separatrices do not connect different singular points (condition B’). Then this
phase portrait is similar either to Fig. 6.6b (but there may be more oscillatory
domains'), or to Fig. 6.6a. We shall not consider the last case now,'® since it
corresponds to the absence of capture. As o varies, the oscillatory domains do
not vanish, do not appear, and do not merge with each other. We choose one
of these domains and introduce in it the action—angle variables A, x of the un-
perturbed pendulum. The variation of the quantities o, A, x in the perturbed
motion is described by an ordinary single-frequency system where the role of
the phase is played by ¥, of time by 6, and of the small parameter by /. Av-
eraging this system over y we obtain equations, which approximately describe
the variation of o, A on times 6 of order 1/4/¢ (that is, on times t of order
1/€).16 The variation of o characterizes a drift along the resonant surface,
and the variation of A the amplitude of oscillations about this surface. We
say that initial conditions o, g for a solution of the system averaged in the
oscillatory domain are taken on the separatrix if 27\ is equal'” to the area of
the oscillatory domain for 0 = ¢¢. The solutions with such initial conditions
describe the motion from the instant of capture into resonance. The solutions
terminating on the separatrix are defined in similar fashion; they describe the
motion before exiting the resonance.

13 This should come as a surprise! The fact that the system obtained is Hamiltonian
is discovered as a result of calculations and is by no means obvious beforehand.

14 Inside oscillatory domains of the system there may exist unstable singular points.
To simplify the exposition we shall not consider this case.

15 But this case is nevertheless very important, since it is this case that is obtained
after averaging for most of the resonances (see §6.1.8).

16 These equations can have a non-degenerate equilibrium with A # 0, to which by
Theorem 6.4 there corresponds a limit cycle of the original system lying inside a
loop of the separatrix.

7 Recall that 27\ is the area bounded by a closed trajectory of the unperturbed
pendulum.
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The whole trajectory of a point in the presence of capture into resonance
is approximately described as a curve glued together from several smooth
pieces (Fig.6.5). The first piece is a trajectory of the system averaged in the
usual fashion outside the resonance before reaching the resonant surface; we
denote the point of reaching the surface by o,. The second piece is a curve on
the resonant surface determined by the oscillatory domain of the unperturbed
pendulum into which the capture occurred. This curve is the o-component of
the solution of the system averaged in the required oscillatory domain with an
initial condition on the separatrix for o = o,. If at some instant this solution
reaches the separatrix (let ¢ = 0., be the corresponding point), then there is a
third piece — the solution of the usually averaged system starting at the point
Ox. From the point o, (where the first piece reaches the resonant surface)
several curves can go out corresponding to captures into different oscillatory
domains (Fig.6.5). One can show that under fairly general assumptions the
gluing of one of these curves to the first (non-resonant) piece describes the
motion to within O(y/e| In ¢]) for most of the initial conditions. The exception
is a set whose measure tends to zero faster than any power of € as € — 0. This
set consists of the points passing too close to the saddles of the unperturbed
pendulum.

On the resonant surface, at some points there occurs capture into a given
oscillatory domain, and at some points escape from it. These two types of
points can be recognized as follows. Let E = E(r,y, ) be the Hamiltonian
of the pendulum (6.24) normalized so that it vanishes at the saddle singular
point C' and on the separatrix ! which together form the boundary of the
oscillatory domain under consideration. Then E < 0 in the oscillatory domain.
We set

OF OF OF
@(0’) = — %(aa? + Erag + %ag) d@,
l

a?:ai(ﬁya 070)7 Z:]-a 23 37

where the integral with respect to time is taken along the solution of the pen-
dulum equation (6.24) whose trajectory is the separatrix. The quantity —/e©
is the change of the energy of the pendulum in the principal approximation
under the influence of the perturbation in (6.23) over one coil of the motion
near the separatrix in the oscillatory domain. If ©(c) > 0 at a point o of the
resonant surface, then near this point there occurs capture into the chosen
oscillatory domain, and if ©(¢) < 0, then escape from this domain.

There are formulae for the probability of capture into resonance and for
the amplitude of scattering on resonance [462]. In particular, the probability
Q(My) of the capture of a given initial point My = (ly, o) into a given
oscillatory domain is given by the formula

_ VE6(o)
Q)= 2ef Py,
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where o, is the point where the trajectory of the averaged system passing
through the initial point I reaches the resonant surface, and it is assumed
that ©(o.) > 0 (otherwise the probability of capture is equal to 0). Of course,
we must define what is called the probability of capture in the deterministic
system under consideration. Let U? be the ball of radius § with centre at the
point My, and U%¢ the subset of U® consisting of the captured points. Then
by definition (cf. [7]),

d,e
Q(Mp) = +/z lim lim meas U™/ /e

5—0em0 measU®

where meas is the phase volume in the space of I, ¢. Thus, the probability
of capture is the leading term of the asymptotics for the relative measure of
the captured points in the ball of small radius é, where 1 > § > «.

Multiple passages through a resonance in non-conservative systems have
not in the least been studied. Apparently they can give rise to quite unusual
phenomena. For example, suppose that the system has two slow variables, and
all the points of the phase plane of the averaged system “fall down” onto an
asymptotically stable limit cycle. Suppose that this cycle intersects transver-
sally the resonant surface (here a curve) and capture occurs at the intersection
point; at some distance from the cycle the captured points are ejected from the
resonance. Such an example can be easily constructed. Presumably (this is a
conjecture!) a typical trajectory of such a system spends most of the time near
the limit cycle of the averaged system, but in quasi-random time intervals is
ejected from it to a distance of order 1. The mean length of these time intervals
is of order 1/£3/2. In similar fashion one can construct an example where the
averaged system has two asymptotically stable limit cycles surrounding the
origin, and along the two branches of the resonant curve points pass from the
larger cycle into the domain inside the smaller one, and conversely (Fig. 6.9);
see [460]. Then in the perturbed system (this is also a conjecture!) one will
observe quasi-random walks between the limit cycles of the averaged system.

Fig. 6.9.
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6.1.8 Averaging in Two-Frequency Systems

Consider a two-frequency perturbed system with frequencies wy (I), wa(I):

j = Ef(Iv )
@1 = wl(I) + 691( 5), (625)
Y2 = wa(l) +ega(l, p,€).

We assume that the right-hand sides are analytic functions. We say that the
system satisfies condition A if the frequency ratio w;/wy varies along the
system’s trajectories with non-zero rate:

X(Ias@ag):<u)1a(;}2_ aWl)f> >0

We say that the system satisfies condition A if the frequency ratio wi/wo
varies with non-zero rate along the trajectories of the corresponding averaged
system:

aWQ awl
@ — » —
(wll — I>F> Cq >O7 F—<7> s e=0.

Henceforth, ¢;, C; are positive constants.

Theorem 6.8 ([73]). If condition A holds, then the difference between the
slow motion I(t) in the perturbed system and J(t) in the averaged system
remains small over time 1/e: there exists a constant cy such that

[I(t) — J(t)] < cav/e  if 1(0) = J(0), 0<t< /e

<1 We define a number N = N(g) by the following condition: in the pertur-
bation (6.25) the total amplitude of the harmonics of order greater than N is
at most 2. For an analytic function the amplitude of harmonics is decreasing
exponentially as the order increases. Hence, N < C1|In ¢|. We say that a reso-
nance kijwi + ksws = 0 with k1 and ko coprime integers is essential if its order
|k1| + |k2] is less than or equal to N. On the frequency plane, to resonances
there correspond straight lines with rational slopes passing through the origin
(Fig.6.10). The straight lines corresponding to essential resonances are rather
sparse: it is easy to calculate that the angle between adjacent lines is at least
CytIng|=2.

If a resonance is not essential, then it has practically no effect on the
motion over time intervals of order 1/e. The influence of an essential resonance
manifests itself in a narrow strip around the resonant straight line (Fig. 6.10);
this strip is called a resonant zone. As in Example 6.7, the width of the
resonant zone turns out to be of order /€ ay, where a; estimates from above
the amplitudes of the resonant harmonics of the perturbation; the quantity
ay, is decreasing exponentially as |k| increases.
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A @2

Fig. 6.10.

Condition A shows that the point successively crosses non-resonant and
resonant zones in Fig.6.10. In a non-resonant zone the change of variables
of §6.1.2 is defined, which reduces the exact system to the averaged one in
the first approximation. The difference between the solutions of the exact
and averaged systems accumulated in the non-resonant zones because of the
discrepancy remaining under this reduction does not exceed Cs+/c. In the res-
onant zones the averaging is absolutely inadequate for describing the motion.
But the total width of these zones is of order /. By condition A, the time
that the solution spends in these zones is of order 1/1/e. Over this time the so-
lutions of the exact and averaged systems may diverge only by a quantity not
exceeding Cy+/c. As a result, the total deviation accumulated in non-resonant
and resonant zones is at most co\/e. >

The hypothesis of Theorem 6.8 can be weakened. We say that system (6.25)
satisfies condition A’ (see [311]) if condition A holds and in addition at each
resonance kiwi + kows = 0 the frequency ratio varies with non-zero rate
along the trajectories of the system partially averaged taking into account
this resonance (see §6.1.1):

Ow Ow 1 _
L(I) + (Wlal2 w2811) Fy(I,7) > 501 1>, (6.26)

where v = k1p1+kopo and Fi (1, ) is the sum of the harmonics of the function
f depending on the phase . The quantity |F| is decreasing as |k| increases.
Hence there exists a number Ny independent of e such that for |k| > Ny
inequality (6.26) follows from condition A. We say that the resonances with
|k| < Ny are strong and the other resonances are weak. It suffices to verify
inequality (6.26) for the strong resonances.

Theorem 6.9. If condition A’ holds, then the conclusion of Theorem 6.8
holds.

<0 As in the proof of Theorem 6.8, we must consider separately the motion in
non-resonant and resonant zones. In a non-resonant zone the averaged system



6.1 Averaging of Perturbations 239

provides a good description of the motion. Condition A shows that the point
does not get stuck in this zone. As in Theorem 6.8, the total averaging error
accumulated in the non-resonant zones is at most Cs+/c. In a resonant zone
the change of variables of §6.1.3 is defined, which reduces the system, in the
first approximation, to the system partially averaged taking into account this
resonance. Therefore condition A’ implies that it is also impossible to get
stuck in a resonant zone. The sojourn time of the point in one such zone is of
order of the width of the zone divided by €. The remaining estimates are as
in the proof of Theorem 6.8. >

Condition A stated at the beginning of this subsection does not obstruct
capture into resonance. It turns out that under this condition the total effect
of passing through the resonances is the same as the effect of a single resonance
described in §6.1.7.

Theorem 6.10 ([448)). If the system satisfies condition A and in addition
a certain condition B (which almost always holds), then there exist con-
stants cq, c3 such that for all initial points Iy, g, except for a set of mea-
sure not exceeding ca\/e, the difference between the slow motion I(t) in the
exact system and the motion J(t) in the averaged system remains small over
time 1/e:

[I(t) — J(t)| < c3v/e| Ineg] if  I1(0) = J(0), 0<t<

o | =

For every s > cor/e and for all initial points, except for a set of measure not
exceeding », we have

[I(t) — J(t)| < cave|Ines's| if  1(0) = J(0), 0<t<

M | =

<] In the non-resonant zones and in the resonant zones of weak resonances
the analysis is the same as that described above. The averaging error accumu-
lated in these zones does not exceed Cg+/e. It remains to consider the strong
resonances, which, as we know, are few and far between. Condition B consists
in that for each strong resonance the system partially averaged taking into
account this resonance satisfies condition B of §6.1.7 (the non-degeneracy
of singular points of the corresponding “pendulum”; see §6.1.7). In a neigh-
bourhood of a strong resonance we perform the change of variables of §6.1.3,
which reduces the exact system, in the first approximation, to the correspond-
ing partially averaged system. The resulting system differs from the system
with a single resonance in §6.1.7 only by a small perturbation. The picture of
passing through the resonance is described in §6.1.7. For all initial conditions,
except for a set of measure of order /¢, the resonant zone is crossed in a time
not exceeding Cv|In¢|/+/e. The averaging error accumulated over this time
does not exceed Cgv/¢| In ]. Combining the estimates over all zones we obtain
that the total error does not exceed c3+/¢| In ¢|. For the initial conditions lying
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outside some set of measure s > Cyy/c the resonant zone is crossed in a time
not exceeding Cyo| In C;;' | /+/e. Correspondingly, for such initial conditions
the averaging error does not exceed c4/2| In c5 ' 5|. >

Example 6.8. Consider oscillations of a particle in a one-dimensional poten-
tial well in the presence of a small periodic perturbation and small friction:

ou
= o +eaS(t) — ez,
where S is a 27-periodic function of ¢, and the graph of U(x) and the phase

U A &

Fig. 6.11.

portrait of the unperturbed (¢ = 0) system are depicted in Fig.6.11. We as-
sume that the unperturbed system is nonlinear, so that the period of motion
is different for different trajectories. Let h = 1/2 4% + U(z) be the energy of
the unperturbed motion, and ¢ the phase on the unperturbed trajectories.
The perturbed system is a two-frequency one, ¢ and ¢ are the fast variables,
and h is the slow one. The equation for h has the form

h=e [aS(t) — 3'62] .
Averaging over ¢, t we obtain
h= —e(@?).

The motion is considered in the domain 1 < h < 2.!® The averaging
leads to the conclusion that h decreases and all the points leave this domain.
For sufficiently small a, condition A holds and the averaging describes the
motion for all initial conditions. Condition A holds for all a. It guarantees
that the averaging is applicable for most of the initial data. But a proportion
of order /€ of points can be stuck at the resonances in the domain 1 < h < 2.
A detailed analysis of the motion in this problem for U = 22/2 + ux*/4
(Duffing’s problem) is contained in [433]. A

'8 In fact, the results are valid in the entire domain h > 0; see [433].
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Remark 6.7. There have been no studies of the case where condition A fails
for two-frequency systems, that is, where the frequency ratio of the fast mo-
tion varies non-monotonically in the averaged motion. For systems of the
form (6.20) (that is, single-frequency systems in which the frequency can van-
ish) the following best-possible estimate holds in this case: there exist con-
stants cg, c3 such that outside a set of measure » > cy4/¢ the averaging error
is at most c3+/2/y/7¢ (under additional conditions of generality of position);

see [97].
AV

B\
N\

Fig. 6.12.

Remark 6.8. For the case where condition A holds but condition B fails (so
that the phase portrait of the “pendulum” corresponding to the resonance
may have the form shown in Fig.6.12) the following best-possible estimate
holds: there exist constants co, cg such that outside a set of measure » > ca4/€
the averaging error is at most cz+/e/+/> (for analytic systems this estimate
was obtained in [513], for systems of finite smoothness it can be obtained
by combining the results of [97] and [448], and for the case of a single slow
variable this estimate was obtained in [448]).

We give several examples of non-conservative two-frequency systems:

— a pendulum under the action of a non-conservative force periodically de-
pending on time [178];

— two weakly coupled nonlinear oscillators in the presence of weak friction;

— fast rotation of a heavy rigid body in a resisting medium [61, 549];

— motion of a passively gravitating body (an asteroid) in the restricted three-
body problem (see Ch.2) in the presence of resistance of the medium or
a weak propulsive force [100].

In these problems most of the solutions are described by independent av-
eraging over the phases. However, capture into resonance is also possible for
certain relations between the parameters.
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6.1.9 Averaging in Multi-Frequency Systems

The case where the number of frequencies is greater than two has been stud-
ied much less than the two-frequency case. One of the features of the two-
frequency systems is simple disposition of the resonant surfaces (Fig.6.10).
For a higher number of frequencies these surfaces are situated quite differ-
ently.

Example 6.9. Consider the unperturbed three-frequency system

p1="h, $a=L, ¢3=1, I,=0 (s=1,2).

Fig. 6.13.

Here the resonant surfaces are all the straight lines with rational equations
on the plane Iy, Iy (Fig.6.13). A curve on the plane I intersects many of the
resonant straight lines

a) at small angles (since arbitrarily close to any linear element there is a
linear element of a resonant straight line) and

b) near the points of mutual intersection of resonant straight lines, which are
points of multiple resonance.

Therefore, whereas in the two-frequency case the main effect is passing
through a single resonance, for a higher number of frequencies we must nec-
essarily take into account tangency to resonances and the joint influence of
several resonances (two in this example). A

There have been no comprehensive studies taking into account the details
of these phenomena for multi-frequency systems. Nevertheless some estimates
are known that justify the applicability of the averaging method. They were
obtained on the basis of the following general consideration: if the set of points
close to the resonant surfaces has small measure, then for most of the initial
data the phase curve spends little time in this set; hence it is natural to expect
that for most of the initial data averaging correctly describes the motion.
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General results in this direction are due to Anosov [66] and Kasuga [305].

Anosov’s theorem states that for any positive number p the measure
meas { Iy, ¢o : Oggf/s [1(t) = J(t)] > p for I(0)=J(0)=1Io}

of the set of initial data (in a compact set in the phase space) for which
the error of describing the exact motion by the averaged one is greater than p
tends to 0 as € — 0. This theorem was proved for perturbed systems of a more
general form than the standard form (6.2): the common levels of the integrals
of the unperturbed problem are not assumed to be tori; it is required that for
almost all constant values of these integrals the unperturbed motion on the
common level is ergodic.

For systems of the standard form (6.2) the technique of [305] enables one
to obtain the following estimate of the averaging error.

Theorem 6.11 ([451]). Suppose that one of the following two non-degeneracy
conditions holds: either the rank of the map I — w(I) is equal to the number
of frequencies, or the rank of the map I — (wi(I) : wa(I) : -+ wy(I)) is by
one less than the number of frequencies. Then the mean error (over the initial
conditions) of the averaging method does not exceed a quantity of order \/e:

I(t) — J(t)| dlg dpy < . 6.27

Jmax |10 = J(0)| dhodgo < V2 (6:27)

Corollary 6.1. Let E(e, p) denote the set of the initial data within a fized
compact set for which the error is at least p. Then

meas F(e, p) < cl\f. (6.28)

Equivalently: outside a set of measure s the averaging error satisfies the esti-

mate
10 - I <.

This estimate is best-possible [451].1° However, it is plausible that it
can be improved for the class of generic perturbations (cf. the estimate for
two-frequency systems under conditions A, B, where the error is at most
cov/e| In ).

If m > n + 2, then Theorem 6.11 is inapplicable, but the estimates (6.27)
and (6.28) hold for almost all members of a typical family of frequencies
with sufficiently large number of parameters \; see [96]. Instead of the non-
degeneracy of the frequencies required in Theorem 6.11, here the following
inequality is used: |(k,w)| + |0(k,w)/dI| > ¢ k|™" for v > m — 1 and all
k € Z™\ {0}. For almost all values of A this inequality holds with some ¢ > 0.
For m > n + 2 there is also a sufficient condition for an individual system to
satisfy the estimates (6.27), (6.28); see [212].

19 In the class of polynomial estimates.
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Theorem 6.12 ([96]). For generic systems with m fast and n slow variables
the mean error (over the initial conditions) of the averaging method is esti-
mated from above by a quantity of order e'/*+1) ifm < (”Zk) —n.

Correspondingly, the right-hand side of the estimate (6.28) takes the form
c1et/ 1) /p. Non-generic systems belong to some hypersurface in the space
of all systems.

If the averaged system has an equilibrium such that at the equilibrium
point the unperturbed frequencies are strongly incommensurable and the
real parts of the eigenvalues of the linearized averaged system are non-zero,
then the exact system has an m-dimensional invariant torus close to this
equilibrium with respect to the slow variables; see [269]. This assertion is a
consequence of the similar assertion for a system with constant frequencies
(cf. §6.1.5). Indeed, by expanding the right-hand sides of the exact system
about the equilibrium position of the averaged system and performing one
step of the procedure for eliminating the fast phases we can reduce the original
system near the equilibrium position to a system with constant unperturbed
frequencies [269].

If the averaged system has a periodic solution, then, generally speaking,
to it there may not correspond an (m + 1)-dimensional invariant torus of
the exact system (in contrast to the case where the unperturbed frequencies
are constant, cf. §6.1.5); a relevant example is given in [460]. The reason is
that during the motion along the periodic solution of the averaged system
the unperturbed frequencies change and become resonant at some instants.
Because of captures into resonance (see §6.1.7) some solutions of the exact
system move away far from the asymptotically stable periodic solution of the
averaged system.

6.1.10 Averaging at Separatrix Crossing

The averaging principle in §6.1.1 was described under the assumption that
the equations of motion in the unperturbed integrable system can be writ-
ten in the standard form (6.1), and the equations of the perturbed motion in
the form (6.2). However, in many problems the foliation of the phase space
of the unperturbed integrable system into invariant tori has singularities on
some hypersurfaces — the separatrices. In a neighbourhood of a separatrix the
equations of motion cannot be reduced to the form (6.1), (6.2). The separatri-
ces divide the phase space into domains with different regimes of motion (for
example, for a pendulum the separatrix divides the phase portrait into the
domains of rotations in different directions and of oscillations). A small per-
turbation causes evolution, which can result in a phase point of the perturbed
system crossing a separatrix of the unperturbed problem and the regime of
motion changing. This gives rise to a quasi-random behaviour.
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Example 6.10 ([7]). Consider a one-dimensional system with the potential
energy U(q) (Fig.6.14) and small friction e f(p, q¢), 0 <& < 1. It is clear that
as time passes almost every point falls into one of the potential wells, A or B.
But into which of them?

‘U

Qy

A B

Fig. 6.14.

The phase portrait of the unperturbed (¢ = 0) system is shown in Fig. 6.15.
The separatrices [; and [5 divide it into the domains G1, G2, G3. On the phase
portrait of the perturbed system (Fig.6.16) the initial conditions which lead
to falling into different wells alternate. As ¢ — 0 the deterministic approach
to the problem no longer makes sense, since a small change in the initial
conditions results in falling into the other well, while the initial conditions
are always known only to within a certain accuracy. In [387] this phenomenon
was called scattering on a saddle singular point.

Fig. 6.15.
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It is reasonable to regard falling into one or another well as a random
event. The probability P;(x) of a point x of the phase plane falling into the
well A is defined as the proportion of the points in a small neighbourhood of
x falling into A as € — 0 (cf. §6.1.7):

d,e
Py(x) = lim lim meas Uy (z)

6.29
50 e—0 meas U®(x)’ (6.29)

where U°(x) is the d-neighbourhood of the point = and Uf’s(gc) is the set of
points of this neighbourhood falling into A. The probability P is defined in
similar fashion.

It turns out that if the initial energy is A > 0, then the probabilities of
falling into A and B exist and can be calculated by the formulae

61

Ph=—
! 61 + 6,

P2:1_P1u Qu:—]{pf(pﬂ)dt, V:1721
lu

where the integrals are taken along the separatrices [, of the unperturbed
system in the unperturbed motion. The probabilities are independent of the
initial point z and are determined by the values of f(p,q) on the critical
energy level h = 0.

In this problem it is usually interesting to consider the variation of the
energy h with time. Far from the separatrices of the unperturbed system this
variation is approximately described by the averaging: the equations of the
perturbed motion in the action—angle variables of the unperturbed system
must be averaged over the angle; the energy h can be used instead of the
action variable. The equations of the perturbed motion in these variables have
a singularity on the separatrices. How to describe the separatrix crossing?

Fig. 6.17 depicts three solutions of the averaged system. The solution hg(et)
starts at ¢ = 0 in the domain G5 = {h > 0} with value equal to the energy of

hﬂ

Et* et

Fig. 6.17.
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the initial point 2 and reaches the separatrix (h = 0) at some t = t,. Glued
to it there are the solutions hq(et) and ho(et) in the domains G; and Ga,
respectively, starting at ¢ = ¢, on the separatrix: hj 2(et,) = 0. It turns out
that the motion of most of the points falling into the well A (respectively, B)
on times of order 1/e are approximately described by gluing together the
solutions hg and hy (respectively, hy and hs). The exceptional set consists of
the points passing too close to the saddle C' and getting stuck near it for a
long time; the measure of this set tends to zero as € — 0. One can say that
with probability P, the motion is described by gluing together h3 and hq, and
with probability P> by gluing together h3 and hs. A

A similar loss of determinacy happens if friction is replaced by a slow
variation of the potential that causes falling into one or another well (for
example, if the point moves along a curve with two minima (see Fig.6.14) in
a slowly increasing gravitational field).

A fairly general situation in which such phenomena occur in single-
frequency systems looks as follows [460] (the degree of generality of this sit-
uation is discussed at the end of this subsection, before Example 6.12). We
have the system of equations

p=-Gpreh,  d=Y ek A=ch (030)
where 0 < ¢ < 1, (p,q) € R2, X € R™, H = H(p,q,)\), and f; =
fi(p, g, A\, €). The functions f; are assumed to be infinitely differentiable. The
unperturbed (¢ = 0) system for p, ¢ is a Hamiltonian one; its Hamiltonian
function depends on the parameter A. For definiteness we assume that the
phase portrait of the unperturbed system for every A has the same form as
in Example 6.10, Fig.6.15 (but other portraits can also be considered where
there are non-degenerate saddle singular points connected by separatrices).

The separatrices [; and [o divide the unperturbed phase plane into three
domains: G1, Ga, G3 (see Fig.6.15). Under the influence of the perturbation,
points from the domain G; cross a separatrix and are captured into one of the
domains G, j # i. Capture into one or another domain has to be regarded
as a random event. The definition of the probabilities of these events for an
initial point = (p, ¢, \) is given by relation (6.29).

We assume the Hamiltonian H to be normalized, so that H = 0 at the
saddle point (and therefore on the separatrices). Then H > 0in Gz and H < 0
in GLQ.

In each of the domains the averaged system has the form

7{{ f1+—f2+ iffg?}dt, A:%j{fgdt, (6.31)

where T' = § dt is the period of the unperturbed motion, f? = fi(p, ¢, X, 0),
i =1, 2, 3, and the integrals are taken along the solution of the unperturbed
system on which H(p, g, \) = h.
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For each of the domains we can extend by continuity the definition of the
averaged system to the separatrix setting h‘h:o = 0 and /.\’h:O = f9-(N),
where f:?c is the value of the function f at the saddle point C. We can now
regard the phase space of the averaged system as being obtained by gluing
together, over the surface h = 0, the phase spaces of the averaged systems
constructed separately for each of the domains G; (Fig. 6.18).

h
h}a }*3
A, N
"2
\ \\hZa j'2
2
1 hy, /11\ — /
Fig. 6.18.

We introduce the quantities

__J|9H o OH o OH , _
@u()\)_ %[apf1+ aq f2+ a)\fd]dt, V—L 27
O3(A) = O1(A) + O2()),

where the integrals are taken along the separatrices in the unperturbed mo-
tion. These integrals are improper (since the motion along a separatrix re-
quires infinite time), but, as can be easily verified, they converge for the cho-
sen normalization of the Hamiltonian. Below we assume the quantities ©, to
be positive. The value —e®,, is close to the change of the energy on a segment
of the perturbed trajectory close to the unperturbed separatrix. Therefore the
positivity of 6, guarantees that for most of the initial conditions the point
approaches the separatrix sufficiently fast in the domain G5, and moves away
from the separatrix sufficiently fast in the domains G; and Gs.

We have the following assertions about the motion for 0 < ¢t < 1/e of the
point with an initial condition (pg, go, \o), where (pg, o) € G3 for A = Xo.

(6.32)

1°. Let hs(et), As(et) denote the solution of the averaged system in the
domain G3 with the initial condition (H(po, qo, Mo), Mo) (Fig.6.18). Suppose
that at some et = 7, < 1 this solution reaches the separatrix: hz(7y) = 0.
Then for 0 < et < 7, the variation of H, A along the true motion is described
by the solution hg, Ag to within O(e).
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2°. Let A, be the value of the parameter A at the instant when the averaged
solution reaches the separatrix: A, = A3(7). Then the probabilities of capture
of the point © = (pg, qo, Ao) into the domains G; and G5 are calculated by
the formulae

01\ + O2(\)

Py(x) Py(z) =1— Pi(x). (6.33)

3°. Let hy(et), Ai(et) and ha(et), Aa(et) be the solutions of the averaged
system in the domains G; and G5 with initial conditions “on the separatrix”
glued to hs, Az: hi2(7) = 0, Ai2(7) = A« (see Fig.6.18). Then for most
of the initial points = captured into the domain G, the variation of H, A

along the motion for 7, < et < 1 is described by the solution h,, A, to within
O(e+elnel/(1+ | In|hy(et)| }))

4°. The measure of the exceptional set of initial points whose motion can-
not be described in this way does not exceed O(e") for any prescribed r > 1.

Thus, for describing the motion we must use the averaged system up to the
separatrix, calculate the probability of capture into one or another domain on
the separatrix, and again use, starting from the separatrix, the averaged sys-
tem in the domain into which the capture occurred. This scheme of analysis
of the problem was first used in [386, 387] in the study of motion of charged
quasi-particles.

The detailed proofs of assertions 1°—4° are contained in [447] for r = 1,
and in [459] for any r.

Remark 6.9. The approach to introducing the notion of probability in the
deterministic problem that we considered above can be interpreted as follows.
The initial conditions are regarded as random, uniformly distributed in a ball
of radius . Then capture into a given domain becomes a random event and
its probability can be calculated. After successive passages to the limit as
e — 0 and then as 6 — 0 the limit value of this probability is called the
probability of capture in the original deterministic problem. There is another
possible approach to introducing the probability [237, 605]. Namely, the initial
conditions are fixed, but the system is subjected to a random perturbation
— white noise with variance £ (other random perturbations with sufficiently
strong mixing properties can also be considered [237]). In the problem thus
modified, capture into a given domain becomes a random event. The limit
value of the probability of this event as ¢ — 0 and then as § — 0 is called
the probability of capture in the original problem. In the cases considered
in [237, 605] this approach also leads to formulae (6.33) for the probability of
capture.

We now explain the origin of the formulae for probability (6.33). In the
domain G3 the phase point describes almost closed curves returning repeatedly
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to the ray C¢ — the bisector of the angle between the separatrices at the
saddle point (Fig.6.19). Let k' denote the value of the energy of the point at
the instant when it reaches this ray for the last time; then, obviously, A =~ A,
(for most of the initial conditions, with the exception of the points that get
stuck near the saddle for a long time). We set O} = O, (\,), v =1, 2, 3. The
further motion of the point is determined by the value of A'.

Fig. 6.19.

Proposition 6.2. There exists a constant k > 0 such that the following
holds. If ke®/? < K < e@; — ked/2, then the point is captured into Go. If
€05 + ke?/? < B < €03 — ke3/2, then the point is captured into G1. We
necessarily have h' < 03 + ke3/2.

<1 Fig.6.19 shows a segment of the perturbed trajectory I close to lo and
resulting in a capture into the domain Ga. The change of the energy along
this segment is approximately equal to —e@;. Similarly, the change of the
energy along a segment of the trajectory l5 close to I3 = I3 Uls and resulting
in a capture into G is approximately equal to —e@j;. One can show that
the error of these approximations is of order £3/2. Consequently, we obtain
the following picture to within small quantities of higher order. The value
R’ belongs to the segment ds = (0,£60%). If the value A’ lies in the segment
dy = (£63,203%) C ds, then the point is captured into G1; if the value b’ lies
in the segment do = ds \ di, then the point is captured into Gs. >

The flows of phase volume through the segments d; and dy are approxi-
mately equal to their lengths (since in a Hamiltonian system the flow of phase
volume through a curve is equal to the difference of the values of the Hamil-
tonian at the ends of the curve). Hence the volumes of the sets of phase points
in a neighbourhood of an initial point x flowing through the segments d; and
dy are proportional in the principal approximation to the lengths of these
segments. By the definition of the probability (6.29) we have, as required,

length d, &K

P = = Py=1-P,.
"7 Tength ds 67 + 03’ ? !

The argument given above enables one to calculate the probabilities in all
similar problems (for other types of the phase portrait, other combinations of
the signs of the quantities ©,; cf. Example 6.11 below).
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The probability of capture depends on the initial point only via the value
of the parameter A\ at the instant of reaching the separatrix. It is natural to
call the quantities

O1())

DB+ et

Q2(A) =1-Q:1(N)
the probabilities of capture into G; and G, respectively, for reaching the
separatrix with a given value of A. These quantities can be calculated inde-
pendently of the initial point. Then the probabilities of capture for a given
initial point can be calculated by the formulae P, (x) = Q,(\.), v =1, 2.
We now list some problems where the described phenomena arise: the
formation of the resonance 3:2 between the axial and orbital rotation of Mer-
cury [260]; the tidal theory of formation of the binary orbital resonances in the
system of satellites of Saturn [64, 267, 276, 450, 556]; formation of the Kirk-
wood gap for the resonance 3:1 in the asteroid belt [458, 604]; scattering of
quasi-particles — conductivity carriers in metals and semiconductors — on sin-
gular points of an isoenergy surface [387]; propagation of short radiowaves
in the ionosphere waveguide channels [268]; motion of charged particles in
the field of an evolving wave [93, 95]; electron cyclotron resonance heating of
plasma in magnetic traps [467, 564]; motion of charged particles in the tail of
the Earth’s magnetosphere [156]; tumbling of a rigid body with a fixed point
under the influence of small perturbations [452]; evolution in the Lorenz sys-
tem for large Rayleigh numbers [428, 566, 613]; desynchronization of globally
coupled phase oscillators [596]. We consider one example in more detail.

Example 6.11 ([93, 260, 450]). The equation of motion of a pendulum in
the presence of small perturbations — a constant external torque, a dissipative
momentum, a slow variation of the frequency — has the form

G+ w?(\) sing = —¢[L + K¢, A=g¢; L, K = const.

The phase cylinder of the unperturbed problem is shown in Fig. 6.20. The
separatrices [y and [, divide the phase portrait into the domains of direct
rotation (Gy, reverse rotation (G5, and oscillations (GG3. Suppose that L > 0,
K >0, « =dw/d\ > 0, and L? + K? # 0. Then under the influence of
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the perturbation, phase points in the domain of direct rotation approach a
separatrix and either are captured into oscillations or go into reverse rotation.

The motion in each domain up to the separatrices is described by the
averaged equation. This equation reduces to a linear one if the action variable
I of the pendulum is used instead of the energy. In the domain of direct
rotation the averaged equation has the form

I=—e(KI+1)
and the behaviour of I is described by the formula

I= (10 n %)e_K()‘_AO) _ % it K40
for K = 0 we have I = Iy — L(A — X\g). The value A, of the parameter A
corresponding to the instant of reaching the separatrix is determined from
the condition 27y = 8w(A«) (the right-hand side of this equation is half of
the area of the oscillatory domain). In the case of capture into oscillations the
motion for A > ), is described by the formula I = (8w(\,)/m)e KA+ In
the case of going into reverse rotation the motion for A > A, is described by
the formula

_(Aw(A) L “K(-A) L, L : .

for K =0 we have I = %—&—L()\—)\*).
The integrals along the separatrices introduced above can be easily calcu-
lated:

91,2 =8Kw + 8w/ + 27 L.

If ©5 < 0, then the probability of passing from direct rotation into oscillations
is given by the formula P = (01 4+ 62)/0;. If O3 > 0, then this probability is
equal to 1 (since going into reverse rotation is impossible). Finally we obtain

8(w' + Kw) 4(w" + Kw)
e i L> ———,
p={ 4 +Kw)+m A (w’I Kw) (6.34)
1, L TR
™
This formula with ' = 0 was used in [260] to explain the origin of the
aforementioned resonance in the rotation of Mercury. A

We now give the general statement of the problem of separatrix crossing
in single-frequency?® systems. In this problem the equations of the perturbed
motion have the form

& =v(z, &), reDC M, 0<exl, v(x,e) = vo(z) + evi(x, €).

20 Some results on using the averaging method for describing the separatrix crossing
in two-frequency systems are contained in [148, 605].
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Here M! is an I-dimensional manifold and D is a domain in M'. We assume
that the unperturbed (¢ = 0) system has [—1 smooth?! integrals Hy, ..., H;_;
which are independent almost everywhere in D (that is, the rank of their
Jacobi matrix is equal to [ — 1 almost everywhere in D). We assume that the
domain D contains, together with each point, also the entire common level
line?? of the integrals passing through this point and that the non-singular
common level lines are diffeomorphic to circles. The singular common level
lines pass through the points where the integrals cease to be independent, that
is, the rank of their Jacobi matrix is less than [ — 1. We call such a singular
level line, as well as a union of such level lines, a separatrix (similarly to how
for the unperturbed (¢ = 0) system (6.30) the term separatrix was used both
for a curve [; in Fig.6.14 for a given A, and for a surface in the space of p,
g, A composed of such curves). The influence of the perturbation gives rise to
evolution, in the course of which phase points can cross a separatrix.
We assume that in the domain D

a) the rank of the Jacobi matrix of the map #: D — R!™! given by J#(z) =

(Hi(x), ..., H_1(x)) is almost everywhere equal to { — 1, drops to [ —2 on
a smooth (I — 2)-dimensional surface, and is everywhere greater than [ — 3,
and

b) at the equilibrium positions of the unperturbed system two eigenvalues
are non-zero (the other eigenvalues are equal to 0 because of the existence
of the integrals).

Then the unperturbed system is a Nambu system [445] (a polyintegrable sys-
tem [80]). This means that in the subdomain of M! under consideration we can
choose the volume element so that the volume of the parallelepiped spanned
by vectors vg, ai,...,a—; € TyM! is equal to the standard volume of the
parallelepiped?® spanned by the vectors (dHi(a;),...,dH;—1(a;)) € R71,
j=1,...,1—1 (for any ai,...,a;—1). The coordinate formulation: the rate
of change of any function F'(x) along the trajectories of the unperturbed sys-

o1 OF 1 o(F, H Hy_1)
- vl _ ) 1ye--y -1
F= 9z 0 (@) det( I ),

where p(x) is a given non-vanishing function depending on the choice of the
coordinate system. The phase flow of a Nambu system preserves volumes [80].

2 In [468, 469, 594] separatrix crossings were considered in problems where the
integrals have singularities at equilibrium positions of the system.

22 That is, the connected component of the common level set.

23 The general definition in [80] also includes the possibility of choosing the volume
element in the space of values of the integrals, which makes the definition invariant
under transformations in this space. The theory of polyintegrable systems is also
related to the Fermi surfaces in physics of solids and is interesting in its own
right [84, 89, 220, 494].
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The integrals Hy, ..., H;_; and the volume element in M L (in the coordi-
nate formulation, the function pu(x)) completely determine the vector field vy.
If among the integrals Hy, ..., H;_; there are [ — 2 independent ones, whose
values can be taken for new variables A, then the unperturbed system is Hamil-
tonian on a two-dimensional surface A = const. If in this Hamiltonian system
one can use a single chart of canonical variables (p, q) in a neighbourhood
of the entire separatrix, then the equations of the perturbed motion take the
form (6.30). One can also consider separatrix crossings directly for perturba-
tions of a Nambu system. The phase space of the averaged system is the set
of common level lines of the integrals of the unperturbed system, which has
the natural structure of a manifold with singularities [136] (singularities cor-
respond to a separatrix). The averaged system approximately describes the
evolution of the slow variables — the values of the integrals of the unperturbed
system. The estimates of the accuracy of the description given above for sys-
tems of the form (6.30) remain valid. The probabilities of falling into different
domains after a separatrix crossing are expressed in terms of the ratios of the
quantities

0;(\) = — ]{(ﬂl(x)ﬁ;j 4+ Bimi(N)

i

OH;_,
ox

>v1 (z,0) dt, (6.35)

where A parametrizes the surface of singular points (“saddles”) of the unper-
turbed system, the 3; are coefficients such that the expression in parentheses
in the integrand vanishes at a singular point, and I; = [;(\) is a separatrix.
(Such coefficients §; do exist, since the integrals H;, j = 1,...,1 — 1, are
dependent at a singular point; the coefficients 3; are defined up to a common
factor.)

Example 6.12 ([452, 465]). The evolution of rotation of a rigid body under
the action of a perturbing torque that is constant with respect to axes attached
to the body (for example, the torque of a gas leak from the orientation system
of an artificial satellite) is described by the Euler dynamical equations (§1.2.4)
of the form

Arwr + (As — Ag)wows = eMy,

Aswo + (Al — A3)UJ1(U3 =M, (636)

Agdjg + (AQ - Al)W1WQ = EM3,
where w1y, we, w3 are the projections of the angular velocity of the body onto
the principal central inertia axes, the e M; are the projections of the perturbing
torque onto these axes, and Ay, A, Ag are the principal central moments of
inertia of the body. Suppose that 41 > As > A3, M; > 0, and M3 > 0. The
unperturbed (¢ = 0) polyintegrable system is the Euler—Poinsot problem; its

integrals are the kinetic energy of the body E and the square of the magnitude
of the angular momentum G?2 :

1
B=g (Awd+ Awd+ Asd), G = Al + AR} + 433
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For real motions, 0 < 243F < G2 < 2A,E. In the space of angular veloci-
ties the equation G2 = 24, F defines two intersecting planes filled with the
separatrices of the Euler—Poinsot problem (Fig. 6.21). These planes divide the

AY3

Fig. 6.21.

space into four domains Vi;, ¢ = 1, 3: the domain V,; (respectively, V_;)
contains the positive (negative) ray of the axis w;. Under the influence of the
perturbation (¢ # 0) the body, having started the motion with an angular
velocity in one of the domains V_1, V_3, slows down, tumbles (crossing the
separatrix), and then starts rotating with an angular velocity in one of the
domains V1, Vi3. We set

= My (A1 — As)As
M;\| (A — A3)Ay~

Calculations show that for g < 1, from the domain V_; the body is captured
into V3 with probability 1; from the domain V_3 the body is captured into
Vi1 with probability p, and into V3 with probability 1 — y (Fig. 6.22). The
probabilities for ;1 > 1 are obtained by replacing u by 1/4 and interchanging
the indices 1 and 3. If at first the angular velocity lies in one of the domains
Vi1, V43 not too close to a separatrix (at a distance from a separatrix of

V+ | V+3
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order greater than ), then the angular velocity remains in the corresponding
domain during the entire motion. A

6.2 Averaging in Hamiltonian Systems

The problem of the influence of small Hamiltonian perturbations on an inte-
grable Hamiltonian system was called by Poincaré the fundamental problem
of dynamics. This problem has many applications; it is for this problem that
the historically first formulations of the averaging principle were stated and
the first results of perturbation theory were obtained. The formal aspect of
the theory is here basically the same as for general non-Hamiltonian per-
turbations. But the nature of evolution under the influence of Hamiltonian
perturbations is quite different. Correspondingly, the methods used for justi-
fying the recipes of perturbation theory are essentially different from those in
the non-Hamiltonian case.

6.2.1 Application of the Averaging Principle

Suppose that the unperturbed Hamiltonian system is completely integrable,
some domain of its phase space is foliated into invariant tori, and the action—
angle variables I, ¢ are introduced in this domain:

I=(L,...,I,) € BCR", v =(p1,...,0n) modd 2w € T".

The Hamiltonian H, of the unperturbed system depends only on the action
variables: Hy = Hy(I). The equations of the unperturbed motion have the
usual form:

. OHy

o
Suppose that the system is subjected to a small Hamiltonian perturbation.
The perturbed motion is described by the system with Hamiltonian

H=HyI)+ecH\ (I, p,¢):

: OH, . 0H, , 0H; (6.37)
I=——, p=———+—.
dp ol ol
The perturbing Hamiltonian Hq (1, ¢, £) has period 27 in ¢. This form of equa-
tions is standard for applying the averaging principle. Unless stated otherwise,
we assume the functions Hy, H; to be analytic.

I=o,

Remark 6.10. One often encounters problems in which the perturbation de-
pends periodically also on time t. This case reduces to the one considered
above by introducing the new phase ¢,,+1 = ¢ and its conjugate variable I,,41.
The variation of the extended set of phase variables is described by a system
of equations of the same standard form (6.37) with the Hamiltonian

H/ = In+1 +H0(117 - 7In) +€H1(Ila s 7ITL7<)01’ .. '730717901'7,4-175)'
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Suppose that the frequencies 0H,/0I; do not satisfy identical linear re-
lations with integer coefficients. In accordance with the principle of §6.1.1
for approximate description of the evolution of the variables I we average
equations (6.37) over the phases .

Theorem 6.13. In a Hamiltonian system with n degrees of freedom and n
Jrequencies there is no evolution of the slow variables in the sense that the
averaged system has the form J = 0.

<0 When calculating the integral of 0H;/0¢; over the n-dimensional torus
we can first integrate with respect to the variable ;. This single integral is
equal to the increment of the periodic function Hy over the period, that is, to
Z€ro. >

Remark 6.11. To preserve the Hamiltonian form of the equations we slightly
generalize the principle of §6.1.1: we average also the second equation (6.37)
describing the variation of the angles (phases) ¢. The resulting averaged sys-
tem has the Hamiltonian

H(J,e) = Ho(J) +es(]), A= (Hi(J,9,0))%.
Hence the phases undergo the uniform rotation with frequencies 0.5 /9.J.

Example 6.13. Consider the planar restricted circular three-body problem
(§2.5). Let ¢ denote the mass of Jupiter, which we assume to be small in
comparison with the mass of the Sun. This system has two and a half degrees
of freedom (two degrees of freedom plus the explicit periodic dependence on
time). Passing to a uniformly rotating barycentric?* coordinate system one of
whose axes is directed to Jupiter and the other is perpendicular to the first
and lies in the plane of Jupiter’s orbit (Fig. 6.23) we obtain a system with two
degrees of freedom.

D J

Fig. 6.23.

For ¢ = 0 we obtain the unperturbed two-body problem in the rotating
coordinate system. In its phase space the domain of elliptic motions is fo-
liated into two-dimensional invariant tori. For the action—angle variables we

24 With origin at the centre of mass of the system Sun—Jupiter.
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can choose the canonical Delaunay elements L, G, I, g (see Ch.5): L = \/a,
G = +/a(1 —€?), a and e are the major semiaxis and the eccentricity of the
asteroid’s orbit, [ is the mean anomaly of the asteroid, g is the longitude of the
pericentre of the orbit measured from the direction to Jupiter (Fig. 6.23). The
Delaunay elements are the canonical variables in the phase space. They can
also be used for describing the perturbed motion. We average the perturbed
equations for the Delaunay elements over the fast phases | and g. By Theo-
rem 6.13 and Remark 6.11, in the averaged system the quantities L, G (and
therefore a, e) are integrals, and the phases [, g rotate uniformly with frequen-
cies differing from the unperturbed frequencies by quantities of order . Thus,
the averaging principle gives the following picture of the motion. The asteroid
moves along an ellipse which slowly uniformly rotates around its focus (the
centre of mass of the system Sun—Jupiter). A

Example 6.14. Consider the rotation of a heavy rigid body around a fixed
point. We denote the distance from the suspension point to the centre of
mass of the body by ¢ and assume it to be a small quantity. For ¢ = 0
we obtain the Euler—Poinsot problem (Ch.5). The action—angle variables
I, I, ©, ¢1, 2, ¥ for this problem are described in [27] (see also §3.2.3).
Recall that I5 is the length of the angular momentum vector of the body, ©
its vertical projection, ¥ the rotation angle of the angular momentum vector
around the vertical, and the variables I, 1, o for given I determine the
position of the body in a system of axes rigidly attached to the angular mo-
mentum vector and the vertical (Fig. 3.1). In these variables the Hamiltonian
of the perturbed problem has the form

H = Hy(I1, I5) + eH (11, I3, 1, 92, O).

Since @ is an integral of the problem, we obtain for the I;, ¢; a system
with two degrees of freedom and two frequencies. Applying the averaging
principle we obtain that the “actions” I; are integrals, while the phases ¢;
undergo uniform rotation close to the rotation in the Euler-Poinsot problem.
It easily follows from the analysis of the equation ¢ = e0H; /06O that in this
approximation the variation of the angle ¥ is close to the uniform rotation
with angular velocity of order €. Thus, we obtain that in the coordinate system
attached to the angular momentum vector and the vertical, the body moves
“almost according to Euler—Poinsot”, while the angular momentum vector
itself slowly precesses around the vertical. A

One often encounters problems with proper degeneracy (§5.2.1), in which
the unperturbed Hamiltonian depends not on all the action variables and,
correspondingly, some of the unperturbed frequencies are identically equal to
zero:

HZHo(Il,...,IT)—f—EHl(I,gO,zf), r<n.

The phases ¢;, j > r, are slow variables. According to the averaging principle,
for approximate description of the evolution we must average the equations of
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the perturbed motion over the fast phases ;, i < r. The following assertion
can be proved similarly to the preceding one.

Theorem 6.14. In a Hamiltonian system with n degrees of freedom and r
frequencies, r < n, the variables conjugate to the fast phases are integrals of
the averaged system.

According to this theorem the averaging results in a reduced Hamiltonian
system with n — r degrees of freedom for the slow phases and their conjugate
variables. If the number of fast phases is only by one less than the number
of degrees of freedom (simple degeneracy), then the reduced system has one
degree of freedom. Consequently, in the case of simple degeneracy the aver-
aging principle allows one to approximately integrate the problem (as in the
non-degenerate case).

Example 6.15 (Gauss' problem). We consider the (non-planar) restricted cir-
cular three-body problem. We assume the mass of Jupiter to be small compared
to the mass of the Sun. In the canonical Delaunay elements L, G, ©, [, g, 9
(Ch.2) the equations of motion with respect to the rotating reference frame
introduced in the description of Example 6.13 have simple degeneracy — the
angle g (the argument of the latitude of the asteroid’s pericentre) is constant
in the unperturbed motion. The averaging over the fast phases [, ¥ in this
problem is called Gauss’ averaging. By Theorem 6.14 the quantities L, ©
are integrals of the averaged system. The variation of G, g after averaging is
described by a Hamiltonian system with one degree of freedom whose Hamil-
tonian depends on L, © as parameters. The phase portraits of this system
for all L, © were constructed in [595] (with the aid of computer, since the
Hamiltonian has a rather complicated form). This problem has been studied
analytically in four limiting cases: for small inclinations, in the Hill case where
Jupiter is much farther from the Sun than the asteroid [383], in the outer Hill
case where the asteroid is much farther from the Sun than Jupiter [623], and in
the case where the orbits of the asteroid and Jupiter are uniformly close [385].

For small inclinations the motion is qualitatively the same as in the planar
problem.?°

In the analysis of the Hill case the following new phenomenon was dis-
covered: orbits with large inclinations acquire considerable oscillations of the
eccentricity. In particular, for an orbit that is initially almost circular with in-
clination 90°, the eccentricity increases to 1, which means that the orbit turns
into a segment and the asteroid collides with the Sun. Perhaps, this explains
why the Solar System is almost planar, and why spherically symmetric plan-
ets have no satellites with large inclinations to the plane of the Solar System.
Uranus has such satellites: this planet rotates “on a side”, its equator is in-
clined to the plane of its orbit at 98°, and the planes of the satellites’ orbits are

%5 If the inclination is small at the initial instant, then in the averaged system it
remains small during the entire motion [449].
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close to the plane of the equator. The fact that the gravitational field of Uranus
is non-central (the compression of Uranus is about 1/17) makes the orbits of
its satellites stable in the approximation by the averaging method [383].

Another new phenomenon discovered in the analysis of the Hill case is the
Lidov—Kozai resonance: the existence of orbits for which the argument of the
latitude of the pericentre (the angle g between the direction from the Sun to
the pericentre of the unperturbed orbit of the asteroid and the line of nodes,
which is the intersection line of the planes of the orbits of the asteroid and
Jupiter) slowly oscillates about the value /2 or 37/2 with period equal to
the oscillation period of the eccentricity. (The word “resonance” is used here
for historic reasons; of course, there is not any resonance in this situation,
but there are oscillatory domains on the phase portrait of the variables G, g.)
These motions were discovered by Lidov [382], and Kozai repeated this study
in different variables and gave a graphic representation of the results on the
phase plane [321].

In the outer Hill case the plane of the asteroid’s orbit slowly precesses
around the normal to the plane of Jupiter’s orbit, and the orbit itself slowly
rotates in its plane as a rigid body. For vertical orbits there is no precession.
For orbits with inclination arccos (1/v/5) there is no rotation in the plane of
the orbit.26 A

Example 6.16 (Laplace-Lagrange theorem on the stability of the Solar Sys-
tem). Consider the n-body problem under the assumption that the mass of
one body (the Sun) is much larger than the masses of the other bodies (the
planets). Here, the unperturbed system is by definition the one in which the
planets do not interact with each other, and the Sun is at rest. The unper-
turbed system decomposes into n — 1 Kepler’s problems. We suppose that
the unperturbed orbits of the planets are Keplerian ellipses and introduce for
describing each of them the canonical Poincaré elements®” [20]. As a result
we obtain canonical variables for the perturbed system. In the problem under
consideration there are n — 1 fast phases — the mean longitudes of the planets.
Their conjugate variables A; = /ujaj, j =1,...,n— 1, are integrals of the
system averaged over the fast phases. Here the a; are the major semiaxes of
the Keplerian elliptic orbits of the planets, and the p; are factors depend-
ing on the masses. Thus, in the averaged system the major semiaxes of the

26 The orbit of a distant satellite of an axially symmetric planet evolves in exactly
the same way (see, for example, [101]).

27 These elements are canonical variables in which the problem is regular for small
eccentricities and inclinations. The Poincaré elements A, &, p, \, 7, g are connected
with the Delaunay elements L, G, ©, 1, g, ¥ by the relations

A=1L, E=+2(L—-Q) cos(g+9), p=1+2(G —O)cos ¥,
A=1l+g+79, n=—vV2(L—-G) sin(g+79), qg=—v2(G—0) sin?.

For zero eccentricities and inclinations we have £ = = p = ¢ = 0. The variable
A is the mean longitude of the planet.
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planets’ orbits do not evolve. This important conclusion is called the Laplace
theorem on the absence of secular perturbations of the semiaxes.

Furthermore, it turns out that the averaged system has a stable equilib-
rium position corresponding to the motion of all the planets in one plane in
the same direction in circular orbits. The motion of the planets corresponding
to small oscillations in the averaged system linearized about this equilibrium
position is called the Lagrangian motion. It has a simple geometric interpreta-
tion. Consider the vector directed from the focus to the perihelion of a planet
of length proportional to the planet’s eccentricity (the Laplace vector). Then
the projection of the Laplace vector onto the base plane of the coordinate sys-
tem is a sum of n — 1 uniformly rotating vectors. The set of angular velocities
of these vectors is the same for all the planets. The vector directed along the
intersection line of the plane of the planet’s orbit and the base plane (the line
of nodes) of length proportional to the inclination of the planet is a sum of
n — 2 uniformly rotating vectors.2®

If at some instant the eccentricities and inclinations are sufficiently small,
then in the averaged system they also remain small during the entire motion.
In particular, it turns out that collisions of planets and escapes to infinity are
impossible. This assertion is called the Laplace-Lagrange theorem on the sta-
bility of the Solar System. Since this theorem was proved in 1784 the central
mathematical problem of celestial mechanics was to extend this conclusion
on stability from the averaged system to the exact one. In this area many
branches of the theory of dynamical systems originated, including perturba-
tion theory and ergodic theory. Nowadays there have been considerable ad-
vances in solving this problem. It turns out that for sufficiently small masses
of the planets a larger part of the domain of the phase space correspond-
ing to the unperturbed motion in the same direction in Keplerian ellipses of
small eccentricities and inclinations is filled with conditionally periodic mo-
tions close to the Lagrangian ones (see §6.3). Thus, “stability” takes place for
most of the initial conditions. For initial conditions in the exceptional set, the
evolution of the major semiaxes, if any, happens very slowly: its mean rate is
exponentially decreasing as the perturbation decreases linearly [40] (see §6.3.4
below). However, it is still unknown whether such an evolution really happens,
and whether it can moreover lead to the destruction of the planetary system.

A

28 The vanishing of one frequency is related to the existence of the integral of the
angular momentum of the system. It turns out that the sum of all 2n — 3 fre-
quencies of the Lagrangian motion is equal to 0 (Herman, 1997). There are no
obvious natural reasons for the existence of this relation. Therefore Herman called
this relation the “wild resonance”. The existence of this relation follows from the
explicit formulae for the Hamiltonian of the Lagrangian motion (given, for ex-
ample, in [20]). Discussion of the “wild resonance” and its effect on dynamics is
contained in [55, 235].
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The questions of the correspondence between the solutions of the exact and
averaged systems in all the examples considered above are of general nature
and can be solved in the framework of KAM theory; see §6.3.

In the cases where the frequencies of the unperturbed motion are close
to commensurability, for approximate description of the evolution one uses
partial averaging taking into account resonances (§6.1.1). For Hamiltonian
systems considered here such averaging obviously amounts to discarding in
the Fourier expansion of the perturbed Hamiltonian all the harmonics whose
phases vary rapidly under such commensurabilities. This procedure also pro-
duces integrals of the averaged system.

Theorem 6.15. A Hamiltonian system partially averaged taking into account
r independent resonances has n — r integrals in involution that are linear
combinations with integer coefficients of the original slow variables I;.

<1 We perform the symplectic change of variables (I, ¢) — (p, q) with gener-
ating function W = (p, Ry), where R is an integer unimodular matrix whose
first r rows form a basis of the minimal sublattice of Z™ that contains the
vectors of integer coefficients of the resonance relations considered and is such
that if some vector of the form di, d € N, [ € Z™, belongs to this sublattice,
then the vector [ also belongs to it; a matrix R does exist according to [164].
In the new variables, averaging amounts to discarding in the Hamiltonian
the harmonics containing the phases ¢, 41, . .., ¢,. Their conjugate quantities
Pr+1, - - -, Pn are integrals of the averaged system. >

If there is only one resonance, then the system partially averaged taking
into account this resonance has n — 1 integrals in involution (different from
the energy integral) and, consequently, is integrable.

Example 6.17. Suppose that in the planar restricted circular three-body prob-
lem the period of the unperturbed motion of the asteroid is close to half of
the period of Jupiter’s revolution.

We use the canonical variables L, G, [, g of Example 6.13. The quantity
I+ 2g is a slow variable. The generating function W and the new variables
pj, g introduced in the proof of Theorem 6.15 are given by the formulae

W = pi(l+2g) + p2(~1 — g),
p1=G~-1L, @1 =1+ 2g,
p2 =G —2L, @ =-l-g.

After averaging taking into account the resonance, the quantity p, becomes
an integral, and for p;, g1 we obtain a Hamiltonian system with one degree of
freedom. Its phase portrait for small p; and various values of py is shown in
Fig. 6.24. In the portrait we have chosen —p; = —v/L(V/1 — €2 —1) ~ v/Le? /2
and ¢; as polar coordinates.
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Fig. 6.24. A

In the case of a single resonance the phase portrait of the averaged system
is close to the phase portrait of the problem of the motion of a pendulum in a
conservative field (under fairly general assumptions) [41]. Indeed, in the vari-
ables p, ¢ introduced in the proof of Theorem 6.15, the averaged Hamiltonian
has the form

F:Fo(plaPQa s apn) +€F1(p17p27' . 7pn7q1)'

Let p; = pi(p2, . .., pn) be a simple resonant value of py, that is,
OF 0*F,
670 = 07 6720 =a 7é 0.
P1 P pl p’f

In its y/e-neighbourhood we introduce the new variable P, = (p;—p3)/+/€ and,
correspondingly, the new Hamiltonian @ = F/+/e. If the original Hamiltonian
F is regular in a neighbourhood of the resonance, then

b = ﬁ(; aP? + V(q1)> + O(e),

V(Ql) = Fl(p?uPQu <+ oy Dn, (I1)

(6.38)

We shall omit the explicit dependence of a, V' on the parameters po, ..., py.
If the remainder O(g) is discarded in (6.38), then we obtain the Hamiltonian
problem of the motion of a pendulum in a conservative field, whose phase
portrait is shown in Fig.6.25. In the phase portrait there are the domains of

P1

q,

Fig. 6.25.
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oscillatory and rotational motions of the pendulum separated by the separa-
trices. The typical size of the oscillatory domain in the variable p; and the
typical amplitude of oscillations of p; are of order 1/¢; the typical period of
oscillations is of order 1/y/e. The equilibria in Fig.6.25 are called stationary
resonance regimes. When the variables g3, . . ., g, are taken into account, to
these equilibria there correspond conditionally periodic motions (if the num-
ber of degrees of freedom is n = 2, then periodic motions).

Remark 6.12. If in the domain of variables under consideration the Hamil-
tonian is not a regular function, then the phase portrait of the averaged sys-
tem can be different from that in Fig.6.25. This happens in the problem of
Example 6.17 if small values of the eccentricity are considered (cf. Fig.6.24
and 6.25).

Remark 6.13. The effects connected with resonances occur surprisingly of-
ten in nature. The large perturbations of Saturn by Jupiter (“the great in-
equality”) are connected with the 2 : 5 commensurability of their Keplerian
frequencies. The ratio of Neptune’s and Pluto’s Keplerian frequencies is ap-
proximately 3 : 2 (and therefore, although the projections of their orbits onto
the ecliptic plane intersect, close encounters of these planets do not happen).
The ratio of Uranus’ and Neptune’s Keplerian frequencies is approximately
2 : 1. Three resonance relations are known in the satellite system of Saturn:
the ratio of the frequencies of Mimas and Tethys is (approximately) 2 : 1; of
Enceladus and Dione, also 2 : 1; of Titan and Hyperion, 4 : 3. Furthermore,
these three resonance relations are so accurate that for each of them there
is an oscillating resonant angle variable—a linear combination with integer
coeflicients of the mean longitudes of the satellites and the longitudes of the
nodes or pericentres of their orbits. In addition, the ratio of the frequencies
of Mimas and Enceladus, as well as of Tethys and Dione, are approximately
3 : 2, but the accuracy of these relations is worse than that of the preceding
three. In the satellite system of Jupiter the ratios of the orbital frequencies
of To, Europa, and Ganymede are approximately 4 : 2 : 1, and their mean
longitudes [; approximately satisfy the relation [y — 3ls + 2l3 = 180°. The
frequency of the axial rotation of Mercury is 3/2 of its orbital frequency. Ta-
bles of commensurabilities occurring in the Solar System are given in [101]. In
most cases the causes of the origin of these commensurabilities are unknown.
The procedure of partial averaging considered above is successfully used for
describing the motion near a commensurability.
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6.2.2 Procedures for Eliminating Fast Variables

In §6.1.2 we described the remarkable changes of variables that allow one to
formally eliminate the fast phases from the right-hand sides of the equations
of motion. These changes of variables play a central role in all the questions
related to averaging. In the case of Hamiltonian systems under consideration
these changes of variables can be chosen to be symplectic. Below we describe
the basic procedures for symplectic elimination of the fast phases.

A. Lindstedt’s Method

This is one of the first methods for eliminating the fast phases. Its present
form was given by Poincaré in [41].

Consider a perturbed Hamiltonian system (6.37) with n degrees of free-
dom and n frequencies, and suppose that the frequencies do not satisfy any
identical resonance relations. We try to find a symplectic near-identity change
of variables I, ¢ — J, 1 so that the new Hamiltonian # depends only on the
slow variables: 77 = J(J, ). We seek a generating function of the change of
variables and the new Hamiltonian in the form of formal series in e:

a8 98
I—J‘i’&‘%, 1/)7S0+€E’
S(J,p,e) = S1(J, ) +Sa(J, ) + -+ -, (6.39)

H(J,e) =G(J) +esA(J)+- - .
The functions S; must have period 27 in ¢. The old and new Hamiltonians

satisfy the relation

H(J,e) = Hy J+68—S +eH, J—i—sa—s,@,s .
dp de

Equating here the terms of the same order in £ we obtain the system of
equations

%(J):HO(J)7 %(J):77+H1(J79070)7

0H, 0S; .
H) = 5750 e, iz

(6.40)

The function Fj is a polynomial in 051/0¢,...,05;_1/0¢. In the notation
(-¥#, {-}¥ for the averaging operator and the integration operator introduced
in §6.1.2, the solution of system (6.40) is given by the formulae

A = (H1)?, S1 = —{H1}¥ + S(J),
G = (F})?, Sj=—{F}*+83(J)), j=2
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where the S’? are arbitrary functions of J. One often chooses S? =0.

The expression for the integration operator (see §6.1.2) involves the de-
nominators (k,w(J)) = (k, 9Hy/0.J) with integer vectors k # 0. Hence the
functions S; are undefined, generally speaking, on an everywhere dense set of
points J where these denominators vanish or are abnormally small.

Let us forget temporarily about small denominators and suppose that the
first m functions S; are defined and smooth. We truncate the series for the
function S at the terms of order €™ and consider the change of variables with
the “truncated” generating function

Jo+eSi(J, )+ +e™Sn(J, 0).

For the new variables we obtain a Hamiltonian in which only the terms of
order e™*! and higher depend on the phases. Discarding these terms we ob-
tain an integrable system of equations, in which J = const and the phase
uniformly rotates with a frequency depending on J. Substituting this solution
into the formulae of the change of variables we obtain an approximate solution
of the original system. Its accuracy and the time interval where it is useful are
increasing as the approximation order m increases. On a time interval (0,7T)
this solution guarantees the accuracy O(¢™*1T) for the slow variables, and
O(e™T1T?) for the fast ones. For m = 1 we arrive at the averaged system.
If the series for the change of variables were converging, then this procedure
would make it possible to integrate the original perturbed system.

In order to give a real meaning to these arguments in the presence of small
denominators we represent the perturbation in the form

eH (I, p,e) = HV I, p,e) + HO(I, 0,) + - -,

where H) is a trigonometric polynomial in ¢ whose absolute value is bounded
by a quantity of order /. We carry out the procedure for eliminating the
phases described above regarding H) as a term of order 7 in the expansion
of the perturbation in a series in & (“forgetting” here that the function H () /el
itself depends on ¢). Then only finitely many small denominators appear in
each approximation of the procedure and, correspondingly, the functions Sj,
1 < j < m, will be undefined only on a finite set of surfaces (k,w(J)) =0
(their number depends on ¢ and on the approximation order m). Outside a
small neighbourhood of this collection of surfaces, the “truncated” generat-
ing function introduced above defines a change of variables approximately
integrating the original system of equations. As before, the whole system of
functions S, 1 < j < oo, is undefined, generally speaking, on an everywhere
dense set of values of J.

Lindstedt’s method is very effective, since it gives a simple procedure for
approximate integration of a perturbed Hamiltonian system. This method
played an important role in the development of the theory, since it enabled one
to construct an expansion of the general solution of the perturbed Hamiltonian
system in a formal series containing only terms periodic in time. Poincaré
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called the methods producing such expansions “new”, in contrast to the “old”
methods in which secular terms were appearing of the form ¢ and " sin It,
t™ cos It; see [41]. The discovery of the “new” methods has completely changed
the statement of the problem of stability of perturbed Hamiltonian systems
(including the Solar System). The appearance of secular terms in the “old”
methods, which was actually caused by the expansion technique (similar to
how a secular term appears in the expansion sin (1+¢)t = sin t+et cos t+- - - ),
was regarded as an indication of instability of the motion.?? Efforts were di-
rected towards proving the absence of such terms in the principal orders of the
expansion for concrete perturbations. For the Solar System, Laplace proved
the absence of secular terms in the first order in the perturbation. Poisson
found that in the second order in the perturbation there are no pure secu-
lar terms (of the form ¢™), but there are mixed ones (of the form ¢™ sinlt,
t™ cos It). When the “new” methods arrived, it turned out that it is possible
to develop formal theories without secular terms, and the problem is in the
convergence of the resulting expansions.

As noted by Poincaré, the Lindstedt series are divergent in the general
case.

Example 6.18. Consider the following system, in which the frequencies of
the unperturbed motion are constant and incommensurable:

H=wl —|—ngQ—|—5(Il—|—zjaksin(lc,g0))7 k#£0,
k

|(w, k)| > clk|7", ¢, v = const > 0, ar = exp (—|k|).

Here we can calculate all the approximations of Lindstedt’s method. If the
Lindstedt series were convergent, then the quantity |I| would undergo only
bounded oscillations along the motion.

On the other hand, the perturbed system can be easily integrated. The
phases rotate uniformly with frequencies wy + €, wy and the variation of I is
determined by a quadrature. If the frequency ratio (w;+¢)/ws is rational, then
the quantity |I| increases to infinity along the motion (as is easy to calculate).
Hence the Lindstedt series diverge.3° A

As is often the case, divergence is connected with the fact that one con-
structs certain objects that actually do not exist. The situation here is roughly
as follows. If for some J the Lindstedt series converge, then the perturbed
system has an invariant torus J = const on which the phase rotates with the

29 Here it is Lagrange stability. A motion is said to be Lagrange stable if its trajectory
remains forever in a bounded domain of the phase space.

30 If the unperturbed system is non-degenerate (see the definition of non-degene-
racy in §3.1) and the perturbation is such that in the procedure of Lindstedt’s
method no small denominators appear (all the functions S; in (6.41) have no
singularities), then the Lindstedt series converge [391].
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frequency vector

_OHo(J) | OAA()

O(J,e) = 57 € 57 NI

The unperturbed frequencies are incommensurable (this is how the value of J
was chosen). But the frequencies of the perturbed motion become commen-
surable for some . Then the invariant torus is foliated into tori of lower
dimension. Such a situation is very degenerate and does not occur in generic
systems. For this reason the Lindstedt series are divergent in the general case.

Remark 6.14. There is a variant of Lindstedt’s method in which one seeks
the invariant tori with the incommensurable frequencies fixed beforehand.
The corresponding series converge [35]. The proof of the convergence of these
series in [35] was based on establishing that they are identical to converging
sequences of changes of variables in KAM theory (see § 6.3). Later direct proofs
of the convergence were given in [184, 185, 224, 227, 241, 242, 243, 253, 254].

B. Von Zeipel’s Method

This method extends the procedure of Lindstedt’s method to the case where
only some of the phases are eliminated from the Hamiltonian. This method al-
lows one to consider systems with proper degeneracy and resonance situations.
Von Zeipel’s method surpasses the possibilities of the methods of Delaunay
and Bohlin developed earlier for this purpose.

Suppose that system (6.37) is again subjected to a symplectic near-identity
change of variables of the form (6.39). We seek a new Hamiltonian in the form
of a formal series J€(J, ¢, e) = J(J) + e54(J,¢) + - - -. The new and old
Hamiltonians are related as follows:

J0(J) +5%(J,<p+5§—§> 4= HO(JJrEg—j) +5H1(J+sg—i,<p,s).
Equating the terms of the same order in € we again obtain the system of rela-
tions (6.40), but the 5 now depend on the phases, and the F; are calculated
differently.

Let x € T"" be the set of phases that we wish to eliminate from the
Hamiltonian, and let v € T" be the remaining phases. Then one can take

S = (Hi(J,9,0))%, S =—{H - H4}*+ S7(J), (6.42)
%:<Fj(J7(p)>X, SJ:_{FJ_%}W—FSE)(‘]% ]227 .
where the S;-) are arbitrary functions of J; for example, one can choose S? =0.
If, as above, we truncate the series for S at the terms of order €™, consider
the “truncated” change of variables, and discard the terms of order e€™*! in
the transformed Hamiltonian, then we obtain the Hamiltonian of the mth
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approximation. This Hamiltonian is independent of the phases x; correspond-
ingly, the resulting approximate system has m — r integrals and reduces to
a system with r degrees of freedom. As in Lindstedt’s method, here small
denominators appear. To ensure that in each approximation there are only
finitely many small denominators we must modify the procedure described
above, similarly to §6.2.2.A.

Suppose that we are considering a system with proper degemeracy, that
is, the unperturbed Hamiltonian is independent of some of the action vari-
ables. Then among the phases there are slow and fast ones, and the procedure
described above allows one to formally eliminate the fast phases from the
Hamiltonian. The first-approximation system for the new variables coincides
with the system averaged over the fast phases.

Now suppose that the unperturbed frequencies satisfy r independent res-
onance relations. We transform the phases so that under these relations the
first r phases are semifast, and the last n — r ones, fast. Then the procedure
described above allows us to formally eliminate the fast phases from the Hamil-
tonian. The first-approximation system for the new variables coincides with
the system partially averaged taking into account the given resonances. In
practice, here one can work with the original variables, rather than introduce
as variables the resonant combinations of the phases. Then in formulae (6.42)
the averaging over the fast phases is replaced by the following operation: in
the Fourier expansion we discard the harmonics which oscillate in the presence
of the given resonance relations in the unperturbed motion.

The von Zeipel series, as the Lindstedt series, are divergent in the general
case.

Instead of von Zeipel’s method one often uses the modification of it sug-
gested by Hori and Deprit (see, for example, [256]). In this modification a sym-
plectic change of variables eliminating the phases is given not by a generating
function, but by a generator — a function W (J, ¢, &) = Wy +eWsa + - -+ such
that the shift by time ¢ along the trajectories of the Hamiltonian system with
Hamiltonian W produces the required transformation (I, ¢) — (J, ¢). This is
more convenient, since a generating function depends simultaneously on the
old (¢) and new (J) variables, whereas a generator depends only on the new
variables. Therefore, when using a generator, one does not have to solve addi-
tional functional equations in order to express everything in terms of only the
old or only the new variables. There are simple recurrence relations expressing
the coefficients of the expansions in € of the new variables and the new Hamil-
tonian in terms of the old variables, the old Hamiltonian, and the generator.
The coeflicients of the expansion of the generator are consecutively determined
from a system of relations equivalent to (6.42). For example, the first approx-
imation for the generator simply coincides with the first approximation for
the generating function: Wi (J,v¢) = S1(J, ¢). There are computer programs
realizing the Hori—Deprit procedure in symbolic form. One of these programs
was used to improve the classical Delaunay theory of the Lunar motion [207].
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C. Methods of KAM Theory

In the Kolmogorov—Arnold—Moser (KAM) theory there were developed con-
verging methods for integrating perturbed Hamiltonian systems. These meth-
ods are based on constructing successive changes of variables that eliminate
the dependence of the Hamiltonian on the fast phases in the increasingly
higher orders in the small parameter. The procedure of successive changes of
variables was proposed by Newcomb. Its present form was given by Poincaré,
who, however, considered Newcomb’s procedure to be equivalent to that of
Lindstedt.

In fact, as was discovered in the works of Kolmogorov [25] and Arnold [6, 7],
the procedure of successive changes of variable has the remarkable property
of quadratic convergence: after m changes of variables the phase-depending
discrepancy in the Hamiltonian is of order 2" (disregarding small denomi-
nators). Such “superconvergence” neutralizes the influence of small denom-
inators and makes the whole procedure convergent on some “non-resonant”
set.

The procedure of successive changes of variables can be realized in different
ways. Below we describe Arnold’s construction, which is close to the original
method of Newcomb.

Consider a perturbed Hamiltonian system with Hamiltonian

H(I,p,e)=Ho(I)+cHi(I, p,¢). (6.43)

We perform a symplectic near-identity change of variables (I, ) +— (J, 1)
so that in the new variables the terms of the Hamiltonian of order £ do not
depend on the phases. Such a change of variables was already constructed
in §6.2.2.A in the consideration of the first approximation for Lindstedt’s
method. It is given by the generating function

Jo+eS(J,0),  S=—{Hin(J) ¢ e)}". (6.44)

Here {-}¥ is the integration operator, Hyn(J, ¢, ¢) is the sum of those har-
monics of the Fourier series of the function H; whose orders do not exceed
an integer V. The integer N is chosen so that the absolute value of the re-
mainder Ry = Hy, — Hyin of the Fourier series does not exceed . The new
Hamiltonian #(J, ¢, €) has the form

(J 1/)7 ) O(J €)+€ <%pl(‘] 1/)7 )7
%(J, E) = HO(J) —|—€<H1><p,

2 A (J, ), €) = [Ho <J+€gi> — Hy(J) —

_0Hy 85]
(6.45)

aJ dp

oS
+5[H1 <J+58 y P, € ) _Hl(J,(P75):|
+eRin (J,p,€)
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On the right-hand side of the last of these equalities, ¢ must be expressed in
terms of v, J by the formulae of the change of variables.

The new Hamiltonian has the same form as the old one, but the phases
are involved only in terms of order 2. In the resulting system we perform
a similar change of variables. After that the phases remain only in terms of
order e* (see (6.45)). After m such changes of variables the dependence on the
phases remains only in terms of order €2 . Recall that in Lindstedt’s method
after the change of variables of the mth approximation the dependence on the
phases remains in terms of the Hamiltonian of order e™+!.

The estimate £2” indicates the formal order in ¢ of the discrepancy in
the Hamiltonian. Actually the discrepancy can be much larger because of the
influence of small denominators.

Example 6.19. Consider the first change of variables described above in
a domain where the frequencies satisfy the usual incommensurability condition
[(k,w(J))| = »|k|™", 0<|k|] < N. Clearly,

0S8 € a8
I=di=|go|~%  le—vl=|5;

2
€ 9 €
;, |€ %| ~ ;
The value of » can vary from a quantity of order 1 to a quantity of order /e
(for »c ~ /e we have ’E%‘ ~ 1 and the generating function introduced above
may not define a one-to-one correspondence (I, @) < (J, 9)). For » ~ /¢ we
obtain |52%”1| ~ ¢ instead of the formal estimate £2. A

We consider the whole sequence of changes of variables on a non-resonant
set, where the arising small denominators are estimated from below by quan-
tities c\/g|k|™", where ¢ = const > 0, v = const > n — 1, and |k| is the order
of the harmonic corresponding to the denominator; the constant ¢ must be
chosen to be sufficiently large. It turns out that on this set the fast increase of
the order of discrepancies in e suppresses the influence of small denominators,
and the composition of the successive changes of variables converges. This
assertion is central in KAM theory. Its consequences are stated in §6.3.

The procedure of successive changes of variables ensures superconvergence
also for those degenerate systems where the degeneracy, as one says, is “re-
movable”. This means that the Hamiltonian of the problem has the form

H = Hoo(I) + €H01(I) +52H1(Ia ®, €)a

where Hyy depends only on r < n action variables, and Hy; on all the n
variables. For the unperturbed Hamiltonian one chooses Hyg +Hpi. The un-
perturbed problem has n frequencies, as in the non-degenerate case, but r
of them are of order 1, and n — r of order . The perturbation is 1/¢ times
smaller than the minimal frequency. The procedure of successive changes of
variables is organized in exactly the same way as in the non-degenerate case.
It turns out that it converges on the corresponding non-resonant set [7]. For
tutorials on KAM theory, see [183, 392, 512].
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Above we were assuming that the perturbation H; is an analytic func-
tion. If H; has finite smoothness, then the procedure of successive changes of
variables described above causes “loss of derivatives”: in each approximation
the perturbation has fewer derivatives than in the preceding one. Because of
this the procedure stops after finitely many steps. For finite smoothness of the
perturbation, Moser suggested modifying the procedure using the smoothing
technique going back to Nash [446]. It is well known that a smooth function
can be approximated with any accuracy by an analytic one; if the function
is periodic in some variables, then the approximation can be chosen in the
form of a trigonometric polynomial in these variables. Suppose that in the
expression for the generating function of the change of variables of the first
approximation (6.44), Hjy is an analytic function that is a trigonometric
polynomial in the phases and approximates H; to within €. Such a change of
variables eliminates the phases from the Hamiltonian to within terms of or-
der 2. In the next approximations we proceed in similar fashion. Such a pro-
cedure preserves the smoothness of the perturbation. The results of [436, 438]
imply that for a sufficiently smooth perturbation the successive approxima-
tions converge on a non-resonant set.?' After the first results of Moser, the
requirements on the smoothness of the perturbation were gradually lowered
in the works of Moser, Riissmann, Poschel, and Herman. In [439, 508] it was
shown that in the non-degenerate case it suffices to require that the per-
turbation is of class C", r > 2n (where 7 is not necessarily an integer, so
that C" is a Holder space). For a map of an m-dimensional annulus B x T™
(where B is a domain in R™) into itself close to an m-dimensional twist rota-
tion3? it suffices to require that the perturbation is of class C”, r > 2m + 1;
then the invariant tori of the map fill the annulus to within a remainder of
measure which tends to zero as the perturbation magnitude does. (A map
of an annulus appears as the Poincaré return map for a Hamiltonian of the
form (6.43).) For the case of an annulus map on the plane (m = 1), in the
original paper of Moser [436] the perturbation was required to be smooth of
class C333 (see also [441]). Herman’s result [279] for this case: it suffices to
require C3. For any smoothness C", r < 3, for each real o there exists an
arbitrarily small perturbation for which the perturbed map has no smooth
invariant curves that have rotation number « and are non-contractible within
the annulus ([278], p.79). For any smoothness C", r < 2, there exists an ar-
bitrarily small perturbation for which the perturbed map has no invariant
curves that are non-contractible within the annulus ([278], p.61); first a sim-
ilar assertion was proved for smoothness C* in [577]. In these results on the

31 The technique of successive approximations with smoothing also gave rise to new
implicit function theorems of the Nash-Moser type [273, 438, 622] in nonlinear
functional analysis.

32 A multidimensional twist rotation is a map of the form (I, modd 27)
(I,o+ h(I) modd 2w), I € BCR™, ¢modd2r € T™, det(0h/0I) # 0.
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absence of invariant curves, the perturbation can also be chosen to be smooth
of class C*° but small in the C"-topology.

6.3 KAM Theory

KAM theory is the theory of perturbations of conditionally periodic motions
of Hamiltonian and related systems in the large for infinite time intervals.
In particular, it gives a rigorous justification to the fundamental conclusion
about the absence of evolution in such systems which follows from the heuristic
averaging principle and formal integration procedures.

6.3.1 Unperturbed Motion. Non-Degeneracy Conditions

We recall the basic concepts relating to integrable systems. We consider an un-
perturbed integrable Hamiltonian system with Hamiltonian H(I). Its phase
space is foliated into the invariant tori I = const. The motion on a torus
is conditionally periodic with frequency vector w(I) = 0Hy/OI. A torus on
which the frequencies are rationally independent is said to be non-resonant.
A trajectory fills such a torus everywhere densely (as one says, it is a winding
of the torus). The other tori I = const are said to be resonant. They are fo-
liated into invariant tori of lower dimension. The unperturbed system is said
to be non-degenerate if its frequencies are functionally independent:

ow 62H0
det <8I) = det < Lz > #0.

In a non-degenerate system the non-resonant tori form an everywhere dense
set of full measure. The resonant tori form a set of measure zero, which,
however, is also everywhere dense. Moreover, the sets of invariant tori with any
number of rationally independent frequencies from 1 to n — 1 are everywhere
dense; in particular, the set of tori on which all trajectories are closed is
everywhere dense.

The unperturbed system is said to be isoenergetically non-degenerate if
one of the frequencies does not vanish and the ratios of the other n — 1 fre-
quencies to it are functionally independent on the energy level Hy = const.
The condition of isoenergetic non-degeneracy can be written in the form

. 02H, OH,
det |01 “) = qet | 91 O | 4.
w 0 9H, 0
o

In an isoenergetically non-degenerate system both the set of non-resonant tori
and the set of resonant tori are dense on each energy level; but, as above, the
first set has full measure, whereas the second has measure zero.
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6.3.2 Invariant Tori of the Perturbed System
We now consider a perturbed system with Hamiltonian
H(I,p,e) = Ho(I)+eHi(1, p,¢). (6.46)

The theorem of Kolmogorov [25, 6] (extended by Arnold [6]) stated below
shows what happens to the non-resonant tori under a perturbation.

Theorem 6.16 (Kolmogorov's theorem). If the unperturbed Hamiltonian sys-
tem is non-degenerate or isoenergetically non-degenerate, then under a suffi-
ciently small Hamiltonian perturbation most of the mon-resonant invariant
tori do not disappear but are only slightly deformed, so that in the phase
space of the perturbed system there also exist invariant tori filled everywhere
densely with phase curves winding around them conditionally periodically with
the number of frequencies equal to the number of degrees of freedom. These in-
variant tort form a majority in the sense that the measure of the complement
of their union is small together with the perturbation. In the case of isoener-
getic non-degeneracy the invariant tori form a majority on each energy-level
manifold.

The invariant tori constructed in this theorem are called Kolmogorov tori,
and their union, the Kolmogorov set. The proof of the theorem is based on
the converging procedure for eliminating the fast phases (see §6.2.2.C).

The part of Theorem 6.16 concerning isoenergetic non-degeneracy is in fact
due to Arnold [6]. The relations between a persistent non-resonant torus of the
unperturbed system and the corresponding invariant torus of the perturbed
system are different in the non-degenerate case and in the isoenergetically
non-degenerate case.

In the non-degenerate case (the unperturbed frequencies are functionally
independent), the frequencies of the unperturbed torus and the perturbed
torus are the same.

On the other hand, in the isoenergetically non-degenerate case (the ratios
of the unperturbed frequencies are functionally independent on each energy
level), the ratios of the frequencies of the unperturbed torus and the perturbed
torus are the same and, moreover, the energies of these tori are the same (that
is, the value of Hy at the unperturbed torus is equal to the value of H at the
perturbed torus).

It is important to emphasize that non-degeneracy implies the persistence
of most of the unperturbed invariant tori I = I° with given frequency vectors
w(I°) in the whole phase space. It is possible that for each “action” I°, among
the perturbed tori with the fized energy value equal to Ho(I%), there will be
no torus with the frequency vector w(I°) and even no torus with a frequency
vector proportional to w(I°) — however small the perturbation is.
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Example [547]. Assume that the “action” I ranges in a domain G lying in
the first coordinate “2"-ant” in R™ and let

Ho(I) =Y a;InI,
=1

where a1, . . ., a, are non-zero constants whose sum is zero. This unperturbed
Hamiltonian is non-degenerate but isoenergetically degenerate everywhere
in G; see [17, 46]. The frequencies of a torus I = I° are w;(I°) = a;/I?,
1 < i < n. Consider the perturbed Hamiltonian H = Hy(I) + ¢ with arbi-
trarily small € # 0. The perturbed system is still integrable and possesses the
same invariant tori with the same frequencies. Nevertheless, in the perturbed
energy level Ho(I) + e = Hy(I°), there are no invariant tori with frequency
vectors proportional to w(I°). Indeed, suppose that w(I') = cw(I°) for some
I' € G and ¢ > 0. This means that Iil = I?/c, 1 < i < n, whence

n
Ho(I') + &= Ho(I°) = (Inc) Y a; +& = Hy(I°) + & # Ho(I°).
i=1 A
On the other hand, isoenergetic non-degeneracy ensures the persistence
of the ratios of given frequencies wy(I%),...,w,(I°) for most of the unper-
turbed invariant tori I = I9 at the fixed energy value. It is possible that for
each “action” I°, the perturbed system will have no invariant torus with the
frequency vector equal to w(I%), not merely proportional to w(I°), even if one
does not confine oneself to the energy level H(I, ¢,e) = Hy(I°) — however
small the perturbation is.

Example [547]. It is easy to verify that the unperturbed Hamiltonian

is isoenergetically non-degenerate but degenerate everywhere. The frequency
vector of a torus I = I° is w(I°) = (1,19,...,1). Consider the perturbed
Hamiltonian Ho(I) + €I; with arbitrarily small € # 0. Like in the previous
example, the perturbed system is still integrable and possesses the same in-
variant tori I = I° with the frequency vectors w'(I°) = (1 +¢,19,...,12).
Clearly, w'(I') # w(I°) for any I, I°. A

By the way, these examples show that the conditions of non-degeneracy
and isoenergetic non-degeneracy are independent.

One can make several additions to the general formulation of Kolmogorov’s
theorem.

1°. The theorem holds if both the unperturbed Hamiltonian and the per-
turbation are of class C", r > 2n [508, 533]. (In the original formulations
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the unperturbed Hamiltonian and the perturbation were assumed to be an-
alytic [6].) In what follows, the unperturbed Hamiltonian is assumed to be
analytic; this simplifies the statements and, besides, many further results have
been obtained under this assumption. The perturbation is also assumed to be
analytic, unless stated otherwise.

2°. Let the unperturbed system be non-degenerate and suppose that we
are given a number v satisfying the inequalities n — 1 < v < %7“ — 1. Under a
sufficiently small perturbation of class C” the frequency vectors of the motions
on the Kolmogorov tori belong to the Cantor set

L={& €€ Z R, (k&> xk|™ VEkeZ"\{0}},

[n

where = is the set of the unperturbed frequency vectors w(l) and s is a
quantity of order 1/e; see [509]. Recall that the Lebesgue measure of the com-
plement of =, in = does not exceed a quantity of order sc. An analogous
statement is valid in the isoenergetically non-degenerate case. In the latter
case, the frequency vectors of the motions on the Kolmogorov tori also satisfy
the strong incommensurability condition with constants v > n—1 and » ~ /.

3°. The measure of the complement of the Kolmogorov set does not ex-
ceed a quantity of order /. The deformation of a persistent torus, that is,
its deviation from the unperturbed torus with the same frequencies or fre-
quency ratios of the conditionally periodic motion depends on the arithmetic
properties of the frequencies. If the frequency vector in the non-degenerate
case belongs to =5, § > s (see 2°), then the deformation does not exceed a
quantity of order /8 < /€ [369, 454, 509, 570]. An analogous statement holds
in the isoenergetically non-degenerate case.

4°. The Kolmogorov tori form a smooth family [369, 509, 570]. We formu-
late this assertion in more detail. First we consider the non-degenerate case.
For simplicity we assume that the frequency map I +— w(I) is a diffeomor-
phism. Then for perturbations of class C", r > 3v 4+ 2 > 3n — 1, there exists
a diffeomorphism

@: Z{&} x T"{9} — R™{I} x T"{¢}

whose restriction to the Cantor set of standard tori =,, x T™ maps it into the
Kolmogorov set. In the variables &, ¢ for £ € =, the equations of motion take
the form _ )
£=0, 9 =¢.
The diffeomorphism ¥ has anisotropic smoothness: the number of its deriv-
atives with respect to the phase 1 is greater than with respect to the fre-
quency £. The smoothness with respect to ¥ is the smoothness of an individual
invariant torus, whereas the smoothness with respect to £ is the smoothness
proper of the family of tori.

The order of smoothness of the diffeomorphism ¥ can be estimated from
below in terms of the order of smoothness of the perturbation. In particular, if
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the perturbation is analytic, then ¥ is analytic with respect to ¢ (that is, each
torus is analytic) and infinitely differentiable with respect to & (that is, the
tori form an infinitely differentiable family). Note that if ¥ were analytic with
respect to all the variables, then the perturbed system would be completely
integrable (whereas a typical system is non-integrable; see Ch. 7).

In fact, if the perturbation is analytic or Gevrey smooth, then the diffeo-
morphism ¥ is Gevrey smooth with respect to ¢ (rather than just infinitely
differentiable), see [504, 505, 602] (and a discussion in [546]) for the case of
analytic Hy, and [506, 507] for the case of Gevrey smooth Hj.

In the case of isoenergetic non-degeneracy the family of tori on each energy
level is similarly smoothly parametrized by the ratios of the frequencies (and
smoothly depends on the energy).

5°. The perturbed system is completely integrable on the Cantor set [509].
In the non-degenerate case, this means that for a sufficiently smooth perturba-
tion there exist a symplectic change of variables I, ¢ — J, ¢ with generating
function Jy 4+ £S(J, ¢, e) and a non-degenerate Hamiltonian J#(J, ) such
that

:%(J,s)|B%

B, . xTn

€

H, J+5§ + eH; J+€§,Q076
Op dy

and this equality can be differentiated sufficiently many times. Here B,, . is
the inverse image of the standard Cantor set =,, (see 2°) under the map
J — 05£/0J. In the isoenergetically non-degenerate case the statement is
analogous. The functions S, 7 are obtained from the corresponding functions
given by the procedure of §6.2.2.C by smoothing in the “gaps” between the
Kolmogorov tori.

6°. There is an interpretation of the conditions of non-degeneracy and
isoenergetic non-degeneracy in terms of Lie algebras of symmetries of the
unperturbed system [118, 119].

7°. The condition of non-degeneracy (isoenergetic non-degeneracy) in Kol-
mogorov’s theorem can be considerably weakened. Namely, it suffices to re-
quire the so-called non-degeneracy in the sense of Rissmann: for some N > 0
the linear span of the system of vectors

lal

qu(I):M’ q=(q1,--- ) €LY, lgl=q+ -+ <N,
coincides with the whole space R™ for each I = (Iy,...,1,). This condi-
tion was introduced and used in the problem of averaging non-Hamiltonian
perturbations by Bakhtin [96], whose paper was preceded by the works of
Sprindzhuk [567] and Pyartli [516] on the theory of Diophantine approxi-
mations on submanifolds of a Euclidean space. The condition is indeed ex-
tremely weak: for any n there exist Riissmann non-degenerate Hamiltoni-
ans Ho(I) such that the image of the frequency map I — w(I) is a one-
dimensional curve in R™ [17, 540, 542, 546]. An analogue of Theorem 6.16 for



278 6 Perturbation Theory for Integrable Systems

Riissmann non-degenerate unperturbed Hamiltonians was obtained indepen-
dently by Riissmann [527, 528] (see also [529]), Herman (unpublished), Cheng
and Sun [174], and Sevryuk [540, 542] (see also the references in [17, 546]).
The proofs in these works are based on different ideas. For analytic Hamil-
tonians Hy (non-analytic Hamiltonians are not considered here anyway) and
connected domain of definition of the variables I, the Riissmann non-degene-
racy condition is equivalent to the following: the image of the frequency map
I — w(I) is not contained in any hyperplane passing through the origin. The
last condition is necessary for the existence of invariant tori in (any) perturbed
system: if the image of the frequency map of a completely integrable Hamil-
tonian is contained in some hyperplane passing through the origin, then by
an arbitrarily small perturbation one can obtain a Hamiltonian system that
does not have a single invariant torus of the form I = f(¢), nor even one on
which the motion is not conditionally periodic [17, 540].

In the case of Riissmann non-degeneracy it is impossible to determine
a priori the set of frequency vectors of the motion on the invariant tori of the
perturbed system. This set depends on the perturbation. Moreover, the set
of frequency ratios of the perturbed tori can be disjoint from the set of fre-
quency ratios of the unperturbed tori [546]. Therefore in the analogue of Theo-
rem 6.16 for Riissmann non-degenerate unperturbed Hamiltonians one speaks
not about the persistence of the non-resonant unperturbed invariant tori, but
only about the existence of invariant tori for the perturbed Hamiltonian.

Nevertheless additions 1°-4° to Theorem 6.16 can be carried over mutatis
mutandis to the case of Riissmann non-degenerate Hamiltonians Hy (1) —with
different estimates of the smoothness and of the measure of the complement
of the union of invariant tori. For example, the measure of the complement
of the union of invariant tori of the perturbed system is a quantity of order
not < /g, but < el/2N) where N is the number involved in the definition of
Riissmann non-degeneracy [540]. All the non-degenerate and isoenergetically
non-degenerate Hamiltonians are non-degenerate in the sense of Riissmann
with N = 1. An analogue of addition 4° for Riissmann non-degenerate Hamil-
tonians is stated in §6.3.7 below in a more general situation (for the so-called
lower-dimensional tori).

Recently, there were introduced and examined non-degeneracy conditions
that are intermediate between the usual non-degeneracy (isoenergetic non-
degeneracy) and the non-degeneracy in the sense of Riissmann [190]. For sim-
ilar conditions in the case of lower-dimensional tori, see [380, 390, 547].

There often occurs the case of proper degeneracy where the unperturbed
Hamiltonian is independent of some of the action variables. We say that a
perturbation removes the degeneracy if the perturbed Hamiltonian can be
reduced to the form

H = Hoo(I) +eHop (I) +*Hyy (I, @, €), (6.47)
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where Hgy depends only on the first r action variables and is either non-
degenerate or isoenergetically non-degenerate with respect to these variables,
while Hp; depends, generally speaking, on all the “actions” and is non-
degenerate with respect to the last n — r of them (the Hessian of Hy; with
respect to Iry1,..., I, is non-zero). We call the system with Hamiltonian
Hyo + €Hpp the intermediate system.

Theorem 6.17 ([7]). Suppose that the unperturbed system is degenerate, but
the perturbation removes the degeneracy. Then a larger part of the phase space
18 filled with invariant tori that are close to the invariant tori I = const of the
intermediate system. The phase curves wind around these tori conditionally
periodically with the number of frequencies equal to the number of degrees of
freedom. Among these frequencies, r correspond to the fast phases, and n —r
to the slow phases. If the unperturbed Hamiltonian is isoenergetically non-
degenerate with respect to those r wvariables on which it depends, then the
invariant tori just described form a majority on each energy-level manifold of
the perturbed system.

Remark 6.15. In many problems the perturbation depends periodically on
time: H = Ho(I)+eH1(I, ¢, t, €). This case can be reduced to the autonomous
case by introducing time as a new phase. If det (5‘2H0/8I2) # 0, then the
system thus obtained is isoenergetically non-degenerate and by Theorem 6.16
it has many (n + 1)-dimensional invariant tori. If such a system is properly
degenerate but the perturbation removes the degeneracy, then the invariant
tori are provided by Theorem 6.17.

In [35, 437] Moser developed a theory of perturbations of conditionally
periodic motions of non-Hamiltonian systems. In particular, it was proved
that the invariant tori are preserved in reversible systems. At present the
KAM theory for reversible systems has turned into a theory that enjoys prac-
tically equal rights with the KAM theory for Hamiltonian systems; there ex-
ist analogues of KAM theory for volume preserving and dissipative systems;
see [17, 43, 77, 91, 145, 146, 147, 541, 545, 547] and the references therein.

6.3.3 Systems with Two Degrees of Freedom
A. Absence of Evolution

In systems with two degrees of freedom the existence of a large number of
invariant tori implies the absence of evolution for all (and not just for most)
initial conditions.

Theorem 6.18 ([6]). In an isoenergetically non-degenerate system with two
degrees of freedom, for all initial conditions the action variables remain forever
near their initial values.
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Fig. 6.26.

<] In the system under consideration the phase space is four-dimensional,
the energy levels are three-dimensional, and the Kolmogorov tori are two-
dimensional and fill a larger part of each energy level. A two-dimensional
torus divides a three-dimensional energy level (Fig.6.26 shows the disposi-
tion of tori within an energy level). A phase curve starting in a gap between
two invariant tori of the perturbed system remains forever trapped between
these tori. The corresponding action variables remain forever near their ini-
tial values. Oscillations of the action variables do not exceed a quantity of
order +/¢, since the measure of the gap and the deviation of a torus from the
unperturbed one (I = const) are estimated by quantities of this order. >

An assertion similar to Theorem 6.18 is valid if the system has one and
a half degrees of freedom, that is, a perturbation depending periodically on
time is imposed on a system with one degree of freedom. The required non-
degeneracy condition is d>Hg/dI? # 0.

If a system with two degrees of freedom is non-degenerate, but is not isoen-
ergetically non-degenerate, then the action variables can sometimes evolve
outside the invariant tori.

Example 6.20 ([40]). The system with Hamiltonian H = (I? — I3)/2 +
esin (p; — o) has the “fast” solution I} = —et, Iy = et, ¢ = —&t?/2,
g2 = —&t?/2. The reason is that on the unperturbed energy level there lies
the ray I = —1I5, along which the frequency ratio remains constant and equal
to 1. It is this ray that is a “superconductivity channel”. VAN

B. The Case of Proper Degeneracy

Evolution is also absent in the case of proper degeneracy if the perturbation
removes the degeneracy and there are many invariant tori on the energy level.
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For a Hamiltonian of the form (6.47) the corresponding condition of removing
the degeneracy can be written as

dH, 02H,
00 # 0’ 201
dI, 12

£0, (6.48)

where I1; and I are the two action variables in the problem.

Theorem 6.19 ([7]). If a system with two degrees of freedom in the case
of proper degeneracy satisfies conditions (6.48), then for all initial data the
action variables remain forever near their initial values.

A degenerate system with two degrees of freedom is “more integrable”
than a usual perturbed system in the following sense.

Theorem 6.20 ([454]). Suppose that a degenerate system (6.47) satisfies con-
ditions (6.48) and, in addition, the condition 0Hy /015 # 0 (which means that
the “slow” frequency does not vanish). Then the measure of the set of tori dis-
appearing under the perturbation is exponentially small (O(exp (—const/¢))
instead of O(y/€) in the non-degenerate case) and the deviation of a torus
from I = const is of order .

<] The cause of this phenomenon is that the “fast” and “slow” frequencies
differ by a factor of 1/¢, and corresponding to a resonance between them there
are harmonics of the perturbation that have high order 1/e and, accordingly,
small amplitude O(exp (—const/e)). >

Remark 6.16. Analogous assertions are valid if a system has one and a half
degrees of freedom. In the case of proper degeneracy for one and a half degrees
of freedom the Hamiltonian has the form

H =eHo (I) +?Hy (I, ¢, t, ). (6.49)

The condition of removing the degeneracy is d>Hg;/dI? # 0. The measure of
the tori that are destroyed is exponentially small if, in addition, dHgy /dI # 0.

Systems with proper degeneracy describe, in particular, the motion in
Hamiltonian systems with two degrees of freedom if one degree of freedom is
fast and the other is slow (see § 6.4), and in Hamiltonian systems with one and
a half degrees of freedom if the dependence of the Hamiltonian on time is fast
periodic. We now consider the latter case in more detail. The Hamiltonian
has the form

H:E(p, q)+E1(p, q, t/€7 5)7 (650)

where p, ¢ are conjugate canonical variables, the Hamiltonian is 27-periodic
int=t/e, Ey = Eip(p,q,t)+ O(e), and (Fyp)" = 0. By introducing ¢ as
the new time (we will not write the bar over ¢ in what follows) we obtain

the system with Hamiltonian e H in which the variables p, ¢ are slow and the
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variable ¢ is fast. One step of the procedure for eliminating the fast variables
in §6.2.2.B reduces the Hamiltonian to the form e E(P, Q) + 24 (P, Q, t, ¢),
where P, (Q are the new canonical variables. By discarding the term of order
€? in the Hamiltonian we obtain that the motion is approximately described
by the Hamiltonian system with one degree of freedom and with Hamiltonian
eE(P, Q). For example, suppose that the phase portrait of this system has
the form shown in Fig.6.27a (in this case it is assumed that P, @ are coordi-
nates on a cylinder). This portrait can be regarded as the section of the phase
space P, @, t of the averaged system by the plane t = 0. Corresponding to the
equilibria in Fig. 6.27a we have periodic solutions; to the separatrices, surfaces
asymptotic to these solutions as ¢ — oo (they are also called separatrices);
and to the closed curves, two-dimensional invariant tori.

\/_\./

XL
( ’\/\

a b

Fig. 6.27.

One can make this picture slightly more precise by performing several steps
of the procedure for eliminating the fast variable (§6.2.2) and discarding the
additional terms of higher order of smallness arising in the Hamiltonian. This
again results in a system with one degree of freedom whose phase portrait is
close to the portrait in Fig. 6.27a.

How will the discarded small terms affect the motion? The periodic so-
lutions are preserved (this follows from the implicit function theorem). The
surfaces asymptotic to them are also preserved. But the surfaces that are
asymptotic as t — +oo and t — —oo to different solutions (or even to one so-
lution) no longer have to coincide with each other (see Fig. 6.27b, which shows
the section of the phase space by the plane ¢t = 0). This is the phenomenon of
splitting of separatrices discovered by Poincaré [41].

The question of the fate of invariant tori is answered by Theorems 6.17
and 6.20. In each of the domains filled by closed trajectories in Fig. 6.27a one
can introduce the action—angle variables I, ¢ of the averaged Hamiltonian 7.
In these variables, far from the separatrices the full Hamiltonian takes the
form (6.49), which is standard for a Hamiltonian with a removable proper
degeneracy. Therefore far from the separatrices there are all the tori found
in the averaging except for a proportion O(exp (—c~!/e)), ¢ = const > 0.
In a vicinity of the separatrices a special analysis is required, which shows
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that there are tori that are exponentially close to the separatrices, so that the
separatrices are locked in an exponentially narrow zone [455].

The magnitude of the splitting of separatrices can be characterized by the
angle a between them at some intersection point far from the saddles, or by
the area A of the domain (lobe) bounded by pieces of the separatrices between
the neighbouring intersection points (Fig. 6.27b), or by the width d of this lobe.
All these quantities are exponentially small (since the system can be reduced
by a symplectic change of variables to an autonomous Hamiltonian system
with an accuracy O(exp (—const/e)), see §6.1.4). In the case of a transversal
intersection (a # 0) we have A ~ e2a and d ~ ea.

The width of the zone between invariant tori in which the separatrices
are locked is estimated from above by a quantity of order d/e (the width can
be defined, for example, as the distance between the invariant tori along a
vertical line in Fig. 6.27b far from the saddles) [48, 372].

The asymptotics of the exponentially small quantities «, A, d was for the
first time calculated by Lazutkin [371] for the model problem of the splitting
of separatrices of the Chirikov standard map [189]. This is a symplectic map
(P,q mod 27) — (P’,q" mod 27) defined by the formulae

P' = P+ using, g =q+P. (6.51)
After the normalization P = ep, € = /i the map takes the form
p=p+tesing ¢ =q+ep

and can be regarded as the shift map by time 27e for the Hamiltonian system
with impacts having the Hamiltonian

1 t 1 (p? -
= —p? 3 — 2 Y . int/e 59
H P —|—cosq§ 5(€+ 7Tk> 27r<2 —&-cosqg e ), (6.52)

keZ nez

where §(-) is Dirac’s d-function. Thus, the Hamiltonian has the form (6.50),
but H in this expression is a generalized function (a distribution). The corre-
sponding averaged system is the pendulum with the Hamiltonian

1 [/p?

Lazutkin’s formula for the area A. of the lobe formed at the splitting of
the separatrices of this pendulum under the influence of the perturbations
in (6.52) is as follows (the area is calculated in the original variables P, q):

2|6
4o = 0= rvm1 4 0(uy), (6.54)
™
where |¢1] = 1118.8277... is a constant determined from the solution of an

auxiliary problem that does not involve a small parameter (the constant 6,
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was calculated in [373]). In terms of the original map (6.51), A. is the area of
the lobe formed by the intersections of the invariant curves of the map (6.51)
that are homoclinic to the fixed point (¢ = 0 mod 27, P = 0).

The approach of [371] is based on constructing a natural parametrization
of invariant homoclinic curves and studying the complex singularities of this
parametrization. This approach has allowed one to calculate the asymptotics
of the splitting of separatrices for a number of other symplectic near-identity
maps (see, for example, [252]). A complete proof of formula (6.54) was given
in [248]. The term O(p) in (6.54) admits asymptotic expansion in powers of y
[251]; several first terms of this expansion were calculated in [251].

For analytic Hamiltonian systems with fast periodic dependence of the
Hamiltonian on time, the asymptotic behaviour of the size of the splitting of
separatrices was first calculated under the (very restrictive) assumption that

|E1| /S €p’ p > 17

in the Hamiltonian (6.50) (an assumption used by Poincaré [41], who treated
the case Ey ~ exp (—const/e); later the admissible values of p were gradually
lowered; see, for example, [205, 228, 286]). The asymptotics of the splitting
of separatrices for £y ~ 1 was first calculated by Treshchev ([585], see also
[687, 588]) using the method of continuous averaging (see §6.1.2, Remark 6.3)
for the problem of the motion of a pendulum with a rapidly oscillating point of
suspension. A close result was obtained by Gelfreich ([246], see also [247, 249]),
whose arguments were based on the approach of [371]. The Hamiltonian of
the problem of a pendulum with an oscillating point of suspension has the
form (6.50) with

2
p . it/e o+ —it)e fo—
E =" —cosgq, Ei =e"°ET(p, q) + e E~(p, q),
5 q 1 (»,q) (»,q) (6.55)

.E‘i = Bi:eiq + Bi:e_iq, Ei = B:, Ej = B;

(the bar denotes complex conjugation). The phase portrait of the averaged
system is as in Fig. 6.27a. It was shown in [585, 588] that the area A, of the
lobe shaded in Fig.6.27b is given by the formula

-1

A, = 16me ! exp ( T ) [|BXj(4B*BZ)|+ O(c ln¢)], (6.56)

where j(+) is an entire real-analytic function, j(0) = 2, and j'(0) = 0.658567....
This function is obtained as the solution of a certain problem that does not
involve a small parameter. The approach of [585, 588] is as follows. First
the method of continuous averaging is used to reduce the Hamiltonian to the
form (6.50) with E = E(p, ¢, €), |E1| < exp (—c¢/¢); in the case of a pendulum,
¢ = 7/2 — », where » is any prescribed positive constant. One then applies to
the system obtained the Poincaré—Mel’nikov approach (§ 7.2.1), which enables
one to express the asymptotics of the splitting of separatrices in terms of the
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integral of the perturbation along the unperturbed separatrix in the case of a
sufficiently small perturbation.

Formula (6.56) can also be obtained via the approach of continuous aver-
aging [587].

The area S of the zone between invariant tori in which the separatrices
are locked can be fairly accurately estimated [48]. Under certain additional
symmetry conditions (which hold, in particular, for the standard map (6.51)
and for the pendulum (6.55)) there exists the limit

5 SA2e? 2
gli;r(l) Aln A—1 ko’
where A is the eigenvalue of the Hamiltonian E at the saddle point and kg =
0.971653.... In the general (non-symmetric) case the ratio SA%¢?/(AIn A~1)
has no limit as ¢ — 0, but oscillates between two constants.

A detailed survey of the results relating to the exponentially small splitting
of separatrices is contained in [48, 250].

C. Gaps between Kolmogorov Tori

We now describe the structure of the gap between Kolmogorov tori that
appears near a given resonance. For simplicity we consider the case of one
and a half degrees of freedom. Let I, be a resonant value of the “action”:
kiw(I)+ ks =0.Let p= (I —I,.)/+/e and ¢ = ¢+ (ko /K1) t; for p = O(1) we
obtain a Hamiltonian system with proper degeneracy and with Hamiltonian
of the form (6.50), but with ¢ replaced by /. The phase portrait of the corre-
sponding averaged system is generically similar to the portrait of a pendulum
(see §6.2.1 and Fig. 6.27a). The section of the phase space of the full system
by the plane ¢ = 0 has the form of Fig.6.27b. Corresponding to the singular
points in Fig.6.27b there are the periodic solutions found by Poincaré. The
separatrices of unstable periodic solutions are split. (It was for the separatri-
ces of resonant periodic solutions that the problem of splitting of separatrices
was for the first time considered by Poincaré.) In accordance with what was
said in §6.3.3.B, a neighbourhood of the resonance of size ~+/¢ is filled with
invariant tori up to the remainder of measure O(exp (—const/\/¢)).

On receding from the resonance the tori found above turn into usual Kol-
mogorov tori.

Remark 6.17. It is natural to expect that in a generic (analytic) system with
two degrees of freedom and with frequencies that do not vanish simultaneously
the total measure of the “non-torus” set corresponding to all the resonances
is exponentially small. However, this has not been proved.

Remark 6.18. It is natural to expect that in a generic system with three
or more degrees of freedom the measure of the “non-torus” set has order e.
Indeed, the O(y/e)-neighbourhoods of two resonant surfaces intersect in a
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domain of measure ~e¢. In this domain, after the partial averaging taking into
account the resonances under consideration, normalizing the deviations of the
“actions” from the resonant values by the quantity 1/, normalizing time, and
discarding the terms of higher order, we obtain a Hamiltonian of the form
1/2(Ap, p) + V(q1, g2), which does not involve a small parameter (see the
definition of the quantity p above). Generally speaking, for this Hamiltonian
there is a set of measure ~ 1 that does not contain points of invariant tori.
Returning to the original variables we obtain a “non-torus” set of measure ~«¢.

Remark 6.19. In a system with three degrees of freedom, for a simple
proper degeneracy in the case where the perturbation removes the degen-
eracy, the measure of the “non-torus” set is estimated from above by a
quantity of order /. This estimate seems to be best possible. The reason
is that in the O(y/e)-neighbourhood of the resonant surface, after partial
averaging taking into account the resonance, normalizing the deviation of
the “action” from the resonant value by the quantity /e, normalizing time,
and discarding the terms of higher order we obtain a system with Hamil-
tonian of the form ap?/2+V (g, y, x) with respect to the symplectic structure
dp Ndq+ d(y/p) A dx, where i = /e, & = const. In this system, p, ¢ are the
fast variables (the rate of their change is ~1), while y, = are the slow variables
(the rate of change is ~ ). Such systems are studied in the theory of adiabatic
invariants (§6.4). For any fixed values of the slow variables there is a sepa-
ratrix on the phase portrait of the fast motion. Generically, the projection of
the phase point onto the cylinder of the fast variables repeatedly intersects
this separatrix. As discussed in §6.4.7.B, numerical experiments provide con-
vincing evidence that in this system the measure of the “non-torus” set is
of order 1. Returning to the original variables we obtain a “non-torus” set
of measure of order /. The situation just considered arises, in particular,
in the spatial restricted circular three-body problem and in the planar re-
stricted elliptic three-body problem with a small mass of the perturbing body
(Jupiter) [604], and in the problem of rapid rotation of a rigid body in a
potential field [102].

6.3.4 Diffusion of Slow Variables in Multidimensional Systems
and its Exponential Estimate

In the study of the perturbed motion outside the invariant tori one should
distinguish the cases of two and of a higher number of degrees of freedom.

In the case of two degrees of freedom the invariant two-dimensional tori
divide a three-dimensional energy level. This implies that evolution is impos-
sible (§6.3.3.A).

However, if the number of degrees of freedom n is greater than two, then
the n-dimensional invariant tori do not divide a (2n — 1)-dimensional energy-
level manifold, but are situated in it similar to points on a plane or lines in a
space. In this case the “gaps” corresponding to different resonances are con-
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nected with each other. Therefore the invariant tori do not prevent a phase
curve originated near a resonance going far away.

Conjecture ([7]). The typical case in a multidimensional problem is topolog-
ical instability: through an arbitrarily small neighbourhood of any point there
passes a phase trajectory along which the slow wvariables go away from the
initial values by a quantity of order 1.

KAM theory proves metric stability,3® that is, stability for the most of ini-
tial data. Thus, according to the conjecture stated above the typical case in
a multidimensional problem is the combination of metric stability and topo-
logical instability.

There are several examples of evolution of the slow variables in metrically
stable problems. Most of these examples relate to very degenerate situations
where the unperturbed Hamiltonian is not a steep function (see the definition
of steep functions below). An example of evolution in a system with a steep
unperturbed Hamiltonian was constructed in [8]. The average rate of evolution
in this example is exponentially small (O(exp (—c/+/€))).

Example 6.21 ([8]). Consider the system whose Hamiltonian function H =
Hy + ¢H; depends on two small parameters € and p, where

1
H0:§ (I3 +13), Hy = (cos o1 — 1)(1 + psin g + pcost).  (6.57)

A characteristic feature of this system is the presence of the one-parameter
family of two-dimensional invariant tori

T, ={(, pmod 27, t mod 27) : I; =0, o1 =0, I =w}.

For ¢ > 0 and small p the tori T, are hyperbolic. Let I'5 and I} be the
stable and unstable three-dimensional asymptotic manifolds of the torus T,
respectively.

We call a sequence of tori Ty, ,..., Ty, a transition chain if for every
j=1,..., N —1 the frequency wj is irrational (the torus T, is non-resonant)
and the surfaces I o and I ;. intersect transversally along some doubly

asymptotic solution.?

The following property of a non-resonant hyperbolic torus is intuitively
obvious. Let ¢" : R? x T? — R? x T? be the phase flow of the system, W
a neighbourhood of some point in I3, and X' a manifold transversal to Iy
such that I N2 # &. Then for some 7 > 0 the sets g"(W) and X intersect.3®

33 This word is used here not in the formal sense but as a synonym of the absence
of evolution: sup |I(¢t) — I(0)] = 0 ase — 0.
<t<oo

34 In [8] the definition of a transition chain requires a weaker property.
35 In the theory of hyperbolic systems a similar assertion is called the A\-lemma.
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It follows from this property that the presence of a transition chain implies
the existence of a trajectory going from an arbitrarily small neighbourhood
of the torus T,, into an arbitrarily small neighbourhood of the torus T, .

Indeed, let W be a neighbourhood of some point of the manifold I'Y. Then
for some r = 7 the open set ¢" (W) intersects X' = I'y. Similarly, for some
r = 1o the set g™ (W) intersects I'§, and so on.

In [8] it was shown that for any positive A < B for arbitrarily small € > 0
and p = u(e) there exists a transition chain in which wy < A and wy > B. In
the proof one has to take i to be exponentially small compared to ¢. VAN

The evolutionary trajectories in Example 6.21 were constructed by Bessi
[109] using variational methods. He obtained the upper estimate p~'e=¢/vVe
for the time over which the slow variable gains an increment of order 1. This
estimate coincides with the lower estimate obtained by Nekhoroshev’s method
(see below). The proof is based on the fact that the homoclinic trajectories
of an invariant torus T, are minimum points of the Hamiltonian action func-
tional. The evolutionary trajectories of the perturbed system are sought as
local minimum points of the action functional on the set of curves close to
a chain of homoclinic trajectories. Apparently, the applicability of Bessi’s
method is restricted to the case where the perturbed system has a smooth
family of invariant tori.

Generalizations of Example 6.21 were recently considered in a large num-
ber of papers; see, for example, [186, 109]. But so far there is no method for
establishing the existence (or non-existence) of evolution of the slow variables
in perturbed analytic systems of sufficiently general form.

The main difficulties arising in construction of transition chains of Exam-
ple 6.21 in the general case are of two kinds. The first difficulty (the so-called
“large gap problem”) is related to the discontinuity of the set of hyperbolic
tori: one must make sure that the consecutive tori in the chain are not too far
from one another and the manifold I'j* can “reach” I}, ;.

Recently Xia [606] developed a method allowing one to circumvent this
difficulty. The point is that, although the set of hyperbolic tori of the per-
turbed system in the general case is discontinuous (it is a Cantor set), in the
gaps there are invariant sets of more complex structure — Mather’s sets. For
these sets one can prove the existence of homoclinic trajectories [127]. Xia
constructs evolutionary trajectories close to a chain of homoclinic trajectories
of Mather’s sets using a method that is a generalization of the method of the
Peierls barrier developed by Mather in the theory of twist maps. The applica-
bility of Xia’s method is restricted to the case where Mather’s sets belong to a
three-dimensional invariant hyperbolic manifold, on which the usual Aubry—
Mather theory can be applied (cf. §6.3.8). For other results in this direction,
see [204, 257, 418].

The second difficulty is caused by exponentially small effects: the intersec-
tion angle of the manifolds I'} and I'7, ; is of order e—c/VE (in Example 6.21, of

order pe=¢/ \/g) Unfortunately, the methods for studying exponentially small



6.3 KAM Theory 289

effects in multi-frequency systems are still in an embryonic state. Note that
in the system with Hamiltonian (6.57) the first difficulty does not exist, and
the second can be avoided by choosing p of order e=¢/Ve.

There is also a difficult problem of obtaining a lower estimate for the rate
of evolution of the slow variables along an already given transition chain.
This problem was considered in [109, 198, 199, 405] for systems similar to
Example 6.21.

Mather has announced a proof of the Conjecture on p.287 (in the case of
three degrees of freedom) for unperturbed Hamiltonians that are convex with
respect to the action variables [418].

Numerical experiments show that the evolution of the action variables
apparently is not of directional nature, but is a more or less random walk along
resonances around the invariant tori. This process is called “diffusion”3¢ [620].
The discussion of the questions arising here can be found in [189, 402, 620].

For generic systems diffusion happens exponentially slowly. The corre-
sponding genericity condition is called the steepness condition. An analytic
function is said to be steep if it has no stationary points and its restriction to
any plane of any dimension has only isolated stationary points.3”

Theorem 6.21 (Nekhoroshev [40, 474]). If the unperturbed Hamiltonian
Hy(I) is a steep function, then there exist a, b, ¢ such that in the per-
turbed Hamiltonian system for a sufficiently small perturbation we have
[1(t) — I(0)] < & for 0 < ¢ < (1/e)exp (c7'/e*). Here a, b, ¢ are positive
constants depending on the characteristics of the unperturbed Hamiltonian.

<] The proof is based on the following considerations. In a domain where
the frequencies of the unperturbed motion do not satisfy any resonance rela-
tions of order up to 1/e, the procedure for eliminating the phases of §6.2.2.A
(Lindstedt’s method) allows one to defer the dependence on the phases to
exponentially small terms of the Hamiltonian. Consequently, in this domain
the evolution can be only exponentially slow.

Fast evolution (with rate of order ¢) is possible only at a resonance. Near
a resonance the procedures of §6.2.2.B (von Zeipel’s method) allows one to
defer the dependence on non-resonant combinations of the phases to exponen-
tially small terms. Discarding these terms we obtain a system which has linear
integrals by Theorem 6.15. Fast evolution takes place in the plane defined by
these integrals. The condition of exact resonance consists, as is easy to calcu-
late, in that the gradient of the restriction of H to this plane vanishes. Since
Hj is a steep function, an exact resonance occurs at an isolated point. Conse-
quently, the resonance is destroyed in the evolution. Therefore fast evolution

36 Translator’s note: Nowadays the term “Arnold diffusion” became universally ac-
cepted.

37 The notion of steepness was introduced by Nekhoroshev [473]. Here as the defin-
ition we stated a necessary and sufficient condition for steepness [480]. (First the
following sufficient condition for steepness was proved: stationary points should
be complex-isolated [290].)
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goes on only for a short time; this is what yields an exponentially small upper
estimate of the average rate of the evolution. >

If the steepness condition is not satisfied, then, as Example 6.20 shows,
evolution can proceed with rate of order € and can cause the slow variables
going away to a distance of order 1 over time 1/e.

The rate of diffusion is different in different parts of the phase space. In
particular, consider the §-neighbourhood of an n-dimensional invariant torus
carrying conditionally periodic motions with frequency vector w satisfying the
strong incommensurability condition

|(k, w)| > et k7Y, ¢1, v = const > 0, k ez \ {0}.

In this neighbourhood the rate of diffusion is superexponentially small [432]:
the time required for the slow variables (appropriately defined) to change by
a quantity of order ¢ is at least

1 1
exp ETI exp (572 y

where a7, as are positive constants. Indeed, in the §-neighbourhood of the
invariant torus the system is close to a system with constant frequencies.
According to [550] there is a canonical near-identity change of variables that
defers the dependence on the fast phases in the Hamiltonian of this system
to exponentially small terms O(e exp (—=1/89)), d = const > 0 (cf. §6.1.5).
The resulting system can again be regarded as a system of the form (6.46),
only Hy depends on €, the domain of definition of the system depends on 6,
and H; is exponentially small in 1/§. Repeating the estimates in the proof of
Theorem 6.21 for the resulting system we obtain a superexponential estimate
for the rate of diffusion.3®

There is a version of Theorem 6.21 for the case of proper degeneracy where
the Hamiltonian has the form

H = H()(I) +5H1(Ia ¥, D, q)7

where (I, p) are the momenta and (¢, q) are their conjugate coordinates. If
the unperturbed Hamiltonian Hy(I) is a steep function, then the variables I
satisfy the estimates of Theorem 6.21, provided that during the time under
consideration the variables (p, ¢) remain in a given compact set inside the do-
main of definition of the system [40]. For instance, for the planetary n-body
problem (Example 6.16) the unperturbed Hamiltonian has the form

n—1

Hy = —

: (6.58)

&

1

<.
Il

38 And repeating the estimates in the proof of Theorem 6.16 for the resulting system
shows that near the invariant torus under consideration the Kolmogorov set is
exponentially condensing [432].
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where the k; are positive constants and the L; are the Delaunay variables.
(See Ch. 2; recall that L; is the action variable for the unperturbed Keplerian
motion of the jth planet around the Sun, L; = ;,/a;, where a; is the ma-
jor semiaxis of the Keplerian ellipse of the jth planet, and 8; = const > 0.)
Therefore we can assert that the major semiaxes of the planets change little
over exponentially long time, provided the changes of the eccentricities and
inclinations during this time do not cause collisions (or near-collisions) of the
planets or transitions (near-transitions) to hyperbolic orbits. (If the initial ec-
centricities and inclinations are small and the planets are moving in the same
direction, then the additional condition on the behaviour of the eccentricities
and inclinations is unnecessary: the existence of the integral of angular mo-
mentum implies that, as long as the changes of the major semiaxes are small,
the eccentricities and inclinations remain small; cf. Example 6.16.) Upper es-
timates for the rate of diffusion in the n-body problem are contained in [478].

An important special case of steep functions is provided by quasi-convex
functions. A function is said to be quasi-convex if it has no stationary points
and the restriction of the quadratic part of its Taylor expansion at any point
to the tangent hyperplane to the level surface of the function is a sign-definite
quadratic form. For example, the Hamiltonian (6.58) is a quasi-convex func-
tion. The level surfaces of a quasi-convex function are convex. For the case
where the unperturbed Hamiltonian is a quasi-convex function the estimates
of Nekhoroshev’s theorem are proved with a = b = 1/2n, where n is the
number of degrees of freedom of the system (and if there is a proper degen-
eracy, then n is the number of the action variables on which the unperturbed
Hamiltonian depends) [398, 511]. This result sharpens the earlier successively
improving estimates [103, 395, 472]. The works [189, 597] contain heuristic
arguments and numerical estimates for the rate of diffusion of the action vari-
ables, according to which the estimate a = 1/2n seems to be optimal. The
examples constructed very recently in [396] show that this estimate is at least
very close to being optimal.

One of the methods for obtaining the estimate ¢ = b = 1/2n in [398] is
based on the following approach suggested in [395]. Near each point of the
phase space there passes a periodic solution of the unperturbed system (the
periodic solutions fill the maximally resonant invariant tori, whose union is
everywhere dense). In a neighbourhood of such a periodic solution the full
system has a single rapidly rotating phase; this phase corresponds to the
motion along the periodic solution. The standard procedure of perturbation
theory for single-frequency systems provides a canonical change of variables
eliminating the dependence of the Hamiltonian on this phase ([455]; cf. The-
orem 6.2). Therefore the action variable conjugate to this phase (we denote
this “action” by I') changes only exponentially slowly. Consequently, during
exponentially long time (~ exp (¢! /e/?"), as calculations show) the value
of this variable is constant with an exponential accuracy. We can now apply
the geometric argument of [472] using the quasi-convexity of the unperturbed
Hamiltonian. The phase point in the space of “actions” must be situated near



292 6 Perturbation Theory for Integrable Systems

the intersection of a convex level surface Ho(I) = const of the unperturbed
Hamiltonian and a plane®® I = const. This surface and this plane are almost
tangent; consequently, their intersection has small diameter (O(g'/?"), as can
be calculated). Therefore the change of the “actions” proves to be bounded
by a quantity of the same order.

For arbitrary steep unperturbed Hamiltonians, important estimates of the
constants a and b in Theorem 6.21 were recently obtained in [479].

It is interesting to note that Theorem 6.21 in the quasi-convex case can be
carried over (with almost the same estimates for a and b) to Gevrey smooth
(not necessarily analytic) Hamiltonians [406, 407, 535].

For an excellent recent survey on the exponential estimates for the diffusion
rate of the action variables in nearly integrable Hamiltonian systems, see [259].

6.3.5 Diffusion without Exponentially Small Effects

In a number of problems the evolution of the slow variables along transi-
tion chains takes place in the absence of exponentially small effects. Such
“diffusion” is easier to study and it is widely discussed; see, for example,
[182, 186, 285, 608]. However, in many cases the complete constructions of
transition chains are not carried out.

We point out the following system, in which the motion along a transition
chain takes place without an explicit small parameter.

Example 6.22 ([417]). Consider a natural Lagrangian system on the torus T?:

Suppose that the kinetic energy 7' (a Riemannian metric on the torus) satisfies
the following genericity conditions.

1. It is assumed that a shortest closed geodesic in some homotopy class of
closed curves on the torus is unique and non-degenerate.

Morse proved [434] that such a geodesic s — 7(s) always has a homoclinic
geodesic s — o(s), that is, there exist ax such that dist(c(s),y(s+as)) — 0
as s — $o00.

2. The homoclinic trajectory o is assumed to be transversal, that is, the
stable and unstable manifolds of the geodesic « intersect at non-zero angle
along the curve in the phase space corresponding to o.

We can suppose without loss of generality that § V(v(s), t) ds = 0.

3. The Poincaré—Mel’'nikov function

T T+ay
P(t) = TEIJI:OO ( / V(o(s),t)ds — / V(v(s),t) ds)
“r —T4a_

39 The equation I" = const defines a plane, since I" is a linear combination of the
original “actions” with integer coefficients; cf. Theorem 6.15.
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is assumed to be non-constant.

Under conditions 1-3 Mather [417] proved that there exists a trajectory
q(t) of the Lagrangian system such that |¢(¢)| — oo.

The proof is based on variational methods. A generalization of this result
to the multidimensional case was obtained in [135, 203].

It is useful to bear in mind that the absence of a small parameter in this
system is merely an illusion. Such a parameter emerges as the ratio of the
potential and kinetic energies V/T under the condition that the total energy
T + V is sufficiently large.

Recently de la Llave and Piftankin independently announced a linear in
time lower estimate for the rate of increase of the energy on the “fastest”
solution of the system. Note that this estimate has the same order as the
obvious upper estimate because

d 0
- — |Vl < .
dt(T—i—V)’ ’(%V‘ < const R

Another important class of systems in which diffusion is not exponentially
slow is provided by the so-called a priori unstable systems. The Hamiltonian of
such a system has the form H = Hy+eH;+0(e?), where Hy = Hy(I, p, q) and
Hy = H(I, p,p,q,t). Here it is assumed that I € Dy C R", ¢ € T" modd 27,
(p,q) € D C M?: Dy and D are open domains, M? is a two-dimensional
smooth manifold (normally, a plane or a cylinder); the dependence of the
Hamiltonian on time ¢ is assumed to be 2m-periodic; I, ¢ and p, g are pairs of
canonically conjugate variables. For ¢ = 0 the variables I are first integrals.
Thus, for ¢ = 0 the system reduces to a system with one degree of freedom and,
consequently, is integrable. The class of a priori unstable systems is defined
by the following assumption: for any I = I’ € Dy the system with one degree
of freedom and with Hamiltonian Hy(I°, p, q¢) has a saddle (non-degenerate)
equilibrium position (p.(1°), g.(I°)) whose stable and unstable separatrices
are doubled; the functions p., ¢. are smooth. In particular, the system in
Example 6.21 belongs to the class of a priori unstable systems if ¢ = 1 and pu
is regarded as the only small parameter.

The situation becomes much clearer if we restrict ourselves to a priori
unstable systems with two and a half degrees of freedom (the smallest inter-
esting dimension). In this case there is only one slow variable I whose evolution
should be regarded as a diffusion. A geometric description of the mechanism
of the diffusion is presented in [204]. The genericity of the diffusion is proved
in [591, 176]: in [591] a multidimensional version of the separatrix map is used,
while the methods of [176] are variational. Moreover, in [591] “fast” diffusion
trajectories are constructed: the average velocity of the action evolution is of
order €/ log || (it is clear that the action I cannot move faster). This result was
obtained under the assumptions that Hy is real-analytic, Hy = F'(Iy, f(p, q))
(that is, the variables are separated in the unperturbed system), and the fre-
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H
quency % (I, pc(I), q.(I)) is non-zero at the so-called strong resonances (for

example, it vanishes nowhere).

6.3.6 Variants of the Theorem on Invariant Tori
A. Invariant Tori of Symplectic Maps

We consider a map of a 2n-dimensional “annulus” close to an n-dimensional
rotation:

I'=T+¢f(I,p,¢), I e BCR",

6.59
© =p+h(I)+eg(I,p,e), pmodd 27 € T"™. ( )

Suppose that this map is exact symplectic, that is, it preserves integrals of
the 1-form Idp over closed contours. The unperturbed (¢ = 0) map is said to
be non-degenerate if det(0h/0I) # 0.

Theorem 6.22 ([87, 214]). Suppose that the unperturbed map is analytic
and non-degenerate. Then for a sufficiently small perturbation of class C”,
r > 2n+ 1, in the annulus B x T" there are invariant tori close to the tori
I = const, and the measure of the complement of their union is small when
the perturbation is small. The images of a point of a torus under iterations of
the map fill the torus everywhere densely.

If n = 1, then we obtain an area-preserving map of a conventional circu-
lar annulus (Fig. 6.28). The unperturbed (¢ = 0) map is a rotation on each
circle I = const. The non-degeneracy condition means that the rotation angle
changes from one circle to another (Fig.6.28a). A circle whose rotation angle
is 27-irrational is called non-resonant; the images of any of its points under




6.3 KAM Theory 295

iterations of the map fill such a circle everywhere densely. A circle whose ro-
tation angle is 27-rational is called resonant; it consists of periodic points of
the unperturbed map.

The non-resonant circles (satisfying the additional condition that their
rotation angle « is not too well approximable by 27-rational numbers:

2 1
a—;rp’>c\/§q_”, n+1<y<§(r+1))

do not disappear under the perturbation but are merely slightly deformed.
The resonant circles are destroyed (Fig. 6.28b).

The theorems on invariant tori for Hamiltonian systems and symplectic
maps were first being proved independently (although by virtually identi-
cal methods). These theorems can be derived from one another, since the
Poincaré return map for a Hamiltonian system has the form (6.59) and, con-
versely, every map of the form (6.59) can be obtained as such a Poincaré
return map [214, 362]. The last assertion is valid both in the case of finite
smoothness or C* and in the analytic case [214, 362, 514].

B. Invariant Tori in the Theory of Small Oscillations

Other cases where there exist Kolmogorov tori are related to the theory of
small oscillations. In particular, consider a Hamiltonian system with n degrees
of freedom in a neighbourhood of an equilibrium position. Suppose that the
equilibrium is stable in the linear approximation, so that n eigenfrequencies
w1, ...,wy, are well defined. Furthermore, assume that these frequencies do
not satisfy resonance relations of order up to and including 4:

kiwor 4 b kawn 0 for 0< kil 4o k| <4

Then the Hamiltonian function can be reduced to the Birkhoff normal
form (see §8.3)

1 1
H = Ho(r)+ -+, HO(T):ZWiTi+§ZWijTiTj7 7'125(17124'%2)

Here the dots denote terms of order higher than four with respect to the dis-
tance from the equilibrium position. The system is said to be non-degenerate
in a neighbourhood of the equilibrium position if

82H0>
det < = det(w;;) # 0.
or? /, !

The system is said to be isoenergetically non-degenerate if

9*Hy 0H,
a_ Wii Wi
det or?  or = det ! # 0.
a-H'O 0 Wi 0

or 0
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If the system is non-degenerate or isoenergetically non-degenerate, then we
say that the Hamiltonian is of general elliptic type.

The system with Hamiltonian Hy is integrable and the motion in it takes
place on the invariant tori 7 = const. Consequently, the system with Hamil-
tonian H is nearly integrable in a sufficiently small neighbourhood of the
equilibrium position. This situation is similar to the situation of Kolmogorov’s
theorem.

Theorem 6.23 ([7, 36]). A Hamiltonian of general elliptic type in a neigh-
bourhood of an equilibrium position has invariant tori close to the tori of the
linearized system. These tori form a set whose relative measure in the poly-
disc |T| < e tends to 1 as e — 0. In an isoenergetically non-degenerate system
such tori occupy a larger part of each energy level passing near the equilibrium
position.

Remark 6.20. The relative measure of the set of invariant tori in the poly-
disc |7| < ¢ is at least 1 — O(¢'/4). If the frequencies do not satisfy res-
onance relations of order up to and including [ > 4, then this measure is
even at least 1 — O (e(=3)/4); see [509]. If the frequencies satisfy the strong
incommensurability condition, then (in an analytic system) this measure is
1 -0 (exp (—c™!/e®)) for ¢, = const > 0; see [202, 298].

In the case n = 2 the isoenergetic non-degeneracy guarantees the Lyapunov
stability of the equilibrium [7]. For n = 2 the condition of isoenergetic non-
degeneracy amounts to the fact that the quadratic part of the function Hj is
not divisible by the linear part of Hy. Even if the quadratic part is divisible
by the linear part, the equilibrium is nevertheless, as a rule, stable. Namely,
suppose that the frequencies w; and wo do not satisfy resonance relations
of order up to and including [ > 4. Then the Hamiltonian function can be
reduced to the normal form

H:Ho(Tl,T2)+"' ; H(): Z Aij’rli’l'g7

1<i+5<[1/2]

where the dots denote terms of order higher than [ with respect to the distance
from the equilibrium position. Consider the function hg(e) = Ho(ews, —wy).
If ho(e) is not identically equal to zero, then the equilibrium is stable [71].

Other cases where analogous assertions on invariant tori and on stabil-
ity hold are related to the theory of small oscillations in a neighbourhood
of an equilibrium position of a system with periodic or conditionally peri-
odic coefficients, in a neighbourhood of a periodic solution of an autonomous
Hamiltonian system, and in a neighbourhood of a fixed point of a symplectic
map. The corresponding statements are given in [10].

C. Quasi-Periodic Invariant Manifolds

Invariant manifolds pertaining to Kolmogorov tori exist in problems of quasi-
periodic Hamiltonian perturbations. (These problems were pointed out by
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Tennison; see also [299] and the references therein.) In this case the Hamil-
tonian has the form

H:Ho(p)+€Hl(p7 A(L 6)7 (pa q) €R2n7

where p, ¢ are conjugate variables, A: R™ — R™ is a linear operator, and
the perturbation H; has period 27 in ¢ = Agq. It is assumed that m > n
and the rank of A is equal to n (otherwise the order of the system can be
lowered), and the adjoint operator A*: R™ — R™ of A does not cast integer
vectors to 0 (otherwise the number of angle variables ¢ can be decreased).
Suppose that the unperturbed Hamiltonian Hj is non-degenerate or isoener-
getically non-degenerate, and the operator A* satisfies the following strong
incommensurability condition: |A*k| > ¢~t|k|~" for all k € Z™ \ {0}, where
¢, v = const > 0. Then a larger part of the phase space (in the case of isoen-
ergetic non-degeneracy, even of each energy level) is filled with n-dimensional
invariant manifolds that are quasi-periodic in ¢ and are close to the “planes”
p = const. These manifolds are obtained from the m-dimensional Kolmogorov
tori of the auxiliary system with Hamiltonian

H = Hy(A*I) + eHy(A*], 0,¢), T€R™,  omodd2r e T™,

by the substitution p = A*I, ¢ = Aq.

The proof of the existence of the tori is based on the procedure for elimi-
nating the fast variables of §6.2.2.C and goes through as usual, since at each
step of the procedure everything depends on A*I, rather than on I. The
strong incommensurability condition allows one to estimate the arising small
denominators.

If n = 2 and the Hamiltonian Hj is isoenergetically non-degenerate, then
the invariant manifolds thus constructed divide energy levels and there is no
evolution of the slow variables p.

6.3.7 KAM Theory for Lower-Dimensional Tori

Almost the entire theory of perturbations of conditionally periodic motions of
Hamiltonian systems can be generalized to the case where the unperturbed
system is integrable not in the whole phase space but merely on some sur-
face. This surface is foliated into invariant tori whose dimension is smaller
than the number of degrees of freedom. In perturbation theory of such lower-
dimensional tori a central role is played by the notions of isotropicity and
reducibility, which also make sense for ordinary Kolmogorov tori, but so far
stayed in the background in our exposition.

A. TIsotropicity

Let M?" be a smooth even-dimensional manifold on which a closed non-
degenerate 2-form w? defines a symplectic structure. A submanifold N c M?"
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is said to be isotropic if the restriction of the form w? to N vanishes (and,
in particular, dim N < n). An isotropic submanifold N C M?" of maximum
possible dimension n is called Lagrangian. For example, the invariant tori
I = const of a completely integrable Hamiltonian system with Hamiltonian
Hy(I) are Lagrangian.

Let T be an invariant torus of a Hamiltonian system, on which the motion
is conditionally periodic. It turns out that if the frequencies of the motion
on T are rationally independent and the 2-form w? defining the symplectic
structure is exact, that is, w? = dw! (the last condition almost always holds in
the Hamiltonian systems of mechanical origin), then the torus T is isotropic
(Herman’s theorem [280]; see also [17]). In particular, the Kolmogorov tori
are Lagrangian.

B. Reducibility

An invariant torus T of some autonomous (not necessarily Hamiltonian) sys-
tem of ordinary differential equations, on which the motion is conditionally
periodic with frequency vector w, is said to be reducible if in a neighbourhood
of T there exist coordinates (x, ¢ modd 27) in which the torus T is given by
the equation x = 0 and the system takes the so-called Floquet form

i = Az + O(|z|?), $»=w+ O(|z]), (6.60)

where the matrix A, called the Floguet matriz, is independent of . Both the
unperturbed and the perturbed invariant tori in Kolmogorov’s Theorem 6.16
are reducible with zero Floquet matrix.

Now suppose that an autonomous Hamiltonian system with n+m degrees
of freedom has a smooth invariant 2n-dimensional surface II that is smoothly
foliated into isotropic reducible invariant n-dimensional tori, on which the
motion is conditionally periodic (n > 1). One can show [17] that in a neigh-
bourhood of such a surface (or, at least, in a neighbourhood of any point of
the surface) it is always possible to introduce coordinates (I, ¢ modd 2w, z)
having the following properties.

1°. I € G (where G is a domain in R"), ¢ € T", and z varies in a
neighbourhood of the origin in R?™.

2°. In the coordinates (I, ¢, z) the symplectic structure has the form

i=1 j=1
3°. In the coordinates (I, ¢, z) the Hamiltonian of the system has the form

Ho(I,p,2)=F()+ %(K(I)z, z)+ R(I, ¢, 2), (6.61)
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where K (I) is a symmetric matrix of order 2m depending on I, the parentheses
(,) as usual denote the scalar product of vectors, and R = O(|z|?).

The Hamiltonian H, affords the system of equations
[=0(%), é=w)+0(zP),  z=0)z+0(),
where w(I) = dF(I)/0I, 2(I)=JK(I), and

Om*Em
J= (Em Om)
is the symplectic unit matrix of order 2m (here 0,, and FE,, are the zero and
identity m x m-matrices, respectively).

The surface IT in whose neighbourhood the coordinates (I, ¢, z) are de-
fined is given by the equality z = 0, and the invariant n-dimensional tori into
which this surface is foliated are given by the equalities z = 0, I = const. The
motion on the tori z = 0, I = const is conditionally periodic with frequency
vectors w(I). Furthermore, these tori are isotropic and reducible with Floquet
matrix £2(1) @ 0y,.

We now consider the perturbed system with Hamiltonian

H(I,p,z,e)=Ho(I,p,2) +eH(I,p,z,¢). (6.62)

The KAM theory for lower-dimensional tori is designed to answer the question
of what happens to the tori z = 0, I = const under such a perturbation.

Theorem 6.24. Suppose that the functions w(I) and 2(I) satisfy certain
non-degeneracy and non-resonance conditions given below. Then in the phase
space of the perturbed system there are also isotropic reducible invariant n-
dimensional tori, on which the motion is conditionally periodic with rationally
independent frequencies. These tori are close to the unperturbed tori z = 0,
I = const. The measure of the complement of the union of the images of
the perturbed tori under the projection (I, @, z) — (I, ¢, 0) onto the surface
IT = {z = 0} is small together with the perturbation.

There exist many versions of this theorem differing in the set of conditions
of non-degeneracy and non-resonance that are imposed on the functions w(I)
and £2(I). The proof of the theorem depends on these conditions. However,
on the whole, the proof follows the scheme of the proof of the conventional
Kolmogorov Theorem 6.16 (relating to the case m = 0), but is characterized
by considerably more complicated technical details.

Theorem 6.24 holds if both the unperturbed and the perturbed Hamilto-
nians are sufficiently smooth.

As in Kolmogorov’s theorem, the perturbed n-dimensional tori are or-
ganized into a smooth family. Moreover, a smooth family is formed by the
changes of coordinates reducing the perturbed Hamiltonian system to the
Floquet form (6.60) in a neighbourhood of each torus; see [17, 146, 147].
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This means the following. For any sufficiently small ¢ there exist a subset
G. C G C R™ and smooth functions

ne: R" x T" x R*™ x G — R,

Xe: R x T" x R*™ x G — R",

CG: R x T" x R?™ x G — R?™, (6.63)
0. G — R"™,

A G — sp(m)

(where sp (m) is the space of Hamiltonian matrices of order 2m, that is,
matrices affording linear Hamiltonian systems with m degrees of freedom)
having the following properties.

1°. The measure of the complement G \ G and the functions (6.63) are
small together with e.

2°. For any I* € G, in the coordinates (I, ¢’, ') defined by the relations

I: I/ +I* +7’]5(I’,(pl,z/7]*),
p=¢" +x:(I', ¢, 2, I"),
Z:ZI+CE(II7SO/uZ/7—[*)7

the perturbed Hamiltonian system afforded by the Hamiltonian (6.62) takes
the form (6.60):

I’/ — O(u/|2 4 |Z/|2),
O =w(I*)+6.(I")+O(I'| + |7')), (6.64)
2= [02(I7) + A (I + O[T +12)?).

The set 2z’ =0, I’ =0 is an invariant n-dimensional torus of system (6.64).
The motion on this torus is conditionally periodic with frequency vector
w(I*) + 0:(I*). Furthermore, this torus is reducible with Floquet matrix
[2(I*) + A (I*)] & 0,,. Thus, the perturbed invariant tori are labelled by
points of the subset G..

The smoothness of the functions (6.63) and, correspondingly, the topology
in which the smallness of these functions is defined depend on the smooth-
ness of the Hamiltonian (6.62). If this Hamiltonian is of finite smoothness or
of smoothness class C°, then so are also the functions (6.63) (and, conse-
quently, the perturbed invariant tori and the family formed by them). If the
Hamiltonian (6.62) is analytic, then the functions (6.63) are analytic in the
phase space variables I, ¢/, 2’ (so that each perturbed invariant torus is also
analytic), but merely infinitely differentiable in I* (so that the torus family
is merely infinitely differentiable). In fact, the functions (6.63) are Gevrey
smooth in I* for analytic Hamiltonians (6.62); see [602]. The situation is very
similar to the situation of Kolmogorov’s Theorem 6.16.
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We now consider the conditions of non-degeneracy and non-resonance
which must be satisfied by the functions w(I) and $2(I). We give only
one of the possible sets of conditions, which is a lower-dimensional ana-
logue of the Riissmann non-degeneracy condition for completely integrable
systems (see §6.3.2). Before stating these conditions, recall that by |a| =

la1|+|az|+ - - - we denote the l1-norm of a vector a. By ||a]| = (af+a3+- - )1/2
we denote the lo-norm (the Euclidean norm) of a vector a. The conditions of
non-degeneracy and non-resonance of the functions w(l) and 2(I) consist in
the following three requirements [146, 17].

Condition (i). The spectrum of the matrix 2(I) is simple for all I € G
(and, in particular, det £2(I) # 0 for all I). We denote the eigenvalues of the
matrix 2(I) by

+i0;(I), 1<j5<c¢
+a;(I) +16;(1), I1<j<s,
+7,(I), 1<j<m—c—2s.

Let
A:)\(I) = (Gla-"aewﬁlv"'768)
be the vector of the normal frequencies of the unperturbed torus.

Condition (ii). There exists a positive integer N such that for all T € G
the partial derivatives Diw(I) € R™ for g € Z", 0 < |¢| < N, span (in the
sense of linear algebra) the entire space R™.

Condition (iii). For any value of I € G, any vector [ € Z°"* such that
1 < |l| €2, and any vector k € Z™ such that

ud
max r! max DIX),l)—
r=0  |jul=1 qz_:r( (1) )q!
1< |k < (6.65)
N ud
min max r! max Diw(I), e)—
llell=1 =0 lul=1 2 (DD, ) q!
lgl=
we have the inequality
(w(I), k) # (M), D). (6.66)
Here ¢! = ¢1! - ¢!, w?=u{" ---uf, and the minimum, maxima, and sums

are taken over r € Z,, q € Z, u € R", e € R". Condition (ii) is equivalent
to the fact that the denominator in (6.65) is non-zero.

<] In the lower-dimensional case the small denominators arising in the proce-
dure for eliminating the fast phases have the form (w, k)+ (A, ), where w is the
frequency vector of the motion on the torus, A is the vector of normal frequen-
cies of the torus (defined by the positive imaginary parts of the eigenvalues



302 6 Perturbation Theory for Integrable Systems

of the Floquet matrix), k and [ are integer vectors, k # 0, and || < 2. Condi-
tions (ii) and (iii) guarantee that for any CV-map (@, \): G — R" xR°*¢ that
is sufficiently close to (w, \) the measure of the complement of the Cantor set

{IeG: |@k)+OD]>xkl™ YkezZr\{0} Viezrs, |[I|<2}

tends to zero as » — 0 for any fixed v > nN — 1; see [17]. This measure is
actually equal to O(»'/N). One can show that the interval (6.65) of values of
Ik|| for which inequality (6.66) must hold cannot be shortened [17].

Under the above non-degeneracy and non-resonance conditions the mea-
sure of the set G\ G¢ and therefore the measure of the complement of the union
of the images of the perturbed tori under the projection (I, ¢, z) — (I, ¢, 0)
onto the surface IT = {z = 0} are O(¢'/*N)), >

Other sets of non-degeneracy and non-resonance conditions suitable for
Theorem 6.24 can be found, for example, in [141, 185, 187, 225, 242, 253, 381,
390, 510, 528, 609, 610, 611, 612, 617, 618].

Both the unperturbed and perturbed invariant n-dimensional tori in The-
orem 6.24 are said to be hyperbolic if the matrices 2(I) have no purely imag-
inary eigenvalues (¢ = 0), and elliptic if, on the contrary, all the eigenvalues
of the matrices {2(I) are purely imaginary (¢ =m, s = 0).

A fundamental difference between the lower-dimensional situation and the
situation of Kolmogorov’s Theorem 6.16 is that in the lower-dimensional case,
even if the frequency map I — w([l) is a diffeomorphism, for none of the
vectors ¢ in the set w(G) C R™ of values of the unperturbed frequencies
can one guarantee that for any sufficiently small perturbation there exists a
perturbed torus with frequency vector £. The reason for this is the existence
of cross resonances between the “internal” frequencies w; and the normal
frequencies A;. The only exception is the case where all the eigenvalues of the
matrices 2(I) are real (¢ = s = 0). In this case the frequency vectors of the
motion on the perturbed tori fill the entire Cantor set

Z.={€cw(@): |(& k) > k™ Vkezm\{0}} (6.67)

(if det (Ow/OI) # 0), where v is a fixed number greater than n — 1, and s is a
quantity of order y/z. Furthermore, the perturbed tori depend smoothly on e.
The set G. above is G, = {I € G: w(I) € Z..}, while 6. = 0.

The study of lower-dimensional tori was started by Mel'nikov [421, 422]
and Moser [35]. The hyperbolic case was considered in detail in [110, 265, 622].
A systematic study of the considerably more difficult elliptic (more generally,
non-hyperbolic) case was started in [225, 510]. Among later papers we mention
[17, 111, 141, 146, 147, 185, 187, 298, 299, 380, 381, 390, 528, 547, 609, 610,
611, 612, 617, 618].

As Kolmogorov’s theorem, Theorem 6.24 has an analogue relating to the-
ory of small oscillations. Namely, suppose that among the eigenvalues of the
linearization of an autonomous Hamiltonian system with n+m degrees of free-
dom about an equilibrium position there are n > 1 pairs of purely imaginary
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eigenvalues tiwn, . . ., tiw, (some of the remaining 2m eigenvalues may also
be purely imaginary). Then under certain non-degeneracy and non-resonance
conditions, in any neighbourhood of the equilibrium position the system has
isotropic reducible invariant n-dimensional tori, which carry conditionally pe-
riodic motion with rationally independent frequencies close to wi, ..., wny;
see [510].

Theorem 6.24 above and its local analogue, which was just briefly stated,
can be regarded as limiting special cases of a certain more general assertion.
Namely, let us return to the system with Hamiltonian (6.61). Suppose that
the tori z = 0, I = const are not hyperbolic, so that the matrices 2(I)
describing in the linear approximation the motion in a neighbourhood of
the surface IT = {z = 0} have ¢ > 1 pairs of purely imaginary eigenval-
ues £if(I), ..., +i0.(I). From these ¢ pairs we choose arbitrary p pairs
(1 < p < ¢); for definiteness, £i6, (1), ..., +i0,(I).

Theorem 6.25 (on “excitation of elliptic normal modes” [17, 298, 543, 544]).
Suppose that the functions w(I) and (2(I) satisfy certain non-degeneracy
and non-resonance conditions indicated below. Then in any neighbourhood
of the surface I = {z = 0} the system with Hamiltonian (6.61) has
isotropic reducible invariant (n + wp)-dimensional tori, on which the mo-
tion is conditionally periodic with rationally independent frequencies close
towi(I),...,wn(I),0:(I),...,0,(I). The same is also true for the perturbed
system with Hamiltonian (6.62) if ¢ does not exceed a quantity o(p?), where p
is the radius of the neighbourhood of the surface Il under consideration. The
measure of the complement of the union of the images of these (n—+ u)-dimen-
sional tori under a suitable projection onto a suitable 2(n + p)-dimensional
surface tends to zero as p + p~2e — 0.

One of the possible sets of non-degeneracy and non-resonance conditions in
Theorem 6.25 (see [17, 544]) consists in the validity of the non-resonance con-
dition (i) in Theorem 6.24, as well as the non-degeneracy and non-resonance
conditions (ii) and (iii) with the maps w and A replaced by the maps

I»—>ZJ(I):(wl,...,wn,Hl,...,Gu)“ and
I'_)/):(I):(9M+1?"'79C7ﬁ1a"-;ﬁ8)

respectively (here ¢ € Z™", DIG(I) € R, | € ZeHs—k k € Z"HA,
u € R¥H e € R"H). Another set is indicated in [298]. A detailed comparison
of these two different sets of non-degeneracy and non-resonance conditions
was carried out in [543]. Excitation of elliptic normal modes was recently
considered also by Herman.

We excluded the cases n = 0 and u = 0 from the statement of Theo-
rem 6.25. For g = 0 Theorem 6.25 turns into Theorem 6.24, and for n = 0,
into the local analogue of Theorem 6.24 (in which, however, the appropriate
non-degeneracy and non-resonance conditions are formulated in terms of the
coefficients of the Birkhoff normal form).

I’
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In conclusion we remark that in the hyperbolic situation the requirement
of reducibility of the unperturbed tori can be dropped. Of course, then the
perturbed tori, generally speaking, will not be reducible, too. Suppose that
the unperturbed Hamiltonian has the form

1
Ho(I, 9, 2) = F(I) + 5(K (L, 9)% 2) + R, 0, 2),
where the matrices K (I, ) are symmetric for all I and ¢ and, as before,

R = O(|2|®). This Hamiltonian affords the system of equations
1=0(»), é=w)+0(zf), =20 9)z+0(zP),

where w(I) = OF(I)/0I and (I, ¢) = JK(I, ¢). We consider the perturbed
system with Hamiltonian (6.62).

Theorem 6.26 ([622], see also [265]). Suppose that det (Ow/OI) # 0 and the
matrices £2(I, ) have no purely imaginary eigenvalues. Then in the phase
space of the perturbed system there exist isotropic invariant n-dimensional
tori, on which the motion is conditionally periodic with rationally independent
frequencies. These tori are close to the unperturbed tori z = 0, I = const. The
frequency vectors of the motion on the perturbed tori fill the Cantor set (6.67),
where v is a fixed number greater than m — 1, and s is a quantity of or-
der \/e. The perturbed tori depend smoothly on €. The measure of the com-
plement of the union of the images of the perturbed tori under the projection
(I, p,2) — (I,9,0) onto the surface I = {z = 0} is O(y/€). Moreover, each
perturbed torus has attracting and repelling “whiskers” — smooth Lagrangian
invariant (n 4+ m)-dimensional manifolds on which the trajectories tend expo-
nentially to the given torus as t — 400 or as t — —oo, respectively.

Other works where non-reducible hyperbolic lower-dimensional tori are
explored are [194, 195, 287, 380]. In the papers [265, 287] the unperturbed
tori are assumed to be reducible, and only the perturbed tori can be non-
reducible. In the papers [194, 195, 380, 622], the unperturbed tori are allowed
to be non-reducible as well. “Whiskers” of the non-reducible perturbed tori
are constructed only in [265, 622].

In [141], in the elliptic situation, invariant tori of the perturbed system
were constructed that are, generally speaking, not reducible.

Lower-dimensional invariant tori appear, in particular, in perturbed sys-
tems of the form (6.46) near a resonance. Suppose that the unperturbed fre-
quencies satisfy r independent resonance relations fixed beforehand, and let
I, be the corresponding resonant value of I. Assume that the variables have
already been transformed as in the proof of Theorem 6.15: ¢ = (v, x), v € T",
x € T* ", so that 4 = 0 under the resonance relations in the unperturbed
system; in the perturbed motion near the resonance the phases x are fast and
the phases v are semifast. The Hamiltonian averaged over the fast phases has
the form

A =Ho(I)+e74(1,7), S0 = (H1)X_,. (6.68)



6.3 KAM Theory 305

We can further simplify this Hamiltonian by expanding it in the deviations
I — I, and keeping the principal terms. Let I(!) denote the first 7 components
of I — I, and I® the remaining n — r components. Keeping the terms linear
in e, I® and quadratic in I") we obtain a Hamiltonian of the form

H= (0, IV + B, E= (AT, 1W) 4+ cV(y). (6.69)

[N

For I, 4 we have obtained the system with Hamiltonian E having r
degrees of freedom. Suppose that 1) = 0, v = ~, is an equilibrium position
of this system. In the phase space {(I,~, x)} of the Hamiltonian (6.69), to
this equilibrium there corresponds an invariant torus T,. Suppose that the
following conditions hold: the frequencies w, are strongly incommensurable,
the matrix (9°Ho/dI?), is non-singular, and the equilibrium (0, v.) of the
system with Hamiltonian FE is hyperbolic (note that the eigenvalues attached
to this equilibrium are quantities of order /). Then the system with the full
Hamiltonian (6.46) has an invariant (n — r)-dimensional torus close to the
torus T, and carrying the conditionally periodic motions with frequency vec-
tor wy; this torus is hyperbolic and its “whiskers” are close to the “whiskers” of
the torus T,; see [584].4C These “whiskers” play an important role in the mech-
anism of diffusion of the slow variables in nearly integrable systems discovered
in [8] (see also §6.3.4). Another method for constructing such “whiskered” tori
was proposed in [393]. The question whether in the typical situation to non-
hyperbolic equilibria of the Hamiltonian (6.69) there correspond invariant tori
of the full Hamiltonian (for most of the values of the perturbation parameter)
was solved in the affirmative in [175, 193, 378, 379] (the case r = 1 was con-
sidered earlier in [173]). The break-up of resonant tori into finite collection of
lower-dimensional tori was considered also in [242, 243, 253].

All the results on lower-dimensional tori discussed above can be carried
over to Hamiltonian systems periodically depending on time and to symplectic
diffeomorphisms. Some results can be carried over to Hamiltonian systems
depending on time conditionally periodically.

If in a Hamiltonian system the 2-form w? defining the symplectic structure
is not exact, then this system can have invariant tori on which the motion
is conditionally periodic and non-resonant and whose dimension is greater

40 This assertion is close to being a consequence of Theorem 6.26, but that it is
not. Von Zeipel’s method (§6.2.2.B) allows one to consider the terms discarded
in averaging as a perturbation, and the function (6.68) as the unperturbed
Hamiltonian. In contrast to the situation of Theorem 6.26, this unperturbed
Hamiltonian itself contains a small parameter ¢, and the characteristic exponents
of the invariant torus of this Hamiltonian tend to 0 like /¢ as ¢ — 0. For
r = n — 1 the assertion that to non-degenerate (not necessarily hyperbolic)
equilibria of the Hamiltonian (6.69) there correspond periodic solutions of the
original Hamiltonian (6.46) is a classical result of Poincaré [41], which is not
a part of KAM theory. The case r = 1 was considered in detail in the papers
[172, 226, 522], which followed [584].
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than the number of degrees of freedom. Parasyuk and, independently, Herman
developed perturbation theory for such tori (see the corresponding references
in [17]). Both the unperturbed and perturbed tori in the Parasyuk-Herman
theory are coisotropic, that is, the tangent space to the torus at any point
contains its skew-orthogonal complement (in the sense of the form w?).

The most interesting consequence of the Parasyuk—Herman theory is coun-
terexamples to the so-called quasi-ergodic hypothesis: a generic Hamiltonian
system is quasi-ergodic on typical connected components of the energy lev-
els. Recall that a measure-preserving dynamical system (not necessarily a
Hamiltonian one) is said to be ergodic if each invariant set of this system has
either measure zero or full measure, and quasi-ergodic if this system has an
everywhere dense trajectory.

It follows from Kolmogorov’s Theorem 6.16 that the so-called ergodic hy-
pothesis — that a generic Hamiltonian system is ergodic on typical connected
components of the energy levels*! — is false for any number of degrees of free-
dom n > 2. Indeed, each energy-level manifold M of any sufficiently small per-
turbation of an isoenergetically non-degenerate completely integrable Hamil-
tonian system contains an invariant set K (a union of the Kolmogorov tori)
such that meas K > 0 and meas (M \ K) > 0. If the perturbation itself is
integrable, then for K one can take the union of some of the invariant tori on
the level M.

For systems with two degrees of freedom Kolmogorov’s theorem refutes
also the quasi-ergodic hypothesis: the two-dimensional invariant tori divide a
three-dimensional energy level and obstruct an evolution of the action vari-
ables, see §6.3.3.A. It follows from the Parasyuk—Herman theory that the
quasi-ergodic hypothesis does not hold also for any number of degrees of free-
dom n > 3 (this observation is due to Herman [615]). The mechanism of
“suppression” of evolution is the same: the (2n — 2)-dimensional invariant tori
divide a (2n —1)-dimensional energy level and “lock” the trajectories between
them.

Note that in all the counterexamples considered above the systems are not
ergodic (or quasi-ergodic) on any energy level.

The question whether the quasi-ergodic hypothesis is valid for Hamiltonian
systems with n > 3 degrees of freedom under the condition that the symplectic
structure is exact still remains open. The studies of diffusion in such systems
(see §6.3.4) suggest that the answer to this question is most likely affirmative.

Recently, Huang, Cong, and Li developed the Hamiltonian KAM theory
for invariant tori that are neither isotropic nor coisotropic [288, 289]. Their
results are discussed in detail in [546]. Of course, the symplectic structure in
[288, 289] is not exact.

41 This is one of the variants of the ergodic hypothesis. For a long time the er-
godic hypothesis was considered to be quite plausible, especially in the physical
literature.



6.3 KAM Theory 307
6.3.8 Variational Principle for Invariant Tori. Cantori

An invariant torus of a Hamiltonian system carrying conditionally periodic
motions with a given set of frequencies is an extremal of a certain variational
principle. We now state this principle found by Percival [498, 499].

To formulate the principle, it is convenient to pass from the Hamiltonian
description of motion to the Lagrangian one. Let H (p, ¢) be the Hamiltonian of
a system with n degrees of freedom. Suppose that the relation r = 0H (p, ¢)/9p
allows one to express p as p = p(r,q). Then the change of the quantities
q, r = ¢ with time is described by Lagrange’s equations with the Lagrangian

L(g,r)=p-r—H(p,q).

Let w € R™ be the frequency vector of the conditionally periodic motions that
are sought for. For any smooth function f: T"{d¥} — R we set

_d _of
Dwf—%f(wt—kﬁ) T 59"

Let X' be a smooth n-dimensional torus in the phase space ¢, r given by the
parametric relations ¢ = ¢x(9), r = Dygs(¥), 9 modd 2r € T™. We define
a variation of the torus X to be a torus close to X and given by relations of
the form

q=qs(¥)+6q(9), 1= Dugs(?)+ Dudg(d).

We introduce the functional
9
@w(Z) = <L(q2(19)3 quZ'(ﬁ)) > 5
where the angular brackets denote the averaging over ).

Theorem 6.27 (Variational Principle [498]). A smooth torus X is an invari-
ant torus of the system under consideration carrying conditionally periodic
motions with frequency vector w if and only if this torus is a stationary point
of the functional @,,.

<1 We write down the first variation of the functional

0 9
(B ) (202
In this calculation we used integration by parts and the 27-periodicity of the
functions ¢y, dq in ¥.

If the torus X' is invariant and filled by the conditionally periodic motions
gs(wt +9), Dygs(wt +19), then by Lagrange’s equations we have 6@, = 0,
that is, this torus is a stationary point of the functional.

Conversely, if §¢, = 0, then D,0L/0r — 0L/0q = 0. Then ¢x(wt + 9),
D, qs(wt + ¥) is a conditionally periodic solution of the system. >
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The variational principle stated above enables one to seek the invariant
tori as the stationary points of the functional @,,.

According to the famous dictum of Hilbert, “Every problem of the calcu-
lus of variations has a solution, provided that the word “solution” is suitably
understood” [619]. The Kolmogorov tori are extremals of the variational prin-
ciple stated above for nearly integrable systems and for frequency vectors w
with strongly incommensurable components. What “solution” has the varia-
tional problem posed above for systems far from integrable, or for abnormally
commensurable frequencies? At present there is a detailed answer only in the
case of two degrees of freedom (Mather [412, 413], Aubry [92]). The solution
proved to be a cantorus,*?> or an Aubry-Mather set — an invariant set ob-
tained by embedding into the phase space a Cantor subset of the standard
two-dimensional torus.*® The more precise formulations are given below.

For clarity we consider a Hamiltonian system with one and a half (rather
than two) degrees of freedom whose Hamiltonian H(p, ¢, t) has period 27 in
time ¢ and in the coordinate ¢. Suppose that the system has two invariant tori
given by the relations p = pg and p = p; > py. We introduce the Poincaré
return map for this system over time 27:

f: Rx St - Rx S, f(p,q) = (fp, fqmod27).

The map f preserve areas and orientation and leaves invariant the circles
P = po, p = p1_and the annulus /I between them. This map is obtained
from the map f of the universal covering of the annulus II — the strip
T={p,q: pr <p<p2, —00<q< oo}

frll =10, fp,q) = (fp fo);

by identifying the values of ¢ that differ by multiples of 2.

Suppose that df,/0p > 0 in the annulus IT; in this case the map is called
a twist map. Let v, v1 denote the average displacements of the points of the
boundary straight lines of the strip IT under the iterations of the map f:

v; = lim %(fq(pgw Q)+ i)+ + 1) (0,a),  J=01
N—oo

Here f; is the rth iteration of the function f; with the fixed first argument

equal to pg or p;. The limits do exist, are independent of the value of ¢ on

the right-hand side, and differ by multiples of 27 from the Poincaré rotation

numbers for the corresponding boundary circles of the annulus I7. Since the

map is a twist map, we have vy < v1.

Theorem 6.28 ([413]). For any v € (vo, 1) there exists a map h (not nec-
essarily continuous) of the standard circle S* into the annulus II,

h = (hp, hqmod 27): 51{19} — II{p, q},

42 The term “cantorus” was suggested by Percival.
43 The construction of these sets was also outlined by Antonov [69)].
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such that the rotation of the circle through the angle 2mwv induces the given
transformation f of the image of the circle: f(h(9)) = h(9 + 27v), and the
following properties hold:

a) the function hq is non-decreasing,

b) if ¥ is a continuity point of hq, then 9+2nv and 9—27v are also continuity
points,

c) the function hy, is calculated by the formula hy,(9) = g(hqe(9), he(9+271)),
where g is a smooth function,

d) if the number v is irrational, then the function hq is not constant on any
interval.

The required function h, is sought as a minimum point of the functional
that is the discrete analogue of the functional &, introduced above. See details
in [412, 413].

We consider some consequences of this result. If v = m/n is rational, then
for any ¢ the point h(¢) € II under n iterations of the map f is mapped to
itself, and on the universal covering of the annulus — the strip pg < p < p1,
—00 < q < 00, — the g-coordinate of the point increases by 27m. The ex-
istence of such periodic points is one of the well-known consequences of the
Poincaré geometric theorem proved by Birkhoff [14]. In this case the original
Hamiltonian system has a periodic solution with period 27n that performs m
revolutions with respect to the angle ¢ over the period.

If v is irrational and the map hy is continuous, then the original Poincaré
return map has an invariant curve homeomorphic to a circle and on this curve
the return map is topologically conjugate to the rotation of the circle through
the angle 27v. The original Hamiltonian system has a two-dimension invariant
torus wound round by conditionally periodic motions with frequency ratio v.

Now suppose that v is irrational, while k4 is discontinuous. Then the dis-
continuity points are everywhere dense by part b) of Theorem 6.28. Since h,
is non-decreasing by part a), there are also continuity points, which are also
everywhere dense. We denote by = and X the closures of the sets of points
hqe(¥) mod 27 € S' and h(V) € II, respectively, such that 9 is a continuity
point of hy. Then, by parts b)-d) of the theorem, = is a Cantor set on the
circle, and X' is an invariant “cantor-circle” (“one-dimensional cantorus”), the
motion on which is characterized by the rotation number v. To this cantor-
circle there corresponds an invariant cantorus of the original Hamiltonian sys-
tem. There are examples of maps f that have no continuous invariant curves
not homotopic to zero [92]. All the invariant sets of such maps corresponding
to irrational rotation numbers are cantor-circles.

The cantor-circles found above are unstable. Moreover, the set of trajecto-
ries asymptotic to them covers the entire circle under the projection (p, ¢) — g;
see [128].

The discovery of cantor-circles, apparently, explains the following result
of numerical investigation of the maps under consideration: during a large
number of iterations the point can move in a domain seemingly bounded by
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an invariant curve, and then over a relatively small number of iterations the
point can cross this curve and start moving in the domain on the other side
of this curve. The reason is that, although a cantor-circle does not divide the
plane, it may be something like a dense fence which cannot be that easily
crossed by the phase point. Therefore the point must move for a long time
along this fence before it slips through some chink. Numerically this process
was in detail studied in [402].

Later Mather obtained a partial generalization of the Aubry—-Mather the-
ory to the multidimensional case. This generalization can be most naturally
stated for symplectic maps that are Poincaré maps of positive definite La-
grangian systems. For simplicity we state some results in the language of
Hamiltonian systems assuming that the configuration space is the torus T",
and the phase space is T" x R™.

Suppose that the Hamiltonian function H(g, p,t) is periodic in time,
strictly convex with respect to the momentum, that is, Hpy(q, p, t) is pos-
itive definite, and that H(gq,p,t)/|p| — oo as |p| — oo. This condition is
similar to the twist condition of an area-preserving two-dimensional map. It
is also assumed that the solutions of Hamilton’s equations can be continued
unboundedly, so that the Poincaré map is defined everywhere.

For the function space, instead of the set of maps of the circle into the
plane, it is convenient to take the set M of invariant Borel probability measures
1 on the extended phase space T™ x R™ x T. By the Krylov-Bogolyubov
theorem, M is non-empty and is a compact metric space. To each invariant
measure p € M there corresponds the frequency vector w(p) = [ ¢dp € R™.
The action functional A on M is defined by

A = [ v~ 1) dn.

Mather proved that the functional A does attain the minimum on the set
of measures with a given frequency vector, and the union of supports of the
minimum measures is a compact invariant set uniquely projected onto the
extended configuration space. These sets are a generalization of the Aubry—
Mather sets.

The simplest example is a KAM-torus for a perturbation of a positive
definite integrable system. In this case the minimum measure is the Lebesgue
measure on the torus, and w(yu) is the frequency vector for the invariant torus.
The action functional A turns into the Percival functional.

Many results of the theory of twist maps were generalized to the multidimen-
sional case [127, 233, 404, 415, 416]. However, there is no simple description
of the structure of the Mather sets in the multidimensional case.

Fathi [233] used the method of weak solutions of the Hamilton—Jacobi
equation to construct invariant sets generalizing the Mather sets.
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6.3.9 Applications of KAM Theory

In many classical problems of mechanics and physics, KAM theory provided
a rigorous justification to the conclusions that had been obtained earlier by
using the heuristic averaging principle and formal perturbation theory. Here
are the best-known (see [10, 36]) examples:

— Suppose that in the problem of the motion of a heavy rigid body with a
fixed point (Example 6.14) the kinetic energy of the body is sufficiently large
compared to the potential energy (at the initial instant). Then the length
of the angular momentum vector and its inclination to the horizon remain
forever near their initial values (under the assumption that the initial values
of the energy and angular momentum are not close to those for which the
body can rotate around the middle inertia axis). For most of the initial con-
ditions the motion of the body will be forever close to a combination of the
Euler—Poinsot motion and a slow azimuthal precession.

— In the planar restricted circular three-body problem (Example 6.13), if the
mass of Jupiter is sufficiently small, then the length of the major semiaxis and
the eccentricity of the Keplerian ellipse of the asteroid will remain forever close
to their initial values (if at the initial instant this ellipse does not intersect
Jupiter’s orbit). For most of the initial conditions the motion is forever close
to the Keplerian motion in an ellipse which slowly rotates around its focus.

— In the n-body problem (Example 6.16), if the masses of the planets are
sufficiently small, then a larger part of the domain of the phase space cor-
responding to the unperturbed motion in one direction in Keplerian ellipses
with small eccentricities and inclinations is filled with conditionally periodic
motions close to the Lagrangian motions.

— Most of the geodesics on a surface close to a triaxial ellipsoid oscillate be-
tween two closed lines that are close to the curvature lines of the surface, and
these geodesics fill the annulus between these two lines everywhere densely.
This annulus is the projection onto the configuration space (that is, the sur-
face under consideration) of an invariant torus in the phase space which is
filled by a trajectory of the problem.

— There exists a magnetic field most of whose force lines in a neighbour-
hood of a given circle wind round nested toroidal surfaces surrounding this
circle; the remaining force lines are forever trapped between these toroidal
surfaces. Under a small perturbation of the field, most of these “magnetic
surfaces” are not destroyed but merely slightly deformed. (Such a configura-
tion of the field is used for confining plasma within a toroidal chamber.) The
first to point out such a magnetic surface was Tamm in his “Fundamentals of
electricity theory”, 1929 (Russian).

The assertion on the stability of an equilibrium position of a system with
two degrees of freedom in the general elliptic case also has numerous applica-
tions.

Example 6.23 (Stability of triangular libration points). The planar restricted
circular three-body problem in the rotating coordinate system of Exam-
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ple 6.13 has two degrees of freedom. The triangular libration points are
equilibrium positions of this system [408]. These equilibrium positions, as
was already known to Lagrange, are stable in the linear approximation if
p<pr =% (1-3v69) ~ 0.03852, and unstable otherwise (here /(1 — 1)
is the ratio of Jupiter’s mass to the mass of the Sun, and we assume that
w < 1/2). It turns out [206] that to resonances of order < 4 there correspond
the values

1 1

=z = (1 - E\/1833> ~ 0.02429,
1 1

f=js = 5(1 - B\/213) ~ 0.01352.

Furthermore, it turns out [206] that the condition of isoenergetic non-degene-
racy is violated for the only value p = p. &~ 0.0109 (first it was proved that
the problem is degenerate only at finitely many points [376], and then the
critical value p. was calculated).

According to the result of §6.3.3, for 0 < pu < p1 and pu # pe, ps, pe the
triangular libration points are stable. In [408] it was shown that for p = us
and p = pg instability takes place, and for p = . stability. In [563] it was
shown that for p = puy we have stability. A

Stability of stationary rotations of a heavy rigid body around a fixed point
has been studied in similar fashion [319].

We now state some results following from the assertions on the stability of
an equilibrium of a system with one degree of freedom periodically depending
on time, of a periodic motion of a system with two degrees of freedom, and of
a fixed point of a symplectic map of the plane:

— If an equilibrium of a pendulum in a field periodically depending on time
is stable in the linear approximation, and among its multipliers there are no
points of the unit circle with arguments 7j/3, 7j/4 for j = 0,1,...,7, then
the equilibrium is stable.

— If a closed geodesic on a generic surface in a three-dimensional space is
stable in the linear approximation, then it is stable.

— If the trajectory of a ball bouncing between two generic concave walls
(or, which is the same, of a ray of light reflecting from mirrors; Fig. 6.29) is
stable in the linear approximation, then it is stable.

Fig. 6.29.
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The lower-dimensional invariant tori (§6.3.7) are encountered in a number
of problems.

Example 6.24. Keeping a space station in orbit near the collinear libration
point L; or Lo of the restricted circular three-body problem (§2.5.2) proved
to be important for a number of projects of space exploration (including also
some already realized). In these projects the role of massive attracting cen-
tres is played by the Sun and the Earth (more precisely, the system Earth +
Moon), or the Earth and the Moon. From the collinear libration point there
branches off a family of planar periodic orbits called the Lyapunov family (this
family is provided by Theorem 7.16). From one of the orbits of the Lyapunov
family whose period is equal to the period of small oscillations across the plane
of the orbit there branches off a family of spatial periodic orbits called halo
orbits. The collinear libration point, and the orbits of the nearby Lyapunov
family, and the halo orbits near the point where their family branches off are
unstable. However, the control for keeping the space station in these orbits
does not require a large amount of fuel. For this control it is sufficient to return
the station not to the periodic orbit itself but to an attracting “whisker” of it
(attracting invariant manifold). The influence of the other planets of the Solar
System (whose motion can be considered to be conditionally periodic), of the
eccentricities of the orbits of the Earth and the Moon, and of the light pres-
sure turn the periodic orbit into a conditionally periodic one lying on a lower-
dimensional invariant torus. For the control it is sufficient to bring the station
back onto an attracting “whisker” of the torus. These topics are dealt with in
many papers; see, in particular, [143, 221, 222, 231, 232, 262, 296, 384, 408]
and the references therein. A

Applications of KAM theory to the problem of perpetual conservation of
adiabatic invariants are described in §6.4.

Less traditional applications relate to the calculation of the short-wave
approximation for the eigenvalues and eigenfunctions of the Schrédinger,
Laplace, and Beltrami-Laplace operators [33, 370]. For definiteness we discuss
the case of the Schrodinger operator. The formulae of short-wave approxima-
tion allow one to use the solutions of the equations of motion of a classical
mechanical system for constructing approximate solutions of the Schrodinger
equation describing the behaviour of the corresponding quantum system. In
particular, if the phase space of the classical system contains an invariant torus
satisfying arithmetic quantization conditions, then the formulae of short-wave
approximation enable one to use this torus for constructing the asymptotics of
the eigenvalue of the Schrodinger operator and of the corresponding almost-
eigenfunction.** In a nearly integrable system there are many invariant tori,
and they form a smooth family (§6.3.2). Correspondingly, generally speaking,
there are many tori satisfying the quantization conditions. This allows one to
approximate most of the spectrum of the corresponding Schrédinger operator.

44 An almost-eigenfunction approximately satisfies the equation for an eigenfunc-
tion, but can be far from the latter.
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6.4 Adiabatic Invariants

In this section we describe the effect of a slow change of the parameters on the
motion in an integrable Hamiltonian system. An adiabatic invariant of such
a system is by definition a function of the phase variables and parameters
which changes little for a considerable change of the parameters. The main
rigorously proved results of the theory relate to single-frequency systems.

6.4.1 Adiabatic Invariance of the Action Variable
in Single-Frequency Systems

We consider a Hamiltonian system with one degree of freedom whose para-
meters change slowly; the Hamiltonian is E = E(p, ¢, A), where A = \(7),
T =¢t, 0 <e <1 (for example, a pendulum with slowly changing length).
The function A(7) is assumed to be sufficiently smooth.

Definition 6.1. A function I(p, ¢, A) is called an adiabatic invariant if for
any » > 0 there exists €9 = eo(s) such that for ¢ < gy the change of
I(p(t), q(t), M(et)) for 0 < t < 1/e does not exceed .45

Fig. 6.30.

Suppose that for each fixed A the Hamiltonian function E(p, g, A\) has
closed phase curves (say, encircling an equilibrium position of the pendulum;
Fig.6.30) on which the frequency of the motion is non-zero. Then there is a
smooth transformation introducing action—angle variables of the system with
fixed A:

I:I(p, q, )‘)a Y = @(p, q, )\) mod 2.

Our nearest goal is to prove the adiabatic invariance of the quantity I. The
following proposition is obvious.

4% Such almost-conserved quantities were first discovered by Boltzmann when he
considered adiabatic processes in thermodynamics. The term “adiabatic invari-
ant” was introduced by Ehrenfest. There have been many different definitions
of adiabatic invariance. The above definition, which has now become generally
accepted, was given by Andronov, Leontovich, Mandel’shtam. See a detailed ex-
position of the history of the question in [95].
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Proposition 6.3. The variation of the variables I, ¢ in the system with a
slowly changing parameter is described by the Hamiltonian H = Ho(I, \) +
eHy (I, p, et):

. 0H, . OHy 0H,

[=_ =29 i 6.70

900 Y= o1 tar (6.70)

where Hy is the Hamiltonian E expressed in term of I and X\, and Hy has
period 27 in .

The summand H; appears because the canonical transformation to the
action—angle variables depends on time, and the factor € in front of H; appears
because the parameter varies slowly, A = A(et).

The form of equations (6.70) is standard for applying the averaging prin-
ciple of §6.1.1.

Proposition 6.4. The action variable I is an integral of the system averaged
over the phase.

<0 The right-hand side of the equation for I is the derivative of a periodic
function and therefore has mean value zero. >

Theorem 6.29. If the frequency w(I, \) of the system with one degree of free-
dom does not vanish, then the action variable I(p, q, \) is an adiabatic invari-

ant:
[1(p(t), a(t), Met)) — I(p(0), ¢(0), A(0))| < ce
1
for 0<t< -, c¢=const>0.
€
<l By Theorem 6.1 in § 6.1, the averaging principle describes the solutions of
a single-frequency system with an accuracy of order ¢ over time 1/¢, and I is
an integral of the averaged system. >

Example 6.25. For a harmonic oscillator the ratio I = h/w of the energy to
the frequency is an adiabatic invariant. A

Suppose that in a Hamiltonian system with n > 2 degrees of freedom the
Hamiltonian E depends slowly on all the coordinates, except for one of them
(which we denote by q): E = E(p, q,y, ), where ¢, T are coordinates, and
p, y their conjugate momenta.*6

We set & = eZ. The variation of the variables p, ¢, y, « is described by
the equations

,_ 0B 0B _ 0B . 05
p 8(] b) q ap b) y ax b) ay b (6.71)

E=E({p,qy,x).

46 The slow dependence of the Hamiltonian on time reduces to this case by intro-
ducing time as a new coordinate and adding its conjugate momentum.



316 6 Perturbation Theory for Integrable Systems

This is a Hamiltonian system of equations with respect to the symplectic
structure dp A dg + e~ tdy A dx. In system (6.71) the variables p, q are called
fast, and the variables y, = slow; system (6.71) itself is called a system with
slow and fast variables or a slow—fast system.*” An adiabatic invariant of
such a system is a function of the phase variables whose variation is small
on times 1/e. The system with one degree of freedom in which « = const,
y = const is called unperturbed or fast. Suppose that the phase portrait of
the unperturbed system contains closed trajectories (Fig.6.30) on which the
frequency of the motion is non-zero, so that we can introduce action—angle
variables

I:I(p,q,y,x), 4,0:@(]9,(]7?4,%) mod 27.
We denote by Hy(I,y,x) the Hamiltonian F expressed in terms of I, y, z.

Theorem 6.30. The action variable I is an adiabatic invariant of the system
with Hamiltonian E(p, q,y, x). The variation of the variables y, x is described
with an accuracy of order € on the time interval 1/ by the system with Hamil-
tonian Ho(I,y,xz) containing I as a parameter (this approximation is called
adiabatic).

<1 Let S(I, q,y, x) denote the generating function of the canonical transfor-
mation (p,q) — (I, ). Consider the canonical transformation (p, ¢, y, )
(I,,Y, X) defined by the generating function e 'Ya + S(I,q,Y, ). The
conjugate pairs of the old canonical variables are (p,q) and (y,e~'z), and
of the new canonical variables, (I, ) and (Y,e7!X). Then y = Y + O(e),
r=X+0(), I =1+0(), ¢ =%+ O(¢). The variation of the new
variables is described by the Hamiltonian

H:HO(TaYaX)—i_aHl(ja@vKX?s)'

Averaging over the phase ¢ we obtain a system describing the variation of the
slow variables with an accuracy of order € on times 1/e. The action I is an
integral of this system. >

Remark 6.21. If the original system has two degrees of freedom, then The-
orem 6.30 produces a system with one degree of freedom and the averaged
equations can be integrated.

Remark 6.22. The same quantity I is an adiabatic invariant of any system
with the Hamiltonian F' = E(p, q,y, ) +€E1(p, ¢, y, x, €).

47 In the previous editions of this book we did not introduce the notation = = Z.
The notation adopted here is convenient because the variables y and x possess
equal rights.
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=Y

q

Fig. 6.31.

Example 6.26. For the motion in a quadratic potential trough stretched
along the z-axis (Fig.6.31) we have

_r+y+d@e pP ()
2 ’ 2w(z)
2

Hoz%JrIw(x), x = €ex.

E

The symplectic structure is 22 = dp A dg + e~ 'dy A dx.

For example, suppose that the function w(z) is even and, as |x| increases,
first increases and then decreases (Fig. 6.32a). The phase portrait of the system
with Hamiltonian Hy is shown in Fig. 6.32b. One can see that for not too high
initial longitudinal velocity, the point is trapped in the middle part of the
trough (Fig. 6.32¢). The corresponding condition on the velocity (the “trapping
condition”) is usually written in the form

Lm0 (6.72)

where E = y*/2 and E; = (p* + w?¢?)/2 are the values of the energy of the
longitudinal and transverse motions of the point in the middle of the trough
(for z = 0), while wp and w,, are the minimum and maximum values of the
function w(z), respectively.

The validity of these conclusions over times 1/¢ follows from Theorem 6.30.
They can be extended to infinite times by using KAM theory (see §6.4.6).

Fig. 6.32.
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Example 6.27. Short-wave excitation propagates along rays. A waveguide
is a potential trough for rays. A slowly irregular refractional waveguide is a
medium whose refraction index varies slowly along some curve (the axis of the
waveguide), and fast in the transversal directions to the axis; on the axis of
the waveguide the refraction index has maximum value. For example, suppose
that the axis of a waveguide is a straight line, and the medium is two-dimen-
sional (Fig.6.33). Then the propagation of rays is described by the system
with Hamiltonian

E=p°+y*—n’(q2), x=ck,

where 7 is a coordinate along the axis of the waveguide, the g-axis is per-
pendicular to it, the momenta y, p define the direction of a ray, and n? is
the refraction index [359]. Solutions of this system must be considered on the
energy level £ = 0.

A4

Fig. 6.33.

Near the axis the refraction index can be assumed to be quadratic: n? =

a®(z) — b*(x) ¢*. Then in the notation of Theorem 6.30 we have

B p? 4 b2

2
These relations allow one to describe the behaviour of rays. The ray picture
is shown in Fig. 6.33 (for the case where there is no “trapping” of rays such as
in Example 6.26). This method is used to describe the propagation of light in

optical waveguides, propagation of short radiowaves and of sound in stratified
media [359]. A

I Hy = y* — a®(z) + 2Ib(z).

Example 6.28. In a constant magnetic field a charged particle moves in a
spiral around a force line of the field. This motion is the composition of ro-
tation around the field line (along a circle, which is called the Larmor circle)
and a drift of this circle (Fig. 6.34).

In the case where the relative change of the field is small over distances of
order of the Larmor radius and the pitch of the spiral (a slowly non-uniform
or, in another normalization, a strong magnetic field), the dynamics of the
particle is described by the adiabatic approximation constructed below (in
plasma physics this approximation is also called the guiding-centre theory).
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Fig. 6.34.

The motion of a particle in a slowly non-uniform magnetic field is described
by the Hamiltonian system with Hamiltonian F = ﬁ(p, p) with respect to
the symplectic structure

szdp/\dfj\—fQ, where
dp A dq = dpy A dqy + dpa A dgz + dpz A dgs,
e N g e
E Zfij(eq) dqi/\dqj.

i<j

-~

F2

Here ¢ = (q1, 42, ¢3) and p = (p1, p2, p3) are the Cartesian coordinates and
momenta of the particle, respectively; I'? is a closed differential 2-form, Iy =
—Bs, I3 = By, I'ns = —By; B(eq) = (Bi, B2, B3) is the magnetic field
strength, B # 0; m, e are the mass and the charge of the particle, ¢ is the
speed of light; (-,-) is the standard scalar product, and 0 < &€ < 1. The
condition div B = 0 ensures that the form I'? is closed. Setting ¢ = £q we
obtain the symplectic structure

_ _ e
2? = YdpAdg — 7212, F2=E2Fij(q)dqi/\dqj.

1<j

By Darboux’s theorem for odd-dimensional spaces ([10], Appendix 4) there
exists (locally) a change of variables ¢ = f(q) such that the form I becomes
I'? = dg, A dgy. For this choice of coordinates the lines {g; = const, ¢, =
const} are the magnetic field lines. We set p = p 9f/9q. In the variables (p, q)
the symplectic structure takes the form (we omit tilde over the new variables)

22 = Ydp ANdg — e 2dq1 A dgo.
The Hamiltonian F is a positive definite quadratic form in p with coefficients

depending on ¢: F = %(A(q) D, D).
Instead of q1, g2 we introduce new variables ()1, Q2 by the formulae

¢1 = Q1+ €pa, g2 = Q2 —ep1.
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This transformation is called a guiding-centre transformation. Setting P =
(p1,p2), @ = (Q1, Q2) we obtain

1
E= §<A(Q7 Q3)pa p) +€E1(P7 Qap?ﬂ Q37E)7
2? = Eildp3 A dgs + dpy A dps + EiQdQQ ANdQ1.

The form 2?2 has the canonical form (§1.3.1), in which the conjugate pairs of
coordinates and momenta now are (p2, p1), (€ 1g3, p3), (71Q1, e71Q2).

The variables (ps,p1) change with rate of order 1 (this is the Larmor
motion), the variables (g3, ps) change with rate of order e (their variation
describes the drift along a force line of the field), the variables (Q1, @2) change
with rate of order &2 (this is the drift across the field lines).

Let P = C(Q, ¢3)ps be the minimum point of the quadratic form %(Ap, D)
with respect to P with the other variables fixed. Then the Hamiltonian can
be represented in the form

E = Ey(P,Q, ps, q3) + cE1(P, Q, p3, q3),
E, = % (D(Q, 43) (P —C(Q,q3) p3) , P—C(Q,q3) ps) + % d(Q, g3) P3.

According to Theorem 6.30 and Remark 6.22 after it, the system has an
adiabatic invariant I — the “action” of the linear system for the variables P
with Hamiltonian Ey considered for fixed values of the other variables. The
behaviour of the variables ps, g3 in the adiabatic approximation is described
by the system with the Hamiltonian

By =w(Quas) T+ 5@ 45) 7. (6.73)

. . € .
Here the conjugate canonical variables are p3 and £~ g3, while w = —|B]| is

the frequency of the Larmor motion. In this approximation the quantities @
are considered to be constant. If the behaviour of the variables ps, g3 in this
approximation is periodic,*® then the “action” corresponding to this motion is
approximately preserved on times ~1/¢2 (the so-called second, or longitudinal
adiabatic invariant of motion in a magnetic field), and the behaviour of the
variables @) on such times can be studied by using the corresponding adiabatic
approximation. From (6.73) and the formula for the Larmor frequency we ob-
. me F |
tain that [ = — —,
e |B|
the quantity u = E /|B| (the magnetic moment*?) is an adiabatic invariant.

where F/| is the energy of the Larmor motion. Thus,

48 One should bear in mind that the variables (p, q) are provided by Darboux’s
theorem; these variables, generally speaking, are defined locally.

4 The magnetic moment is proportional to the flux of the magnetic field through
the Larmor disc.
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The theory of motion in a slowly non-uniform magnetic field was described
in [482] without using the Hamiltonian formalism; the Hamiltonian theory was
developed in [244, 389]. A multidimensional generalization of the guiding-
centre theory is contained in [132].

We now consider the special case where the magnetic field is directed along
the g3 axis: By = By = 0. Then B; = B3(q1, ¢2), and in formula (6.73) we
have d = 1, w = w(Q1, Q2). The quantity ps is an integral of the motion;
in what follows we assume that p3 = 0. To critical points of the function w
there correspond periodic trajectories of the Hamiltonian Ej of the adiabatic
approximation — Larmor circles which are not drifting. If a critical point is
non-degenerate, then the original problem has a periodic trajectory close to
the corresponding Larmor circle (according to Theorem 6.4 in §6.1). Sup-
pose that the magnetic field is periodic in g1, g2, so that the motion can be
regarded as taking place on a torus. A smooth function on a torus has at
least four critical points (counting multiplicities), including at least three geo-
metrically distinct. Thus, the consideration of the adiabatic approximation
predicts the existence in the original problem of at least four periodic trajec-
tories (counting multiplicities), including at least three geometrically distinct.
This prediction proves to be true even without the assumption of the smallness
of the parameter ¢; see [82] (and [29, 78, 258]).

We now consider another special case where a slowly non-uniform field
is axially symmetric and its field lines lie in the planes passing through the
symmetry axis (Fig.6.35). In cylindrical coordinates r, ¥, z the Hamiltonian
and the coefficients of the symplectic structure are independent of the angle 9.

Fig. 6.35.

Here the problem reduces to two degrees of freedom and its study in the
adiabatic approximation can be carried out to its conclusion. The Hamiltonian
of the adiabatic approximation has the form

y2
E() = % + IW(.’E),
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where e 'z is the arc length of a force line of the field, and v is its con-

jugate momentum. The trapping condition (6.72) shows which particles are
trapped in the potential trough around the field line. This principle of con-
fining charged particles is a basis for constructing ¢raps for plasma, which are
called adiabatic [482] (or traps with magnetic mirrors). The magnetic field of
the Earth is a gigantic natural adiabatic trap (Fig. 6.36).

Fig. 6.36.
A

Example 6.29 (Geodesic and Gaussian curvatures as adiabatic invariants). Adi-
abatic invariants of motion in a magnetic field lead to remarkable geometric
facts about curves of a given large geodesic curvature B(q) on a surface with
a Riemannian metric of Gaussian curvature K(g). In the first approximation
such a curve is a “Larmor” circle of radius 1/B. But in the next approxima-
tion its centre starts drifting along a level line of the adiabatic invariant B.
If, however, B = 1/e is a constant, then the Gaussian curvature K proves to
be an adiabatic invariant, so that a curve of geodesic curvature 1/¢ is a spiral
coiling in a narrow strip around a level line of the Gaussian curvature. VAN

Adiabatic invariants also exist in systems with impacts.

Example 6.30. When a small elastic ball moves between two slowly moving
walls (Fig.6.37), an adiabatic invariant is the product of the speed of the
ball and the distance between the walls. This fact can be established by a
straightforward calculation, or it can be extracted from Theorem 6.29 by
passing to the limit.

[(et)

O

~ -

Fig. 6.37.
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Example 6.31 ([359]). When rays propagate in a planar slowly irregular®
optical waveguide with mirror walls (Fig. 6.38), an adiabatic invariant is the
product of the distance between the walls and the sine of the angle between
the ray and the wall.

Fig. 6.38.
A

In Examples 6.30, 6.31 the problem reduces to studying iterations of the
near-identity symplectic map (z,y) — (X,Y) defined by the generating func-
tion zY +eS(z, Y, €):

08 08

X_x+5a—y, y—Y+s%.

Clearly, S(X,Y,0) = S(z,y,0) +O(e?), that is, after one iteration of the map

the value of the function S(z, y, 0) is preserved with an accuracy O(g?). Hence

the function S(x,y,0) is an adiabatic invariant: over ~1/¢ iterations of the

map the value of this function along a discrete trajectory of the phase point
is preserved with an accuracy O(g).

6.4.2 Adiabatic Invariants of Multi-Frequency Hamiltonian
Systems

Definition 6.2. A function of the phase coordinates and parameters is called
an almost adiabatic invariant if for any p > 0 the measure of the set of initial
conditions for which the change of this function along the solution is greater
than p over time 1/¢ tends to zero as € — 0.

We consider a Hamiltonian system with n > 2 degrees of freedom whose
Hamiltonian depends on a slowly changing parameter A. Suppose that for
each fixed A the system is completely integrable, so that we can introduce
action—angle variables I, ¢. For this system Propositions 6.3 and 6.4 of §6.4.1
hold (the proof is exactly the same): the variation of I, ¢ is described by a
system of the form (6.70), and the “actions” I are integrals of the averaged
system. How do the variables I behave in the exact system?

Suppose that det (82H0/812) # 0. Then by Theorem 6.11 the changes
of the quantities I remain smaller than p > 0 over time 1/¢ if we neglect a

50 An optical waveguide is called slowly irregular if its width and direction of the
walls vary slowly along the waveguide.
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set of initial conditions of measure c¢/2/p, ¢ = const > 0, in the phase space
(which is assumed here to be compact). Thus, the action variables I are al-
most adiabatic invariants of the non-degenerate multi-frequency Hamiltonian
system.

If the system has two frequencies, then the estimate of the change of the
variables I can be sharpened by the results of §6.1.6.5?

Examples show that even in a two-frequency system there may exist a set
of initial conditions of measure /¢ for which an almost adiabatic invariant
changes by a quantity of order 1 over time 1/¢ due to capture into reso-
nance [94]. Adiabatic invariance in single-frequency systems is conserved for
a far longer time than 1/¢, and if the parameter A varies periodically, then
even forever (see §6.4.6). In multi-frequency systems the picture is completely
different. Examples show that for a set of initial conditions of measure of or-
der 1 an almost adiabatic invariant may change by 1 over time 1/£%/2 due to
temporary captures into resonance [460, 461]. General results of [213] provide
also examples where such destruction of the adiabatic invariance is caused by
multiple passages through a resonance without capture. The motion near a
resonance and, in particular, the motion of phase points captured into reso-
nance is described by using the Hamiltonian version of the procedure of §6.1.7;
see [461, 463, 464]. (For example, this procedure was used in [295] in the prob-
lem of the so-called surfatron acceleration of charged particles.)

Above we have been assuming that the system is completely integrable
for each fixed A\. An almost adiabatic invariant also exists in the opposite, far
more prevalent case where the motion is ergodic on almost all energy levels
E(p, g, A\) = const for almost each A. Suppose that the surface E(p, g, A\) = h is
smooth and bounds a finite phase volume.?? We denote this volume by I(h, \).
The function I(E(p, ¢, ), A) is an almost adiabatic invariant [305]. An anal-
ogous assertion is valid for slow—fast Hamiltonian systems. The Hamiltonian
of such a system has the form E = E(p, q,y, x) with fast variables p, ¢ and
slow variables y, z (cf. (6.71)). Assume that for almost all frozen values of the
slow variables the dynamics of the fast variables is ergodic on almost all the
energy levels E(p, q, y, x) = const. Suppose that the surface E(p, q,y,x) = h
is smooth and bounds a finite volume.?* We denote this volume by I(h, y, =)
The results of [66] imply that the function I(E(p, q,y, x), y, x) is an almost
adiabatic invariant and that the dynamics of the slow variables for most of
the initial conditions is approximately described by the Hamiltonian system
with the Hamiltonian Hy(,y, ) where Hy is the inverse function of I.

51 The problem of the behaviour of the “actions” for a slow variation of parameters of
a multi-frequency integrable system was first considered by Burgers; he calculated
that the “actions” are adiabatic invariants [159]. Dirac pointed out the difficulties
related to resonances and proved that the “actions” are adiabatic invariants in
a two-frequency system under the condition analogous to condition A in §6.1.6
(without estimates of the change of the “actions”) [211].

52 For an open domain of values of h, \.

53 For an open domain of values of h, y, .
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Adiabatic invariants of linear multi-frequency systems have been studied
in detail [377]. This theory relates to linear Hamiltonian systems whose co-
efficients are periodic in time and in addition depend on a slowly changing
parameter A = A(et). It is assumed that for each fixed X the system is strongly
stable, that is, it is stable and any sufficiently small change in the coefficients
does not destroy the stability. All the multipliers of a strongly stable system lie
on the unit circle and are distinct from £1 (see, for example, [10]). Therefore
as A varies the multipliers move within the upper and lower unit semicircles
without passing from one semicircle into another.?*

Definition 6.3. Several multipliers of the unperturbed (A = const) system
situated consecutively on the unit circle form a cluster if, when A varies by the
law A = A(et), these multipliers collide with one another, but do not collide
with the other multipliers (Fig. 6.39).

-1 0 +1

Fig. 6.39.

Theorem 6.31 ([377]). The linear Hamiltonian system under consideration
has at least as many independent adiabatic invariants whose values change
by quantities of order £ on times 1/e, as there are clusters formed by the
multipliers of the unperturbed system on the upper unit semicircle. These adi-
abatic invariants are quadratic forms in the phase variables with coefficients
depending on time (periodically) and on the parameter \.

Corollary 6.2. If the multipliers are distinct for all \, then the number of
independent adiabatic invariants is equal to the number of degrees of freedom.

Corollary 6.3. The linear system under consideration has at least one adia-
batic invariant.

If in the system under consideration the multipliers coincide with one
another only at isolated instants of the slow time et, then the number of inde-
pendent adiabatic invariants is equal to the number of degrees of freedom. Far
from the instants of collision of multipliers, the adiabatic invariants undergo
oscillations of order . In a neighbourhood of a collision instant, the adiabatic
invariants corresponding to the colliding multipliers may change by a quantity
> ¢ (and for a collision of multipliers with non-zero speed, by a quantity of

order /2).

54 Since the system is real, the positions of the multipliers are symmetric with respect
to the real axis.
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6.4.3 Adiabatic Phases

We consider a Hamiltonian system with n > 1 degrees of freedom depending
on an [-dimensional parameter®® slowly changing with time, with Hamiltonian
E = E(p, q, A\), where A = A\(7) for 7 = et. Suppose that for each fixed value
of the parameter the system is completely integrable, so that in its phase
space there is a domain foliated into invariant tori, and we can introduce
action—angle variables I, ¢ modd 2m; the change of variables

p=p, ¢, N), qg=q(l,, N (6.74)

is considered to be smooth. The variation of the variables I, ¢ in a sys-
tem with a slowly changing parameter is described by equations of the
form (6.70) with Hamiltonian H = Hy(I, ) + eH; (I, ¢, 7). Suppose that, as
7 varies from 0 to 1, the value of the parameter A describes a closed curve I”
(Fig. 6.40). We consider a solution I(t), ¢(t) of system (6.70) and calculate
»(1/e) — ©(0). We observe that if an adiabatic approximation is valid for I
(that is, I(t) = I(0) + o(1)), then the quantity ¢(1/e) — ¢(0) is invariant in
the principal approximation with respect to the choice of the initial value of
the phase: a shift of the initial value of the phase by a quantity a(I, A) does
not cause in the principal approximation a change in the value ¢(1/¢) — ©(0)
(since I =~ const and A(1) = A(0)).

e

Fig. 6.40.

Proposition 6.5 ([275, 261]). We have

1

2 <€> - SD(O) = Xdyn + chom + Xrem)

Xdyn =

m | =

/1 OH, (I (1) A7)
/ oI ’ (6.75)

1

074 (1(0), 7

Xgeom = / 1(8.([))d7—’ % = <H1>Lp'
0

5% The values of the parameter belong to some I-dimensional manifold (not neces-
sarily R').
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In a single-frequency system (n = 1) we have Xrem = O(g). In a multi-
frequency system (n > 2) under the condition det (0*Hy/0I%) # 0 we have
[Xrem| < p outside a set of initial data of measure not exceeding c\//p for
¢ = const > 0.

<1 From (6.70) we obtain the identity

t
! OH, (1(6), (6,
o () e =xam o 0= [ 10 £0.26)
0
We add to system (6.70) the equation
o OH\(L, 9, 7)
T

We apply to the resulting system the averaging principle (§6.1.1) and use
the assertions on the accuracy of averaging (Theorem 6.1 for single-frequency
systems, and Theorem 6.11 for multi-frequency systems). We obtain

1
9 (E) = Xgeom T Xrem

where X;em satisfies the estimates indicated above. >

In formula (6.75) the quantity xayn is called the dynamic adiabatic phase:
this is the increment of the phase related to the change of the unperturbed fre-
quency. The quantity Xgeom is called the geometric adiabatic phase, since it is
determined by the geometry of the unperturbed system — by the map (6.74) —
and does not depend either on the form of the function Hy(I, A) or on the law
of variation of the parameter A describing the curve I" (the latter follows from
the fact that H; is proportional to dA/dr). The geometric adiabatic phase in
the general form was introduced by Berry [106, 107] and Hannay [275]. There-
fore this phase is also called the Berry phase or the Hannay angle. Earlier this
phase was introduced and calculated by Radon in the problem of rotation of
the direction of oscillations of an isotropic oscillator when it is slowly trans-
ported along a curved surface (see [314]), by Rytov [530] and Vladimirskij [599]
in the problem of rotation of the polarization of light in an optical waveguide,
by Ishlinskij in the theory of gyroscopes [292, 293], by Pancharatnam [493]
also in the problem of rotation of the polarization of light. Berry introduced
his phase for problems of quantum mechanics as the phase of the exponent by
which the wave function of the system is multiplied if the parameters of the
system, changing slowly, return to their initial values and if at the initial in-
stant the wave function was an eigenfunction for the Schrédinger operator.®®

56 If the corresponding eigenvalue is simple for all values of the parameter, then for
a slow variation of the parameter the wave function remains an eigenfunction in
the principal approximation (the quantum adiabatic theorem [139]). Then the
wave functions at the start and at the end of variation of the parameter differ by
a factor e~*¥, where 1 is the Berry phase.
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The geometric phase introduced above can be obtained as a quasi-classical
analogue of this quantum-mechanical phase [107].

Proposition 6.6 (Berry's formula [106]>7). We have

0
Xgeom = _a %<pqu> modd 27, (676)
r

where dy is the differential with respect to the variables A, the functions p, q
define the change of variables (6.74), and the angular brackets denote the
averaging over .

<1 The change of variables (6.74) can be defined by using the following (mul-
tivalued) generating function W (I, g, A):

_ oW ow _ OW dA
p= LSO dr

87q’ Y= oI’ (6~77)

Since W = [ p(I, q, \) dg, two values of W at the same point can differ by the
quantity ¢ p dg, where v is a cycle on the torus I = const. This quantity is

5
a linear combination with integer coefficients of the components of the vector
271 (see §5.2.1). Therefore,

0
a7 f AW =0  modd 2r. (6.78)

T
From (6.75), (6.77), (6.78) we obtain

_Q% oW, q,A)
Xgeom_ aI 6)\

r

. oW (I,q,)) dq
~ ol <de ag
r

dA
q=q(I,¢,))

= _9 (p dxrq) modd 2.
oI
r >

Corollary 6.4 ([106]). Suppose that A € R', D is a two-dimensional surface
in R! spanned over the contour I', and the functions p, q in (6.74) are defined
for A € D. Then from (6.76) by the Stokes’ formula we obtain

0
Xaeom = ~ 57 (dxp N drg) modd 2. (6.79)
D

5T In concrete problems this formula was obtained by Rytov and Vladimirskij [530,
599], Ishlinskij [292, 293], and Pancharatnam [493]. The papers [292, 530, 599]
are discussed in [403].
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Example 6.32 (Hannay's hoop [275]). A bead slides without friction along
a horizontal hoop (Fig.6.41). The hoop is slowly rotated through the angle
360° in the direction of the bead’s motion. Let us find the geometric phase.

q>

Fig. 6.41.

Let s be the arc length along the hoop measured from some given initial
point in the direction of the bead’s motion, L the length of the hoop, A the
area bounded by the hoop, m the mass of the bead, p = ms and F = %m?
the momentum and the energy of the bead, respectively. In the unperturbed
motion $ = const; hence for the action—angle variables we have I = msL/(2m)
and ¢ = 2ws/L mod 2.

In this problem the Hamiltonian is not of the form that was assumed
when formula (6.76) was derived. Therefore first we perform the calculations
directly, without using this formula.

We introduce two coordinate systems: a fixed one Og; g2 and the one rigidly
attached to the hoop Oxjxo; the second system is obtained from the first
by the rotation through the angle A = A(et), where A(0) = 0, A(1) = 27
(Fig.6.41). The hoop is given by the equations x1 = f(s), z2 = ¢(s) in the
system Oz, and by the equations

q1 = f(s) cos A — g(s) sin A,

g2 = f(s)sin A + g(s) cos A (6.80)

in the system Ogiqo; here the functions f, g have period L in s. The energy
of the bead in its motion on the hoop is given by the formula

1 1
E=om (@ +d3) = gms® +eNsm(fg' - f'g) + O(e),

where prime denotes the derivative of a function with respect to its argument.
From this we find the Hamiltonian in the action-angle variables:

E= HO(I) +EH1(I7 ®, T) +O(62)7

1 [2xI\? dorxl, ., (6.81)
HOQm(L)’ Hl**ET(fQ*fg)'
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Then

21 L
1 1
H)=— [| Hdpo== | Hid
(Hy) %/1@ L/15
0 0

L
) 2r] o dX 27T A
= _aAsm — flg)ds = 22224
&z |9~ fa)ds dr L2
0

The Hamiltonian has the form (6.70), and formula (6.75) holds with

1 27
O(Ha) 2m 8m2A
Xgeom:/ a] dT:7/2'ﬁAd>\:77.
0 0

Thus, as a result of a slow rotation of the hoop through 360°, the phase of the
bead falls behind in the principal approximation by the calculated quantity
Xgeom from the value that it would have if the hoop were stationary.

One can also obtain this result using formula (6.76) and the following
trick [275]. We realize the holonomic constraint — the point slides along the
hoop — using a steep potential trough whose bottom coincides with the hoop
(cf. §1.6.2). For fixed A\ we obtain a system with fast and slow variables of
§6.4.1; the fast variables describe oscillations across the hoop, and the slow
ones the motion along the hoop. In the adiabatic (with respect to the inverse
ratio of the speeds of these motions §) approximation, the system is integrable
(see Remark 6.21 to Theorem 6.30), and we can introduce in it action—angle
variables K, I. Here K is the “action” of the fast oscillations across the hoop,
the value K = 0 corresponds to the motion on the hoop in the original system
with constraint, and I is the “action” of this motion introduced above. For
the resulting problem we can use formula (6.76) to calculate the geometric
phase for the slow rotation of the trough through 360°; the value of this phase
for K = 0 must coincide with the geometric phase of the original problem (of
course, this assertion needs to be justified; in fact the question is about the
possibility of commuting the passages to the limits as ¢ — 0 and § — 0). We
shall carry out the calculations without justification.

In the problem of motion in a potential trough there are the coordinates
q1, g2 and their conjugate momenta pi, ps. In the motion at the bottom of
the trough (that is, on the hoop) for A = const the variation of the coordinates
q1, g2 is given by formulae (6.80), and for the momenta we have p; = mg; or

p1 =m(f cos A — g’ sin \) &, pa = m(f sin A + g’ cos \) s. (6.82)

The transition formulae from the action—angle variables to the variables p;,
g; at the bottom of the trough (K = 0) are obtained from these formulae by
expressing s, $ in terms of the action—angle variables I, ¢ of the unperturbed
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motion on the hoop introduced above. Then

L
1 . 2msA  4nlA
f(pdm = f/mS(fg’ —fl9)ds = —— = —5
r 0
27
9 / ATIA | 8mPA
Xgeom = ol .2 - 2 )
0
as claimed. A

The formulae of adiabatic approximation define the so-called adiabatic
connection on the fibre bundle whose base space is the space of parameters,
and the fibres are copies of the phase space of the Hamiltonian system un-
der consideration [261, 430]. To define a connection means to define, for each
curve .Z in the base space, a rule of identifying the fibres corresponding to
the initial and terminal points of this curve. For the adiabatic connection this
rule is as follows:

O (I, \(1))

I'=1 ' = — " dr.
<

Here (I, ) and (I', ¢') are the action—angle variables in the two copies of the
phase space. If .2 = I" now is a closed curve in the base space passing through
a point A\g, then we obtain a map of the copy of the phase space correspond-
ing to Ag onto itself. The set of such maps forms a group called the holonomy
group of the connection at the point A¢ (if the base space is connected, then
this group is independent of X\g). The elements of the holonomy group of the
adiabatic connection are the maps
I'=1, <P/:<P+Xgeom(l>F)

(the last summand is the geometric phase, which corresponds to going around
the contour I" for a given value of the “action” I).

In Riemannian geometry (and therefore also in general relativity theory)
a fundamental role is played by the Levi-Civita connection (the definition of
which is rather difficult), which defines parallel transport of vectors along a
manifold with a Riemannian metric. Radon noted in 1918 that the most phys-
ically natural definition of this (quite non-obvious) transport is provided by
the theory of adiabatic invariants.

Namely, let us place at a point of the manifold some oscillatory system, for
example, let us suspend a Foucault pendulum over this point, or consider in
the tangent space at this point a Hooke elastic system with potential energy
proportional to the square of the distance from the original point.

Under appropriate initial conditions the system will perform an eigen-
oscillation in the direction defined by some (any) vector of the tangent space.
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We now slowly and smoothly transport our oscillatory system along some
path on our manifold. It follows from adiabatic theory that the oscillation
will remain (in the adiabatic approximation) an eigen-oscillation. Its direction
(polarization) will rotate somehow during the motion of the point along the
path. It is this rotation (which proves to be an orthogonal transformation
of the initial tangent space into the terminal one) which is the Levi-Civita
parallel transport (or connection).

It is interesting that Radon’s theory was not understood by geometers
(because they were not familiar with adiabatic invariants) and therefore was
unfairly forgotten.

An interesting example of application of an adiabatic invariant is provided
by the theory of connections on the fibre bundle of eigenvectors of Hermitian
operators depending on parameters. (This problem arises naturally in the
construction of the topological theory of the integer quantum Hall effect.)

Consider the linear ordinary differential equation 2 = A(\)z, z € C™, with
a slowly and smoothly varying parameter A\(et) and with a skew-Hermitian
operator A. Let an eigenvector £()g) of the operator at the initial instant ¢ = 0
be chosen as the initial condition. Then over time ¢ ~ 1/e the oscillations
remain (in the adiabatic approximation) almost eigen-oscillations, with an
eigenvalue of the instantaneous matrix A(et). But this does not yet define an
eigenvector even if it is normalized: the phase remains undefined.

The adiabatic approximation makes the phases co-ordinated at all times.
The corresponding “adiabatic connection” is orthogonal to the circle of eigen-
vectors, that is, for an adiabatic change of the matrix (and therefore of the
circle of eigenvectors) we choose the nearest (in the Hermitian metric of the
space C™) vector on the new circle of normalized eigenvectors [81].

One of the manifestations of the considered adiabatic connection in quan-
tum mechanics is the Aharonov—Bohm effect [60]: the vector potential of a
magnetic field affects the quantum-mechanical phase of a particle moving in
a domain where the field itself is absent.

6.4.4 Procedure for Eliminating Fast Variables.
Conservation Time of Adiabatic Invariants

For single-frequency Hamiltonian systems with fast and slow variables one can
eliminate the fast variables symplectically and therefore obtain quantities that
are conserved with a greater accuracy. In the variables I, ¢, Y, X introduced
in §6.4.1°%, the Hamiltonian of the problem has the form

H:Ho(I,KX)+€H1(I,§0,KX,€)- (683)

Theorem 6.32. From a smooth, of class C*°, single-frequency Hamiltonian
of the form (6.83) the fast phase 1 can be eliminated by a formal symplectic
change of variables (I, ¢, Y, X) — (J, ¥, n,§).

58 We omit the bar over the variables.
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<1 The new Hamiltonian 5% = (J,n, &, ¢) and the generating function
Jp+eS(J, p,n, X, €) of the change of variables are connected by the relation

oS 5 08 B 508
H(J—l—a&p,(pm—&—s M,X,E)—%”(J,n,X—i—s aﬁ,a). (6.84)

We seek 7 and S in the form of formal series in e:
H =Hy+eq+e* A+, S=8+eSy+---. (6.85)

Substituting these series into (6.84) and equating the terms of the same order
in € we obtain the system of equations

77 +H1(<]; @51, X, 0) = <%&1(J7 , X)’

The function G; is determined by the terms S, J4, ..., S;_1, J_1 in the
expansions (6.85). In the notation (-)¥ and {-}¥ for the averaging operator
and the integration operator introduced in §6.1.2, the solution of this system
is given by the formulae

H = (H1)%, Sy =—{H}¥+ S},

where the S? are arbitrary functions of J, 1, X. One often chooses SY = 0.
>

Corollary 6.5. The “function” J is a formal integral of the problem.

Corollary 6.6. If the series for the change of variables is truncated at the
terms of order €™, then such a shortened change of variables leaves the de-
pendence of the Hamiltonian on the phase only in terms of order e™*1. The
function J defined by this change of variables undergoes only oscillations of
order €™t over time 1/¢.

The series (6.85) may be divergent even in an analytic system (see an
example in [455]). The following assertion describes the limiting accuracy that
can be achieved in the phase elimination.

Proposition 6.7 ([455], cf. Theorem 6.2). The Hamiltonian (6.83) of a
single-frequency analytic system with fast and slow variables can be trans-
formed by a symplectic change of variables that differs from the identity
by O(g) into a sum of two terms the first of which is independent of the phase
and the second is exponentially small (O(exp (—c; ' /¢€)) for ¢; = const > 0).
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Corollary 6.7. In a single-frequency analytic system the action variable I
undergoes only oscillations of order e over time T = exp (5 ¢;' /). Thus, the
adiabatic invariance is conserved on an exponentially long time interval.>®

<] The change of variables of Proposition 6.7 transforms I into the quantity
J = I+0(e), which changes exponentially slowly and, consequently, its change
over time T is exponentially small. >

Remark 6.23. For a one-degree of freedom Hamiltonian system depending
on a slowly changing parameter, the elimination of the fast phase can be
carried out by the scheme described above, with natural simplifications. The
Hamiltonian of the problem has the form H = Ho(I, 7)+eH (I, p,T), T = €t
(cf. (6.70)). The generating function of a change of variables is sought for in
the form Jp + €S(J, ¢, 7,€). The variation of the new variables is described
by the Hamiltonian system with the Hamiltonian J# = H + 9S/07.

Remark 6.24. Procedures for eliminating the fast phases can also be used for
systems with impacts, of the type described in Examples 6.30, 6.31; see [264].

6.4.5 Accuracy of Conservation of Adiabatic Invariants

Suppose that in a system with one degree of freedom depending on a parame-
ter A\ this parameter varies slowly so that it tends sufficiently fast to definite
limits as et — 4o0o0. Then there exist limit values of the adiabatic invari-
ant I(+o0) and I(—o0), and we can consider the increment of the adiabatic
invariant over infinitely long time

AT = I(+00) — I(—00).

Although for finite ¢t the quantity I undergoes oscillations of order ¢, the
increment Al proves to be much smaller than e.

If the parameter varies smoothly (A € C*°), then AT = O(e*), that is, AT
decreases faster than any power of € as ¢ — 0; see [375]. Indeed, the procedure
of §6.4.4 allows one to introduce, for any m, a quantity J which undergoes
only oscillations O(e™) along the motion and coincides with I in the limit as
t — £oo.

If the dependence of \ on et is analytic, then AI = O(exp (—c~!/¢)) for
¢ = const > 0; see [453, 558]. Indeed, according to Proposition 6.7 one can
introduce a quantity J which undergoes only exponentially small oscillation
along the motion and coincides with I in the limit as t — +o0.

For the linear oscillator

i = —w?(et)r, w(£00) = wy,

59 Here it is assumed that during this time the system does not leave a given domain
of size of order 1.
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with an analytic frequency w(et) > const > 0, the asymptotics of Al is

known [219, 234]. The calculation of it is based on the analytic continuation of

the solution to a domain of complex values of time ¢. Suppose that the function

w?(7) can be analytically continued to some complex closed neighbourhood

of the real axis, has in this neighbourhood a simple zero at = = 7, with

Im 7, > 0, and has no other zeros with Im 7 > 0. Suppose that each level
T

line {r: Im [w(£)d¢ = B} for 0 < B < Im ;" w() d¢ has a connected
0

component contained in this neighbourhood. Then the change of the “action”
along the solution with a real initial condition I(0) = Iy, ¢©(0) = ¢o is given
by the formula

a1 =t 211+ 0 (24 L [ a0 €))]
0

The problem of calculating the change of the adiabatic invariant of the lin-
ear oscillator is equivalent to the quantum-mechanical problem of calculating,
in the quasi-classical approximation, the coefficient of over-barrier reflection,
which was solved by different methods in [502, 503]; see also [368], §52.

In [558] a method of analytic continuation for solutions of nonlinear per-
turbed systems was found and used to calculate the exponent in the formula
for AI, and for a number of cases, also the factor in front of the exponent.
The exponent in the generic case proved to be equal to —M, where M is
the minimum of the imaginary parts of the increments of the phase in the
adiabatic approximation

0H,

oI’ I =I(—00)

Qb:WO(I—vgt)v wo =
along the paths on the plane of complex time ¢ from the real axis to the singu-
lar points of the Hamiltonian and to the zeros of the unperturbed frequency
in the upper half-plane (Fig. 6.42).

More precisely, on the plane of the complex slow time 7 we consider the
level lines (Fig.6.42)

AImt¢

\

\
\‘

Ret

Fig. 6.42.
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T
L[’B = {7’2 Im /wo(l, f) df = B}
0

In particular, for B = 0 the line L; | p is the real axis, and for small B, a line
close to the real axis. The family of the L; g can be smoothly continued by
increasing B, until at some B = B, the level line will have to pass through
a point where wg(/_,7) vanishes or has a singularity. Suppose that for any
By € (0, By) the Hamiltonian of the system is analytic and bounded by a
given constant for all I sufficiently close to I_, | —1I_| < ¢;', for all 7 in the
domain Dy filled with the curves L; g, |B| < By, and for | Im | < ¢;*. (Here
the constants ¢;, ¢ depend on By.) Then AI = O(e~5/¢) for any B € (0, B,).
(The same estimate follows from the result of [589], cf. §6.1.4.)

<1 The approach of [558] is as follows.

Suppose that the Hamiltonian is reduced to the form (6.70). One step
of the perturbation procedure of §6.4.4 allows one to perform a change of
variables I, ¢ — J, 1 that is O(e)-close to the identity map and is such that
in the new variables the Hamiltonian takes the form

H = Hy(J, 7) +e4(J, ) +e*Ho(J, 9, 7, €), A4 = (H)?.  (6.86)

The change of variables (I, @) — (J, 1) tends to the identity map as 7 — Fo0.
Suppose that for t = to = 79/ we are given initial data Jy, ¢ (so far all these
quantities are real). Then we can find the solution J(t), 1 (t) with these initial
data and introduce the data at infinity:

Iy = I(+o00) = lim J(t),

t—too

17 (6.87)
Y+ = lim <¢(t) - g /wol(—[ﬂ:7 67 5) df)u
0

t—too

where w1 = wo + €054 /0J. We also introduce Ay = ¢ — ¢_. We have
I. = Jy+0(e?) and pg = g — é fOTO wo1(Ix, &, €) dE+ O(g). We can express
I, and @ in terms of I_ and ¢_ (this connection is independent of the choice
of 79). We obtain the scattering problem (I_, p_) — (I}, ¢1):

Ip =1 (I-,p-,¢), oy =p+I-, p-,€),
+ =1 ) + =4 ( ) (6.88)
Al = AI(I-, -, ¢), Ap =Ap(I-, p_,€).
Here,
Al = O(g?), Ap = O(e). (6.89)

The function Hs in (6.86) can be analytically continued with respect to 1
to a strip of width of order 1 around the real axis: | Im | < ¢; /2. Hence, at
first glance, the functions AI, Ay too must be continuable with respect to ¢_,
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generally speaking, only to a strip of width of order 1 around the real axis.
However, it turns out that AI, Ay can be analytically continued to the much
wider strip |Im p_| < B/e for any B € (0, B,) and satisfy estimates (6.89)
in this strip, as it will be explained below after Example 6.33. From this, for
the Fourier coefficients of the expansion Al =", (AI)e?*~ we obtain

2

1 )

(Al = o /Af(gp_) e the— do_

0
7 (6.90)

217_‘_ AI( — ZSE + 80)6 |k|B/e—ike dy
0

= O(ei‘kIB/E)’

where s = sign k, and similarly for (Ay)y.
Furthermore, the transformation I_, ¢o_ — I, ¢, is symplectic and can
be given by a generating function:

OW(p_, I OWl(o_. T
L:I++5M7 @+:¢7+5M.
&p_ 8I+
Thus, I_ = I, +eu(l4, p—,€) and (u(ly, p_,e))¥- = 0. Hence,

20U (I, o, €)

I, =1 —eu(l_,p_

From this relation, averaging over ¢_ we obtain the well-known relation (see,
for example, [621], Ch.6, §1)

1 0
T 20l

From (6.90) we find that the remainder denoted in the last formula by the
dots is 0(6_3B/8). Hence,

(AT)?- —{((AD*)* + -

(Al = 22 |(ADL + O(e™/%) = O (2P,
Then .
AL =2Re (A1) +O(e 7/) = O(e~PF). >

In the simplest examples the properties of the functions AI, Ay described
above can be verified by a straightforward calculation.

Example 6.33. Consider the system with Hamiltonian H = wl 4+ eH1 (g, 7),
where

, 1
= (Zakelk‘p) T ap = 27 1¥, T = et, w = const > 0.
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Here ¢ = p_ =14(0), ¥(t) = ¢- +wt, and

(o}

A[:,g/ﬁHl(‘p—ert’st) gt
dp

eik,(ap_ +wt)

:—E/Zaklkmdt

= — E mikaye|Flw/egiko—
k#0

(the integrals are calculated by using residues).
The original Hamiltonian is analytic in the strip | Im ¢| < In 2. The func-
tion AT is analytic in the strip [ Im¢_| <In 2+ w/e. A

<1 We now show how an analytic continuation of the functions (6.88) is
constructed. Above we were given data at t = 79 /e, from which we constructed
the solution J(¢), ¢(t), and the data I, v+ at oo by relations (6.87). One
can, on the contrary, fix the data I_, p_ at —oo, or I, ¢4 at +oo (all these
quantities are so far real) and use them to find the solution J(¢), ¥ (t) such
that (6.87) holds. For that we must solve the system of integral equations
(respectively, with sign “—" or “+7)
t

OH, (J(9), ¥(9), v, €)

J(t) =14 — g2 / 0 dd,
+oo
t
Y(t) = o+ +/w01(fi, e, €) dv
0 (6.91)

t

+ /(wm(](ﬁ),sﬁ, 5)—w01(1i7519, €)
+oo
2 OHy(J(9), 9(9), €0, €)

+e a7

) 9.

The existence and uniqueness of a solution of this system can be established
in the standard way, for example, by using the contracting map principle (if
A(7) tends to a constant sufficiently fast as 7 — +00).

Suppose that the solutions (JE(t), Y% (t)) of systems (6.91)4 are found.
These solutions must coincide. Hence the equalities J*(tg) = J (t9) and
T (tg) = ¥~ (tp) determine a connection between the data at +oo and at —co
in the form (6.88). We set R_ = (—o0, C) and Ry = (—C, +00), where C > 0
is any prescribed constant. For et € Ry the last term in (6.91)4 is O(e), so
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that
t

P(t) = px + / wo1(Ix, e, €) d¥ 4+ O(e). (6.92)
0

Now suppose that the quantity ¢_ is complex, |Im ¢_| < Bg/e < B./e;
the quantity I_ is real as before. We take some I, = I_ + O(e?) and
v+ = ¢— + O(e). In the standard way one can establish the existence, the
uniqueness, and the analyticity in ¢, I, and o4 of a solution J*(t), *(¢) of
system (6.91)+ when the complex slow time 7 = et belongs to the domain V*
— the intersection of a sufficiently narrow cg e-neighbourhood of the curve

1 T
fi:{T: Img/wm(li,f,g)dg:—lmgoi}
0

and the half-plane Re7 € Ri. The integrals in (6.91)+ are taken along a
curve contained in V*. It is important that, in view of the estimate (6.92),
the solution cannot reach the boundary of the analyticity domain of the sys-
tem: |Im| < icgl. The domains V* and V'~ must intersect, since for
ReT € R_ N Ry the curve £+ is contained in a O(g?)-neighbourhood of
the curve . ~. Taking any 79 € V™ N V™ and ty = 79 /¢, from the equalities
J T (to) = J~ (to) and YT (o) = 1~ (to) we find the analytic dependence (6.88),
and the estimates (6.89) hold, as required. >

Studying the singularities of an analytic continuation of the function AT
enables one to calculate also the factor in front of the exponent in the asymp-
totics of Al.

Example 6.34. Consider a mathematical pendulum in a gravitational field
slowly changing with time. The equation of motion has the form

G+ 2%(1) sing = 0, F=e.

Suppose that the function §2(7) is analytic and tends to definite limits
sufficiently fast as 7 — Z4oo. For a fixed 7, on the phase portrait of the
pendulum on the plane g, ¢ there are the domains of rotations and oscillations
of the pendulum separated by the separatrices. The area of the oscillatory
domain is S(7) = 1642(7). Suppose that 0 < m < S(7) < M for real 7. In the
adiabatic approximation we have I = I_ = const along the motion.

Suppose that a motion starts in the rotation (oscillatory) domain, and
2nI_ > M/2 (respectively, 2rI_ < m). Then during the entire motion the
phase point does not reach the separatrix and remains in the rotation domain
or, respectively, in the oscillatory domain.

In the analysis of a motion starting in the rotation (oscillatory) domain
we denote by 7. the complex instant of the slow time at which $5(r.) =
2n]I_ (respectively, S(7.) = 2nI_), Im 7. > 0. This is the complex instant of



340 6 Perturbation Theory for Integrable Systems

reaching the separatrix in the adiabatic approximation. Suppose that 7, is the
singularity of the Hamiltonian in the action—angle variables that is nearest to
the real axis (the distance to the real axis is measured by the imaginary part
of the increment of the phase in the adiabatic approximation over the time of
motion from 0 to 7.). The approach of [558] gives the following value for the
change of the adiabatic invariant over the time interval (—oo, 00):

ar=Re [(320), o) exp (e + 2 [t )]

0

Here v = 1 for motion in the rotation domain, ¥ = 2 for motion in the oscilla-
tory domain, wg(I, 7) is the frequency of the unperturbed motion, the initial
value of the phase ¢ is chosen on the straight line ¢ = 0, and prime denotes
differentiation with respect to 7. It is assumed that 2(7,.) # 0 and 2'(7.) # 0.
For the oscillatory domain the main contribution to the asymptotics of ATl is
given by the harmonic €*#- (rather than e?¥- as usual) due to the symmetry
of the problem.

The change of the adiabatic invariant in the case where the phase point
reaches the separatrix at a real instant is considered in §6.4.7. A

6.4.6 Perpetual Conservation of Adiabatic Invariants

Over infinite time adiabatic invariants can undergo considerable evolution due
to accumulation of small perturbations.

Example 6.35. Consider the linear oscillator (Mathieu’s equation)
i =—w?(1+ acoset)z, a = const < 1.

The equilibrium z = 0 can be unstable for arbitrarily small ¢ (the phenomenon
of parametric resonance [10]). The adiabatic invariant changes unboundedly.

A

However, it turns out that for a periodic variation of the parameter, such
non-conservation of the adiabatic invariant is related to the linearity of the
system (more precisely, to the fact that the frequency of oscillations is inde-
pendent of the amplitude). In a nonlinear system, as the amplitude increases,
the frequency changes, and the oscillations do not have enough time to accrue
before the resonance condition is violated.

Definition 6.4. An adiabatic invariant is said to be perpetual if for suffi-
ciently small ¢ its value deviates little from the initial value for —oco < ¢ < co.

Theorem 6.33 ([7]). For a slow periodic variation of the Hamiltonian func-
tion of a nonlinear oscillatory system with one degree of freedom the action
variable I is a perpetual adiabatic invariant. Most of the phase space of the
problem is filled with the invariant tori close to the tori I = const.
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<] First of all we state the requisite condition of nonlinearity of the system.
In the action—angle variables the Hamiltonian of the problem has the form

H=HyI,7)+eH (I, p, 1), T = €t, (6.93)

and is 2m-periodic in ¢ and 7. We denote by @(I) the mean value over 7 of
the “adiabatic” frequency of the variation of the phase w(I,7) = 0Hy/0I. In
the statement of the theorem the system is considered to be nonlinear if this
mean frequency depends on I:

0w
570 (6.94)

The proof of the theorem is based on the results of KAM theory (§6.3).
In order to reduce the equations of motion to the standard form of KAM
theory (the “fundamental problem of dynamics”) we have to perform certain
transformations.

As a new time we introduce the phase ¢, and as new variables, the value h
of the old Hamiltonian (6.93) and the old slow time 7. The variation of these
variables is described by the Hamiltonian system with the Hamiltonian

el(h, 1, p,¢) = ely(h, 7) + I (h, T, @, €) (6.95)

(see §5.1.1). Here the function I is determined from the equation H = h, where
H is given by formula (6.93) (see §5.1.1). The function Ij is determined from
the equation H = h for ¢ = 0; thus, Iy is the “action” of the unperturbed
system expressed in terms of the value of the unperturbed Hamiltonian and 7.
The function I has period 27 in ¢ and 7. The phase portrait of the system
with Hamiltonian Io(h, 7) is shown in Fig.6.43. Let h, 7 be the action—angle
variables of this system. In these variables we have

el = 5?0(5) + €2jl(ﬁa 77-7 P, 6)7

where I is the inverse function of (Ho (I, 7))7.

h

* —

. |

Fig. 6.43.
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We have obtained a system with one and a half degrees of freedom and
proper degeneracy considered in §6.3.3.B. By condition (6.94) the degener-
acy is removable. According to the results of §6.3.3.B this system has many
invariant tori close to the tori A = const; the value h perpetually undergoes
oscillations with amplitude O(g). Therefore in the phase space I, ¢, 7 of the
original system there are many invariant tori close to the tori I = const; the
value of I perpetually undergoes oscillations with amplitude O(g). >

Remark 6.25. If the parameters of the system depend on time conditionally
periodically, and the set of frequencies ¢=' satisfies the usual incommensura-
bility conditions |(k, £)| > ¢~ 1|k|7¥, k € Z™\ {0}, then I is also a perpetual
adiabatic invariant [7].

A perpetual adiabatic invariant also exists (under certain conditions) in a
conservative system with two degrees of freedom whose Hamiltonian depends
slowly on one of the coordinates [7]. According to Theorem 6.30 the motion
in such a problem is approximately described by the Hamiltonian Hy(1, y, x).
Suppose that the phase curves of this Hamiltonian for fixed I are closed (as
in Fig.6.30). Then in the approximation under consideration the motion in
the phase space takes place on the two-dimensional tori defined by the condi-
tions I = const, Hy = const. This motion has two frequencies, and one of the
frequencies is 1/e times lower than the other. If for a given Hy = const the
frequency ratio changes as I varies, then the results of KAM theory imply the
existence in the exact system of many invariant tori close to the invariant tori
of the approximate system. As always in the case of two degrees of freedom,
this implies stability: the action variable I is perpetually close to its initial
value. See the details in [7]. From this conclusion it follows, in particular, that
the axially symmetric magnetic trap of Example 6.28 holds charged particles
forever.

6.4.7 Adiabatic Invariants in Systems with Separatrix Crossings
A. Separatrix Crossings in Adiabatic Approximation

We again consider a Hamiltonian system with one degree of freedom de-
pending on parameters slowly changing with time; the Hamiltonian is E =
E(p,q,7), where 7 = e. Suppose that for each fixed value of 7 the phase
portrait of the Hamiltonian F has the form shown in Fig.6.15. Through the
saddle singular point C' there pass the separatrices l; and lo, which divide the
portrait into the domains G1, G2, G3. As the parameter T varies with time,
the portrait in Fig. 6.15 is deformed, the curves on the portrait — level lines of
the Hamiltonian — are of course no longer phase trajectories of the system. As
a result of variation of the parameter the phase point p(t), ¢(t) can cross the
separatrix in Fig.6.15. A separatrix crossing is approximately described by
the procedure of the averaging method of §6.1.10. In the case considered here
this procedure can be simplified, since the action variable of the unperturbed
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system is an integral of the averaged system, and the integrals @, along the
separatrices introduced in §6.1.10 satisfy the formulae5®
v=1

2, (6.96)

)

where S, = S, (7), v =1, 2, is the area of the domain G, in Fig.6.15.

We set S5(7) = S1(7) + S2(7) and O3(7) = O1(7) + O2(7). We assume for
definiteness that ©, > 0, v =1, 2, 3. Then the phase points from the domain
Gz will pass into Gy or GG5. Suppose that for 7 = 0 the phase point is in the
domain G3, and at this point the action variable has value Iy > S5(0)/(2w).
Let 7. be the instant of crossing the separatrix calculated in the adiabatic
approximation: S3(7.) = 27lp. Then the procedure of §6.1.10 leads to the
following scheme of description of motion in the adiabatic approximation:

1°. For 0 < 7 < 7, the motion occurs in the domain G3 and along the trajec-
tory I = Ip.

2°. At 7 = 7, the phase point is captured into the domain G,, v = 1, 2, with
probability P, (7y), where

O,(7)

B0 = gt onr)

(6.97)

3°. For 7, < 7 < 1 the phase point captured into the domain G,, v = 1, 2,
moves so that 2r] = S, (7).

Such a scheme of description of motion was first used in [386, 387] in the
problem of motion of charged quasi-particles.

The estimates of the accuracy of description of motion according to this
scheme and the definition of probability of capture are as in §6.1.10; see [450].
Several examples of using this scheme are contained in [277].

What happens if the Hamiltonian depends periodically on 77 Suppose that
at 7 = 0 the motion starts in the domain G35, the value of Iy and the graphs of
the functions S, on the segment [0, 27] (the period) are as in Fig. 6.44. In the
adiabatic approximation we obtain that at 7 = 27 the motion again occurs
in G5, and the action variable has one of the two possible values 1), v =1, 2
(Fig. 6.44), where the probability of the value I(*) is given by formula (6.97)
with 7 = 7,. For the original system this means the following. Consider the
phase points which at 7 = 0 fill the annulus I = {I,gp: I — Iy < (5},
€ € 0 < 1. Then at 7 = 27 for most of these phase points the value of the

60 The last equality in (6.96) is a consequence of the well-known formula [367]:

210I(h,7)/0Tr = — § (OE/OT) dt, where I(h, T) is the value of the action vari-
E=h

able on the trajectory with £ = h; one must assume that £ = 0 on the separa-

trices. This formula, in turn, follows from the fact that the action variable is an

integral of the averaged system.
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Sy
271‘
I,

Fig. 6.44.

action variable is close either to IV or to I(®). The ratio of the measure of the
initial conditions leading to a value I ~ I*) to the area of the whole annulus
IT is given in the principal approximation by formula (6.97). At 7 = 4x for
most of the phase points the value of the action variable is close to one of
the four values predicted by the adiabatic approximation, at 7 = 87 to one
of the eight values, and so on.®! This mechanism results in the destruction
of the adiabatic invariance of the action variable under multiple separatrix
crossings over time of order 1/e. Another, slower mechanism of destruction is
discussed in §6.4.7.B below. If no separatrix crossings occur in the adiabatic
approximation®?, then the action variable is a perpetual adiabatic invariant
(see §6.4.6).

51 The theory expounded above does not allow one to calculate the probabilities
of these values. Apparently, in the generic case for multiple separatrix crossings,
captures in different domains can be regarded as independent random events.
Then the probabilities of different values of the action variable are calculated as
the products of the probabilities (6.97).

62 That is, if at the initial instant the point is in G, then 271y > max S3(7) + ¢+,
and if the point is in G, v = 1, 2, then 27ly < mTin S, (1) —c ', ¢ = const > 0.
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In similar fashion one can consider in the adiabatic approximation separa-
trix crossings in slow—fast Hamiltonian systems in which one degree of freedom
corresponds to the fast variables, and the other degrees of freedom to the slow
variables. The Hamiltonian of such a system has the form E = E(p, q, y, ),
where (p, q) € R? and (y, e 1x) € R?*™ are pairs of conjugate canonical vari-
ables (see §6.4.1). For fixed values of the slow variables y, z, for the fast
variables p, ¢ we obtain a Hamiltonian system with one degree of freedom
(a fast system). Suppose that its phase portrait is as in Fig. 6.15 (for all y, z).
The system of the adiabatic approximation (see §6.4.1) is first constructed
separately for each of the domains G, in Fig.6.15 and has the form

Y= —5%, = 588—};0, Hy=Hy(,y,x), I = const, (6.98)
where I is the action variable of the fast system, and Hg is the Hamiltonian
E expressed in terms of I, y, z. For the integrals ©, along the separatrices
introduced in §6.1.10 we obtain the formulae

O, (y, x) z—j{{E, hcldt =4S, hc}, v=1,2.
ly

Here S, = S, (y, x) is the area of the domain G, in Fig.6.15, he = heo(y, x)
is the value of the Hamiltonian E at the saddle point C, and {,} is the
Poisson bracket in the variables y, . We set S3 = S1 + S3 and O3 = ©1 + Os.
For the domain G, the condition of reaching the separatrix has the form
2l = S, (y, z). We assume for definiteness that ©,, > 0, v =1, 2, 3. Then
the phase points from the domain G3 will pass into G or G5. Suppose that a
phase point starts the motion in the domain 3, and that I = I at the initial
instant. Then in the adiabatic approximation the motion up to reaching the
separatrix is described by the solution of system (6.98) for the domain G3
with I = Iy. Suppose that this solution reaches the separatrix at et = 7,
having y = y., © = z,. Then the phase point can continue the motion in the
domain G, v = 1, 2, with probability P, (y., z.), where
Oy (y, z)

P,(y,z) 1. 1) 1 Oy 1) (6.99)
The motion of the phase points that get into the domain G, is described in
the adiabatic approximation by the solution of system (6.98) for the domain
G, with I = S, (y«, z.)/(2m) and with the initial condition y = y., x = z, at
€t = Ty.

If in the adiabatic approximation the dynamics of the slow variables results
in multiple separatrix crossings, then in general the number of values of the
action variable possible in the adiabatic approximation will increase with each
crossing, and the adiabatic invariance will undergo destruction (similarly to
what was described above for the case of a slow periodic dependence of the
Hamiltonian on time).
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B. Deviations from Adiabatic Approximation

Here we discuss the asymptotic formulae obtained in [162, 456, 457, 583]
for the deviations of the true motion from the predictions of the adiabatic
approximation of §6.4.7.A. These formulae show that during a crossing of a
narrow neighbourhood of a separatrix there arises a small quasi-random jump
of the adiabatic invariant, which is not taken into account by the adiabatic
approximation.

We return to the Hamiltonian system with one degree of freedom and
slowly varying parameters considered in §6.4.7.A; the phase portrait of the
system with frozen parameters is shown in Fig. 6.15. Suppose that at 7 = 0 the
phase point is in the domain G3, and at 7 = 1 in the domain G, where v = 1
or v = 2. Suppose that the adiabatic approximation predicts that a separatrix
crossing occurs at 7 = 7. In § 6.4.4 we described the construction of the change
of variables I, ¢ +— J, 1, which introduces, instead of the action variable I,
the quantity J, which far from the separatrices changes along the trajectory
only by O(¢?) on times of order 1/e. This quantity is called the improved
adiabatic invariant. For our phase point, let J = Jy at 7 =0, and J = J; at
7 = 1. We apply the scheme of adiabatic approximation of §6.4.7.A using J
instead of I. We obtain that in this approximation the value of J at 7 = 1
is J{ = S, (1])/(27), where 7/ is determined from the relation Ss(7}) = 27Jy.
The quantity AJ = J; — J| characterizes the deviation from the adiabatic
approximation. In the asymptotics of this quantity the terms >> €2, if they
exist, are determined by the motion in a narrow neighbourhood of the separa-
trices (since far from the separatrices the change of J is O(g?)). The leading
terms — of order € In ¢ and € — in this asymptotics were calculated in [583] for
the pendulum in a slowly varying gravitational field, and in [162, 456] for the
general case of a Hamiltonian system with one degree of freedom and slowly
varying parameters. The term of order € In € has quite a simple form:

O a. 203 1
(elne) 5 (1 BCT ) <§ - 2> (6.100)

Here ©F = 0;(.), j = 1, 2, 3, ax = a(r), a(r) =1/y/=D(7), D is the
determinant of the matrix of second derivatives of the Hamiltonian at the
saddle singular point C' (see Fig. 6.15), & = —h../(cO}), hs is the value of the
Hamiltonian at the first instant when the phase point reaches the bisector of
the angle between the separatrices in the domain G, near the saddle point.
The expression for the terms of order € is more complicated (see [162, 4506]);
we give this expression for the special case of motion in a symmetric potential
well with two minima. In this case, AJ = J; — Jy/2. Because of the symmetry
we have O = @5 = O%/2 = O,, the term ~¢ In ¢ vanishes, and

AJ = —%5(1*9* In (2sin (7)) + 0(53/2(| Inel+(1-&)71)) (6.101)

for ¢\/e < £ < 1— ¢\/e, where ¢ = const > 0.
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Example 6.36 ([583]). Consider a pendulum in a gravitational field slowly
varying with time: the Hamiltonian is E = p?/2 — w?(7) (cos ¢ + 1). If the
gravitational force decreases, then an oscillating pendulum after some time
starts rotating. The phase portrait of the pendulum (Fig.6.20) is divided by
the separatrices into the domains of oscillations G3, and rotations G 5. From
the viewpoint of studying separatrix crossing, the problem is equivalent to
the problem of motion in a symmetric potential well with two minima. The
quantity AJ is given by formula (6.101) with ¢ = 1/w and © = 8dw/dr. A

For the case where a separatrix crossing occurs near an instant of bifurca-
tion of the phase portrait of the system with frozen parameter — in Fig.6.15
the saddle merges with the centre and the separatrix vanishes — the quantity
AJ was calculated in [209, 210].

There are asymptotic formulae expressing the quantity £ in (6.100), (6.101)
in terms of the initial data Jy, @o [163]. In particular, in the case of a symmetric
potential well with two minima, if the position of the hump separating the
wells does not change with time and the angle ¢ is measured from this position,
then

1 17
£= (900+8/w0(n]o,7') dr> +0(1) mod 1
0

™

for cy/e < &€ < 1— ¢/, where wg = 0Hp /I is the frequency of the motion
in the unperturbed (7 = const) system. The quantity £ is very sensitive to
a change in the initial data: a change of Iy by a quantity ~ e results in a
change of £ by a quantity ~ 1. Hence it is appropriate to interpret £ as a
random quantity, similarly to how getting into one or another domain after
crossing a separatrix is regarded as a random event. For a given initial point
My = (lo, o) the probability of the event {£ € (a,b)} is given by definition
by the formula (cf. §6.1.10)

. meas Ui’z
P{¢e(a,b)} = ;ﬂ% lim — e

where U° is the é-neighbourhood of the point Mj, USZ is the subset of
this neighbourhood composed of the initial conditions for which ¢ € (a,b),
and meas is the standard area on R2. The probability thus defined can be
calculated.

Proposition 6.8. The quantity P{f € (a, b)} is equal to the length of the
interval (a, b) N (0, 1).

Thus, the quantity £ is uniformly distributed on the interval (0,1). As-
ymptotic formulae expressing AJ in terms of & now allow us to regard AJ as
a random quantity with a known (in the principal approximation) distribu-
tion. For example, from (6.101) we obtain that for a symmetric potential well
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with two minima the quantity AJ/e has, in the limit as ¢ — 0, mean 0 and
variance a26?/48.

The deviations from the adiabatic approximation considered here play an
important role in the case where the Hamiltonian depends periodically on 7
when multiple separatrix crossings occur. Numerical experiments show that
small quasi-random deviations from the adiabatic approximation accumulate
and cause the destruction of the adiabatic invariance of the action variable
for a set of initial conditions of measure ~1.

Example 6.37. Consider the pendulum in a gravitational field slowly and
periodically changing with time. Here destruction of the adiabatic invariance
is not found in the adiabatic approximation (in contrast to the general case
of §6.4.7.A): in this approximation, at a passage from oscillations into rotation
the value of the action variable is divided in half, and at the reverse passage
it is doubled. The Poincaré section of the problem is depicted in Fig.6.45:
the positions of several (eight) phase points at times equal to multiples of
the period of variation of gravitation are shown (the computations were car-
ried out by Sidorenko). The dotted curves in Fig.6.45 show the boundary of
the domain of separatrix crossings calculated in the adiabatic approximation.
Smooth curves outside the domain of separatrix crossings are invariant curves
of the Poincaré return map. The chaotically scattered points in the domain

3=

T T R el
2 el e e T ———
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of separatrix crossings is the trajectory of one phase point under iterations of
the Poincaré map. It is clear from the picture, but so far it is not proved, that
there is a large, of area ~1, domain of destruction of the adiabatic invariance.
However, it turns out that in this problem, as in all problems with symme-
try of the domains GG; and Ga, there are also islands of perpetual adiabatic
invariance, which also have total area of order 1; see [466]. These islands sur-
round the stable fixed points of the Poincaré map corresponding to the stable
periodic motions in which the pendulum passes from oscillations into rotation
and back. There are ~1/e such periodic motions; the stability island for each
of them has area ~¢. Consequently, the total area of the islands is estimated
from below by a quantity independent of €. For reasons that are not yet under-
stood, this quantity itself is small (in the numerical examples, ~0.01 — 0.02);
therefore the islands can be hardly seen in the picture. (For a long time it was
considered that there are no such islands; in [229] it was shown that the area
of an individual stability island, if it exists, cannot exceed a quantity ~e.)
The variation of the value of I for motions in a stability island is O(e). In the
domain of separatrix crossings in Fig. 6.45 one can see an object looking like a
segment of a smooth curve. When the vertical scale is enlarged, this segment
turns into a smooth closed curve that is (approximately) the boundary of a
stability island surrounding a fixed point of the Poincaré map.

In problems without symmetry, where the asymptotics of AJ contains the
term ~e¢ In e (6.100), in the “thick” of the domain of separatrix crossings there
are no stable periodic motions of period ~1/e and, correspondingly, there are
no such stability islands [466].

Suppose that the quasi-random deviations from the adiabatic approxima-
tion in a sequence of separatrix crossings can be regarded as independent or
weakly dependent random quantities (clearly, this assumption can be true only
outside stability islands). Then the cumulative deviation from the adiabatic
approximation over N crossings is a random quantity with variance ~Ne? (as
long as the motion takes place in the domain where the deviation from the
adiabatic approximation over one separatrix crossing has variance ~¢?). Thus,
over N ~1/e? separatrix crossings, that is, over time ~1/¢® the adiabatic in-
variance is destroyed — a typical deviation from the adiabatic approximation
becomes a quantity ~ 1. Numerical experiments confirm this estimate of the
time of destruction of the adiabatic invariance (see, for example, [149]). A

Similar phenomena happen, of course, also in slow—fast Hamiltonian sys-
tems; there are corresponding asymptotic formulae for the deviations from
the adiabatic approximation [457, 470]. Destruction of the adiabatic invari-
ance in multiple separatrix crossings in such systems explains the emerging
of chaos in the dynamics of charged particles in the tail of the Earth’s mag-
netosphere [156] and plays a key role in Wisdom’s theory of the origin of the
Kirkwood gap at the resonance 3 : 1 in the asteroid belt [458, 604].



7

Non-Integrable Systems

A common feature of various approaches to the problem of integrating Hamil-
tonian systems considered in Chapter 5 is the existence of sufficiently many
independent first integrals — “conservation laws”. Unfortunately, in a typical
situation not only do we fail to find integrals, but they do not exist at all,
since the trajectories of Hamiltonian systems, generally speaking, do not lie
on low-dimensional invariant manifolds. Here, of course, the question is about
the existence of integrals in the entire phase space: there always exists a com-
plete set of independent integrals in a small neighbourhood of a non-singular
point.

The first rigorous results on non-integrability of Hamiltonian systems are
due to Poincaré. The essence of Poincaré’s idea is that complicated behaviour
of solutions (for example, birth of non-degenerate periodic solutions, splitting
of asymptotic surfaces, and so on) is incompatible with complete integrability
of Hamilton’s equations. In this chapter we discuss the main methods for
proving the non-integrability of Hamiltonian systems based on finding various
non-trivial dynamical effects that are uncharacteristic of completely integrable
systems. A more detailed exposition is contained in [28, 30].

7.1 Nearly Integrable Hamiltonian Systems

Here we describe a method for proving the non-existence of additional analytic
integrals, which is largely due to Poincaré and which is based on studying
bifurcations of long-periodic solutions.

Suppose that the direct product M = D x T"{y mod 27} (where D
is a domain in R™ = {I}) is equipped with the standard symplectic struc-
ture dI A dp, and H: M X (—eg,e9) — R is an analytic function such that
H(I,¢,0) = Ho(I). For e = 0 we have a completely integrable Hamiltonian
system with Hamiltonian Hy. We consider the full system

oH . OH

I:_%, p=7ri  H=Hy)+eHi(l,9)+ (7.1)
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for small values of the parameter e. Numerous examples were given in Chap-
ter 6. In this section we study the problem of the existence of the first integrals
of equations (7.1) that are independent of the function H and analytic (or,
more generally, formally analytic!) in the parameter . Recall that the exis-
tence of a complete commutative set of such integrals is related to possibility of
construction, and to convergence, of different variants of perturbation theory
for Hamiltonian systems (see §6.2.2).

7.1.1 The Poincaré Method

First we give some definitions. Let

Hl = Z hm(I) eXpi<m7 <,O>-

mezZ"

The Poincaré set is the set of values of I € D for which there exist n — 1
linearly independent vectors ki, ..., k,—1 € Z" such that

1) (ks,w(I)) =0, 1 <s<n-—1, where w= H|, and
2) hy, (I) #0.

Let o/ (V) be the class of functions analytic in a domain V' C R*. We
call a set A C V a key set (or a uniqueness set) for the class &7 (V) if any
analytic function vanishing on A vanishes identically everywhere in V. Thus,
if two analytic functions coincide on A, then they coincide on the whole V. For
example, a set of points of an interval A C R is a key set for the class @7 (A)
if and only if it has a limit point inside A. The sufficiency of this condition
is obvious, and the necessity follows from the Weierstrass product theorem.
Note that if A is a uniqueness set for the class of functions C*>°(V'), then A is
dense in V.

Functions f1, ..., fm (m < n) in the class &7 (V) are said to be dependent
(independent) at a point xg € V if their differentials are linearly dependent
(respectively, independent) at this point. An equivalent definition of depen-
dence: the rank of the Jacobi matrix

a(fl? .. 7fm)

a(xlv R In)
at the point ¢ is less than m (where z1,...,z, are coordinates in R™). If
the functions fi, ..., fi, are dependent at every point z € V| then they are

said to be dependent (in the domain V'). Conversely, if they are independent
at least at one point, then they are independent at almost every point of a
connected domain V. We call such functions independent. If the functions are
dependent at every point of a key set A C V, then they are dependent.

1 A formal series in ¢ is called formally analytic if its coefficients are analytic func-
tions of the phase variables.
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In exactly the same way the properties of dependence and independence
are defined for analytic functions on a connected analytic manifold M. It is
worth mentioning that if some functions in the class &7 (M) are dependent in
some open domain V' C M, then they are dependent at every point of M.

Theorem 7.1. Suppose that the unperturbed system is non-degenerate:

0%H,

in the domain D. Let I° € D be a non-critical point of the function Hy, and
suppose that in any neighbourhood U of IV the Poincaré set is a key set for the
class o/ (U). Then Hamilton’s equations (7.1) do not have a formal integral F
independent of the function H that can be represented as a formal power series
> Fs(I, p)e® with coefficients analytic in the domain D x T™ (cf. [41, 27]).
520

We consider a formal series Y fse® to be equal to zero if f; = 0 for
all s. A formal series F' is a formal integral of the canonical equations with
Hamiltonian H if the formal series {H, F'} is equal to zero. Two formal series
are considered to be dependent if all the minors of the second order of their
Jacobi matrix vanish identically as formal series in powers of ¢.

For the proof of Theorem 7.1 we shall need the following lemma.

Lemma 7.1. Suppose that functions Fs: D x T™ — R are continuously dif-
ferentiable, and the series Yy F(I, p)e® is a formal integral of equations (7.1)
with non-degenerate function Hy. Then

1) Fo(I, ) is independent of ¢, and
2) the functions Hy and Fy are dependent at the points of the Poincaré set.

<1 The condition {H, F'} = 0 is equivalent to the sequence of equations
{Hy, Fo} =0, {Ho, F1} +{Hy, Fo} =0, e (7.2)

It follows from the first equation that Fj is an integral of the unperturbed
equations with Hamiltonian function Hy. Let I = I'* be a non-resonant torus.
Then Fy(I*, ¢) is independent of ¢, since any trajectory fills a non-resonant
torus everywhere densely. To complete the proof of conclusion 1) it remains
to take into account that the function Fj is continuous and the set of non-
resonant tori of a non-degenerate integrable system is everywhere dense.

From the second equation (7.2) we obtain the following sequence of
equalities for the Fourier coefficients h,, and f,, of the functions H; and

Fy =37 fm(I) expi(m, ¢):
<m, C{);I[O> FmlD) = <m, %P;O> hm(I),  meZ"

The condition for solubility of these equations with respect to f,, at a point of
the Poincaré set is the dependence of the vectors 0Hy/dI and 0Fy/0I. >
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< Proof of Theorem 7.1. Since at the point I° € D there is a non-zero
derivative among 0Hy /011, . .., 0Hy/0I,, in a small neighbourhood U of this
point we can take Hy, Iz, . . ., I, for local coordinates (if Hy; # 0).

According to Lemma 7.1 the functions Hy and F are dependent on the
Poincaré set. Since the minors of the Jacobi matrix

O(Ho, Fo)
oIy, 1)

are analytic in U and the Poincaré set is a key set, the functions Hy and Fj

are dependent in the entire domain U. Consequently, in a neighbourhood of

the value Ho(I°) we have the equality Fy = Fy(Hp) in the new coordinates.
We set F' — Fy(H) = P. Then @ is a formal integral of the canonical

equations (7.1). Let
b= D"

s>0

Then by Lemma 7.1 the function @ is independent of the angle variables ¢,
while @y and Hy are dependent in the domain U. Consequently, &o = $y(Hy),
and again @y — Po(H) = e¥. But then F = Fy(H)+e®Po(H) +*W. Repeating
this operation the required number of times we obtain that the expansion of
every minor of the second order of the Jacobi matrix

O(H, F)

I, )
in a series in powers of ¢ starts with terms of arbitrarily high order. Hence
the functions H and F are dependent. >

Theorem 7.2. Suppose that the function Hy is non-degenerate in the do-
main D, and the Poincaré set is everywhere dense in D. Then equations (7.1)
do not have a formal integral > Fse® that is independent of H and has infi-
nitely differentiable coefficients Fs: D x T™ — R.

This assertion can be easily proved by the same method as Theorem 7.1.

Remark 7.1. For n = 2 Kolmogorov’s theorem on the conservation of con-
ditionally periodic motions implies the existence of a first integral that is an-
alytic in € and has continuous coefficients that are not everywhere constant.
On the contrary, in the multidimensional case, apparently, even a continuous
integral is impossible for a system of the general form (see [8]).

7.1.2 Birth of Isolated Periodic Solutions as an Obstruction to
Integrability

We recall some facts in the theory of periodic solutions of differential equa-
tions. The eigenvalues A of the monodromy operator of a T-periodic solu-
tion are called the multipliers, and the numbers « defined by the equality
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A = exp (aT), the characteristic exponents. The multipliers A can be complex
numbers; hence the characteristic numbers a are not uniquely determined. In
the autonomous case one of the multipliers A is always equal to 1 (a corre-
sponding eigenvector is tangent to the trajectory of the periodic solution).

Proposition 7.1 (Poincaré-Lyapunov). In the case of a Hamiltonian system
with n degrees of freedom the characteristic polynomial p(\) of the monodromy
operator is reciprocal: p(A~1) = A72"p()\).

For the proof, see, for example, [10].

Theorem 7.3 (Poincaré [41]). Suppose that a Hamiltonian system with
Hamiltonian H has p integrals Fy = H, Fy, ..., F, whose differentials are
linearly independent at each point of the trajectory of a periodic solution.
Then p + 1 characteristic exponents of this solution are equal to zero. If the
integrals Fs commute, then at least 2p of the exponents are equal to zero.

Corollary 7.1. A periodic solution of an autonomous Hamiltonian system
always has two zero characteristic exponents.

One exponent is zero because the Hamiltonian system is autonomous, and
another is zero due to the existence of the integral H (which has no critical
points on the trajectories of periodic solutions). If the other characteristic
exponents are non-zero, then the periodic solution is said to be non-degenerate.
Non-degenerate solutions are isolated in the sense that on the corresponding
(2n — 1)-dimensional level of the energy integral H, in a small neighbourhood
of the periodic trajectory there are no other periodic solutions with period
close to T. In the case of two degrees of freedom, a non-degenerate solution
with real exponents is usually called hyperbolic, and with purely imaginary
exponents, elliptic. A hyperbolic periodic solution is unstable, while an elliptic
is orbitally stable in the first approximation.

Corollary 7.2. If a Hamiltonian system has a complete set of integrals in
involution whose differentials are linearly independent at each point of the
trajectory of a periodic solution, then the spectrum of the monodromy opera-
tor of this solution consists of the single point A = 1.

Poincaré’s theorem gives us a method for proving non-integrability: if the
trajectories of non-degenerate periodic solutions fill the phase space every-
where densely, or at least form a key set, then the Hamiltonian system has
no additional analytic integrals. Apparently, in generic Hamiltonian systems
the periodic trajectories are indeed everywhere dense (Poincaré [41], §36).
This fact has not yet been proved. In connection with Poincaré’s conjec-
ture we point out the following result relating to the geodesic flows on Rie-
mannian manifolds of negative curvature: all the periodic solutions are of hy-
perbolic type and the set of their trajectories fills the phase space everywhere
densely [4].
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For nearly integrable Hamiltonian systems one can prove the existence of
a large number of non-degenerate periodic solutions and derive the results
of §7.1.1 from this fact. For simplicity we confine ourselves to the case of two
degrees of freedom.

Suppose that for I = I° the frequencies w; and ws of the unperturbed
integrable problem are commensurable, and w; # 0. Then the perturbing
function H; (107 wit, wot + )\) is periodic in ¢ with some period T'. We consider
its mean value

H{(I° )\) = lim 7/H1 (I° wit, wat + \) d —/Hl dt. (7.3)

s—oo S
Theorem 7.4 (Poincaré). Suppose that the following conditions hold:

0%H,
1 I=1°
) dt(@ﬂ )7&0 at the point

N S . 0H, 0%H,
2) for some X = \* the derivative vanishes, N =0, but Ee # 0.

Then for small ¢ # 0 there exists a periodic solution of the perturbed
Hamiltonian system (7.1) whose period is equal to T'; this solution depends
analytically on the parameter € and for € = 0 coincides with the periodic
solution

I:IO, p1 = wit, @2:w2t+)\*
of the unperturbed system. The two characteristic exponents ta of this solu-
tion can be expanded in a convergent series in powers of \/g:

a=oa1Ve+ e +ageVe+- -,

and 21T 2 2
9 28H1(>\*)< ,0%H 0°H 58 HO) (7.4)

Y1 e oz T T?5r01 oIz

The proof can be found in the books [41, 27].

The function H;(I° \) is periodic in A with period 27. Therefore there
exist at least two values of A for which 9H;/OX = 0. In the general case these
critical points are non-degenerate. There are exactly as many local minima
(where 92H1/0X? > 0) as local maxima (where 9>H1/0)\? < 0). In a typical
situation, at I = IV the following quadratic form is non-zero:

82H 82H 8 H,
2 0 0 0
! 8[22 ! 28[18[2 2 612

(7.5)

By the way, this condition means geometrically that the curve Hy(I) = h
has no inflection point at I = I. Thus, the equation dH; = 0 has as many
roots for which o > 0, as for which o < 0. This is equivalent to that for small
values of € # 0 the perturbed system has exactly as many periodic solutions
of elliptic type, as of hyperbolic type. In this situation they usually say that
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pairs of isolated periodic solutions are born when the unperturbed invariant
torus I = I disintegrates. According to the results of KAM theory the trajec-
tories of typical elliptic periodic solutions are “surrounded” by invariant tori.
A hyperbolic periodic solution has two invariant surfaces (separatrices) filled
with solutions asymptotically approaching the periodic trajectory ast — +oo.
Different asymptotic surfaces can intersect forming a rather tangled network
(see Fig. 6.28). The behaviour of asymptotic surfaces will be discussed in detail
in the next section.

An essential basis for proving non-integrability of perturbed equations
is Lemma 7.1: if ' = Fy(I,¢) + eFi(I,9) + -+ is a first integral of the
canonical equations (7.1), then Fp is independent of ¢, and the functions Hy
and Fj are dependent at the points of the Poincaré set. The first part of the
lemma follows from the non-degeneracy of the unperturbed problem. Using
Theorem 7.3 we now prove that the functions Hy and Fy are dependent on the
set of unperturbed tori I = I° satisfying inequality (7.5) and the conditions
of Theorem 7.4.

<1 Indeed, the periodic solutions I'(¢) that are born from the family of pe-
riodic solutions on the resonant torus I° satisfying the conditions of Theo-
rem 7.4 are non-degenerate. Therefore (Theorem 7.4) the functions H and F'
are dependent at every point of the trajectory I'(¢). We let & tend to zero.
The periodic solution I'(¢) will become one of the periodic solutions I'(0) of
the unperturbed problem lying on the torus I = I°, while the functions H
and F' will become equal to Hy and Fy. By continuity they will be dependent
at every point of the trajectory I'(0). Consequently,

9(Ho, Fy) _
al,¢)
at the points (I, ¢) € I'(0). In particular, at these points
9(Ho, Fo))
det (| ———= ) =0.
( A1, I)

To complete the proof it remains to observe that the functions Hy and Fy are
independent of . >

rank

For small fixed values of the parameter £ # 0, Theorem 7.4 guarantees the
existence of a large (but finite) number of different isolated periodic solutions.
Therefore from this theorem one cannot derive the non-integrability of the
perturbed system for fixed values of € # 0. However, in the case of two degrees
of freedom, which is what we are now considering, the following assertion
holds: if the unperturbed system is non-degenerate, then for fixed small values
of ¢ # 0 the perturbed Hamiltonian system has infinitely many different
periodic solutions. Unfortunately, they may not be isolated. The existence of
infinitely many periodic solutions can be derived from Kolmogorov’s theorem
on conservation of conditionally periodic motions (§6.3.2) and the Poincaré-
Birkhoff geometric theorem (see [10]).
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7.1.3 Applications of Poincaré’s Method

a) We turn to the restricted three-body problem, which was considered in § 2.5.
First suppose that Jupiter’s mass p is equal to zero. Then in the “fixed”
space the asteroid will rotate in Keplerian orbits around the Sun of unit
mass. Suppose that the orbits are ellipses. Then it is convenient to pass from
rectilinear coordinates to the Delaunay canonical elements L, G, I, g (see
Example 5.4 in §5.2.1). In the new coordinates the equations of motion of
the asteroid are canonical with the Hamiltonian function Fy = —1/(2L?).
If 4 # 0, then the full Hamiltonian F' can be expanded in a series in the
increasing powers of u: F' = Fy + puFy + - - - . Since in the moving coordinate
system attached to the Sun and Jupiter the Keplerian orbits rotate with unit
angular velocity, the Hamiltonian function F' depends on L, G, [, and g — t.
Weset 11 =L, 20 =G, y1 =1,y =g —t, and H = ' — G. The function H
now depends only on the x;, y; and is 2w-periodic in the angle variables y1, ys.
As a result, we represented the equations of motion of the asteroid in the form
of the following Hamiltonian system:

i OH . OH
i = ) Yi = — ;
Oy ox; , (7.6)
H:H0+‘LLH1+, H0:7727.T2.
2x7

The expansion of the perturbing function in the multiple trigonometric se-
ries in the angles y; and y, was studied already by Leverrier (see, for exam-
ple, [20]). It has the following form:

H, = Z Z B cos [uyr — v(y1 + y2)]-

U=—00 V=—00

The coefficients h,, depending on x; and x5 are in general non-zero.

The Poincaré set of this problem consists of the straight lines parallel to
the z9-axis given by u/z3 — v = 0, hy, # 0. They fill everywhere densely
the half-plane z; > 0. However, Theorem 7.1 on the absence of new analytic
integrals cannot be applied directly because the unperturbed problem is de-
generate: det (82H0 / 8£E2) = 0. This difficulty is overcome by using the fact
that the canonical equations with the Hamiltonians H and exp H have the
same trajectories (but not the same solutions). Consequently, these equations
are simultaneously integrable or not. It remains to observe that

2
exp H = exp Ho + p(exp Ho)Hy + - - and det (86;;;1:[0) # 0.
x

Thus, we have obtained that the equations of the restricted three-body prob-
lem in the form (7.6) do not have an integral @ = ) &,u® that is independent
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of the function H, is formally analytic in the parameter u, and whose coef-
ficients are smooth functions on the set D x T?{y mod 2}, where D is an
arbitrary fixed domain in the half-plane z; > 0.

b) “Let us proceed to another problem; that of the motion of a heavy
body about a fixed point. ... We can therefore ask if, in this problem, the
considerations presented in this chapter oppose the existence of a uniform
integral other than those of the vis viva and of area.” (Poincaré, [41], §86).

To the symmetry group of rotations of the body around the vertical
straight line there corresponds the linear integral (k,~): the projection of
the angular momentum onto the vertical is constant. By fixing this constant
we reduce the number of degrees of freedom to two. On the four-dimensional
integral levels M. = {(k,~) = ¢, (7v,7) =1} we obtain a Hamiltonian system
with two degrees of freedom. Its Hamiltonian function — the total energy of
the body with a fixed value of the projection (k,~) — is equal to Hy + eHq,
where Hj is the kinetic energy (the Hamiltonian function of the integrable
Euler problem of the free motion of the body) and H; is the potential en-
ergy of the body in a homogeneous gravitational field (¢ is the product of
the body’s weight and the distance from the centre of mass to the suspension
point). We assume the parameter € to be small (cf. §6.2.1, Example 6.14).
This is equivalent to studying rapid rotations of the body in a moderate
force field. In the unperturbed integrable Euler problem we can introduce the
action—angle variables I, ¢. The transition formulae from the special canonical
variables L, G, [, g to the action—angle variables I, ¢ can be found, for exam-
ple, in [27]. In the new variables we have H = Hy(I) + ¢H;(I, ). The action
variables I1, Is can vary in the domain A = {|I;| < I5}. The Hamiltonian
Hy(I4, I5) is a homogeneous function of degree 2, which is analytic in each
of the four connected subdomains of A into which the domain A is divided
by the three straight lines 71, o, and I; = 0. The straight lines m; and 7y
are given by the equation 2Hy/I3 = A, 1 They are symmetric with respect
to the vertical axis and tend to the straight line [y = 0 as As — A;, and to
the pair of straight lines |I1| = Iy as Ay — Aj (recall that Ay, Ay, A3 are the
principal inertia moments of the body and A; > As > Aj3). The level lines of
the function Hy are depicted in Fig. 7.1.
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The expansion of the perturbing function H; in the multiple Fourier series
in the angle variables 1 and s is in fact contained in one of Jacobi’s papers:

Z hm,lei(mv?ﬂrtpz) + Z hm7_1€i(m§01*902) 4 Z hm70€im<p1.

meZzZ meZ meZ

When the principal inertia moments satisfy the inequality Ay > Ay > Az,
the Poincaré set consists of infinitely many straight lines passing through the
point I = 0 and accumulating at the pair of straight lines m; and ms. One can
show that the function Hy is non-degenerate in the domain A. If the func-
tion H were analytic in [ in the entire domain A, then it would be possible to
apply the results of §7.1.1: the points I° lying on the straight lines 7 and 5
would satisfy the conditions of Theorem 7.1. The difficulty connected with an-
alytic singularities of the Hamiltonian function in the action—angle variables
can be overcome by considering the problem of an additional integral that
is analytic on the entire integral level M.. Using Poincaré’s method one can
prove the following.

Theorem 7.5 ([27]). If a heavy rigid body is dynamically asymmetric, then
the equations of rotation do not have a formal integral Y Fse® that is inde-
pendent of the function Hy + eH1 and whose coefficients are analytic on the
level M.

This assertion gives a negative answer to the question stated by Poincaré
in [41], §86.

7.2 Splitting of Asymptotic Surfaces

Non-degenerate unstable periodic solutions have asymptotic manifolds filled
with trajectories approaching periodic trajectories either as t — +o0o0 or as
t — —oo. In integrable Hamiltonian systems these surfaces, as a rule, coincide
pairwise. In non-integrable cases the situation is different: the asymptotic
surfaces may intersect without coinciding and form in the intersection a rather
tangled network (see Fig.6.28). In this section we describe Poincaré’s method
for proving non-integrability based on analysis of asymptotic surfaces of nearly
integrable Hamiltonian systems.

7.2.1 Splitting Conditions. The Poincaré Integral

Let V be a smooth n-dimensional configuration space of a Hamiltonian system,
T*V its phase space, and H: T*V x R{t} — R the Hamiltonian function.
In the extended phase space M = T*V x R? (where R? is the plane with
coordinates F, t) the equations of motion are again Hamiltonian:
. 0K . 0K . 0K . oK

oy e P trap 0
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where K = H(y,z,t) — E, v €V, yeTrV.
A smooth surface A"Tt C M is said to be Lagrangian if

f(ydx—Edt) _ 0

Y

for any closed contractible curve v, where E = H(y, x,t) on the surface A" 1.
Lagrangian surfaces remain Lagrangian under the action of the phase flow
of system (7.7). In the autonomous case Lagrangian surfaces A” C T*V are
defined by the condition

7{ ydx = 0.

3
If a Lagrangian surface A™! is uniquely projected by the natural pro-
jection (y, z,t) — (z,t) onto D x R{t}, D C V, and at each of its points is
transversal to the fibre of the projection, then it can be represented as a graph

0S(z, t) 0S(z, t)

y:77 H(y"r’t):_iﬂ

Ox ot

where S: D x R — R is some smooth function. In the autonomous case A™

is given by the graph
oS

T
The function S(z, t) satisfies the Hamilton—Jacobi equation:

oS as

Y xeD.

In this section we deal with Lagrangian surfaces composed of asymptotic
trajectories. It is natural to call such surfaces asymptotic surfaces.

Suppose that the Hamiltonian function is 2m-periodic in ¢ and depends on
some parameter e: H = H(y,x,t,¢e). Suppose that for e = 0 the function
H(y,xz,t,0) = Ho(y,z) is independent of time and satisfies the following
conditions:

1) There exist two critical points y_, z_ and y4, x4 of the function Hy at
which the eigenvalues of the linearized Hamiltonian system

)
Y= "0 Oy
are real and non-zero. In particular, the 27-periodic solutions x4 (t) = x4,
y+(t) = y+ are hyperbolic.

2) If A* (or A7) is the stable (respectively, unstable) asymptotic manifold
in T*V passing through the point z,,y, (respectively, z_,y_), then AT =
A~ . Hence, in particular, Ho(y4, z4+) = Ho(y—, x_).
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3) There exists a domain D C V containing the points x4+ such that in
T*D C T*V the equation of the surface AT = A~ can be represented in the
form y = 0Sy/0x, where Sy is some analytic function in the domain D. Tt is
useful to consider the differential equation

 OH, 98
Oy Ox

(7.8)

y(z)

In a small neighbourhood of the point 1 the solutions of this equation tend
to the point x4 as t — t+oo.

4) In the domain D, equation (7.8) has a doubly asymptotic solution:
xo(t) — x4 as t — oo (Fig. 7.2).

S
D

Fig. 7.2.

The Hamiltonian system with Hamiltonian function Hy should be regarded
as unperturbed. In applications this system is usually completely integrable.
Let Dy (D_) be a subdomain of the domain D containing the point x4
(respectively, x_) and not containing x_ (respectively, z ). For small values
of ¢ the asymptotic surfaces AT and A~ do not disappear but become the
“perturbed” surfaces A} and A_. More precisely, in the domain Dy x R{t}
the equation of the asymptotic surface can be represented in the form

_95*
y_ 81' 9

where S* (x, t, €) is 27-periodic in ¢ and is defined and analytic for z € Dy and
for small values of £ (Poincaré, [41]). The function ST satisfies the Hamilton—

Jacobi equation . N

a8 oS
—+H|—,x,t =0. .
5 + (83@ , Ty ,5) 0 (7.9)

According to our assumption, the surfaces AJ and A, coincide for ¢ = 0.
Poincaré observed [41] that in general for small values of the parameter € # 0
the surfaces Ad and Ay, regarded as sets of points in 7*(Dy N D_) x R, no
longer coincide. This phenomenon is called splitting of asymptotic surfaces.
Clearly, A coincides with AZ if and only if equation (7.9) has a solution
S(x,t,¢) that is analytic in « in the entire domain D.
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Theorem 7.6 (Poincaré). If Hi(y;,z4,t) = Hi(y—,z_,t) and

+oo
/{Ho, Hi}(y(xo(t)), zo(t), t) dt # 0, (7.10)

then for small values of the parameter € # 0 the perturbed asymptotic surfaces
AT and AZ do not coincide.

<1 Suppose that equation (7.9) has an analytic solution S(z, t, €) which, for
small values of €, can be represented in the form of a convergent power series

S:SO($,t)+€Sl(l‘,t)+"' .

The function Sy must satisfy the equation

05 05
o0 4y (220 2) = 0.
ot T ( Oz ,m) 0

Hence, Sy = —ht + W (x), where h = Hy(y+, x+) and W is a solution of the

equation
ow
Hy | — = h.

It is clear that W coincides with the function So(z).
Let H = Ho(y,x) + eH1(y,x,t) + - --. Then from (7.9) we obtain the
quasi-linear differential equation for Sy
051 0Hp 051

ﬁ—i_ % : 87+H1(y(x),m,t) =0. (711)

y(z

Since equation (7.8) is autonomous, together with the solution z((¢) it has
the family of solutions zo(t + «), a € R. It follows from (7.11) that on these
solutions we have

S (l‘o(t—f—a),t)
=Sy (wo(a), 0) — / Hy (y(zo(t + @), mo(t + ), t) dt.
0

(7.12)

We can assume without loss of generality that Hy(y+, z4,t) = 0 for all ¢.
If this is not the case, then the perturbing function should be replaced by
the function Hy — Hy(y+,z+,t). This does not affect the Poisson bracket
{Ho, H1}.

Since the Taylor expansion of the function H; about the points x4, y+
begins with linear terms in z — x4, ¥ — y+, and the functions zo(t) — =,
y(zo(t)) — y+ tend to zero exponentially fast as ¢ — +o00, the integral

+o00
J(a) = / Hy(yolt + ), 2ot +a), ) dt (7.13)

— 00
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converges. Equation (7.12) also implies that the value of S;(z, t) at the points
x4 is independent of ¢. According to (7.12), the integral J(«) is equal to
Si(zy) — S1(x_) and therefore is independent of .. To complete the proof it
remains to calculate the derivative

/ 2(881;191 aH ys) dt = /{Ho,Hl}dt_o

Another proof of Poincaré’s theorem can be found in [8].

Theorem 7.6 is also valid without hypothesis 3). In this case hypothesis 4)
is replaced with the assumption that the unperturbed system has a doubly
asymptotic solution ¢ — (zo(t), yo(t)), t € R, with (x0(t), yo(t)) — (x4, y+)
as t — +oo. In (7.10) one should replace y(zo(t)) with yo(t). In this form,
Theorem 7.6 is also valid for the case where the points (x4, y4) and (z_, y_)
coincide.

Non-Hamiltonian perturbations were considered in [420]. In this case, the
splitting of asymptotic surfaces in the first approximation in ¢ is determined
by an integral that is similar to (7.10), where the integrand is equal to the
derivative of Hj along the perturbing vector field. Now such integrals are
usually called the Poincaré—Mel’nikov integrals.

In the autonomous case, the condition for splitting of asymptotic surfaces
situated on some fixed energy level can be represented in the form

>

+oo
/ (Fo, Hy} dt # 0, (7.14)

where Fj is an integral of the unperturbed system. If dFy = 0 at the points
of unstable periodic trajectories, then the integral (7.14) converges automat-
ically.

The function J(«) (see (7.13)) is usually referred to as the Poincaré inte-
gral. In the case of one and a half degrees of freedom, the separatrix splitting
in the first approximation in € is completely determined by J(«); see [590].

This statement can be explained as follows. Suppose that n = 1, while
xy = x_ and y; = y_. Let Ap be a compact piece of the unperturbed
separatrix

Ar = {(z,y) €T*D: y=05y/0x, x=uxo(t), [t|] < T}.

Then for any T > 0 there exists a neighborhood U of A; and symplectic
coordinates (time-energy coordinates) 7, h on U such that the section of the
perturbed separatrices A2* by the plane {t = 0} is as follows:

A2 g = {(7, h): h=h2"(1)},
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where

i) hi(r) = 0(e?),
il) hi(7) = edJ(1)/dr + O(c?).

Moreover, let g2™ : T*V — T*V be the shift map by time 27 starting at
the instant ¢ = 0 for the perturbed system (the Poincaré map). The following
statement holds.

iii) For any two points 29,21 € U such that z; = ¢2™(20) let (79, ho) and
(71, h1) be their time-energy coordinates. Then

T1=7‘0—|—27T+O(€), h1:h0+0(€).

The existence of such coordinates has several corollaries.

A. If J is not identically constant, then the separatrices split and this
splitting is of the first order in €.

B. Let 7, be a non-degenerate critical point of J. Then the perturbed sep-
aratrices intersect transversally at a point z,(¢) with time-energy coordinates
(1. +0(e), O(?), t = 0). Such a point z,(¢) is called a transversal homoclinic
point. It generates a doubly asymptotic solution in the perturbed system.

C. Consider a lobe domain Z(7y, ) bounded by two segments of sepa-
ratrices on the section {t = 0} (see Fig. 7.3). Let the “corner points” of the
lobe Z (1., €) correspond to the non-degenerate critical points 7, and 7. of J.
Then the symplectic area of £ (7, €) is equal to

Ay (Te,€) = e(J(7) = J(12)) + O(e2).

nA
lobe AN

T T ~—" \/ e

Fig. 7.3. Perturbed separatrices in the time-energy coordinates



366 7 Non-Integrable Systems

7.2.2 Splitting of Asymptotic Surfaces as an Obstruction
to Integrability

We consider a Hamiltonian system with Hamiltonian
H(z,t,e) = Ho(2) + eHy(z,t) + O(e?)

under the assumptions of §7.2.1. In particular, the unperturbed system has
two hyperbolic equilibria z+ connected by a doubly asymptotic solution ¢ —
20 (t), teR.

Theorem 7.7 (Bolotin, [125]). Suppose that the following conditions hold:

1) {Ho, (Ho, Hi)eolt), ) de £ 0,

2) for small e the perturbed system has a doubly asymptotic solution t — z(t)
close to t — zo(t).

Then for small fixed values of € # 0 Hamilton’s equations 2 = I dH do not
have a complete set of independent integrals in involution in any neighbour-
hood of the closure of the trajectory z.(t).

Remark 7.2. Condition 1) can be replaced by the following condition: for
some m = 2,

+oo
/{Ho,...{Ho,Hl}...}(Zo(t),t) dt;éO
. ————

m

If condition 1) holds, then the asymptotic surfaces certainly do not coin-
cide. Of course, condition 2) does not always hold. We now give a sufficient
condition for the existence of a family of doubly asymptotic trajectories.

Let Hy = Fi, ..., F,, be commuting integrals of the unperturbed problem
which are independent on Af = Ay . If

“+oo
[ 1m0t =0, and

+oo
det /{Fi7{Fj,H1}}(z0(t)7t)dt £,

then there exists a family of asymptotic solutions ¢ — z.(t) analytic in €. This
assertion can be easily derived from the implicit function theorem.

If we are studying the problem of the existence of independent involutive
integrals F;(z,t,¢), 1 < i < n, that are analytic (or formally analytic) in the
parameter ¢, then condition 2) can be dropped. In particular, if condition 1)
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holds, then the series of perturbation theory are divergent in a neighbourhood
of the split asymptotic surfaces.

Using the method of Birkhoff normal forms one can find, in a neighbour-
hood of the unstable periodic solutions zy + O(e), a formal canonical change
of variables z +— w which is 27-periodic in ¢ and reduces the Hamiltonian
function H(z,t, €) to a function H*(u, ) independent of ¢. Because the char-
acteristic exponents are commensurable, this Birkhoff transformation may be
divergent. But in the case of one degree of freedom (n = 1) the formal series
of the change of variables z — u always converge and depend analytically on
the parameter ¢ (see [435]).

Theorem 7.8. Suppose that the Birkhoff transformation converges and de-
pends analytically on e. If condition 1) of Theorem 7.7 is satisfied, then for
small € # 0 Hamilton’s equations do not have a complete set of independent
analytic integrals in involution.

In particular, for n = 1 condition 1) is a sufficient condition for non-
integrability (Ziglin [625]).

< Proof of Theorem 7.8. We define functions R* on the surfaces A(jf by the
formulae

+oo

R*(2) = / {Ho, {Hy, 1} } (2(0), 1) dt,

R(z) = / (Ho, {Hy. Hy}} (2(). 1) dt,

— 00

where t — z(t) is the asymptotic motion of the unperturbed system with the
initial condition z(0) = z.

Lemma 7.2. The functions R are determined by the function Hy, the family

of surfaces A;‘E, and the symplectic structure.

<] Indeed, according to the results of §7.2.1 the functions

S*@) = ¢ [ (Hi(:(0),1) ~ Ha(es 1)
0
0

S7(z)=¢ /(Hl(z(t),t)—Hl(z,,t)) dt

—0o0

are generating functions of the Lagrangian surfaces AF to within O(¢?). But
SRi = {H07 {H07 Si}} >
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The compositions of the Birkhoff transformation with powers of the map
over the period allow one to continue the functions H* from neighbourhoods
of the critical points u4(e) to some neighbourhoods W of the asymptotic
surfaces AF. Since a possible splitting of the surfaces AT and AZ is of order ¢,
for small ¢ the neighbourhoods W, and W_ intersect.

Lemma 7.3. We have {H*, H=} #0 for e # 0.

<1 We set
H*(u,e) = HE(u) + eHE (u) + O(2).

Since Hi (u) = Ho(u), we have

{H" H™} =¢{Hy, H; — H"} + O(e%).
Because A is an invariant asymptotic manifold of the Hamiltonian system
u = IdHy, by Lemma 7.2 we have

0
{Ho, Hy }(u) = / {Ho, {Ho, H }} (wo(t)) dt = R~ (u),  ue A;.

— 00

Similarly,
+o0
{Ho, B} (w) = [ {Ho, (Ho, HT ) (uo(t) dt = R (w),  we A7,
0
Consequently,

+oo
(B H )= / (Ho, {Ho, Hi}}(20(t), 1) dt + O(2).

—00

By condition 1), for small € # 0 the Poisson bracket satisfies the conclusion:
{H*,H"} #0. D>

Completion of the proof of Theorem 7.8. In the new variables u, the inte-
grals Fi, ..., F, are independent of ¢t. Suppose that for € # 0 the integrals
Fy, ..., F, are independent at some point of W, NW_. Since {H*, F;} =0,
the vector TdH* is a linear combination of the vectors IdF;. Because

{F;, F;} = 0, we clearly have {H", H"} = 0 at this point. To complete
the proof it remains to observe that the analytic function { HT, H~} does not
vanish on an everywhere dense set. >

Theorem 7.9. Let n = 1. If

1) jfo{HO, Hi}(20(t), ¢) dt £ 0, and
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2) for small e the perturbed system has a doubly asymptotic solution t — z(t)
close to t — 2p(t),

then for small values of € # 0 the Hamiltonian system Z = IdH does not have
an additional analytic integral.

<] Consider the flow map g over the period from the section ¢ = t; onto itself.
For small ¢ this map has two hyperbolic fixed points z; and 2o with invari-
ant separatrices WljE and W2ﬂE According to the hypotheses of the theorem,
for € # 0 the separatrices W;" and W, intersect and do not coincide. Let
V' be a small neighbourhood of the point z;, and A a small segment of the
separatrix W, intersecting W;". For sufficiently large n the segment g"(A)
is entirely contained in the domain V' and again intersects W1+ . According to
the Grobman—Hartman theorem [481], in the domain V' the map g is topolog-
ically conjugate to a linear hyperbolic rotation. Consequently, as n — oo, the
segments g"(A) will be “stretched” along the separatrix W, approaching it
arbitrarily closely. It is obvious that the union

U g"(4) (7.15)

is a key set for the class of functions analytic in the section t = tg.

Fig. 7.4.

Now suppose that Hamilton’s equation has an analytic integral f(z,t).
The function f(z,t) is invariant under the map ¢ and is constant on the
separatrix W5 (since the sequence of points ¢"(z), z € W, converges to the
point zo as n — —o0). Consequently, the analytic function f(z, tg) is constant
on the set (7.15) and therefore is constant for any ¢. >
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Remark 7.3. Poincaré divided doubly asymptotic solutions into two types:
homoclinic (when z; = z_) and heteroclinic (when z4 # z_). If n = 1, then
for small € the perturbed problem always has homoclinic solutions (of course,
if they existed for € = 0).

7.2.3 Some Applications

a) First we consider the simplest problem of the oscillations of a pendulum
with a vibrating point of suspension (see §6.1.4, Example 6.6). The Hamil-
tonian function H is equal to Hy + eHy, where

2
Hoz%fuﬂ cos x, H, = —w?f(t) cos z,
and f is a 2m-periodic function of time. When ¢ = 0, the upper position of
the pendulum is an unstable equilibrium. The unperturbed problem has two

families of homoclinic solutions:

zezl:w(tfto)
COS o = m, To — +7 as t — +oo. (716)
Since {Hg, H1} = —w?f(t)isinx, the integral (7.10) is, up to a constant
factor, equal to
+o0o
/ f(t) cos zq dt.
Let f(t) =" fne'™t. Then the integral (7.10) can be represented as the series
—+oo
twt int
. int _ € €
Z 2in fane O, Jn = / m dt.
nez e

The integrals J,, can be easily calculated by using residues:

_Z'e—nfr/2w

. —)
2w(1 + einﬂ/w) #

Consequently, if f(t) # const (that is, f, # 0 for some n # 0), then the
integral (7.10) is distinct from zero on at least one doubly asymptotic solution
in the family (7.16). Thus, if f(t) # const, then according to the results
of §7.2.2, for sufficiently small (but fixed) values of the parameter £ # 0 the
problem does not have an analytic first integral F'(y, =, t) that is 2m-periodic
in z and t. One can show that the equations of oscillations of the pendulum
can be completely integrable only for finitely many values of the parameter &
in the interval [—a, a], where a = 1/ max | f(t)| (see [28]).
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Remark 7.4. The paper [28] contains an example of a Hamiltonian system
with analytic Hamiltonian depending analytically on the parameter, for which
there are two everywhere dense sets of values of the parameter on one of which
the system is completely integrable, and on the other non-integrable. Thus,
the integrable cases are not always isolated.

b) In the problem of the rapid rotation of a heavy asymmetric rigid
body, the Hamiltonian function is H = Hy + eHy, where Hy = (AM, M) /2,
H, = (x,e); A=diag(a1,as,a3), x = (x1, 22, x3). The numbers ay, az, a3
are the reciprocals of the principal moments of inertia of the body, and
x1, T2, x3 are the coordinates of the centre of mass with respect to the principal
inertia axes. For ¢ = 0 we have the integrable Euler case. In this unperturbed
problem, on every regular three-dimensional level

Mh,c = {Mve: HO = hv <M7 e> =g <e7 e> = 1}

there exist two unstable periodic solutions: if a; < a2 < ag, then these solu-
tions are given by

2h
My =M;=0, My = MY = 44/ =—;
a

ey = eg =4+ €1 = o cos (agMg)t, ez = asin (agMg)t; (7.17)

¢ 2
2
* _1_<M>
g

The inequality (M, e)? < (M, M) - (e, e) and the independence of the first
integrals on M, . imply that a? > 0. The stable and unstable asymptotic sur-
faces of the periodic solutions (7.17) can be represented as the intersections
of the manifold M), . with the hyperplanes Mj\/as — a; & M3+/az —az = 0.
In the Euler problem the asymptotic surfaces are “doubled”: they are com-
pletely filled with doubly asymptotic trajectories which approach the peri-
odic trajectories (7.17) unboundedly as t — 4oo. Splitting of these surfaces
was studied in the papers of Kozlov (1976) and Ziglin (1980). It turned out
that the asymptotic surfaces always split under a perturbation, except for the
“Hess—Appel’rot case”:

C
0°
M,

T9 :O7 931\/(137a2:|:l‘3\/a27a1 =0. (718)

In this case, one pair of separatrices splits, and the other does not.
The reason for non-splitting is that when condition (7.18) holds, the per-
turbed problem for all values of € has the “particular” integral

F = Mlx/ag — a :l:MgV(lg — az

(since F' = 0 if ' = 0). One can show that for small values of & the closed
invariant surfaces M}, .N{F = 0} form precisely a pair of doubled separatrices
(see [27]).
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In the problem of the rapid rotation of a heavy asymmetric top, the split
separatrices, apparently, do not always intersect. However, here Theorem 7.8
is applicable, which can be used to establish the absence of an additional
analytic integral of the perturbed problem for small but fixed values of the
parameter € # 0 (Ziglin, 1980).

The behaviour of solutions of the perturbed problem was studied numer-
ically by Galgani, Giorgilli, and Strelcyn [239]. Fig. 7.5 shows the results of
calculations for different values of the perturbing parameter €. One can clearly
see that the picture of invariant curves of the unperturbed problem starts to
disintegrate precisely in a neighbourhood of the separatrices.

Fig. 7.5.

¢) We now consider Kirchhoff’s equations
M=Mxw+exu, é=exw;, w=Hy, u=H
1 1
H= 5(141\/[, M) + (BM, e) + §(Ce, e),

describing the rotation of a rigid body in an ideal fluid.
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We consider the case where the matrix A is diagonal, A = diag (a1, as, as3),
and the matrices B and C' are symmetric.

Theorem 7.10. Suppose that the numbers ay, as, az are pairwise distinct. If
Kirchhoff’s equations have an additional integral that is independent of the
functions Fy = H, F, = (M, e), F3 = (e, e) and is analytic in RS{M, e},
then the matriz B is diagonal, B = diag (b1, ba, b3), and

ayt(by — bs) 4+ ay (b — by) +az (b1 — by) = 0. (7.20)

If B =0, then an independent analytic integral exists only in the case where
C = diag (c1, 2, ¢c3) and

ayt(ca —c3) +ayt(cz —c1) +azt(c; —ca) =0. (7.21)

The matrix B in the Steklov integrable case is determined precisely by
condition (7.20). Condition (7.21) gives the Clebsch integrable case. It is in-
teresting that conditions (7.20) and (7.21) have the same form. In the Sokolov
integrable case we have a; = a2 and the symmetric matrix B is not diagonal.

Corollary 7.3. In the general case Kirchhoff’s equations are non-integrable.

The proof of Theorem 7.10, which was established by Kozlov and Oni-
shchenko [356], is also based on the phenomenon of separatrix splitting: a
small parameter ¢ is introduced into equations (7.19) by replacing e by ee; for
¢ = 0 we have again the integrable Euler problem, whose doubled separatrices
split under perturbations if conditions (7.20)—(7.21) do not hold. The details
can be found in [28, 30].

d) Using the method of splitting of asymptotic surfaces one can estab-
lish the non-integrability of the problem of motion of four point vortices
(Ziglin [624]). More precisely, consider this problem in the restricted setting:
a vortex of zero intensity (that is, simply a particle of the ideal fluid) is mov-
ing in the “field” of three vortices of equal intensities. It turns out that the
equation of motion of the zero vortex can be represented in the Hamiltonian
form with Hamiltonian that is periodic in time; these equations have hyper-
bolic periodic motions with intersecting separatrices. Therefore the restricted
problem of four vortices is not completely integrable, although it has four
independent non-commuting integrals (as in the unrestricted setting).

The non-integrable (chaotic) behaviour of the system of four point vor-
tices of equal intensities was first indicated in [483] with the aid of numerical
calculations. In more detail this problem was studied in [70].

7.3 Quasi-Random Oscillations

Most of the methods for proving non-integrability are based on the fact that
a sufficiently intricate topological behaviour of the phase curves obstructs the
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existence of first integrals. One of the cases where such topological intricacy
(and therefore, non-integrability) can be established explicitly is the theory
of quasi-random oscillations, which is considered here in the simplest model
situation.

Following Alekseev we consider a non-autonomous system with one degree
of freedom whose motion is described by the equation

¥ =-Q(z,t), xR (7.22)

We assume that the following conditions hold:

a) @ is a smooth function 27-periodic in ¢.

b) Q(—z,t) = —Q(xz, t); in particular, Q(0,¢) = 0 and, consequently, the
point z = 0 is an equilibrium position.

¢) @ >0 for x >0, and

oo 27
//Q(x,t)dx/\ dt < oo.
00

If the system is autonomous, then the last condition means that the po-
tential energy is bounded as |z| — 0.

d) Q. <0 for x > x, > 0. This means that the graph of the potential
energy U(z,t) (defined by the equality U, = —@ for |z| > x.) is convex.

The following two conditions are of technical nature:
o0

e) Qi < ¥(x), /W(gc) dz < 0.
) U(z)/Q*(z,t) :00(1) for z > wo.

\?
m
/N
“ \\\ —
S Y

Fig. 7.6.
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An important example is the variant of the restricted three-body problem
in which two points of equal masses describe elliptic orbits in the plane z, y
symmetric with respect to the z-axis, and the third point of zero mass always
remains on the z-axis (see Fig. 7.6). The motion of the third point is described
by the differential equation
z

3= “EI RO (7.23)

where

1

= —mmme— .: 1 2 O :0’
e 7 (I+ecosp)®,  »(0)=0;

r(t)
here e is the eccentricity of the elliptic orbit of massive bodies. In this example
all conditions a)—f) are obviously satisfied.

7.3.1 Poincaré Return Map

Definition 7.1. A solution z(t) of equation (7.22) is said to be hyperbolic

in the future if there exists #(+o00) = lim &(t) > 0; parabolic in the future
t——+oo
if #(4+00) = 0, and oscillating in the future if the function x(t) has infinitely

many zeros as t — +oo0.

These three forms of motion in the past (ast — —oo) are defined in similar
fashion (see §2.4.1).

In the above-mentioned example of the restricted three-body problem, the
hyperbolic (parabolic) in the future motions are called according to Chazy
hyperbolic-elliptic (parabolic-elliptic) motions. The oscillating in the future
motions had not yet been defined as final motions.

Proposition 7.2. Fach solution of equation (7.22) is of one of these three
types (both as t — +o00 and as t — —o0).

An easy proof is based on using properties a)—c) of the function Q.

Let x(t) be the solution of equation (7.22) with the initial data z(7) = 0,
#(1) = v > 0. There are two possible cases here. In the first case the function x
monotonically increases as t — 4o00; this solution is either hyperbolic or
parabolic. In the second case, x reaches its maximum X (v,7) and then
decreases to the value x = 0. We introduce the function

-9 oo
i*(+00) + [ Qo(x) dz  in the first case,
0

2
(v, 7) =% 4+
[ Qo(z) dx in the second case,
0
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where

27
1
Qo= /Q(x, 1) dt.
0

The function A~ (v, 7) (when ¢ — —o0) is defined in similar fashion. In the
stationary case, h*(v) = h™(v). In the further analysis an important role is
played by the constant

J= | Qo(z) dx,
/

which exists according to condition c). If @ is independent of time, then J
is the total energy of the parabolic motion. One can show that the h* are
differentiable functions.

On the plane X with polar coordinates v, 7 mod 27 we consider the two
curves IT* = {h*™ = J}. These closed differentiable curves bound on X some
domains R* containing the point v = 0.

Proposition 7.3. If the point (v, T) lies outside (on) I, then the function
x(t) is monotonic and the motion is hyperbolic (respectively, parabolic) as
t — +oo. If the point (v, ) lies inside RT (R™), then x(t) has at least one
zero for t > T (respectively, for t < ).

<1 The inequality ot > J is equivalent to the condition X* (v, 7) = oo, which
in turn implies the equality h*t — J = @2(+00)/2. If #(+00) > 0 (or = 0),
then the motion is hyperbolic (respectively, parabolic). >

According to Proposition 7.3, for points (v,7) in RT the natural map
S: (v,7) — (v, 7') is defined, where 7’ is the zero of the function z(t) nearest
to 7, and v’ is the velocity of the point at the instant 7 (by the symmetry
r — —x we can assume that v’ > 0; see Fig.7.7). Clearly, SRT = R~ and
htoS=nh".

Lemma 7.4. The map S: R™ — R~ preserves area on X.
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<1 Equation (7.22) is of course Hamiltonian with the Hamiltonian function

y2
H(ya Z, t) = ? + U(J?, t)7

where y = 4. Let I" be a closed contour in the domain R™ and let I = S(I).
By the integral invariant theorem we have

j{ydx—Hdt:fydx—Hdt & %UQdT:j{UQdT.
r

r r r
From this assertion one can derive, in particular, the following.

Proposition 7.4. Almost all solutions oscillating in the past are oscillating
in the future, and vice versa.

<1 Let A,, be the set of points (v, 7) € X such that the solution z(t) has
infinitely many zeros for ¢t > 7, and exactly m zeros for ¢t < 7. It is clear that
S(An) = A1, meas (A,,) = meas (A1) (Lemma 7.4), and A N A; =

@ for k # 1. We are interested in the measure of the set A = |J A,,. If
m2=0

meas A,, # 0, then meas A = co. But the measure of A is finite, since this set

is entirely contained in the disc of radius

0o 1/2

2 W/W(x)dx

0
Indeed, multiplying equation (7.24) by & and integrating from 7 to ¢ we obtain

T Qf(t)

v? o 32
— " =—[iQdt= [ Q,t)dt
2 2 / 0/

t

It remains to use the inequality @ < 27W¥(z) for > 0, which follows from
condition e). >

Since the domains RT and R~ have non-empty intersection and their
measures are equal, the boundaries II™ and II~ intersect in at least two
points. We assume in what follows that II* and II~ intersect transversally.
For example, in the case of equation (7.23) for zero value of the eccentricity we
have ITT = IT~ = {v = v/2}. By the symmetry of the problem with respect
to the junction instant 7 = 0, in the general case the curves IIT and I~ have
common points on the ray 7 = 0. One can show that, at least for small values
of e > 0, the curves II™ and II~ intersect at these points transversally.

In a neighbourhood of an intersection point of ITT and II~, the functions
&=h%—Jand n=h~ —J can be chosen as local coordinates on Y. Consider
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Fig. 7.8.

a small square B = {|{| < ¢, |n| < €}. One can show that for small values
of € the set S(BN R*) is a “spiral” winding round the curve I1~, and the
set STY(BN R7) is a similar spiral winding round IT+ (see Fig.7.8). This is
a consequence of the hyperbolicity of the map S (S7!) in a neighbourhood of
the point £ = n = 0: the map S is a compressing map along the n-axis, and
stretching along the ¢-axis (see the details in [2]). The set S(BNRT)NBNR*
consists already of infinitely many connected components. Each of them is
transformed by the map S into a narrow spiral contained inside the spiral
S(B N R*). Tterating the map S both in the positive and in the negative
direction we obtain more and more narrow strips in the square B transversally
intersecting each other. In the limit we obtain a Cantor (perfect and nowhere
dense) set A C B that is invariant under all integer powers of the map S.
Here, the orbit of any point (v, 7) € A (that is, the set S™(v, 7),n € Z) has a
very intricate form, characteristic of a random walk on the set A. The proof
of these assertions can be found in the papers of Alekseev [2]. We illustrate
what was said above by a certain model example.

7.3.2 Symbolic Dynamics

We consider the unit square B = {(z,y) € R?: 0 < 2,y < 1} and define a
map of the square B into itself by the formulae

1
if 0<x<3, then x +— 3z, y.—»g,
) 3 3 (7.24)
if ggxgl, then T — 3x—2, y»—>%+g.
The map S is undefined in the strip 1/3 < < 2/3, 0 < y < 1. The geometric

meaning of the transformation S: B — B is clear from Fig. 7.9.
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UL L

_——_—— e — = d

Fig. 7.9.

Let us determine the structure of the sets S™B C B for n > 1. To obtain
SB we must remove from the square B the horizontal strip [0, 1] x (1/3,2/3).
Removing from the remaining two strips the more narrow strips [0, 1] X
[1/9,2/9] and [0, 1]x[7/9, 8/9] we obtain the set S? B, and so on (see Fig. 7.10).
Continuing this process to infinity we arrive at the set [0, 1]x K9 1) C B (where
Kjo,1) is the Cantor set on the segment [0, 1]), on which all the negative powers
of S are defined. Arguing in exactly the same way we obtain that all the pos-
itive powers of the map S are defined on the set K[ ;] x [0, 1] . Consequently,
all the integer powers of S are defined on the direct product of Cantor sets
A= K[O,l] X K[O,l]'

S S? S ..
— — ——
Fig. 7.10.

So what is the structure of the map S: A — A? In order to answer this
question we introduce the space {2 of sequences w = {w,} of zeros and ones
where n runs over all integer values. We equip {2 with a topology .7 by defining

.. (k) e (k)
convergence as follows: a sequence w'* € {2 converges to w € 2 if wy, ' — w,,

for every n.
Lemma 7.5. The space ({2, T) is homeomorphic to A.

<] Indeed, we can associate with a sequence w, the two numbers

B 2 2520 Ws B 2 2520 W_g

T= I Yy 59 , (7.25)

which obviously belong to Ko 1. It is easy to realize that this correspondence
is a homeomorphism. >

Let T be the map of 2 onto itself that takes w = {w,} to W = {wpi1}
(the shift of all indices by one).
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Theorem 7.11. There exists a homeomorphism f: A — (2 such that the
diagram s
A— A
rl L

T
2 — 0.
18 commutative.

The proof is based on a simple comparison of formulae (7.24) and (7.25).

Thus, with each trajectory {S™(a)}, a € B, n € Z, entirely contained in
the square B we have associated a sequence of symbols w = {w,,} so that to
the action of the map S there corresponds the shift of all symbols by one to
the left. This method of coding trajectories, which goes back to the papers of
Birkhoff, Morse, Hedlund, is a basis of “symbolic dynamics”. One can learn
about it in more detail in the works [2, 481].

Theorem 7.11 has a number of important consequences.

Proposition 7.5. The map S: A — A has the following properties:

1) any two periodic trajectories can be connected by a doubly asymptotic tra-
jectory,

2) the periodic points are dense in A,

3) there exist trajectories that fill A everywhere densely.

<1 Indeed, to a periodic trajectory there corresponds a point (a) =
(-..a,a,a,...) € §2, where a is a finite block of zeros and ones. Suppose
that points (a), (b) € 2 correspond to two periodic trajectories. Then the
sequence (..., a,a,b,b,...) obviously corresponds to the required doubly as-
ymptotic trajectory. Furthermore, with any element w € {2 we can associate
the sequence w™ = (a,) € £2, where a,, = {w_,, . ..,w,}. Clearly, (™) — w.
Finally, consider a point w* € {2 such that the sequence {w}}, starting from
some position, contains all finite blocks of zeros and ones written consecutively

one after another. It is easy to see that the closure of the orbit |J T"w* co-
nez
incides with 2. >

7.3.3 Absence of Analytic Integrals

Theorem 7.12. Under the assumptions of §7.3.1 differential equation (7.24)
does not have a first integral that is analytic in &, x, t and 2w-periodic in t.

<1 If such an integral exists, then the map S: Rt — R~ in §7.3.1 has a non-
constant analytic invariant function f(v, 7). One can show that the restriction
of S to the invariant Cantor set A has the properties listed in Proposition 7.5
(see [2]). In particular, by continuity we have f = const on the set A. It
follows from the method of construction of the perfect set A that for every
point (vg, 79) € {2 there exist two sequences of points in A converging to
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(vo, T0) along two independent directions. Hence the derivatives of all orders
with respect to v and 7 at the point (vo, 7'0) are equal to zero. To complete
the proof it remains to use the analyticity of f. >

In conclusion we make several remarks.

1. Since A is nowhere dense, it is impossible to deduce from this argument
that there are no smooth first integrals.

2. Symbolic dynamics for the restricted (and even unrestricted) three-body
problem in § 7.3.1 was developed in the papers of Alekseev [2]. Using symbolic
dynamics Alekseev has obtained all the logically possible combinations of
types of final motion according to Chazy’s classification.

3. In a neighbourhood of homoclinic periodic trajectories with transver-
sal asymptotic surfaces, an assertion analogous to Theorem 7.11 holds, which
goes back to Birkhoff (1935). A rigorous proof of this assertion is due to Smale
(1965) and Shil’nikov (1967) (see [481]). Note that the proof of the absence of
analytic integrals (Theorem 7.12) is independent of the transversality prop-
erty. However, the presence of non-transversal asymptotic surfaces can have
a strong effect on the qualitative behaviour of the trajectories (see [481]).

4. One can show that the periodic trajectories contained in A are hyper-
bolic and, consequently, non-degenerate. On the other hand, they are dense
in A, and A is a key set in B. Hence the absence of analytic integrals can be
established by Poincaré’s method (see §7.1.2).

7.4 Non-Integrability in a Neighbourhood
of an Equilibrium Position (Siegel’s Method)

Yet another method for proving non-integrability is based on lower estimates
for the coefficients of the power series for formal integrals. Here divergence is
caused by abnormally small denominators, that is, ultimately, by the influence
of the resonances close to the equilibrium position under consideration.

We consider a canonical system of differential equations

OH OH
= I = ——— 1<k< 2
E Yk D ( n) (7.26)

T,
and suppose that H is an analytic function in a neighbourhood of the point
x =y = 0 such that H(0) =0 and dH(0) = 0. Let H = >_ Hj, where H, is

§>2
a homogeneous polynomial of degree s in x and y.

Let A1, ..., Ao, be the eigenvalues of the linearized canonical system with
Hamiltonian Hy. We can assume that A, = — A for 1 < k < n. We consider
the case where the numbers Ay, ..., A, are purely imaginary and independent
over the field of rational numbers.
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In this section we study the complete integrability of equations (7.26) in
a neighbourhood of the equilibrium position x = y = 0 and the convergence
of the Birkhoff normalizing transformation.

We consider the set 7 of all the power series

H=> hpa®y’,  k=(k, ... kn),  s=(s1,-..,50),

converging in some neighbourhood of the point z = y = 0. We introduce in
J the following topology .7: a neighbourhood of a power series H* with
coefficients hjy is defined to be the set of power series with coefficients hy,
satisfying the inequalities |hxs — b | < s, Where i is a sequence of positive
numbers. Choosing arbitrary sequences of positive numbers €5 we get various
neighbourhoods of the point H* € J7.

Theorem 7.13. In any neighbourhood of any point H* € J there exists
a Hamiltonian H such that the corresponding canonical system (7.26) does
not have an integral that is independent of the function H and is analytic in
a neighbourhood of the equilibrium position x =y = 0.

Thus, non-integrable systems are everywhere dense in J#. In particular,
the Hamiltonian systems for which the Birkhoff transformation diverges are
everywhere dense. The idea of the proof of the theorem is as follows. Let

F=>" fraz"y* (7.27)

be a formal integral of equations (7.26) independent of the function H. The
existence of F follows from Birkhoff’s theorem (§5.1.3). One can show that
in any neighbourhood of a point H* € J# there exists a Hamiltonian H to
which there corresponds a formal series (7.27) such that infinitely many of
its coefficients satisfy the estimate |fys| = m™", where m = |k| 4 |s|. This is
achieved by the choice of the eigenvalues A1, ..., A, that are sufficiently fast
approximated by rational numbers. On the other hand, if equations (7.26)
have an analytic integral independent of H, then the estimate |fxs| < em™,
¢ = const, holds. All the details of the proof can be found in [44].

As for divergence of the Birkhoff transformation we have the following
stronger result.

Theorem 7.14 ([45]). The Hamiltonian functions H for which the Birkhoff
transformation converges form in S a subset of the first Baire category® in
the topology T .

More precisely, Siegel proved the existence of a denumerable set of ana-
lytically independent power series @1, @5, . .. in infinitely many variables hy
which converge absolutely for |hgs| < € (for all k, s) and are such that if a

2 That is, it can be represented in the form of a countable union of nowhere dense
sets.
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point H € 7 can be reduced to a normal form by a convergent Birkhoff
transformation, then almost all the @ vanish at this point (except for, possi-
bly, finitely many of them). Since the functions @, are analytic, their zeros are
nowhere dense in JZ. Consequently, the set of points in 7 satisfying at least
one equation &, = 0 is of the first Baire category. If we attempt to investigate
the convergence of the Birkhoff transformation in some concrete Hamiltonian
system, then we have to verify infinitely many conditions. No finite method
is known for this purpose, although all the coefficients of the series @, can be
calculated explicitly. The proof of the theorem is based on a careful analy-
sis of isolated long-periodic solutions in a neighbourhood of the equilibrium
position. Thus, ideologically the proof also goes back to the earlier studies of
Poincaré (see §7.1.2).

Remark 7.5. Let us introduce in the set . the new topology .7’ in which a
neighbourhood of the series with coefficients hj, consists of all the converging
power series with coefficients hys satisfying the inequalities |hys — hj | < € for
|k| + |s| < N, for some ¢ > 0 and N > 3. One can show that with respect to
the topology 7' the set of Hamiltonians with converging Birkhoff transfor-
mations is everywhere dense in J#. Indeed, if we discard the terms of order
higher than N in the formal power series defining the Birkhoff transformation
and then touch up the coefficients of the leading terms of the series of this
Hamiltonian, then we obtain a converging canonical transformation reducing
the Hamiltonian thus modified to a normal form. Note that the topology .7’
is of course much weaker than the topology 7.

Using Siegel’s method one can prove that the non-integrable systems are
everywhere dense in certain subspaces of the space . As an example we
consider the equation

ou
r=—— R" 2
T o7’ HAS s (7 8)

which describes the motion of a material point in a force field with poten-
tial U(z). This equation can of course be written in the Hamiltonian form:

2
i=H),  §=-H H:%+U(m).
Let U(0) = 0 and dU(0) = 0. Then the point x = 0 is an equilibrium position.

We set U = 3 U, and let Uy = Y w? 2 /2. We assume that the frequencies
s=>2
of small oscillations wq, ..., w, are rationally independent.

We introduce the space % of power series

converging in some neighbourhood of the point x = 0. We equip % with the
topology .7 defined above for the space 7.
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Theorem 7.15. The points for which equations (7.28) have no integral F (&, x)
that is analytic in a neighbourhood of the point & = x = 0 and is independent
of the energy integral E = 3% /2 + U(x) are everywhere dense in the space %
with the topology T .

Apparently, the points U € % for which the Birkhoff transformation con-
verges form in % a subset of the first Baire category. The proof of Theo-
rem 7.15 is contained in [28].

In connection with the analysis of normal forms it is useful to bear in
mind the following important circumstance: a divergent Birkhoff transfor-
mation may converge on some analytic invariant manifold A containing the
equilibrium position. The dynamical system on A thus arising is integrable.
A classical example of such a situation is provided by the following.

Theorem 7.16 (Lyapunov). If the ratio As/A1 is not an integer for all
s > 1, then there exists an invertible analytic canonical transformation
(z,y) — (&, 1) which reduces the Hamiltonian H(x,y) to the form

b(p) + O(|¢]?),

where @ is a function of the single variable p = &3 +n3, and ¢ = (&2, ..., &n,
7727 et nn)'

Thus, on the invariant manifold A = {¢ = 0} the Hamiltonian sys-
tem (7.28) reduces to the system with one degree of freedom given by

& =20, = 20,8

Consequently, p = const and & + in1 = cexp (—2iq5’p)t. The phase plane R?
with coordinates £, 7; is foliated into the invariant concentric circles £ +n7 =
p, on which the motion is uniform with frequency @/, depending on p such that
2,(0) = A\1/2.

A similar assertion is also valid in the case where among the eigenvalues
As there is a real pair A1, —A;. In this case, p = &1m1 (see the details in [46]).

Remark 7.6. As shown by Siegel, the condition A\;/A\; € Z for s > 1 in
Lyapunov’s theorem cannot be dropped. Generalizations of this theorem to
the case where this condition is not satisfied can be found in the papers of
Roels [518, 519].

All that was said above, with necessary alterations, can be extended, for
example, to the case of normal forms of Hamiltonian systems in a neighbour-
hood of periodic trajectories. A thorough analysis of convergence of normal-
izing transformations (and not only of Hamilton’s equations) can be found in
Bryuno’s book [153].
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7.5 Branching of Solutions and Absence
of Single-Valued Integrals

In most of the integrated problems of Hamiltonian mechanics the known first
integrals admit continuation to holomorphic or meromorphic functions in the
complex domain of variation of the canonical variables. In this section we show
that branching of solutions of Hamiltonian systems in the plane of complex
time in the general case is an obstruction to the existence of new single-valued
first integrals.

7.5.1 Branching of Solutions as Obstruction to Integrability

Let Dcs = {I € C*: Rel € D C R”, [ImlI| < 6}, let T = C"/27Z"
be the complex torus (over R this is T" x R™) with complex-angle coordi-
nates ¢1,..., ¢, mod 2w, and let F be some neighbourhood of zero in C.
Let H: Dcs x T¢ x E — C be a holomorphic function which takes real
values for real values of I, ¢, ¢ and is such that H(I, ¢, 0) = H(I).

The direct product D¢ s x T¢ is equipped with the simplest symplec-
tic structure, in which Hamilton’s equations with Hamiltonian H have the
canonical form

1 H H
Cclit:_z(p7 %:%; H:H0+€H1+"'. (729)
All the solutions of the system with the Hamiltonian function Hj are single-
valued on the plane of complex time t € C:

For e # 0 the solutions of the “perturbed” equations (7.29), generally speak-
ing, are no longer single-valued. Let « be some closed contour on the plane of
complex time. According to the well-known Poincaré theorem the solutions
of equations (7.29) can be expanded in the power series

I=1"+el*t)+- -, o= +wt+ep )+,

'o)y=---=¢'0)=---=0, (7.30)
converging for sufficiently small values of the parameter ¢ if t € ~.

We say that an analytic vector-function f(¢), ¢t € C, is not single-valued
along the contour + if it undergoes a jump Af = & # 0 after going around the
contour v. For example, if the function I'(¢, I°, ) is not single-valued along
v, then for small values of the parameter € the perturbed solution (7.30) is
also non-single-valued along the contour ~. The jump AI' is obviously equal

to
&= /Qi(t) dt, where D(t) = — oM,
5

8(,0 10, 04w (I0)t ’
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If for fixed values of I the function H; is holomorphic in T¢, then, of course,
& = 0. However, in practically important cases this function has singularities
(say, poles). Therefore we assume the function to be holomorphic only in the
domain D¢ s x £2 x F, where {2 is a connected domain in T¢ containing the
real torus Tg and the closed contour I" which is the image of the contour vy
under the map ¢ = ¢ +w(I%)t, t € 7.

We fix the initial data I°, ¢° and continuously deform the contour 7 so that
the contour I is not crossed by any singular point of the function H. Then,
by Cauchy’s theorem, after going around the deformed contour the function
I*(t) will again change by the same quantity £ # 0. On the other hand, since
the solutions (7.30) are continuous with respect to the initial data, the func-
tion I'(t, I°, ¢°) is not single-valued along the contour v for all nearby values
of 1%, V.

Theorem 7.17 ([324, 27]). Suppose that the following conditions hold:

0%*Hy .
1) det < e > # 0 in Dcg,

2) for some initial data I°, ©° the function I' is not single-valued along a
closed contour v C C{t}.

Then equations (7.29) do not have a complete set of independent formal®
integrals

oo
F, = Z Fi(Ip)e' (1<s<n)
=0

whose coefficients are single-valued holomorphic functions in the direct product
V x 2 C D¢,s x T¢, where V is a neighbourhood of the point I° in D¢ 5.

<l We indicate the main points of the proof of the theorem. As always, first
we show that the functions F§(I, ) are independent of . Let (I, ¢) € D x Ty
and let F§ = @§ + 0. Then &f, ¥ are first integrals of the non-degenerate
unperturbed system. By Lemma 7.1 they are independent of ¢ € Tg. For
¢ € {2 the constancy of the functions F{j follows from the connectedness of
the domain 2 and from the uniqueness of an analytic continuation.

Then we prove that the functions Fj(I),..., F}(I) are dependent in the
domain V' C D¢ . Indeed, since Fy(I, ¢, ¢) is an integral of the canonical
system (7.29), this function is constant on the solutions (7.30). Consequently,
its values at time t € v and after going around the contour 7 coincide:

F§(I°+el*(r)+- ) +eFf(I°+el* (1) + -+, " +wr+epi(r) +-- )+
=F5 (I e(IN(r)+EI0) 4+ ) +eFF (104, QP+ wr o)+
3 We again consider a formal series F = > Fie® to be an integral of the canonical
equations (7.29) if formally {H, F} = 0. It is easy to see that in this case the

composition of the power series (7.30) and 3 Fie’ is a power series with constant
coefficients.
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Expanding this identity in power series in ¢ and equating the coefficients of
the first power of € we obtain

oF§
= < < .
<8I’§> 0, 1<s<n

Since the jump £ is non-zero in a neighbourhood of the point I°, the Jacobian
identically vanishes, that is,

o, L)
in a whole domain V containing the point I°.

On the other hand, applying Poincaré’s method in §7.1 we can prove the
existence of independent integrals

@5(17 907 5) = Z@f(lv 90)51

i>0

with coefficients holomorphic in the domain W x {2 (where W is a small
subdomain of V) such that the functions @}, . .., #% are independent. >

Example 7.1. We again consider the problem of the rapid rotation of a heavy
asymmetric rigid body around a fixed point. The Hamiltonian function H in
this problem is Ho(I)+eH1 (I, p), I € A CR*{I}, p € T? (see §7.1.3). The
perturbing function H; can be represented in the form of a sum

ha(1,1)e"? + ho(I, o1)e "2 + ha(I, ¢1),

such that for fixed values of I € A the functions hs(I, z) (1 < s < 3) are elliptic
(doubly periodic meromorphic functions of z € C). Hence the Hamiltonian H
can be continued to a single-valued meromorphic function on ']I‘(zc.

Let ¢° = 0, and suppose that I° belongs to the Poincaré set of the per-
turbed problem. On the complex plane ¢t € C we consider the closed contour
~ — the boundary of the rectangle ABCD (see Fig.7.11). Here T and T”

A
o D C
1T - -
‘ A
A B o
T t+T

Fig. 7.11.
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are, respectively, the real and purely imaginary periods of the elliptic func-
tions hy(I°, wyz), where w1 = Hy/0I;. The number 7 is chosen so that these
meromorphic functions have no poles on . One can show that the function
I(t, 1I°,0) is not single-valued along the contour v; see [324]. Consequently,
the solutions of the perturbed problem branch in the plane of complex time,
and this is an obstruction to the existence of a new single-valued integral.
Using the branching of solutions one can establish the non-existence of
single-valued analytic integrals for small but fixed values of the parameter
€ # 0 (see [626]). A

7.5.2 Monodromy Groups of Hamiltonian Systems
with Single-Valued Integrals

The existence of non-single-valued solutions can be established not only by
using expansions in series in powers of the small parameter. For this purpose
Lyapunov in 1894 proposed another method based on the analysis of varia-
tional equations for known single-valued solutions [400]. We already applied
Lyapunov’s method in the study of analytic singularities of multiple collisions
in the many-body problem (see §2.2.4). In this subsection we first consider
linear Hamiltonian equations with holomorphic coefficients.

Let H = (z, A(t)z)/2 be a quadratic form in z € C?*, where A(t) is a
given 2n x 2n matrix whose elements are holomorphic functions defined on
some Riemann surface X. For example, if the elements of the matrix A(t)
are meromorphic functions on C, then X is the complex plane punctured
at a certain number of points (poles). The linear Hamilton equations with
Hamiltonian function H have the form

i =T dH = IA(t)z. (7.31)

For a given initial condition z(tg) = 2q, there always exists locally a
uniquely determined holomorphic solution. This solution can be continued
along any curve in X, but in general this continuation is no longer a single-
valued function on X. The branching of solutions of the linear system (7.31)
is described by its monodromy group G: to each element ¢ of the funda-
mental group 71 (X) there corresponds a 2n x 2n matrix T, such that after
going around a closed path in the homotopy class o the value of the function
z(t) becomes equal to T,z(t). If 7 is another element of the group 71 (X), then
Tro = T,T,. Thus the correspondence o — T, defines a group homomorphism
m(X) — G.

We are interested in the problem of the existence of holomorphic integrals
F: C?" x X — C for equation (7.31). Since any integral F(z,t) is constant on
solutions of equations (7.31), for each tg € X the function F\(z, t) is invariant
under the action of the monodromy group G. This property imposes severe
restrictions on the form of first integrals: if the group G is sufficiently “rich”,
then the only invariant functions (integrals) are constants.
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Since system (7.31) is Hamiltonian, the transformations in the monodromy
group are symplectic. The problem of the integrals of groups of symplectic
transformations was studied by Ziglin in [627]. We briefly expound his results.

By Proposition 7.1 the eigenvalues A1, ..., A9, of a symplectic transfor-
mation g: C2" — C?” fall into pairs A\; = )\;}rl, cey Ap = )\gnl. We say that
a transformation g € G is non-resonant if an equality A" -+ - A" = 1 with
mi, ..., My, integers implies that ms = 0 for all s. For n = 1 this condition
means that A is not a root of 1. Let T be a matrix of a non-resonant sym-
plectic map g. Since none of the eigenvalues of the matrix T is equal to 1, the
equation Tz = z has only the trivial solution z = 0.

It is convenient to pass to a symplectic basis for the non-resonant map g:
if z = (z,9), x = (x1,...,2,), ¥y = (Y1, ..., Yn) are the coordinates in this
basis, then g: (z,y) — (Az, A"1y). In this basis the symplectic structure w
has the form > dyi A dxy. It is clear that the map g preserves w. A symplectic
basis exists if the symplectic transformation ¢g has no multiple eigenvalues (this
assertion is proved, for example, in the book [46]).

Let F(z) = Y Fs(z) be an integral of the map g. Then all the homoge-
s>1

neous forms Fj are integrals too. Let Fy(z,y) = Y. fux"y'. Then, clearly,
k+l=s

D fuakyt =) N fuakyl
If g is non-resonant, then s is even and fx; = 0 for k # 1.

Theorem 7.18 ([627]). Let g € G be a non-resonant transformation. If
the Hamiltonian system under consideration has n independent holomorphic
integrals F: C?>" x X — C, then any transformation ¢ € G has the same
fized point as g and takes eigendirections of g to eigendirections. If any k > 2
of the eigenvalues of the transformation g’ do not form on the complex plane
a regular polygon with centre at zero, then g’ commutes with g.

The last condition holds automatically if ¢’ is also non-resonant.

We now prove Theorem 7.18 for the simple but important for applications
case where n = 1. Suppose that the eigenvalues of the map g are not roots of
unity, and let (z, y) = z be a symplectic basis for g. The eigendirections of the
map g are the two straight lines x = 0 and y = 0. It was shown above that
any homogeneous integral of g has the form c¢(xy)®, s € N. Let ¢’ be another
map in the group G. Since the function (zy)® is invariant under the action
of ¢’, the set xy = 0 is invariant under the map ¢’. Since ¢’ is a non-singular
linear map, the point z = y = 0 is fixed, and the map ¢’ either preserves the
eigendirections of the map g, or transposes them. In the first case g’ clearly
commutes with g, and in the second case ¢’ has the form

zay, oy f
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Since the map ¢’ is symplectic, its matrix

5=(3%)

S IS=1, I= <0 _1> ,

satisfies the condition

10

whence a3 = —1. But in this case the eigenvalues of the matrix S are equal
to +i. The points +i¢ form precisely the exceptional regular polygon that is
mentioned in the hypothesis of the theorem. Hence the result.

We now consider the case where the elements of the matrix A(t) are single-
valued doubly periodic meromorphic functions of time ¢ € C having only
one pole inside the parallelogram of periods. We can assume that A(t) is a
meromorphic function on the complex torus X obtained from the complex
plane C as the quotient by the period lattice. We consider two symplectic
maps g and g’ over the periods of the matrix A(t). More precisely, g and
g’ are transformations in the monodromy group which correspond to basis
non-homologous closed paths on X. Suppose that their eigenvalues satisfy the
conditions of Theorem 7.18. Then for equation (7.31) to have n independent
analytic integrals it is necessary that g and ¢’ commute. Consequently, to going
around the singular point (to the element gg’g~'g’~! € G) there corresponds
the identity map of the space C?".

Suppose that a nonlinear Hamiltonian system

t=1IdH, z€C?, (7.32)

has a particular solution zo(¢) that is single-valued on its Riemann surface X.
We set u = z — zo(t). Then equation (7.32) can be rewritten in the form

w=1TH, (20(t))u+--- . (7.33)
The linear non-autonomous equation
w=TH"(t)u

is the variational equation along the solution zo(¢). This equation is of course
Hamiltonian with the Hamiltonian function
1

§<u, H"(t)u).

To the integral H(z) of the autonomous system (7.32) there corresponds the

linear integral
(H'(20(t)), u)

of the variational equations. It can be used, for example, for reducing by one
the number of degrees of freedom of system (7.33).
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Suppose that the nonlinear equation (7.32) has several independent holo-
morphic integrals Fy(z) (1 < s < m). Then equation (7.33) also has first
integrals — the homogeneous forms of the expansions of the functions Fj in
series in powers of wu:

(Fi(z0(t)), u) + -+

These forms are holomorphic functions of v and t in the direct product
C?" x X. We have the following.

Lemma 7.6 ([627]). If equation (7.32) has m independent integrals, then the
variational equation (7.33) has m independent integrals that are polynomials
m u.

Thus, for a Hamiltonian system to be completely integrable in the complex
domain it is necessary that the linear canonical system be integrable.

Following Lyapunov, Ziglin applied these results to the problem of rotation
of a heavy rigid body around a fixed point. It turned out that an additional
holomorphic (and even meromorphic) integral exists only in the three clas-
sical cases of Euler, Lagrange, and Kovalevskaya (which is due to what she
discovered her case, by following Weierstrass’ suggestion to study the absence
of branching). If we fix the zero value for the area constant, then we must also
add the Goryachev—Chaplygin case.

Using this method one can prove the non-integrability of the Hénon—Heiles
Hamiltonian system (Example 5.2, § 5.1.3) not only in the complex, but also in
the real domain. A similar result is valid for the homogeneous two-component
model of the Yang—Mills equations described by the Hamiltonian system with
Hamiltonian

1
H =5 (p} +p3) +aids-

The more difficult question of the existence of an additional real analytic
integral for an arbitrary mass distribution in a rigid body so far remains
open.

Remark 7.7. Since recently there is a renewed interest in integration of differ-
ential equations of mechanics in terms of J-functions (the so-called “algebraic
integrability” ). Finding necessary conditions for algebraic integrability follows
the method of Kovalevskaya which she applied in 1888 in dynamics of a rigid
body. One can learn about the current state of these problems in [57, 58, 216].

7.6 Topological and Geometrical Obstructions
to Complete Integrability of Natural Systems

According to the results of variational calculus, any one-dimensional closed
cycle on the configuration manifold can be realized as the trajectory of a pe-
riodic solution of a sufficiently high fixed energy. On the other hand, almost
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all the periodic solutions of a completely integrable system with n degrees
of freedom are situated on n-dimensional tori forming smooth families. Thus,
a sufficiently complicated topological structure of the configuration manifold
of a natural system is an obstruction to its complete integrability. This idea
can be successfully realized in the case of two degrees of freedom.

7.6.1 Topology of Configuration Spaces of Integrable Systems

Let M be a connected compact orientable analytic surface which is the con-
figuration space of a natural mechanical system with two degrees of freedom.
The topological structure of such a surface is well known: this is a sphere with
a certain number ¢ of handles. The number ¢ is a topological invariant called
the genus of the surface.

The state space — the tangent bundle T'M — has the natural structure of a
four-dimensional analytic manifold. We assume that the Lagrangian L = T+V
is a real analytic function on T'M. The total energy H =T — V is of course
constant on the trajectories of the equation of motion [L] = 0.

Theorem 7.19. If the genus of M is greater than 1 (that is, M is not homeo-
morphic to the sphere S? or the torus T?), then the equation of motion does
not have a first integral that is analytic on TM and independent of the energy
integral.

There are numerous well-known examples of integrable systems with con-
figuration space S? or T2. Theorem 7.19 is not valid in the infinitely differen-
tiable case: for any smooth surface M there exists a “natural” Lagrangian L
such that Lagrange’s equation [L] = 0 on T'M has a smooth integral indepen-
dent (more precisely, not everywhere dependent) of the function H (see [28]).

Theorem 7.19 is a consequence of a stronger assertion which establishes the
non-integrability of the equation of motion for fixed sufficiently high values
of the total energy. The precise formulation is as follows. For all h > h* =
max (=V) the level set M), = {H = h} of the total energy is a three-dimen-

sional invariant analytic manifold, on which there naturally arises an analytic
differential equation. We call this equation the reduced equation. The following
theorem holds.

Theorem 7.20 ([28]). If the genus of M is greater than 1, then for all h > h*
the reduced equation on My does not have a first integral that is analytic on
the entire level set Mj,.

Remark 7.8. Theorems 7.19 and 7.20 are also valid in the non-orientable
case if in addition the projective plane RP? and the Klein bottle K are ex-
cluded. Indeed, the standard regular double covering N — M, where N is an
orientable surface, induces a natural system on N, which has an additional
integral if the system on M has a new integral. It remain to observe that the
genus of the surface N is greater than 1 if M is not homeomorphic to RP?
or K.
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Let k be the Gaussian curvature of the Maupertuis Riemannian metric
(ds)? = 2(h+ V)T(dt)? on M. According to the Gauss—Bonnet formula we
have

/ kdo =2nx(M),
M

where x (M) is the Euler characteristic of the compact surface M. If the genus
of M is greater than 1, then x(M) < 0 and, consequently, the Gaussian
curvature is negative on average. If the curvature is negative everywhere,
then the dynamical system on M}, is an Anosov system and, in particular, it
is ergodic on M), (see [4]). These conclusions are also valid in the multidimen-
sional case (only one must require that the curvature be negative in all two-
dimensional directions). Here the differential equation on M} does not have
even a continuous integral, since almost every trajectory is everywhere dense
in Mj. Of course, a curvature that is negative on the average is by far not
always negative everywhere.

We indicate the main points in the proof of Theorem 7.20. According to
the principle of least action, the trajectories on M with total energy h are
geodesics of the Maupertuis Riemannian metric ds. We fix a point z € M and
consider the tangent vectors v € T, M satisfying the equality H(v,z) = h.
Let f: M, — R be a first integral. We say that a vector v is critical if
the value of f at the point (v,x) is critical. First we show that there are
infinitely many different critical velocities. If this is not the case, then the circle
Sy = {v e T,M: H(v,x) = h} is partitioned into finitely many intervals
A; such that all v € A; are non-critical. By Theorem 5.3 to each vector
v € A; there corresponds a unique torus T2 which carries the motion z(t)
with the initial data 2(0) = z, £(0) = v. The union D; = |J T? is obviously

vEA;

diffeomorphic to A; x T2. Let m: TM — M be the natural projection; we
set X; = w(D;). We claim that the homology groups Hy(X;) C Hy(M) cover
“almost the entire” group Hy (M), excepting, possibly, elements in H; (M) that
belong to some finite set of one-dimensional subgroups. This can be deduced
from Gajdukov’s theorem [238]: for any non-trivial class of freely homotopic
paths on M there exists a geodesic semitrajectory ~(¢) outgoing from the
point x and asymptotically approaching some closed geodesic in this homotopy
class. If the velocity 4(0) is not critical, then () is closed. The exceptional
one-dimensional subgroups in H; (M) mentioned above are generated precisely
by the closed geodesics onto which the asymptotic semitrajectories distinct
from them “wind themselves round”. Since the continuous map D; — X;
induces a homomorphism of the homology groups H;(D;) — H;(X;), and
Hy(D;) ~ Z?, the group H(M) is covered by finitely many groups of rank at
most two. It is well known that if » is the genus of M, then H;(M) ~ Z?*.
Since 7 > 1, we arrive at a contradiction.

Thus, there are infinitely many different critical velocities. Since every an-
alytic function on a compact analytic manifold has only finitely many critical
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values, the integral f(v, x) is constant on the circles S,. Consequently, f is a
function on M. Since M is connected and compact, any two of its points can
be connected by a shortest geodesic; hence, f = const.

Remark 7.9. For the case of free motion (where V' = 0) Kolokol’tsov found
another proof of Theorem 7.19 based on introducing a complex-analytic struc-
ture in M [318]. Ideologically this proof goes back to Birkhoff ([14], Ch.II).

On the other hand, as shown by Katok [308], the topological entropy of a
geodesic flow on a closed surface of genus g > 1 is always positive. Since for an
analytic system with an additional analytic integral the topological entropy
is equal to zero (Paternain [495]), we obtain one more path to the proof of
Theorems 7.19 and 7.20.

7.6.2 Geometrical Obstructions to Integrability

Let N be a closed submanifold with boundary on an analytic surface (the
surface is no longer assumed to be compact). We denote by Nj, the set of
all points on M}, which are taken by the map w: TM — M to points in N.
We say that N is geodesically convex if a shortest geodesic of the Maupertuis
metric on M connecting close points of the boundary N is entirely contained
in N.

Theorem 7.21. If on an analytic surface M there exists a compact geodesi-
cally convexr subdomain N with negative Fuler characteristic, then the reduced
system on Mp, does not have an analytic first integral. Moreover, an analytic
integral does not exist even in a neighbourhood of the set Np.

The proof of Theorem 7.21 follows the scheme of arguments indicated
in §7.6.1. An insignificant difference is that instead of the homology group
Hy(M) one uses free homotopy classes of closed paths on M.

Theorem 7.21 was successfully applied by Bolotin for proving the non-
integrability of the problem of the motion of a point in the gravitational field
of n fized centres for n > 2 (see [123]). Recall that to the values n = 1 and
n = 2 there correspond the integrable cases of Kepler and Euler.

Theorem 7.21 has a number of interesting consequences concerning condi-
tions for integrability of geodesic flows on the sphere and on the torus.

Corollary 7.4. Suppose that on a two-dimensional analytic torus there is a
closed geodesic homotopic to zero. Then the geodesic flow generated by the
metric on this torus does not have non-constant analytic integrals.

Of course, by far not every metric on a two-dimensional torus has closed
geodesics homotopic to zero. However, in a number of cases their existence
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4

Fig. 7.12.

can be established using simple considerations of variational nature (see
Fig. 7.12).

Now let M be homeomorphic to the two-dimensional sphere S2. By the
Lyusternik-Shnirel’'man theorem, on S? there always exist three closed non-
self-intersecting geodesics 1, 72, ¥3- It turns out that integrability of the
corresponding flow depends on their mutual disposition.

Corollary 7.5. Suppose that the geodesics 71, 2, v3 do not intersect, and
each of them can be deformed into a point without crossing the other two
geodesics. Then the geodesic flow on S? does not admit a non-trivial analytic
integral.

<l Indeed, in this case the 7; divide S? into several geodesically convex do-
mains, one of which has negative Euler characteristic (Fig.7.13). >

Y
V2

Vs

Fig. 7.13.

In [133] the variational methods were used to find geometric criteria for
non-integrability of somewhat different type for analytic systems whose con-
figuration space is a two-dimensional torus or a cylinder. These criteria were
used to prove the non-integrability of the problem of oscillations of a double
pendulum in a certain domain of variation of the parameters.
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7.6.3 Multidimensional Case

A generalization of Theorem 7.19 to multidimensional reversible systems was
obtained by Tajmanov [571, 572].

Theorem 7.22. Suppose that the configuration space of a natural system with
n degrees of freedom is a connected analytic manifold M™, and the Hamiltonian
function H =T —V is an analytic function in the phase space. If this sys-
tem has n independent analytic integrals, then the Betti numbers satisfy the
iequalities

b (M™) < (Z) (7.34)
If in addition by(M™) = n, then in (7.34) inequalities become equalities.
For k = 1 inequality (7.34) yields
b <n; (7.35)

this inequality was mentioned in the first edition of this book as a conjecture.
For a two-dimensional oriented surface we have b; = 2g, where g is the genus
of the surface. In this case, (7.35) coincides with the inequality ¢ < 1, and
therefore Theorem 7.19 is a special case of Theorem 7.22.

In [571], topological obstructions to integrability were also found in terms
of the fundamental group of the manifold M™: there must be no commutative
subgroups of finite index in this group.

These results relate to topological obstructions to complete integrability of
systems with a “strongly multiply connected” configuration space. Obstruc-
tions to complete integrability of geodesic flows on simply connected mani-
folds were found by Paternain [495, 496]. Based on the well-known results of
Dinaburg, Yomdin, and Gromov on the positivity of the topological entropy of
geodesic flows on manifolds with exponential growth, as A — oo, of the number
of geodesics of length < A connecting pairs of generic points on M, Paternain
showed that the configuration manifold M™ of a completely integrable flow
is of rationally elliptic type. In particular, its Euler—Poincaré characteristic is
non-negative. The main observation in the paper [495] itself is that the topo-
logical entropy of a completely integrable system with an analytic set of first
integrals is equal to zero.

Certain geometrical obstructions to complete integrability of multidimen-
sional reversible systems were found in [134].

7.6.4 Ergodic Properties of Dynamical Systems
with Multivalued Hamiltonians

Apart from ordinary Hamiltonian systems, one can study “systems with mul-
tivalued Hamiltonians” in which, instead of a Hamiltonian function H on a
symplectic manifold, a closed but not exact differential 1-form « is considered
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(which plays the role of dH). A locally “Hamiltonian” vector field is defined
by the form in the same way as it is defined by the form dH in an ordinary
Hamiltonian system. But now there is no genuine first integral, because the
“function” H is defined only locally and only up to a constant summand, and
as it is continued along a closed path it acquired a finite (constant) increment
(which, fortunately, does not affect the Hamiltonian vector field).

In the case of a two-dimensional multiply connected phase space (that is,
for the surface of a torus, of a pretzel, or for a surface of a higher genus g,
that is, a sphere with g handles), the question is about the “phase curves”
defined by the equation “i,a = 0 at each tangent vector v to the curve” (this
condition is an analogue of the law of conservation of energy).

In order to understand the ergodic properties of such systems we consider
the simplest case of a 1-form on a pretzel (a surface of genus 2) with two
hyperbolic (saddle) singular points. A simplified model of this system can
be described as follows. Consider an ordinary two-dimensional torus with a
segment AB on it and two constant (invariant under the torus shifts) vector
fields vy and v_ transversal to this segment. The phase space of the model is
the two-sided surface of the torus with the cut along the segment AB, with the
two sides of the torus glued together along this segment so as this is usually
done for a two-sheet Riemann surface with branching of the second order at
points A and B. On one side of the torus (on the “upper sheet”) the motion
is along the field vy, and on the other side, along v_. When a moving point
reaches the segment of the cut, it passes to the other sheet and continues the
motion there with different velocity.

In this model the phase flow preserves areas. We study this model using
the method of “Poincaré section” (for the secant we can take, for example,
the segment AB extended to a closed curve by a segment connecting B with
A along one of the sides of the original torus). We consider successively the
returns of the phase point to the secant.

Analysing the Poincaré map of the first return of a point of the secant circle
ABA to itself we see that this map can be modelled by the following simple
model. We divide an interval A of a straight line into consecutive intervals
Ay, As, ..., A, We permute these intervals preserving their lengths in some
other order, 4;,, A ., 4;,. We obtain a measure-preserving map of the
interval A onto itself, which is called interval exchange (for n = 2 this is merely
a rotation of the circle obtained from A by identification of the endpoints).

A slight complication of the interval exchange admits in addition turning
over (changing the orientations) of some of the intervals. The question of the
ergodic properties of all such interval exchanges was stated in 1963 in [7] as a
model for studying slow mixing in Hamiltonian systems.

The studies of such systems that followed formed a whole theory, in which
computer experiments gave rise to striking conjectures, and the technique of
Teichmiiller’s theory of moduli spaces of algebraic curves, to no less striking
theorems (although much still remains unknown).

g - -
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To explain what these amazing results are about, it is convenient to return
to the original problem about a multivalued Hamiltonian and consider the
“trajectories” o = 0 for the closed 1-form a on the phase surface of genus g.
The one-dimensional cohomology group of such a surface is R?9 and it is
generated by 2¢g basis closed 1-forms o, ..., agg4.

Integrating these forms along the phase curve o = 0 we lift the curve
to the (homology) space R29, which is equipped with the integer homology
lattice Z29 and the (symplectic integer-valued) form “intersection index”. Nat-
urally, when we integrate along a long segment of the phase curve, we obtain
a long segment in R29, whose length is approximately proportional to the
“time” t of the motion along the phase curve and whose direction is asymp-
totically determined by the “rotation numbers”, that is, by the cohomology
class of the form «. In this sense, the phase curve is approximated by some
straight line in R29.

However, it turns out that the asymptotics of the deviation from this
straight line can be described as follows. In R29 there is a hyperplane R29~!
from which the phase curve is asymptotically less distant than from other
hyperplanes (at a distance of order ¢ as t — 00). Next, in R29~! there is a
hyperplane R29~2 the distance to which varies in wider limits, but less than
for other planes of codimension 2. This deviation is of order ¢72 as t — oo,
and 2 > 1. And so on: we thus obtain a flag of planes of all dimensions from
R29~1 to a Lagrangian plane RY and a set of exponents y; < 73 < - -+ < g of
the deviation asymptotics.

Similar asymptotics can also be defined directly for interval exchange, but
we do not do this here.

An unexpected discovery of Zorich, who carried out computer experiments
with these multivalued Hamiltonian systems and with their models by interval
exchange, is that the asymptotics indicated above not only exist (for almost
all initial points), but are even stable: they are almost always independent
either of the initial point, or the choice of the “Hamiltonian” « in a given
homology class. In the case of interval exchange, analogous stable asymptotics
prove to be independent of the lengths of the intervals of the partition (for
almost all partitions in the sense of Lebesgue measure): these asymptotics are
universal functions of the permutation 41, ..., i, of the intervals (and in the
case of changing orientation, of which of the intervals are turned over). These
experimental discoveries provide one of the rare examples where computer
experiments resulted in genuine mathematical results.

These amazing experimentally discovered universal ergodic properties were
later proved by Zorich and Kontsevich, who also succeeded in obtaining certain
number-theoretic information about the exponents 1, . . ., 74, on the rational-
ity and algebraicity of their combinations, though unfortunately incomplete.

All these achievements are described in detail in the book [89] (especially,
pp. IX—XII and 135-178). Incidentally, this book contains descriptions of many
other applications of ergodic methods to the asymptotic theory of dynamical
systems and their first integrals, of topological and geometrical almost periodic
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and conditionally periodic structures and their averaged statistics, in the study
of which, however, much also remains to be done. Here is a typical example
(“stochastic web” of Zaslavskij). On Euclidean plane of vectors r consider five
wave vectors Vi, whose endpoints form a regular pentagon. Compose the sum
of the five corresponding waves, H = Y cos (1, V). The question is, are there
arbitrarily large level lines of the function H(r) separating zero from infinity?

Apart from the absence of first integrals, the chaotic nature of motion of
complicated systems implies other properties, which may also be naturally
called non-integrability. In this category there are, for example, the absence
of invariant submanifolds (say, of dimension 2) or invariant ideals in the func-
tion algebra, the absence of invariant foliations (say, into two-dimensional sur-
faces), the absence of invariant differential forms (say, closed 1-forms, that is,
“multivalued” integrals), the infinite-dimensionality of the linear spans of the
unions of the vector spaces shifted by the phase flow (say, spaces of functions,
forms, tensor fields, and so on). One can conjecture that many such strong
“non-integrabilities” are typical (even, for example, for a typical Hamiltonian
system with two degrees of freedom near an elliptic equilibrium position). The
first steps in this direction are discussed in Chapter 9.
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Theory of Small Oscillations

The study of the oscillations of a system in a neighbourhood of an equilibrium
position or a periodic motion usually begins with linearization. The linearized
system can be integrated. After this is done, the main properties of the oscil-
lations in the original system can often be determined by using the theory of
Poincaré—Birkhoff normal forms. This theory is an analogue of perturbation
theory (§6.2). The linearized system plays the role of the unperturbed system
with respect to the original one. In this chapter we describe the basic elements
of this approach.

The central problem of theory of small oscillations is the study of stability
of an equilibrium or a periodic motion. There is extensive literature devoted
to stability theory (see the surveys [11, 12, 24]). We consider briefly only some
results of this theory, which enable one to make conclusions on stability based
on studying normal forms. We also describe results related to the problem of
finding converses of Lagrange’s theorem on the stability of an equilibrium in
a conservative field.

8.1 Linearization

We consider a natural Lagrangian system

d (0L oL 1
—| =] ——=—=0, L=T-U(g), T = =(A(q)q, q). 8.1
(%) -5 (@ SA@ad. )

The equilibrium positions of system (8.1) are critical points of the potential
energy U. In order to linearize system (8.1) about the equilibrium position
q = 0 it is sufficient to replace the kinetic energy T by its value T at ¢ = 0,
and the potential energy U by its quadratic part Us in a neighbourhood of
Zero.
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Example 8.1. For a one-dimensional system,

) 1, .
L=a(q)¢*/2—Ulq), Ly =T, -Us = 5(0(12 — bg?),

0*U
a = a(0), b= — ,
(0) 7,
and the linearized equation of motion is ag + bg = 0. VAN

We now consider a Hamiltonian system. Its equilibrium positions are crit-
ical points of the Hamiltonian. In order to linearize a Hamiltonian system
near an equilibrium position it is sufficient to replace the Hamiltonian by its
quadratic part in a neighbourhood of this equilibrium position.

The linearization of a Hamiltonian system near a periodic trajectory is
considered in §8.3.2.

8.2 Normal Forms of Linear Oscillations

8.2.1 Normal Form of a Linear Natural Lagrangian System

We consider a dynamical system with a quadratic Lagrange function Ly =
T, — Uy, Ty > 0. Its oscillations take a particularly simple form in special
coordinates, which are called principal or normal.

Theorem 8.1. A quadratic Lagrange function can be reduced by a linear
change of coordinates Q@ = Cq to a diagonal form

L2:%(Q%+...+Qi)f%(AlQ%+'~'+>\nQi)» (8.2)

and the equations of motion, correspondingly, to the form

Qi = _)‘iQia 1= 1, oy . (83)
The eigenvalues \; are the roots of the characteristic equation

det(B — MA) =0,
1, .. 1
where Ty = §(Aq, q) and Uy = §(Bq, q).

<1 The pair of quadratic forms T» and U, one of which (75) is positive
definite, can be reduced to principal axes by a simultaneous linear change of
variables. The new coordinates can be chosen so that the form 75 is reduced
to the sum of squares. >

Corollary 8.1. A system performing linear oscillations is a direct product of
n linear one-dimensional systems.
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For each one-dimensional system (8.3) there are three possible cases:

1) ;i = w?; the solution is Q = ¢; coswt + ¢ sinwt (oscillations);
2) A; = 0; the solution is @ = ¢; + cot (neutral equilibrium);
3) \i = —k? < 0; the solution is Q = ¢ cosh kt + co sinh kt (instability).

Corollary 8.2. Suppose that one of the eigenvalues is positive: X = w? > 0.
Then the system can perform a periodic oscillation of the form

q(t) = (c1 cos wt + ¢z sin wt)¢,
where £ is an eigenvector corresponding to A\: B& = MNAE.

This periodic motion is called a characteristic oscillation (or a principal
oscillation, or a normal mode), and the number w a characteristic (or princi-
pal, or normal) frequency.

These results are also valid when there are multiple eigenvalues: in contrast
to a general system of differential equations (and even a general Hamiltonian
system), in a natural Lagrangian system no resonant terms of the form ¢ sin wt,
etc., can appear even in the case of multiple eigenvalues (only for A = 0 Jordan
blocks of order 2 appear).

8.2.2 Rayleigh—Fisher—Courant Theorems on the Behaviour
of Characteristic Frequencies when Rigidity Increases
or Constraints are Imposed

Of two linear Lagrangian systems with equal kinetic energies, the more rigid
(or stiff ) is by definition the one that has higher potential energy.

Theorem 8.2. As the rigidity of a system performing small oscillations in-
creases, all the characteristic frequencies increase.

A natural Lagrangian system with n — 1 degrees of freedom is said to be
obtained from a system with n degrees of freedom performing small oscillations
by imposition of a linear constraint if its kinetic and potential energies are
the restrictions of the kinetic and potential energies of the original system to
an (n — 1)-dimensional subspace.

Theorem 8.3. The characteristic frequencies w}, i =1,...,n—1 of the sys-
tem with constraint separate the characteristic frequencies w; of the original
system (Fig.8.1).
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8.2.3 Normal Forms of Quadratic Hamiltonians

We consider a Hamiltonian system with a quadratic Hamiltonian function

OH 1 0 —F
s = [—— R2" H=>(n I= "),
Pl FERT 5122, 2), <En 0 )

The roots of the characteristic equation
det(I2 — AEs,) =0
are called the eigenvalues of the Hamiltonian.

Theorem 8.4. The eigenvalues of the Hamiltonian are situated on the plane
of complex wvariable \ symmetrically with respect to the coordinate cross
(Fig.8.2): if X is an eigenvalue, then X\, —\, —\ are also eigenvalues. The
eigenvalues X, X, —\, —\ have equal multiplicities and the corresponding Jor-
dan structures are the same.

o
7.

X
®
X
Y

Fig. 8.2.

<1 The matrices 12 and (—I12)7 are similar: 12 = I71(—102)"1 (because
I? = -1). >

Corollary 8.3. In a Hamiltonian system stability is always neutral: if an equi-
librium is stable, then the real parts of all the eigenvalues are equal to zero.

Corollary 8.4. If there is a purely imaginary simple eigenvalue, then it re-
mains on the imaginary axis under a small perturbation of the Hamiltonian.
Similarly, a real simple eigenvalue remains real under a small perturbation.

Corollary 8.5. If A = 0 is an eigenvalue, then it necessarily has even multi-
plicity.
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According to Theorem 8.4, eigenvalues can be of four types: real pairs
(a, —a), purely imaginary pairs (ib, —ib), quadruplets (+a =+ ib), and zero
eigenvalues.

For Hamiltonian systems the following assertion replaces the theorem on
reduction of the matrix of a linear differential equation to the Jordan form.

Theorem 8.5 (Williamson [50]). There exists a real symplectic linear change
of wvariables reducing the Hamiltonian to a sum of partial Hamiltonians
(functions of disjoint subsets of conjugate variables), and the matriz of the
system, correspondingly, to a block-diagonal form. FEach partial Hamiltonian
corresponds either to a real pair, or to an imaginary pair, or to a quadruplet of
eigenvalues, or to a zero eigenvalue. The partial Hamiltonians are determined,
up to a sign, by the Jordan blocks of the operator 12.

The list of partial Hamiltonians is given in [10, 240].

All the eigenvalues of a generic Hamiltonian are simple. To a simple real
pair (a, —a) there corresponds the partial Hamiltonian 5 = —apiqi; to a
simple purely imaginary pair (ib, —ib), the Hamiltonian 5 = +b(p? + ¢}) /2
(the Hamiltonians with the upper and lower sign cannot be transformed into
one another); to a quadruplet (+a =+ ib), the Hamiltonian ¢ = —a(p1q1 +
p2G2) + b(p1g2 — p2q1). For an imaginary pair one often uses symplectic polar
coordinates p,p: p = v/2pcosp, ¢ = \/2psin p. Then the Hamiltonian is
H = +bp, where p = (p? + ¢°)/2.

Corollary 8.6. Let A = iw be a simple purely imaginary eigenvalue. Then
the system can perform a periodic oscillation of the form

z = Re (§exp (iw(t +to))),

where € is a corresponding eigenvector: (12 — iwEsy,) & = 0. This motion is
called a characteristic oscillation, and w a characteristic frequency.

Corollary 8.7. If the eigenvalues are all distinct and purely imaginary, then
the Hamiltonian can be reduced to the normal form

1 1
H:§w1(p%+Qf)+"'+§Wn(pi+qu) (84)

or, in symplectic polar coordinates, H = w1p1 + - - - + wppn. The motion is a
sum of characteristic oscillations.

Remark 8.1. If the Hamiltonian has the form (8.4), then the equilibrium is
stable regardless of whether the Hamiltonian is positive definite or not (for
a natural Lagrangian linear system an equilibrium is stable only if the total
energy is positive definite).

It is often necessary to consider not an individual Hamiltonian but a family
depending on parameters. In such a family, for some values of the parame-
ters there can appear singularities: multiple eigenvalues and, correspondingly,
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Jordan blocks of order greater than 1 in the matrix of the system; moreover,
these singularities can even be unremovable by a small change of the fam-
ily of Hamiltonians. For every finite [, the unremovable singularities arising
in [-parameter families of Hamiltonians are indicated in [240]. Also calcu-
lated therein are the versal deformations of these singularities, that is, normal
forms to which any family of quadratic Hamiltonians smoothly depending on
parameters can be reduced in a neighbourhood of singular values of the para-
meters by means of symplectic linear changes of variables smoothly depending
on the parameters. In particular, in a one-parameter family of Hamiltonians,
generally speaking, only the following three singularities occur: a real pair of
multiplicity two, (+a)?, with two Jordan blocks of order 2; an imaginary pair
of multiplicity two, (£ib)?, also with two Jordan blocks of order 2; and a zero
eigenvalue of multiplicity two, (0)2, with one Jordan block of order 2. The
versal deformations of these singularities are:

(£a)?: A = —(a+62)(p1g1 + p2g2) + P1g2 + d1p2q1,

2 .2 2 2
. + 01(q1 +q
(£ib)?: A = i}% + (b+62) (P21 — p1g2) + ¥a (8.5)
2 2
(072 =+ 4 51%

Here d1, 0o are the parameters of the deformations.

8.3 Normal Forms of Hamiltonian Systems
near an Equilibrium Position

8.3.1 Reduction to Normal Form

Let the origin of coordinates be an equilibrium position of an analytic Hamil-
tonian system with n degrees of freedom. Suppose that the eigenvalues of the
quadratic part of the Hamiltonian in a neighbourhood of the equilibrium po-
sition are all distinct and purely imaginary. In accordance with what was said
in §8.1 and §8.2.2, we represent the Hamiltonian in the form

1 1
H=gwi(p}+) + 4 gwa(ph +a2) + Hs + Hat - (8.6)
where H,, is a form of degree m in the phase variables p, q. (Some of the
frequencies w; can be negative.)

Definition 8.1. The characteristic frequencies w1, . . . , w, satisfy a resonance
relation of order [ > 0 if there exist integers k; such that kywi+- - -+ kpw, =0
and |k1| + - - - + |kn| = I. For example, w1 = wy is a relation of order 2.

Definition 8.2. A Birkhoff normal form of degree L for the Hamiltonian is
a polynomial of degree L in symplectic phase variables P, () that is actually
a polynomial of degree [L/2] in the variables p; = (P? + Q?) /2.
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Example 8.2. For a system with two degrees of freedom,

1
H =wip1 +waps + 3 (wnpf + 2wi2p102 + w22pg) (8.7)
is a Birkhoff normal form of degree 4. The terms quadratic in p describe the
dependence of the frequencies of the oscillations on the amplitudes. A

Theorem 8.6 (Birkhoff [14]). Suppose that the characteristic frequencies w;
do not satisfy any resonance relation of order L or less. Then in a neigh-
bourhood of the equilibrium position 0 there exists a symplectic change of
variables (p, q) — (P, Q) fizing the equilibrium position 0 and such that in
the new variables the Hamiltonian function is reduced to a Birkhoff normal
form 3, (p) of degree L up to terms of degree higher than L:

H(p,q) = #1(p)+ R,  R=0(P|+|Q)""". (8.8)

Discarding the non-normalized terms R in (8.8) we obtain an integrable
system whose action—angle variables are the symplectic polar coordinates
pi, ;i defined by

P, = +/2p; cos @, Qi = /2p; sin ¢4, (8.9)

and whose trajectories wind round the tori p = const with frequencies
047,/0p. Most of similar tori, which are invariant under the phase flow, in
the general case exist also in the original system; this follows from the results
of KAM theory (§6.3.6.B).

Birkhoff’s normalization amounts to Lindstedt’s procedure for eliminating
the fast phases (§6.2.2) if we normalize the deviations from the equilibrium
position by a small quantity e (putting p = ep, ¢ = &g, H= H/&?) and pass
to the symplectic polar coordinates.

The normalization procedure is described below for a more general case
(see the proof of Theorem 8.7). The generating function of the normalizing
transformation is constructed in the form of a polynomial of degree L in the
phase variables. A change in the terms of degree [ in the original Hamiltonian
does not change the terms of degree lower than [ in the normal form (and of
degree lower than [ — 1 in the normalizing transformation).

In the absence of resonances, a Hamiltonian is in normal form if and only
if the Poisson bracket of the Hamiltonian and its quadratic part is identically
zero (see Proposition 5.1).

Considering the normalization as L — oo we arrive at the notion of formal
normal form, which was discussed in §5.1.3.

The definition of a normal form must be modified for the case where the
characteristic frequencies satisfy some resonance relations. The same modifica-
tion is also appropriate for nearly resonant frequencies. Let K be a sublattice
of the integer lattice Z" defining the possible resonances (cf. §6.1.1).
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Definition 8.3. A resonant normal form of degree L for the Hamiltonian for
resonances in K is a polynomial of degree L in symplectic variables P;, Q;
which in the polar coordinates (8.9) depends on the phases ¢; only via their
combinations (k, ¢) for k € K.

Theorem 8.7 ([179, 271]). Suppose that the characteristic frequencies do not
satisfy any resonance relations of degree L or less, except, possibly, for rela-
tions (k,w) =0 with k € K. Then in a neighbourhood of the zero equilibrium
position there exists a symplectic change of variables (p, q) — (P, Q) fizing
the zero equilibrium position and such that in the new variables the Hamil-
tonian function reduces to a resonant normal form of degree L for resonances
i K up to terms of degree higher than L.

<0 In the system with Hamiltonian (8.6) we perform the change of variables
with a generating function Pg+ S(P,q), S = S3+---+ Sr. The new Hamil-
tonian has the form

1 1
%:§w1(Pf+Qf)+-~+§wn(P3+Qi)+%+ﬁﬁ+m,

where S; and 77 are forms of degree [ in P, q and in P, @), respectively. The
old and new Hamiltonians are connected by the relation

oS oS

Equating here the forms of the same order in P, ¢ we obtain

(228
— I\ Vaq; Vo

J

)zjﬁ—Fl, 1=3,...,L.

The form Fj is uniquely determined if we know the S,, 77, for v <1 —1. In
the symplectic polar coordinates p, ¢ the last equation takes the form

D - R,
wacp l l

We choose

. fr(p) .
Si=Y i enlitke), kg
where the fy are the coefficients of the Fourier series of F;. Then 7 is in
the required normal form. Thus we can successively determine all the S, 4.
Returning to Cartesian coordinates we obtain the result. >

Suppose that the Hamiltonian is in a resonant normal form. If the rank
of the sublattice K C Z" defining the possible resonances is equal to r, then
the system has n — r independent integrals in involution which are linear
combinations with integer coefficients of the quantities p; = (P? + Q7)/2
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(cf. Theorem 6.15 in Ch.6). In particular, if »r = 1, then the system in the
normal form is integrable.

Resonance normalization amounts to von Zeipel’s procedure for eliminat-
ing the fast non-resonant phases (§6.2.2) if we normalize the deviations from
the equilibrium position by a small quantity € and pass to the symplectic
polar coordinates.

In the presence of resonances, a Hamiltonian is in resonant normal form if
and only if the Poisson bracket of the Hamiltonian and its quadratic part is
identically zero (see Proposition 5.1).

If the matrix of the linearized system is not diagonalizable, then the
quadratic part of the Hamiltonian cannot be reduced to the form (8.4). How-
ever, the nonlinear terms can be reduced to the form indicated in Theorem 8.7;
see [151].

8.3.2 Phase Portraits of Systems with Two Degrees of Freedom
in a Neighbourhood of an Equilibrium Position
at a Resonance

Any system with two degrees of freedom whose Hamiltonian is in resonant
normal form is integrable. One can reduce such a system to a system with one
degree of freedom depending on the constant value of the first integral as a
parameter, and then draw the phase portraits. If the coefficients of the lower
terms of the normal form are generic, then for the given resonance there are
only finitely many types of phase portraits, and these types are determined by
the lower terms of the normal form. The phase portraits are qualitatively dif-
ferent only for finitely many resonances. Description of the portraits provides
exhaustive information about the motion near the resonance for systems in
a normal form in the generic case. Correspondingly, we obtain considerable
information on the motion for systems in which the lower terms of the Hamil-
tonian can be reduced to this normal form. Below we give the list of phase
portraits and their bifurcations. For lack of space we confine ourselves to the
case where the frequencies w; and ws have different signs, since this case is
more interesting from the viewpoint of stability theory (if wjws > 0, then
an energy level H = h < 1 is a sphere, and the equilibrium is stable). The
information requisite for constructing these portraits is contained in a series
of papers of Alfriend, Henrard, van der Burgh, Duistermaat, Markeev, Roels,
Sanders, Schmidt, et al. The complete information is presented in [217]. The
portraits for resonances of order higher than 4 can be found in [534].

Let k1, ko be coprime positive coefficients of a resonance relation. There
exist coprime integers l1, lo such that kilo — kol; = 1. In a neighbourhood of
the equilibrium position we pass to the canonical polar coordinates p, ¢ given
by (8.9) and then perform the change of variables

(pla P2, P1, ()02) = (G7 I7 w7 X)
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with the generating function
S = (leol + kzgog) G+ (lltpl + ZQQDQ) I,

so that
P = kip1 + kapa, G = lap1 — lip2,

X = lip1 + lapa, I'= —kap1 + k1p2.

Since by the assumption the Hamiltonian is in a normal form, it is inde-
pendent of x; correspondingly, I is an integral of the problem. We perform the
isoenergetic reduction on an energy level H = h (see [10]); as the new time we
introduce the phase x. We obtain the reduced system with one degree of free-
dom whose Hamiltonian depends on the parameter h. It is the phase portrait
of this system that must be analysed. In the generic case the portrait depends
essentially on one more parameter — the resonance detuning § = kywy + kows.

A neighbourhood of the origin on the plane h, § is partitioned into the
domains corresponding to different types of the phase portrait. These par-
titions for different resonances are shown in Fig.8.3¢-8.8a, and the bifurca-
tions of the phase portrait for going around the origin clockwise are shown
in Fig. 8.36-8.8b, respectively. The numbering of the portraits corresponds to
the numbering of the domains on the plane of parameters. The unnumbered
portraits correspond to the curves separating the domains; they are given only
in Fig.8.3-8.5.

The normal forms for which the bifurcations are given have the form

k

Hyy ey = wip1 +wops + Flpr, p2) + Bpy % p52/% cos (ki1 + kaz + 0).

Here F is a polynomial in py, ps beginning with the quadratic form F5(p1, p2)
(in the Hamiltonian Hs; the term F' must be omitted), and B, )y are con-
stants. The required genericity conditions are B # 0, A = F5(k1, k2) # 0, and,
for the Hamiltonian Hj 1, |A| # 3v/3| B|. The pictures correspond to the case
w1 >0, A >0, B> 0 (this does not cause a loss of generality). The pictures
are given for the following resonant vectors (k1, k2): (2,1) in Fig.8.3; (3,1) in
Fig.8.4 if A < 3V/3B, and in Fig.8.5 if A > 3v/3B; (4,1) in Fig.8.6; (3,2) in
Fig.8.7; and (4,3) in Fig. 8.8. For the resonant vectors (n, 1), n > 5, the bifur-
cations are the same as for (4,1); for (n,2), n > 5, the same as for (3,2) but
the domain (5) is skipped in Fig. 8.7; for (n, 3), n > 5, the same as for (4,3);
and for (n,m), n > 5, m > 4, the same as for (4,3) but the domain (2) is
skipped in Fig.8.8. (Of course, the number of singular points of each type
must be changed taking into account the symmetry of the Hamiltonian). The
axis § = 0 is not a bifurcation line. The positions of the bifurcation lines with
respect to this axis may be different from those shown in the pictures.

We make several further remarks on the presentation of the information.
To ensure that the phase portraits have no singularities, we depicted them
for h > 0 in the polar coordinates \/pz, %/kz, and for h < 0 in the polar
coordinates \/p1, 9 /k1. For h = 0 the phase portrait in Fig. 8.3-8.5 is depicted
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in both sets of coordinates. For h > 0 (h < 0) the portrait may be thought
of as the section of a three-dimensional energy-level manifold by the plane
w1 = 0 (respectively, @2 = 0). To the equilibrium positions on the phase
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portrait there correspond periodic solutions' of the original system with two
degrees of freedom, and to the closed curves there correspond two-dimensional
invariant tori. Here to equilibrium positions obtained from one another by a
rotation by angle 27 /ks in the domain h > 0, or 27/k; in the domain h < 0,
there corresponds one and the same periodic solution piercing the surface of
the section ko times (respectively, ki times). Exactly the same is true for the

two-dimensional tori.

To complete the analysis of resonances in systems with two degrees of free-
dom it remains to consider the resonances that are essential already in the

L For h = 0 to the equilibrium position at the centre of the portrait there corre-

sponds an equilibrium of the original system.
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quadratic terms of the Hamiltonian: the case of multiple eigenvalues and the
case of a zero eigenvalue.

For multiple eigenvalues, in the typical case the matrix of a linear Hamil-
tonian system has two Jordan blocks of order 2 (see § 8.2.3). If there are nearly
multiple eigenvalues, then the quadratic part of the Hamiltonian can be re-
duced to the form (4ib)? in (8.5). According to [561], in this case the terms of
the Hamiltonian of order up to and including 4 can be reduced to the following
form, which is also called a normal form:

o pi+pd) (gt +3)
2 2

+ (@ +3) [D(E+8)+Bpai —piga) +C (p3+p2)], (8:10)

a==1.

+w(p2q1 —p1g2) + +
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The formal normal form is a series in ¢¥ + ¢35, p? + p3, and pag1 — P1ga.
Following [320, 563] we pass to the polar coordinates r, y on the plane g1, g2
and introduce the corresponding momenta P, I defined by

q1 =T COos X, plchostIsinK7
; (8.11)
q2 = rsiny, p2 = Psinx + I cos =.
T
In the new variables the Hamiltonian (8.10) takes the form
1 2, I? 20 2 2, I?
H=_a|P°P+= |+wl+r*|-+Dr*+BI+C|(P°+—= || (812
2 r2 2 r2

Since the Hamiltonian is independent of the angle x, the momentum I is
an integral, and for P, r we obtain a system with one degree of freedom
depending on the two parameters I and . Since we consider a neighbourhood
of the equilibrium position p = ¢ = 0, we can neglect the term Cr?(P%+12/r?)
in (8.12): this term is much smaller than the term in the first bracket in (8.12).
The bifurcation diagram of the resulting system is given in Fig. 8.9 for the case
a=1and D > 0, and in Fig. 8.10 for the case a = 1 and D < 0. It is assumed
that I > 0, which does not cause any loss of generality.

I1=0, =0 I1=0, 3<0

Fig. 8.9.

The left- and right-most phase portraits in Fig.8.9, 8.10 correspond to
I = 0. To ensure that they have no singularities we have to assume that r
takes values of both signs. The curves on the portraits which are symmetric
with respect to the axis 7 = 0 correspond to the same invariant surfaces in
the phase space of the system with two degrees of freedom.
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1=0, 6>0 1=0, 6=<0

Fig. 8.10.

Finally, we consider the case of a zero eigenvalue (a degenerate equilib-
rium). This case appears already in systems with one degree of freedom; it
is such a system that we shall consider.? We assume that in the linearized
system to the zero eigenvalue there corresponds a Jordan block of order 2
(see §8.2.3). If the equilibrium is nearly degenerate, then it cannot be shifted
to the origin by a change of variables that is smooth in the parameters of the
problem. Hence the linear part remains in the Hamiltonian. The terms of the
Hamiltonian of order up to and including 3 can be reduced to the form

(Zp2 3

Suppose that a = 1 and b > 0. The bifurcation of the phase portrait
in the transition from negative § to positive is shown in Fig.8.11. The two
equilibrium positions merge and disappear.

o |

Fig. 8.11.

The diagrams given here exhaust all the resonance-related bifurcations
that occur in one-parameter families of generic Hamiltonians with two degrees
of freedom and can be calculated from the normal form.

2 For two degrees of freedom, the order can be reduced to one by using the integral
corresponding to the non-zero characteristic frequency.
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These diagrams are also useful for a higher number of degrees of freedom.
Indeed, suppose that in a system with n degrees of freedom there is a single
resonance relation approximately satisfied by two frequencies. Then its normal
form has n — 2 integrals p; = const and is reducible to a system with two
degrees of freedom. As a result we obtain one of the normal forms considered
above, whose coefficients depend on the parameters p; < 1.

The study of multiple resonances in systems with many degrees of freedom
is presently in its early stage. In [53] the case with frequency ratio 1: 2 : 1 was
studied, its periodic solutions and additional integrals appearing for special
values of the parameters were found. In [54] it was shown that for the resonance
1 : 2 : 2 the normal form of order 3 has an additional symmetry, and the
corresponding system is completely integrable. In [218] it was shown that for
the resonance 1 : 1 : 2 the normal form of order 3 generates a non-integrable
system.?

8.3.3 Stability of Equilibria of Hamiltonian Systems
with Two Degrees of Freedom at Resonances

Studying the normal form provides considerable information about the motion
of the original system for which the lower terms of the Hamiltonian can be
reduced to this form. For example, if the normal form has a non-degenerate
periodic solution, then the original system has a periodic solution close to that
one. This follows from the implicit function theorem. Most of the invariant
tori that exist for the normal form also exist, in the general case, for the
original system. This follows from the results of KAM theory (one must use
Theorem 6.17 in §6.3). As always in systems with two degrees of freedom, the
existence of invariant tori allows us to draw conclusions on stability.

If the characteristic frequencies of a system with two degrees of freedom do
not satisfy resonance relations of order up to and including 4, then the equilib-
rium is stable (under the additional condition of isoenergetic non-degeneracy);
this result was already discussed in §6.3.6.B. For the remaining finitely many
resonant cases the following result holds.

Theorem 8.8 ([191, 320, 408, 561, 562, 563]). If the characteristic frequencies
satisfy a resonance relation of order < 4, and the conditions of generality of
position of §8.3.2 hold, then the equilibrium of the original system is stable
or unstable simultaneously with the equilibrium of the normal form.

The stability can be proved by using KAM theory, and the instability,
by comparing the rate of moving away from the equilibrium position for the
original system and the normal form, or by constructing a Chetaev function.

3 In these papers it is assumed that to the multiple characteristic frequency there
correspond, in the matrix of the linearized system, four Jordan blocks of order 1,
rather than two blocks of order 2, that is, there is additional degeneracy: to obtain
this case in a generic system four parameters are required.
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In the notation of §8.3.2 we have the following results.

Corollary 8.8 ([408]). For the resonance (2,1) the equilibrium is unstable if
B #0 (Fig.8.3).

Corollary 8.9 ([408]). For the resonance (3,1) the equilibrium is stable if
|A| > 3v/3|B| > 0 (Fig.8.5), and unstable if 0 < |A| < 3v/3 |B| (Fig.8.4).

Corollary 8.10 ([320, 561, 563]). If the linearized system has a multiple non-
zero frequency with a pair of Jordan blocks of order 2, then the equilibrium
of the full system is stable if aD > 0 (Fig.8.9), and unstable if aD < 0
(Fig. 8.10).

Corollary 8.11 ([191, 562]). If the linearized system has a zero characteristic
frequency with a Jordan block of order 2, then the equilibrium of the full system
is unstable if b # 0 (Fig.8.11).

When some of the conditions of generality of position stated above are
violated, the problem of stability was analysed in [191, 408, 561, 562].

The separatrices on the phase portraits of the normal form, generally
speaking, split on passing to the exact system, as described in §6.3.3.B.

8.4 Normal Forms of Hamiltonian Systems
near Closed Trajectories

8.4.1 Reduction to Equilibrium of a System
with Periodic Coefficients

Suppose that a Hamiltonian system with n 4+ 1 degrees of freedom has a
closed trajectory which is not an equilibrium position. Such trajectories are
not isolated but, as a rule, form families. We now reduce the problem of the
oscillations in a neighbourhood of this family to a convenient form.

Proposition 8.1 (see, for example, [154]). In a neighbourhood of a closed
trajectory there exist new symplectic coordinates ¢ mod 2w, J, and z € R?"
such that J = 0 and z = 0 on the trajectory under consideration, and going
around this trajectory changes @ by 2mw; on the trajectory itself, ¢ = const.
In the new coordinates the Hamiltonian function takes the form H = f(J) +
(2, ¢, J), where f’; # 0 and the expansion of J in z, J begins with terms
of the second order of smallness.
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We now perform the isoenergetic reduction (see [10]) choosing, on an en-
ergy level H = h, the phase ¢ for the new time (which we now denote by ).
The Hamiltonian of the problem takes the form F = F(z, ¢, h). For h = 0 the
origin is an equilibrium position of the system. Suppose that this equilibrium
is non-degenerate (all the multipliers are distinct from 1; the degenerate case
is considered in § 8.4.3). Then for small h the system also has a non-degenerate
equilibrium. By a change of variables smooth in the parameter one can shift
this equilibrium to the origin. The Hamiltonian takes the form

P %(E(t, Bz, 2) + Gz, t, h), (8.14)
where the expansion of G in z begins with terms of the third order of smallness;
the Hamiltonian has period 27 in ¢.

We now consider the linearized system.

Theorem 8.9 (see, for example, [614]). A linear Hamiltonian system that
s 2mw-periodic in time can be reduced to an autonomous form by a linear
symplectic change of variables. If the system has no negative real multipliers,
then the reducing change of variables can be chosen to be 2w-periodic in time,
and if the system has negative real multipliers, then 4m-periodic. If the system
depends smoothly on a parameter, then the change of variables can also be
chosen to be smooth in this parameter.

Suppose that all the multipliers of the linearized system lie on the unit cir-
cle and are all distinct. Then, by the theorem stated above and by §8.2.2, the
Hamiltonian (8.14) can be reduced by a linear 2r-periodic change of variables
to the form

1 1
@ =gwr(pitai) +- o+ Jun(n +an) + (0,08 h), (8.15)
where the expansion of ¥ in the phase variables begins with terms of the third
order of smallness, and ¥ has period 27 in time ¢.

8.4.2 Reduction of a System with Periodic Coefficients
to Normal Form

Definition 8.4. The characteristic frequencies wq,...,w, satisfy a reso-
nance relation of order | > 0 for 2mw-periodic systems if there exist integers
ko, k1, ..., kn such that kywy + - -+ kpwn + ko =0 and |ky| + - -+ |kn| = L.

Theorem 8.10 (Birkhoff [14]). Suppose that the characteristic frequencies w;
of the 2m-periodic system (8.15) do not satisfy any resonance relation of order
L or less. Then there is a symplectic change of variables that is 2mw-periodic
in time and reduces the Hamiltonian function to the same Birkhoff normal
form of degree L as if the system were autonomous, with the only difference
that the remainder terms of degree L + 1 and higher depend 2m-periodically
on time.



8.4 Normal Forms of Hamiltonian Systems near Closed Trajectories 419

The normalization procedure is similar to the one described in §8.3.1. If
the system depends smoothly on a parameter, then the normalizing transfor-
mation can also be chosen to be smooth in the parameter.

For resonant cases one uses resonant normal forms. Let K be a sublattice
of the integer lattice Z"*! defining the possible resonances (cf. §6.1.1).

Definition 8.5. A non-autonomous resonant normal form of degree L for a
Hamiltonian for resonances in K is a polynomial of degree L in symplectic
variables P;, ); which in the polar coordinates (8.9) depends on the phases
@; and time t only via their combinations k1o + - -+ + knpn + kot with
(k‘l, .. .,kn,ko) € K.

Theorem 8.11. Suppose that the characteristic frequencies do not satisfy
any resonance relations of order L or less, except, possibly, for relations
kywi + - + kpwn + ko = 0 with (k1,...,kn, ko) € K. Then there exists
a symplectic 2mw-periodic change of variables reducing the Hamiltonian to a
non-autonomous resonant normal form of degree L for resonances in K up to
terms of degree higher than L.

If the rank of the sublattice K is equal to r, then a system in a normal
form for resonances in K has n — r independent integrals in involution which
are linear combinations of the quantities p; = (P? 4+ Q?)/2 with integer coef-
ficients. In particular, if there is only one resonance relation, then the system
is integrable.

8.4.3 Phase Portraits of Systems with Two Degrees of Freedom
near a Closed Trajectory at a Resonance

In a system with two degrees of freedom the oscillations about a closed tra-
jectory are described by a time-periodic system with one degree of freedom
depending on a parameter (§8.4.1). A system having a resonant normal form
for such a problem reduces to a system with one degree of freedom; its phase
portraits can be drawn. If the coefficients of the lower terms of the normal
form are generic, then there exists only finitely many types of phase portraits
for this resonance, and these types are determined by the lower terms of the
normal form. The phase portraits differ qualitatively only for finitely many
resonances. The list of them and the description of the bifurcations that the
portraits undergo when the parameters of the system pass through an exact
resonance are contained in [150, 152] and are reproduced below.

The normal forms Hj , for resonances (k, ko) in the variables p, ¢ =
© + kot/k + 1o have the form

Hs 1, = 6p + Bp®/? cos 31,
Hyp, = 0p + p?A(p) + Bp"/? cos kb, k>4
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Here p and 1 are conjugate phase variables, § = w + ko/k is the resonance
detuning, A is a polynomial in p, and B, vy are constants. The required
genericity conditions are B # 0, A(0) # 0 for k > 4, |A(0)| # |B| for k = 4.
All the coefficients depend also on a parameter h. We assume that ddé/dh # 0,
so that we can use § instead of h. Under these conditions a small change in B
and in the coefficients of A does not cause bifurcations; hence we can ignore
the dependence of A and B on the parameter. We assume that B > 0 and
A(0) > 0; this does not cause any loss of generality.

The metamorphosis of the phase portrait as § increases passing through
zero is shown for k = 3 in Fig.8.12a; for kK = 4 in Fig.8.12b if A(0) < B,
and in Fig.8.12¢ if A(0) > B; and for k =5 in Fig.8.12d.

Ji | XU

AL

VX
U,
N
WV

\_//t
o1
Ve
IS
\Y/
C
e

e

)

)
;
=

o

>
©

I
& @ {

\S>

c d
Fig. 8.12.

For k > 6 the metamorphosis is the same as for & = 5, only there are
2k singular points around the origin, rather than 10. For k£ > 5 these sin-
gular points are at a distance of order v/¢ from the origin. The “oscillation
islands” surrounding stable points have width of order 6(¥=2)/4, Consequently,
for k > 5 these islands occupy only a small proportion of the neighbourhood of
the origin under consideration, and the other phase curves are close to circles.

There are two more resonant cases which are already related to the
quadratic terms of the Hamiltonian. These are the cases where the multi-
pliers of a closed trajectory are equal to —1 or 1.
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If the multipliers are close to —1 (resonance (2, ko)), then in the typical
case the lower terms of the Hamiltonian can be reduced by a 4m-periodic
change of variables to the normal form

2
H:5q2+%+Dq4, a =+l

The metamorphosis is shown in Fig.8.13a for ¢« = 1 and D > 0, and in
Fig.8.13b for a =1 and D < 0.

X 3= |y

Fig. 8.13.

If the multipliers are close to 1 (resonance (1, kg)), then the lower terms
of the Hamiltonian can be reduced to the normal form

2
H:5q2+%+bq3, a==+1.

The metamorphosis is shown in Fig.8.14 (under the assumption that a = 1
and b > 0).

> > |)

Fig. 8.14.
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The phase portraits constructed here allow one to determine many prop-
erties of the original system when its lower terms can be reduced to the corre-
sponding normal form. For example, to non-degenerate equilibrium positions
on the portraits there correspond periodic trajectories of the full system go-
ing over the original periodic trajectory k times. For a resonance of order 3
there is only one such trajectory, it is unstable and merges with the original
one at the instant of the exact resonance (§ = 0). For a resonance of order
k > 5 there are two such trajectories, one is stable, the other is unstable; they
branch off from the original trajectory at passing through the resonance along
the d-axis in one definite direction. For a resonance of order 4, depending on
the values of the parameters, the picture is either the same as for order 3, or as
for order k > 5. At passing through a resonance of order 2 (the multipliers are
equal to —1) the original trajectory loses or acquires stability, and a periodic
trajectory branches off which goes twice over it. Finally, for a resonance of or-
der 1 (the multipliers are equal to 1) the original trajectory vanishes merging
with another trajectory with the same period (or, if we move in the opposite
direction along the parameter, two periodic trajectories are born).

To most of the closed curves on the phase portraits there correspond two-
dimensional invariant tori of the full system carrying conditionally periodic
motions (according to KAM theory).

Under the genericity conditions stated above, the stability or instability
of the original closed trajectory can be determined by using the normal form
(cf. Theorem 8.8). For k = 3 we have instability if B # 0; for k = 4, stability
if |A(0)| > |B| > 0, and instability if 0 < |A(0)| < |B|; for k& > 5, stability
if A(0)B # 0. For the multipliers equal to —1 we have stability if aD > 0,
and instability if aD < 0. For the multipliers equal to 1 we have instability
if ab # 0.

When we pass from the normal form to the exact system, the separatrices
that are present on the phase portraits, generally speaking, split similarly to
what was described in §6.3.3.B.

8.5 Stability of Equilibria in Conservative Fields

8.5.1 Lagrange—Dirichlet Theorem

Theorem 8.12 (Lagrange—Dirichlet). If the potential has a strict local min-
mmum at an equilibrium position, then the corresponding equilibrium state is
stable.

<0 For a Lyapunov function we can take the total mechanical energy. >

The hypothesis of the Lagrange—Dirichlet theorem is not a necessary con-
dition for stability.
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Example 8.3 (Painlevé-Wintner). Consider the infinitely differentiable po-
tential U(q) = (cos ¢~1) exp (—q~2), where q # 0; U(0) = 0. The equilibrium
position ¢ = 0 is stable, although the point ¢ = 0 is of course not a local
minimum of the function U (Fig. 8.15).

Fig. 8.15.
A

In 1892 Lyapunov posed the problem of proving the converse of Lagrange’s
theorem for the case in which the coefficients of the quadratic form T =
>~ aij(q)d;g; and the potential U are analytic functions in a neighbourhood of
the equilibrium position. A detailed survey of papers on Lyapunov’s problem
up to 1983 is contained in [24].

Theorem 8.13. Suppose that the equilibrium position ¢ = 0 is not a local
minimum of an analytic potential U. Then the equilibrium state (¢, q) = (0, 0)
is unstable.

This result was established by Palamodov in [491]. Earlier he proved the
converse of the Lagrange—Dirichlet theorem for systems with two degrees of
freedom.

The proof of Theorem 8.13 is based on the following assertion going back
to Chetaev [180]. We assume that the matrix of kinetic energy (a;(¢)) at the
point ¢ = 0 is the identity matrix. This can be achieved by a suitable linear
change of coordinates.

Lemma 8.1 ([180, 24]). Suppose that in some neighbourhood Q of the point
q = 0 there exists a vector field v such that

1) v e CYQ) and v(0) =0,

2) (V'€ &) 2 (& €) for all €R™ and g € Q,

3) (v,U’) = PU, where P is positive and continuous in Q N{U(q) < 0}.

Then any motion q(-) of the mechanical system with negative energy leaves
the domain Q in finite time.
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Remark 8.2. Let ¢(-) be a motion with zero total energy. If the equilibrium
position ¢ = 0 is isolated, then (under the assumptions of Lemma 8.1) the
point ¢(t) either leaves some domain |q| < €q in finite time, or tends to zero
as t — o0.

The main difficulty in the proof of Palamodov’s theorem is precisely in the
construction of the required field v. This construction is based on the technique
of resolution of singularities, which is often used in algebraic geometry.

Example 8.4. Suppose that U is a quasi-homogeneous function with quasi-
homogeneity exponents aq, ..., a, € N:

UMz, .., A% xy,) = AU(xy, ..., T), aeN.

Then for the field v one can take the field Ag, where A = diag (aq, ..., o).
Indeed, (v, U’) = aU by the Euler formula. A

Remark 8.3. Of special interest is the case where the potential energy has a
non-strict minimum. Laloy and Pfeiffer [365] proved that such critical points
of an analytic potential of a system with two degrees of freedom are unstable
equilibrium positions. This problem is so far unsolved in the multidimensional
case.

The problem of converses to the Lagrange—Dirichlet theorem is interesting
not only in the analytic but also in the smooth case, where the absence of a
minimum of the potential energy is determined by its Maclaurin series. Let

U=U+Up+Ugy1+--- (8.16)

be the formal Maclaurin series of the potential U, where Uy is a homogeneous
form of degree s in q1, . .., ¢,. In a typical situation, of course, k = 3.

If the first form Us does not have a minimum at the equilibrium position
q = 0, then this equilibrium is unstable. In this case one of the eigenvalues is
positive, and therefore the instability follows from the well-known theorem of
Lyapunov.

Therefore we consider the case where Uy > 0. We introduce the plane

T ={q: Ux(q) =0}.

If dim IT = 0, then the form Us is positive definite and therefore the equilib-
rium ¢ = 0 is stable by Theorem 8.12. We assume that dim IT > 1. Let W
be the restriction of the form Uy, in the expansion (8.16) to the plane IT. We
have the following.

Theorem 8.14 ([333]). If the form W} does not have a minimum at the
point ¢ = 0, then this equilibrium is unstable.
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The proof of Theorem 8.14 is based on the following idea: if the equations
of motion have a solution ¢(t) that asymptotically tends to the point ¢ = 0 as
t — 400, then the equilibrium state (g, ¢) = (0, 0) is unstable. Indeed, in view
of the reversibility property, the equations of motion have also the solution
t — q(—t), which asymptotically goes out of the equilibrium position.

Under the hypotheses of Theorem 8.14 an asymptotic solution can be
represented as a series in negative powers of time:

lnt 2
== 1
E: p=r— (8.17)

where x5 € R", and each component of the vector-function z(+) is a polyno-
mial with constant coefficients.

Suppose that Us = 0 and the Maclaurin series (8.16) converges. Then (as
established in [328, 357]) the series (8.17) converges for ¢ > ty. Furthermore,
in the case of odd k the coefficients x; are altogether independent of time.

If Uy # 0, then the series (8.17) are, as a rule, divergent even in the analytic
case.

Example 8.5. Consider the system of equations

. oU L., U y?
The presence of the summand 32 models the case where the kinetic energy is
non-Euclidean. Equations (8.18) have the formal solution

1 1 <= agy, (—=1)™(2n + 5)!
T=om Y=g go T G = s (8.19)

The radius of convergence of the power series for y is zero.
However, equations (8.18) have the following exact asymptotic solutions
corresponding to the formal series (8.19):

o0 oo

sin s
5 ds
s

t t

T=— y(t) = —sint

By performing successive integration by parts, from the last formula we ob-
tain the divergent series (8.19). This series is an asymptotic expansion of the
function y(t) as t — 4o0. A

According to Kuznetsov’s theorem [364], with each series (8.17) formally
satisfying the equations of motion one can associate a genuine solution for
which this series is an asymptotic expansion as t — +o0:

N x 1
q(t) — 4 W:()(W)



426 8 Theory of Small Oscillations

Note that the paper [364] appeared precisely in connection with the discussion
of the range of questions related to Theorem 8.14. Problems of constructing
asymptotic solutions of strongly nonlinear systems of differential equations
are considered in detail in the book [350].

We point out two important consequences of Theorem 8.14.

a) As we already noted, the question of stability of non-degenerate equi-
libria (at which det (8°U/8¢*) # 0) is decided by the Lagrange-Dirichlet
theorem. By Theorem 8.14, degenerate equilibria are unstable in a typical
situation. Indeed, in the general case the expansion (8.16) involves terms of
degree 3, and therefore W3 # 0. It remains to observe that a non-zero form
of degree 3 cannot have a minimum.

b) Equilibria of a mechanical system in a conservative force field with
a harmonic potential (satisfying the Laplace equation AU = 0) are unsta-
ble. A special case is “Earnshaw’s theorem”: an equilibrium of a system of
electric charges in a stationary electric field is always unstable. Before the pa-
pers [328, 357] Earnshaw’s theorem had been proved only for the case where
the eigenvalues of the first approximation are non-zero.

Indeed, harmonic functions are analytic. We expand the potential in the
convergent Maclaurin series:

U=Up+Upii+---, k=2

Suppose that Uy Z 0 (otherwise U = 0 and then all points ¢ will obviously be
unstable equilibrium positions). Clearly, Uy is also a harmonic function. By
the mean value theorem, Uy does not have a minimum at zero, whence the
instability follows (Theorem 8.14).

8.5.2 Influence of Dissipative Forces

Suppose that a mechanical system is in addition acted upon by non-conser-
vative forces F'(q, ¢); the motion is described by Lagrange’s equation

d (OL\ 0L
dt(aq)aqF’ L=T-U. (8.20)

Definition 8.6. We call the force F' a force of viscous friction with total dis-
sipation if F\(¢,0) =0 and (T +U) = F¢ < 0 for ¢ # 0.

Even after addition of forces of viscous friction, the equilibrium positions
will again coincide with the critical points of the potential U. The equilibrium
states that were stable by Lagrange’s theorem remain stable with dissipation
of energy taken into account. Moreover, if the potential is an analytic func-
tion, then these equilibrium states become asymptotically stable. This is the
Kelvin—Chetaev theorem [181].
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Theorem 8.15 (see [327]). Suppose that the point ¢ = 0 is not a local min-
imum of the function U, and U(0) = 0. The equilibrium state (g, ¢) = (0, 0)
of system (8.20) is unstable if one of the following conditions holds:

a) the function U is analytic in a neighbourhood of the point q¢ = 0;

b) the function U is smooth and has no critical points in the domain
Ye={q: U(q) <0, |q| <e} for somee > 0.

In the analytic case condition b) holds automatically.

<1 Consider a motion ¢(-) with negative total energy and therefore with
q(0) € X.. We claim that the point ¢(¢) leaves X, in a finite time. Indeed, on
such a motion we have ¢(t) Z 0. Consequently, the total energy E = T + U
monotonically decreases. If ¢(t) € X, for all ¢ > 0, and E(t) tends to a fi-
nite limit as t — 400, then ¢(¢) — 0. But for small values of the speed the
friction forces are small compared to the conservative forces, which impart a
sufficiently high velocity to the system. >

8.5.3 Influence of Gyroscopic Forces

Suppose that, apart from dissipative forces, the mechanical system is also
acted upon by additional gyroscopic forces

F= “Q(Q7 ')7

where (2 is a closed 2-form (the form of gyroscopic forces; see §3.2). Since
gyroscopic forces do not perform any work, the equilibrium states that were
stable by the Lagrange—Dirichlet theorem remain stable after addition of gyro-
scopic forces. Moreover, if the dissipation is total and the potential U satisfies
the hypotheses of Theorem 8.15, then equilibrium states cannot be stabilized
by adding gyroscopic forces.

Suppose that ¢ = 0 is a non-degenerate equilibrium. Poincaré called the
Morse index of the potential U at this point the degree of instability of the
equilibrium ¢ = 0.

Theorem 8.16 (Kelvin—Chetaev [181]). If the degree of instability is odd,
then this equilibrium cannot be stabilized by adding dissipative and gyroscopic
forces.

The proof is based on verifying the fact that if the degree of instability is
odd, then among the eigenvalues there necessarily exists a positive one.

However, if the degree of instability is even, then such an equilibrium in the
absence of dissipative forces can be stabilized by suitable gyroscopic forces.
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Example 8.6. It is well known that the motion of a charge in an electric E
and magnetic H fields is described by the equation

mv = e(E + %[v, H]), (8.21)

where v = x is the velocity of the charge (x € R3) and c is the speed of
light. We consider a stationary electromagnetic field (when E and H do not
explicitly depend on time). The field E is conservative: E = — grad ¢. The
magnetic component of the Lorentz force is a gyroscopic force: its presence
does not affect the conservation of the total energy

mv2

W = 5 + .
If H = 0, then all the equilibria (stationary points of the potential ¢) are
unstable by Earnshaw’s theorem.

We now give a simple example showing that it is possible to stabilize
unstable equilibria by a stationary magnetic field [347]. Suppose that the
electric field E is created by two equal charges () situated on the xz-axis at
a distance R from the origin O. Then the point O is an unstable equilibrium
position. The potential of the electric field is equal to ¢ + @_, where

—1/2
px=eQ[af +ad+ (R+as)?]
The expansion of the total energy W in the Maclaurin series has the form

m (v} + v3 +v3) _eQ (23 + 23 — 223)

W= 2 R3

If e@ > 0 (which we assume in what follows), then the degree of instability
(the Morse index of the function W at the critical point x = v = 0) is equal
to two. However, if the charges e and @) have opposite signs, then the degree
of instability is odd (equal to one) and a gyroscopic stabilization is impossible
by the Kelvin—Chetaev theorem.

We introduce the magnetic field H = (0, 0, 5), » = const, which of course
satisfies Maxwell’s equations. Since the kinetic energy and the electromagnetic
field are invariant under rotations around the x3-axis, equations (8.21) admit
the Néther integral

ex
b =m(vix2 — V2x1) + — (a:% + x%) .

2c
We seek a Lyapunov function in the form of a combination of integrals W+ A®,
where A = const. Choosing A so that this integral takes minimum value we
obtain the following sufficient condition for the Lyapunov stability:

8Qmc?

H? .
> 6R3 A
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Theorem 8.16 can be extended to systems of the most general form. Let

v be a smooth vector field on R™ = {x}. This field generates the dynamical
system

= v(z), x € R™ (8.22)

Suppose that = 0 is an equilibrium position: v(0) = 0. Then in a neighbour-
hood of this point system (8.22) has the form

i = Az + offe]),

where A is the Jacobi matrix of the field v at the point x = 0. We define the
degree of instability deg (x = 0) of the equilibrium z = 0 to be the number of
eigenvalues of the matrix A with positive real part (counting multiplicities).
This definition generalizes Poincaré’s definition of degree of instability for
classical mechanical systems. In particular, if the degree of instability is odd,
then the characteristic equation det(A — AE) = 0 has a positive root. We say
that the equilibrium x = 0 is non-degenerate if det A # 0.
Suppose that there exists a smooth function F': R™ — R such that

. OF

F < 0.

=—v

or
We say that such a system is dissipative. The function F' kind of plays the
role of the total energy. It is easy to verify that the non-degenerate critical
points of the function F' correspond to the equilibria of system (8.22).

Theorem 8.17 ([341]). Suppose that x = 0 is a non-degenerate equilibrium
which is a non-degenerate critical point of the function F. Then

deg (x =0) =indg F mod 2.

In this equality on the right is the Morse index of the function F' at the
critical point x = 0.

Corollary 8.12. Suppose that F' is a Morse function. Then its critical points
of odd index are unstable equilibria.

This assertion includes the Kelvin—Chetaev theorem (Theorem 8.16). In-
deed, let W =T + U be the energy integral of a reversible system. Its index
at an equilibrium position is obviously odd. This index does not change after
addition of gyroscopic forces. Since W < 0 after addition of dissipative forces,
the instability of the equilibrium follows from Corollary 8.12 of Theorem 8.17.
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Tensor Invariants of Equations of Dynamics

A tensor invariant is a tensor field in the phase space that is invariant under
the action of the phase flow. The most frequently occurring invariants are
first integrals, symmetry fields, invariant differential forms. Closely related to
them there are objects of more general nature: frozen-in direction fields and
integral invariants. Tensor invariants play an essential role both in the theory
of exact integration of equations of dynamics and in their qualitative analysis.

9.1 Tensor Invariants

9.1.1 Frozen-in Direction Fields

Let M be a smooth manifold, v a vector field on M generating the dynamical

system
& =v(x), xeM, (9.1)

and let {g'} be its phase flow.

Let a(x) # 0 be another smooth vector field on M. Passing through each
point « € M there is a unique integral curve of the field a (at each of its
points x this curve is tangent to the vector a(x)). We say that this family of
integral curves is frozen into the flow of system (9.1) if it is mapped into itself
under all transformations g°.

A criterion for the integral curves of the field a to be frozen-in is that the
equality

[a,v] = Aa (9.2)

holds, where [, | is the commutator of vector fields and A is some smooth
function on M.

<1 To prove (9.2) we use the theorem on rectification of the integral curves of
the field a: in some local coordinates z1, . . ., x,, the components of the field a
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have the form 1,0, ..., 0. Condition (9.2) is equivalent to the equalities
ovy Ovg Ovy,
=), =...= "=, 9.3
ory 0xq 0z 6:3)

where the v; are the components of the field v. Since in these coordinates the
integral lines of the field a are given by the equations x; = const, k > 2,
and the components vg, k > 2, are independent of x1, this family of lines is
mapped into itself under the transformations g (see Fig.9.1).

xn .
a

8%

Xy

Fig. 9.1.

Conversely, if relations (9.3) are violated, then some of the components

va, ..., v, of the field v take different values for different values of the coor-
dinate z1, and therefore the phase flow {g'} will distort the coordinate lines
xp = const, k > 2. >

Condition (9.2) for n = 3 was first obtained by Poincaré as a generalization
of Helmholtz’s theorem on the property of the vortex lines (the integral curves
of the field of the curl of the velocity) being frozen into the flow of an ideal
barotropic fluid in a conservative force field. In the non-autonomous case, the
integral curves of the field a(z, t) are considered for fixed values of time ¢, and
condition (9.2) is replaced by the more general condition

% + [a, v] = Aa.

The form of relation (9.2) clearly does not change when the field a is re-
placed by pa, where p is any smooth function of x. Consequently, this relation
is independent of the lengths of the vectors a(x). Thus, equality (9.2) can be
regarded as a condition for the direction field being (invariant) frozen into the
phase flow of the field v.

If A = 0, then the field a is a symmetry field for system (9.1). Note that, in
contrast to the problem of symmetry fields, finding frozen-in direction fields
is a nonlinear problem: apart from the field a in (9.2) the factor A is also an
unknown quantity.
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9.1.2 Integral Invariants

We denote the Lie derivative along the vector field v by L,. By the homotopy
formula we have
Ly, = diy, + iyd,

where i, is the inner product of the field v and the differential form: i,w =
w(v,-).

Let ¢ be a k-form, v a k-chain, and {g},} the phase flow of system (9.1).
We have the following simple formula:

d
— = [ Lyop.
dt|,_, / v / v
gt(v) 2l
Thus, if
L,p =0, (9.4)

then the integral

I[g' ()] = IV VteR. (9.6)

If
Lo = di, (9.7)

where ¢ is some (k — 1)-form, then equality (9.6) is valid for any k-cycle ~:
07 = 0. In this case the integral (9.5) is called a relative integral invariant.

The division of integral invariants into absolute and relative ones, which
was suggested by Poincaré, does not provide for all interesting cases. For
example, it may happen that

Lyp =1, dip =0, (9.8)

and the k-form 1 is not exact. In this case equality (9.4) holds for any k-
dimensional cycle homologous to zero. We say that such an integral invariant
is conditional.

We give a simple example of a linear integral invariant which is conditional
but not relative. In (9.1), let

M?* =T xR = {q mod 2m, p},
& =wv(x): qg=0, p=1; © =pdg.

Then
Ly = i,dp = dgq.
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The form v = dgq is closed but not exact. Hence,
I[g"(7)] = 2m

for any closed contour v “encircling” the cylinder M (for example, for v =
{(0<g<2m, p=0}).

Suppose that a k-form ¢ generates a conditional or relative integral in-
variant. Then to the (k4 1)-form dg there obviously corresponds an absolute
invariant. Indeed,

Lydp = dL,p =dy =0.

This remark is in fact due to Poincaré ([41], §238).

Cartan attaches a somewhat different meaning to the notion of integral
invariant. According to Cartan, absolute integral invariants are generated by
differential forms « such that

iy = iyda = 0. (9.9)

Cartan called such forms integral forms in his book [18]. In view of the ho-
motopy formula, equality (9.9) immediately implies the equality L,o = 0.
Relative integral invariants are generated (according to Cartan) by forms «
such that
iyda = 0. (9.10)

Equality (9.10) yields
Lya = diya + i,da = dj,

where 0 = i,. Thus, we obtain a special case of the relative integral invariant
according to Poincaré.

Cartan’s approach to the theory of integral invariants seems to be more
narrow in comparison with Poincaré’s approach. However, as Cartan wrote
in the introduction to his book, “But it turns out that the notion of integral
form is not essentially different from the notion of integral invariant. It is the
comparison of these two notions that is the basis of the present work”.

The main idea of Cartan is based on extending the phase space M by
adding time ¢ as a new independent variable. In the extended (n + 1)-dimen-
sional space M =M x R, equation (9.1) is replaced by the system

i = v(z), t=1. (9.11)

Proposition 9.1. Suppose that a k-form ¢ generates an absolute invariant
of system (9.1) according to Poincaré. Then system (9.11) admits the absolute
invariant according to Cartan generated by the k-form

a =+ (1) (i) Adt.
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The proof amounts to verifying two equalities: iza = 0 and Lya = 0, where
v is the vector field on the extended space defined by equations (9.11). Propo-
sition 9.1 is in fact due to Cartan ([18], §30); only, rather than the explicit
formula for «, Cartan gives a rule for deriving it: instead of the differentials
dx;, one must substitute the differences dx; — v;dt into the expression for the
form .

As noted by Cartan ([18], §32), Proposition 9.1 is not valid for relative
invariants in the general case. We supplement Cartan’s observation by the
following assertion.

Proposition 9.2. Suppose that a k-form ¢ generates a conditional inte-
gral invariant according to Poincaré of system (9.1): i,de = dip. Then
system (9.11) admits a conditional invariant k-form according to Cartan:
tyda = 0, where

a=p+ (=)l Adt. (9.12)

Cartan himself actually used formula (9.12) in certain concrete situations.
However, in the general case he suggested acting differently ([18], §32): if
system (9.1) admits a conditional invariant, then it also admits an absolute
invariant; after this reduction one can already use Proposition 9.1.

Let o1 be a closed k-dimensional surface in M. By constructing an integral
curve of the vector field v through each point of o; we obtain a (k+ 1)-dimen-
sional tube of trajectories I'. Let oo be another k-dimensional surface lying
on I and homologous to o1 (that is, the cycle o1 — o2 is the boundary of
some piece of I'; see Fig.9.2). In view of condition (9.10), the (k+ 1)-form do
vanishes on I'. Consequently, by Stokes’ theorem we have

[a=]a (9.13)

Now let o1 and o5 be the sections of the tube I' by the hypersurfaces t = t;
and t = t5. Then in equality (9.13) the form « can be replaced by ¢, and we
pass to a Poincaré invariant of the original system (9.1).

v

Fig. 9.2.
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9.1.3 Poincaré—Cartan Integral Invariant

Now let M?" = T*N" be the phase space of a Hamiltonian system with
configuration space N = {x}. We introduce the canonical momenta y € T N
and the 1-form

W:ydl’izykdxk-
1

As noted by Poincaré ([41], §255), Hamilton’s equations

OH . OH

-2 _ % i<k<n, 9.14
o Uk D, n (9.14)

T,
admit the linear relative invariant

/Z Yk d, dy=0 (9.15)

v

(Corollary 1.7 in §1.3.6).

It is interesting to note that the invariant (9.15) is independent of the
Hamiltonian H in equations (9.14). Therefore the invariant (9.15) is some-
times called a universal integral invariant. Lee [374] proved that every linear
universal invariant of Hamilton’s equations may differ from the Poincaré in-
variant (9.15) only by a constant factor. However, this result is of formal
nature. Its proof is based on the analysis of invariance of the integral of one
and the same 1-form ¢ under the phase flows of Hamiltonian systems with
different concrete Hamiltonians.

It is worth emphasizing that Lee’s theorem was proved for the case where
M = R?". If the first Betti number of the phase space M is non-zero, then
this theorem is no longer valid. One can add a closed but not exact 1-form to
the form ¢. Then the value of the integral (9.15) on cycles non-homologous to
zero changes by some non-zero additive constants. In the general case Lee’s
theorem holds only for conditional integral invariants.

Let v be the Hamiltonian vector field defined by the differential equa-
tions (9.14). It is easy to see that system (9.14) can be represented in the
equivalent form

iydp = —dH.

According t