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Preface

As is well-known, the classical Brownian motion is a stochastic process which is self-
similar of index 1/2 and has stationary increments. It is actually the only continuous
Gaussian process (up to a constant factor) to have these two properties that are often
observed in the ‘real life’, for instance in the movement of particles suspended in a
fluid, or in the behavior of the logarithm of the price of a financial asset. More gener-
ally, it is natural to wonder whether there exists a stochastic process which would be
at the same time Gaussian, with stationary increments and selfsimilar, but not neces-
sarily with an index 1/2 as in the Brownian motion case. Such a process happens to
exist, and was introduced by Kolmogorov [27] in the early 1940s for modeling turbu-
lence in liquids. The name fractional Brownian motion (fBm in short), which is the
terminology everyone uses nowadays, comes from the paper by Mandelbrot and Van
Ness [29].

The law of fBm relies on a single parameter H between 0 and 1, the so-called
Hurst parameter or selfsimilarity index. Fractional Brownian motion is interesting
for modeling purposes, as it allows the modeler to adjust the value of H to be as
close as possible to its observations. It is worthwhile noting at this stage, however,
that the picture is not as rosy as it seems. Indeed, except when its selfsimilarity index
is 1/2, fBm is neither a semimartingale, nor a Markov process. As a consequence,
its toolbox is limited, so that solving problems involving fBm is often a non-trivial
task. On the positive side, fBm offers new challenges for the specialists of stochastic
calculus!

The goal of this book is to develop some aspects of fBm (as well as related topics),
without seeking for completeness at all. To be comprehensive would have been an
impossible task to fulfill anyway, given the huge amount of works that are nowadays
dedicated to fBm1. Instead, my guiding thread was to develop the topics I found the
most aesthetic (with all the subjectivity it implies!) by trying to avoid technicalities
as much as possible, in order to show the reader that solving questions involving fBm
may lead to beautiful mathematics. In fact, it was often an excuse for the development
of a more general theory, for which the fBm then becomes a concrete and significant
example.

1 According to MathSciNet, at the time this book is written there is more than one thousand
papers dealing with fBm.
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The plan of the book, which is directed at an audience having a reasonable prob-
ability background (at the level of any of the standard texts) is as follows. Chapter
1 gathers the needed preliminary results; in particular, it recalls the exact definitions
of Gaussian vectors, sequences and processes, as well as their basic properties. It
also contains a proof of the existence of the fBm. Chapter 2 introduces the fBm and
provides some of its main properties. Chapter 3 develops an integration theory with
respect to fBm. When the Hurst parameter is greater than 1/2, it also gives a frame-
work allowing to solve integral equations involving fBm. Chapter 4 is devoted to
the study of the asymptotic behavior of the cumulative distribution function of the
supremum of fBm. In passing, we prove that the supremum of any Gaussian process
roughly behaves like a single Gaussian variable with variance equal to the largest
variance achieved by the entire process. Chapter 5 contains all the definitions and re-
sults on Malliavin calculus that are relevant throughout the sequel. Chapter 6 gives a
complete characterization of CLTs on the Wiener space in terms of “fourth moments
conditions”, by combining Stein’s method with Malliavin calculus. The asymptotic
behavior of the quadratic variation of fBm is then studied in detail. Chapter 7 shows
how fBm (as well as another related process) arises naturally in the large limit of par-
tial sums associated to time series with long-range dependence. Finally, Chapter 8
extends some of the results of Chapter 7 to the free probability context; in particular,
it introduces the reader to a non-commutative counterpart of the fBm.

It is fair to mention that this book is not the only treatise devoted to fBm. Other
references (focusing mainly on different aspects of fBm) include the books by Bi-
agini, Hu, Øksendal and Zhang [3], Cohen and Istas [11], Embrechts and Maejima
[17], Hu [22], Mishura [30], Nualart [45], Pipiras and Taqqu [49], Prakasa Rao [50]
and Samorodnitsky and Taqqu [56]. Also, it is worthwhile noting that the present
book complements in many respects the recent monograph [39] by the author with
Peccati (and viceversa), that only tangentially deals with fBm.

Nancy and Paris, June 2012 Ivan Nourdin
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Chapter 1
Preliminaries

Our aim in this first chapter is to introduce the reader to the realm of Gaussian families
(including vectors, sequences and processes). We start with some very elementary
facts (generally stated without proofs) about Gaussian random variables and vectors,
that are used throughout the book. We next deal with stochastic processes: first in a
wide sense, then by focusing on the Gaussian case only. We conclude this chapter
by proving the existence of the hero of this book, namely the fractional Brownian
motion.

1.1 Gaussian Random Vectors

Here and throughout the book (except in Chapter 8), every random object is defined
on an appropriate probability space .�;F ; P /. The symbols ‘E’, ‘Var’ and ‘Cov’ de-
note, respectively, the expectation, the variance and the covariance associated withP .

Definition 1.1. Let � 2 R and �2 > 0. A real-valued random variable G is said to
have a Gaussian distribution with mean � and variance �2, written G � N .�; �2/,
if its characteristic function is given by

E
�
eitG

� D eit��t2�2=2; 8t 2 R:

Alternatively, we say that G is a Gaussian random variable with mean � and vari-
ance �2. When G � N .0; 1/, we simply say that G is a standard Gaussian random
variable.

The following properties hold.

Proposition 1.1. 1. If G � N .�; 0/, then G D � with probability one.
2. If � ¤ 0, then G � N .�; �2/ has a density f with support equal to R, given by

f .x/ D 1p
2��2

e�.x��/2=.2�2/; x 2 R:

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_1, © Springer-Verlag Italia 2012



2 1 Preliminaries

3. If G � N .�; �2/, then EŒetG � D et�Ct2�2=2 < 1 for all t 2 R.
4. If G1 � N .�1; �

2
1 / and G2 � N .�2; �

2
2 / are independent, then G1 C G2 �

N .�1 C �2; �
2
1 C �2

2 /.
5. If a; b 2 R and G � N .�; �2/, then aG C b � N .a�C b; a2�2/.

Let us now consider the situation where more than one Gaussian random variable is
involved.

Definition 1.2. 1. Let d > 2. A random vectorG D .G1; : : : ; Gd / is said to have a d -
dimensional Gaussian distribution if, for every t1; : : : ; td 2 R, the random variablePd

kD1 tkGk has a one-dimensional Gaussian distribution. When .G1; : : : ; Gd /

has a d -dimensional Gaussian distribution, we say that the random variables
G1; : : : ; Gd are jointly Gaussian or, alternatively, that .G1; : : : ; Gd / is a Gaus-
sian random vector.

2. Let I be an arbitrary set. A Gaussian family indexed by I is a collection of random
variables .Gi /i2I such that, for every d > 2 and every i1; : : : ; id 2 I , the vector
.Gi1 ; : : : ; Gid / has a d -dimensional Gaussian distribution.

It is immediate to check that the distribution of any d -dimensional Gaussian vector
.G1; : : : ; Gd / is uniquely determined by its mean � D .�1; : : : ; �d /, where

�k D EŒGk�; k D 1; : : : ; d;

and its covariance matrix C D .Ck;l /16k;l6d , given by

Ck;l D Cov.Gk; Gl /; k; l D 1; : : : ; d:

One has indeed that, for all t1; : : : ; td 2 R,

E

"

exp

 

i

dX

kD1

tkGk

!#

D exp

8
<

:
i

dX

kD1

tk�k � 1

2

dX

k;lD1

tktlCk;l

9
=

;
: (1.1)

When G D .G1; : : : ; Gd / verifies (1.1), we write G � Nd .�; C /. Thanks to (1.1),
we get an easy-to-check criterion for independence.

Corollary 1.1. Let G D .G1; : : : ; Gd / be a Gaussian random vector. Let J �
¹1; : : : ; dº and set J c D ¹1; : : : ; dº n J . Then, ¹Gj ºj 2J and ¹Gkºk2J c are inde-
pendent if and only if Cov.Gj ; Gk/ D 0 for all j 2 J and k 2 J c .

Since a variance is positive, the covariance matrix C of a Gaussian random vector
.G1; : : : ; Gd / is necessarily such that

dX

k;lD1

tktlCk;l D Var

 
dX

kD1

tkGk

!

> 0; t1; : : : ; td 2 RI

i.e., C is positive in the sense of symmetric matrices. It is a remarkable fact that the
converse implication holds as well.
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Theorem 1.1. Let C D .Ck;l /16k;l6d be a real-valued d � d symmetric positive
matrix. Then, there exists a centered Gaussian random vector G D .G1; : : : ; Gd /

admitting C as covariance matrix (that is, such that EŒGk� D 0 and Cov.Gk; Gl / D
Ck;l for all k; l D 1; : : : ; d ).

Due to Theorem 1.1, we understand the importance to have criterions for a given
symmetric matrix to be positive. This is indeed a crucial task when working in the
Gaussian realm, and we defer this analysis in the subsequent Section 1.3.

1.2 Hermite Polynomials

We introduce a family of polynomials, namely the Hermite polynomials, that allow
to do effective calculations on expectations involving Gaussian random vectors. Let
us start with an auxiliary definition.

Definition 1.3. The linear operator ı W C1 ! C0 is defined as

.ı'/.x/ D x'.x/ � ' 0.x/; x 2 R: (1.2)

We then have the following useful duality formula.

Proposition 1.2. Let G � N .0; 1/ and let '; W R ! R be of class C1 and have
no more than an exponential growth together with their derivatives. Then

EŒ 0.G/'.G/� D EŒ .G/.ı'/.G/�: (1.3)

Proof. An integration by parts (the bracket term is easily shown to vanish) immedi-
ately gives the desired conclusion; indeed,

EŒ 0.G/'.G/� D
Z 1

�1
 0.x/'.x/

1p
2�
e�x2=2dx

D
Z 1

�1
 .x/.ı'/.x/

1p
2�
e�x2=2dx D EŒ .G/.ı'/.G/�: ut

The family of Hermite polynomials is defined as the orbit of 1 (viewed as a con-
stant function) under the action of ı.

Definition 1.4. For any integer k > 1, the kth Hermite polynomial is defined as
Hk D ık1, where 1 indicates the function constantly equal to one and ı is defined by
(1.2). By convention, we also set H�1 D 0 and H0 D 1.

The first few Hermite polynomials are H1 D X , H2 D X2 � 1 and H3 D X3 � 3X .
The next proposition gathers the main properties of these polynomials.

Proposition 1.3. The family .Hk/k2N � RŒX� of Hermite polynomials has the fol-
lowing properties.

1. H 0
k

D kHk�1 and HkC1 D XHk � kHk�1 for all k 2 N.
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2. The family . 1p
kŠ
Hk/k2N is an orthonormal basis of L2.R; 1p

2�
e�x2=2dx/.

3. Let .U; V / be a Gaussian vector with U; V � N .0; 1/. Then, for all k; l 2 N,

EŒHk.U /Hl .V /� D
²
kŠEŒUV �k if k D l

0 otherwise:

Proof. 1. Let D W RŒX� ! RŒX� be the differentiation operator (i.e., DP D P 0),
and recall the definition (1.2) of ı. It is readily checked that Dı � ıD is the identity
operator on RŒX�, that is, .Dı � ıD/P D P for all P 2 RŒX�. More generally, an
easy induction (on k) leads to

Dık � ıkD D kık�1; k > 1:

We deduce that

H 0
k D Dık1 D kık�11 C ıkD1 D kHk�1;

as well as

HkC1 D ıkC11 D ıık1 D ıHk D XHk �H 0
k D XHk � kHk�1:

2. Let G � N .0; 1/. If k > l > 1 (recall the convention H�1 D 0), we can write

EŒHk.G/Hl .G/� D EŒHk.G/.ı
l1/.G/�

D EŒH 0
k.G/.ı

l�11/.G/� by the duality formula (1.3)

D kEŒHk�1.G/Hl�1.G/� by point (1):

By continuing the procedure, we get that the family . 1p
kŠ
Hk/k2N is orthonormal in

L2.R; 1p
2�
e�x2=2dx/. On the other hand, it is immediate to prove (e.g. by induction

through the second equality in (1)) that the polynomial Hk has degree k for any
k 2 N. Hence, to prove the claim at (2) it remains to show that the monomials Xk ,
k 2 N, generate a dense subspace of L2.R; 1p

2�
e�x2=2dx/. For this purpose, it is

sufficient to prove that, if f 2 L2.R; 1p
2�
e�x2=2dx/ satisfies EŒGkf .G/� D 0 for

all k 2 N, then f is equal to zero. For z 2 C, let

�.z/ D EŒf .G/eizG �:

Using the dominated convergence theorem, we immediately see that � is an entire
function, with �.k/.z/ D ikEŒGkf .G/eizG �, k 2 N, z 2 C. Hence, �.k/.0/ D 0
for all k 2 N, that is, � � 0. By the uniqueness of Fourier transforms, this implies
f � 0.

3. For all c 2 R, the function x 7! ecx belongs to L2.R; 1p
2�
e�x2=2dx/. Therefore,

by point (2),

ecx D
1X

kD0

1

kŠ
EŒecGHk.G/�Hk.x/:
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By applying (1.3) repeatedly, we get

EŒecGHk.G/� D EŒecG.ık1/.G/� D ckEŒecG � D cke
c2
2 ;

so that

ecx� c2
2 D

1X

kD0

ck

kŠ
Hk.x/:

For all s; t 2 R, the previous identity yields

1X

k;lD0

skt l

kŠlŠ
EŒHk.U /Hl .V /� D E

" 1X

kD0

sk

kŠ
Hk.U /

1X

lD0

t l

lŠ
Hl .V /

#

D E

�
esU � s2

2 etV � t2
2

�
D e� s2Ct2

2 EŒesU CtV �

D e� s2Ct2

2 e
1
2 EŒ.sU CtV /2� D estEŒU V �

D
1X

kD0

sktk

kŠ
EŒUV �k :

By identifying the coefficients in these two series expansions, we get the formula
in (3). ut

1.3 Gaussian Processes

We now extend the results of Section 1.1 in the level of stochastic processes. Let
T be a given set (viewed as a set of ‘times’); in this book, we will always consider
T D Œ0; T � with T < 1, T D Œ0;1/ or T D R. We recall that a (real-valued)
stochastic processX D .Xt /t2T is merely a collection, indexed by T , of real-valued
random variables defined on the same probability space .�;F ; P /.

Definition 1.5. Let X D .Xt /t2T and Y D .Yt /t2T be two stochastic processes
defined on the same probability space .�;F ; P /. If P.Xt D Yt / D 1 for all t 2 T ,
we say that X and Y are modifications of each other.

Remark 1.1. Let X and Y be modifications of each other. In general, we do not have
that

P.8t 2 T W Xt D Yt / D 1: (1.4)

(Here is an explicit counterexample: for T D Œ0;1/, consider Xt D 0 and Yt D
1¹�Dtº, with � a positive random variable having a density; then P.Xt D Yt / D 1 for
all t > 0, but P.8t > 0 W Xt D Yt / D 0.) We however that

P.8t 2 T \ Q W Xt D Yt / D 1;

from which we deduce that (1.4) holds true whenever X and Y are further con-
tinuous. ut
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Definition 1.6. Let X D .Xt /t2T and Y D .Yt /t2T be two stochastic processes,
possibly defined on two different probability spaces. We say that X and Y have the

same law, and we write X
lawD Y , to indicate that .Xt1 ; : : : ; Xtd / and .Yt1 ; : : : ; Ytd /

have the same law for all d > 1 and all t1; : : : ; td 2 T .

Remark 1.2. It is worthwhile noting that two modificationsX and Y necessarily have
the same law. Indeed, from Definition 1.5 we deduce that P.Xt1 D Yt1 ; : : : ; Xtd D
Ytd / D 1 for all d > 1 and all t1; : : : ; td 2 T , meaning in particular thatX

lawD Y . ut
Definition 1.7. A stochastic process X D .Xt /t2T is said to be Gaussian if, for all
d > 1 and all t1; : : : ; td 2 T , .Xt1 ; : : : ; Xtd / is a Gaussian random vector. The mean
of X is then the function m W T ! R given by m.t/ D EŒXt �, while the covariance
of X is the function 	 W T 2 ! R given by 	.s; t/ D Cov.Xs; Xt /. When m � 0, we
say that X is centered.

Exactly as for Gaussian random vectors, we have the following uniqueness in law
result.

Proposition 1.4. Two Gaussian processes have the same law if and only if they have
the same mean and the same covariance.

Proof. See, e.g., [25, Lemma 11.1]. ut

It is more difficult to cope with the existence problem. We start with a relevant
definition.

Definition 1.8. A symmetric function 	 W T 2 ! R is of positive type if

dX

k;lD1

akal	.tk; tl / > 0

for all d > 1, t1; : : : ; td 2 T and a1; : : : ; ad 2 R.

For example, the symmetric function

	 W Œ0;1/2 ! R; .s; t/ 7! s ^ t D inf.s; t/ (1.5)

is of positive type; indeed, if d > 1, t1; : : : ; td 2 Œ0;1/ and a1; : : : ; ad 2 R are
given, then

dX

k;lD1

akal	.tk; tl / D
dX

k;lD1

akal

Z 1

0
1Œ0;tk �.x/1Œ0;tl �.x/dx (1.6)

D
Z 1

0

� dX

kD1

ak1Œ0;tk �.x/

�2

dx > 0:

The next statement emphasizes three stability properties of symmetric functions
of positive type.
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Proposition 1.5. Let 	1; 	2 W T 2 ! R be two symmetric functions of positive type.
Then, the sum 	1 C	2, the product 	1	2 and the function e�1 �1 are of positive type.

Proof. The statement for the sum is obvious. Let us consider the product. Let d > 1,
t1; : : : ; td 2 T and a1; : : : ; ad 2 R. We have to show that

dX

k;lD1

	1.tk; tl /	2.tk; tl /akal > 0: (1.7)

LetMi D .mi
k;l
/16k;l6d 2 Md .R/, i D 1; 2, be the two symmetric matrices defined

by mi
k;l

D 	i .tk; tl /. It is a well-known fact from Linear Algebra that there exists
an orthogonal matrix P D .pk;l/16k;l6d 2 Md .R/, as well as a diagonal matrix
D D .dk;l /16k;l6d 2 Md .R/ with non-negative entries, such that M1 D PD tP ,
where t � stands for the transpose operator. We then have

dX

k;lD1

	1.tk; tl /	2.tk; tl /akal D
dX

j D1

dj;j

dX

k;lD1

	2.tk; tl / pk;jak pl;jal ;

from which we immediately get that (1.7) holds true, since

dX

k;lD1

	2.tk; tl / pk;jak pl;jal > 0

by positivity of 	2. Finally, because of the previous stability with respect to sum and

product, the function
PN

kD1
.�1/k

kŠ
is of positive type for all N > 1, and so is its

pointwise limit e�1 � 1 as well. ut
The next result explains why the class of symmetric functions of positive type

is of particular interest for Gaussian processes. It represents the exact extension of
Theorem 1.1 to the level of processes.

Theorem 1.2 (Kolmogorov). Consider a symmetric function 	 W T 2 ! R. Then,
there exists a centered Gaussian process X D .Xt /t2T having 	 for covariance
function (that is, such thatEŒXt � D 0 andEŒXsXt � D 	.s; t/ for all s; t 2 T ) if and
only if 	 is of positive type.

Proof. See, e.g., [16, Theorem 12.1.3]. ut

Going back to the function 	 given by (1.5), we deduce that there exists a centered
Gaussian process W D .Wt /t>0 such that EŒWsWt � D s ^ t for all s; t > 0: this is
indeed the classical Brownian motion. Using Corollary 1.1, it is easily checked that
W has independent increments, that is,W.t1/;W.t2/�W.t1/; : : : ;W.td /�W.td�1/

are independent for all d > 1 and td > : : : > t1 > 0. For further use, we also
introduce the two-sided classical Brownian motion W D ¹Wt ºt2R as

Wt D
²
W 1

t if t > 0
W 2�t if t < 0

; (1.8)
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where W 1 and W 2 are two independent (one-sided) classical Brownian motions.
Equivalently, any centered Gaussian process admitting 	 W R2 ! R, .s; t/ 7!
1
2 .jt jCjsj�jt�sj/ for covariance function is a two-sided classical Brownian motion.

1.4 Continuity

Generally, when dealing with a Gaussian process for modeling purposes, we impose
not only a covariance structure, but we also seek for continuous sample paths. The
following lemma is the ideal tool to check this further property.

Lemma 1.1 (Kolmogorov–Čentsov). Fix a compact interval T D Œ0; T � � RC,
and let X D .Xt /t2T be a centered Gaussian process. Suppose that there exists
C; 
 > 0 such that, for all s; t 2 T ,

EŒ.Xt �Xs/
2� 6 C jt � sj�: (1.9)

Then, for all ˛ 2 �0; �
2

	
, there exists a modification Y ofX with ˛-Hölder continuous

paths. In particular, X admits a continuous modification.

Proof. Fix t > s. Since X is Gaussian and centered, we have that

Xt �Xs
lawD
p
EŒ.Xt �Xs/2�G;

where G � N .0; 1/. We deduce from (1.9) that, for all p > 1,

EŒjXt �Xs jp� 6 Cp=2EŒjGjp� jt � sj�p=2:

Therefore, the general version of the classical Kolmogorov–Čentsov lemma (see, e.g.,
[25, Theorem 2.23]) applies and gives the desired result. ut

Remark 1.3. If the process X in Lemma 1.1 is already known to be continuous, then
the conclusion of Lemma 1.1 can be reformulated as: “for all ˛ 2 �

0; �
2

	
, the paths

of X are ˛-Hölder continuous on Œ0; T �”.

1.5 Existence of the Fractional Brownian Motion

In this section, we show the existence of the fractional Brownian motion. Further
properties of fractional Brownian motion are discussed at length in the next Chapter 2.

Proposition 1.6. Let H > 0 be a real parameter. Then, there exists a continuous
centered Gaussian process BH D .BH

t /t>0 with covariance function given by

	H .s; t/ D 1

2

�
s2H C t2H � jt � sj2H

	
; s; t > 0; (1.10)

if and only if H 6 1. In this case, the sample paths of BH are, for any ˛ 2 .0;H/,
˛-Hölder continuous on each compact set.
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Proof. According to Kolmogorov Theorem 1.2, to get our first claim (except for the
continuity property, see below for this), we must show that 	H is of positive type if
and only if H 6 1.

Assume first that H > 1. When t1 D 1, t2 D 2, a1 D �2 and a2 D 1, we have

a2
1	H .t1; t1/C 2a1a2	H .t1; t2/C a2

2	H .t2; t2/ D 4 � 22H < 0:

As a consequence, 	H is not of positive type when H > 1.
The function 	1 is of positive type; indeed, 	1.s; t/ D st so that, for all d > 1,

t1; : : : ; td > 0 and a1; : : : ; ad 2 R,

dX

k;lD1

	1.tk; tl /akal D
� dX

kD1

tkak

�2

> 0:

Consider now the case H 2 .0; 1/. For any x 2 R, the change of variable v D
ujxj (whenever x ¤ 0) leads to the representation

jxj2H D 1

cH

Z 1

0

1 � e�u2x2

u1C2H
du; (1.11)

where cH D R1
0 .1 � e�u2

/u�1�2Hdu < 1. Therefore, for any s; t > 0, we have

s2H C t2H � jt � sj2H

D 1

cH

Z 1

0

.1 � e�u2t2
/.1 � e�u2s2

/

u1C2H
du

C 1

cH

Z 1

0

e�u2t2
.e2u2ts � 1/e�u2s2

u1C2H
du

D 1

cH

Z 1

0

.1 � e�u2t2
/.1 � e�u2s2

/

u1C2H
du

C 1

cH

1X

nD1

2n

nŠ

Z 1

0

tne�u2t2
sne�u2s2

u1�2nC2H
du;

so that, for all d > 1, t1; : : : ; td > 0 and a1; : : : ; ad 2 R,

dX

k;lD1

1

2

�
t2H
k C t2H

l � jtk � tl j2H
	
akal

D 1

2cH

Z 1

0


Pd
kD1.1 � e�u2t2

k /ak

�2

u1C2H
du

C 1

2cH

1X

nD1

2n

nŠ

Z 1

0


Pd
kD1 t

n
k
e�u2t2

kak

�2

u1�2nC2H
du > 0:
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That is, 	H is of positive type when H 2 .0; 1/.
To conclude the proof of Proposition 1.6, suppose thatH 2 .0; 1�, and consider a

centered Gaussian processBH D .BH
t /t>0 with covariance function given by (1.10).

We then have
EŒ.BH

t � BH
s /

2� D jt � sj2H ; s; t > 0;

so that Kolmogorov–Čentsov Lemma 1.1 (see also Remark 1.3) applies and shows
the second claim of Proposition 1.6 (see also Remark 1.2). ut



Chapter 2
Fractional Brownian Motion

Fractional Brownian motion is a stochastic process which deviates significantly from
Brownian motion and semimartingales, and others classically used in probability the-
ory. As a centered Gaussian process, it is characterized by the stationarity of its in-
crements and a medium- or long-memory property which is in sharp contrast with
martingales and Markov processes. The aim of this chapter is to introduce this pro-
cess and to provide some of its main and basic properties.

2.1 Definition

The fractional Brownian motion, which was introduced by Kolmogorov in [27] and
further developed by Mandelbrot and Van Ness in [29], is defined as follows.

Definition 2.1. LetH 2 .0; 1�. A fractional Brownian motion (fBm in short) of Hurst
parameter H is a centered continuous Gaussian process BH D .BH

t /t>0 with co-
variance function

EŒBH
t B

H
s � D 1

2

�
t2H C s2H � jt � sj2H

	
: (2.1)

According to Proposition 1.6, fractional Brownian motion well exists and has
Hölder continuous paths. When H > 1

2 , it is readily checked that its covariance
function verifies

1

2

�
t2H C s2H � jt � sj2H

	 D H.2H � 1/
Z t

0
du

Z s

0
dv jv � uj2H�2: (2.2)

Unfortunately, the useful identity (2.2) is not valid when H 6 1
2 since, in this case,

the kernel jv � uj2H�2 is not integrable.

The following proposition emphasizes two particular values ofH , and shows that
the case H D 1 is somehow trivial. As a consequence, from now on, we will always
assume that 0 < H < 1.

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_2, © Springer-Verlag Italia 2012
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Proposition 2.1. LetBH be a fractional Brownian motion of Hurst indexH 2 .0; 1�.
1. If H D 1

2 then fBm is nothing but a classical Brownian motion.
2. If H D 1 then BH

t D tBH
1 almost surely for all t > 0.

Proof. 1. We immediately see that the covariance of B
1
2 reduces to .s; t/ 7! s ^ t , so

that B
1
2 is a classical Brownian motion.

2. When H D 1, we have, for all t > 0,

EŒ.BH
t � tBH

1 /
2� D EŒ.BH

t /
2� � 2tEŒBH

t B
H
1 �C t2EŒ.BH

1 /
2�

D t2 � t .t2 C 1 � .1 � t /2/C t2 D 0;

that is, BH
t D tBH

1 almost surely. ut

2.2 Basic Properties

Proposition 2.2. Let BH be a fractional Brownian motion of Hurst parameter H 2
.0; 1/. Then:

1. [Selfsimilarity] For all a > 0, .a�HBH
at /t>0

lawD .BH
t /t>0.

2. [Stationarity of increments] For all h > 0, .BH
tCh

� BH
h
/t>0

lawD .BH
t /t>0.

3. [Time inversion] .t2HBH
1=t
/t>0

lawD .BH
t /t>0.

Conversely, any continuous Gaussian process BH D .BH
t /t>0 with BH

0 D 0,
Var.BH

1 / D 1 and such that .1/ and .2/ hold, is a fractional Brownian motion of
index H .

Proof. To prove that points (1), (2) and (3) hold, the way is the same: in these three
cases, it is readily checked that the process in the left-hand side is centered, Gaussian
and has (2.1) for covariance. Proposition 1.4 allows then to conclude. Conversely, let
BH D .BH

t /t>0 be a continuous Gaussian process with BH
0 D 0 and Var.BH

1 / D 1
that further verifies (1) and (2). We must show that BH is centered and has (2.1) for
covariance. From (2) with t D h > 0, we get that EŒBH

2t � D 2EŒBH
t �, whereas

from (1) we infer that EŒBH
2t � D 2HEŒBH

t �. Combining these two equalities gives
EŒBH

t � D 0 for all t > 0. That is, BH is centered. Now, let s; t > 0. We have

EŒBH
s B

H
t � D 1

2

�
EŒ.BH

t /
2�CEŒ.BH

s /
2� � EŒ.BH

t � BH
s /

2�
	

D 1

2

�
EŒ.BH

t /
2�CEŒ.BH

s /
2� � EŒ.BH

jt�sj/
2�
	

because of (2)

D 1

2
EŒ.BH

1 /
2�
�
t2H C s2H � jt � sj2H

	
because of (1)

D 1

2

�
t2H C s2H � jt � sj2H

	
:

The proof of the proposition is done. ut
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2.3 Three Stochastic Representations

In this section, we show that fractional Brownian motion can be represented as a
Wiener integral in (at least) three different ways.

Let us anticipate from Section 5.1 that the Wiener integral of a two-sided Brow-
nian motion W D .Wt /t>0 is nothing but a suitable Gaussian family

²Z

R
f .s/dWs W f 2 L2.R/

³
;

whose law is characterized by the following features:

E

�Z

R
f .u/dWu

�
D 0 (2.3)

E

�Z

R
f .u/dWu

Z

R
g.u/dWu

�
D
Z

R
f .u/g.u/du: (2.4)

The first representation of fBm (obtained in [29]) is the so-called time represen-
tation.

Proposition 2.3. Let H 2 �0; 1
2

	 [ �
1
2 ; 1

	
, set

cH D
s

1

2H
C
Z 1

0

�
.1 C u/H� 1

2 � uH� 1
2
	2
du < 1;

and let W D .Wt /t2R be a two-sided classical Brownian motion, see (1.8). Then,
(any continuous modification of) the process BH D .BH

t /t>0, defined as

BH
t D 1

cH

�Z 0

�1
�
.t � u/H� 1

2 � .�u/H� 1
2
	
dWu C

Z t

0
.t � u/H� 1

2 dWu

�
;

(2.5)

is a fractional Brownian motion of Hurst parameter H .

Proof. We first check that the Wiener integral in (2.5) is well-defined. When u !
�1, one has, for all fixed t > 0,



.t � u/H� 1

2 � .�u/H� 1
2

�2 �
�
H � 1

2

�2

t2.�u/2H�3:

Hence, u 7! �
.t �u/H� 1

2 � .�u/H� 1
2
	2

is integrable at �1 because 2H � 3 < �1.
Since 2H�1 > �1, it is integrable at u ! 0� as well. Therefore, the Wiener integralR 0

�1
�
.t � u/H� 1

2 � .�u/H� 1
2
	
dWu is well-defined. Similarly, one shows that the

constant cH is finite and that the Wiener integral
R t

0 .t � u/H� 1
2 dWu is well-defined.

Consequently, BH
t is well-defined for any t > 0.
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Now, let us show that (any continuous modification of) BH is a fractional Brow-
nian motion of Hurst parameter H . First, using (2.3), it is clear that BH is centered
and Gaussian. Second, observe that

BH
t D 1

cH

Z

R

�
.t � u/H� 1

2 1¹u<tº � .�u/H� 1
2 1¹u<0º

	
dWu:

Fix t > s > 0. By using (2.4) and with v D u � s D .t � s/w, we can write

EŒ.BH
t � BH

s /
2� D 1

c2
H

Z

R

�
.t � u/H� 1

2 1¹u<tº � .s � u/H� 1
2 1¹u<sº

	2
du

D 1

c2
H

Z

R

�
.t � s � v/H� 1

2 1¹v<t�sº � .�v/H� 1
2 1¹v<0º

	2
dv

D .t � s/2H

c2
H

Z

R

�
.1 � w/H� 1

2 1¹w<1º � .�w/H� 1
2 1¹w<0º

	2
dv

D .t � s/2H :

Using moreover that BH
0 D 0, we get that, for any t > s > 0,

EŒBH
s B

H
t � D 1

2

�
EŒ.BH

s � BH
0 /

2�CEŒ.BH
t � BH

0 /
2� �EŒ.BH

t � BH
s /

2�
	

D 1

2

�
s2H C t2H � .t � s/2H

	
;

which leads to the desired conclusion. ut

Remark 2.1. Proposition 2.3 provides an alternative proof for the fact that 	H given
by (1.10) is of positive type when H 2 .0; 1/.

Our second representation of fBm is the spectral representation (also called har-
monizable representation).

Proposition 2.4. Let H 2 �0; 1
2

	 [ �
1
2 ; 1

	
, set

dH D
s

2
Z 1

0

1 � cosu

u2HC1
du < 1;

and let W D .Wt /t2R be a two-sided classical Brownian motion, see (1.8). Then,
(any continuous modification of) the process BH D .BH

t /t>0, defined as

BH
t D 1

dH

 Z 0

�1
1 � cos.ut/

jujHC 1
2

dWu C
Z 1

0

sin.ut/

jujHC 1
2

dWu

!

; (2.6)

is a fractional Brownian motion of Hurst parameter H .
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Proof. First, it is straightforward to check that the Wiener integral in (2.6) is well-
defined. Next, let us show that (any continuous modification of) BH is a fractional
Brownian motion of Hurst parameter H . First, using (2.3), it is clear that BH is
centered and Gaussian. On the other hand, by (2.4) we have, for any t > s,

EŒ.BH
t � BH

s /
2�

D 1

d 2
H

Z 0

�1

�
cos.ut/ � cos.us/

	2

juj2HC1
duC 1

d 2
H

Z 1

0

�
sin.ut/ � sin.us/

	2

juj2HC1
du

D 1

d 2
H

Z 1

0

�
cos.ut/ � cos.us/

	2 C �
sin.ut/ � sin.us/

	2

u2HC1
du

D 2

d 2
H

Z 1

0

1 � cos.u.t � s//
u2HC1

du

D 2.t � s/2H

d 2
H

Z 1

0

1 � cos v

v2HC1
dv D .t � s/2H :

Using moreover that BH
0 D 0, we get that, for any t > s > 0,

EŒBH
s B

H
t � D 1

2

�
EŒ.BH

s � BH
0 /

2�CEŒ.BH
t � BH

0 /
2� �EŒ.BH

t � BH
s /

2�
	

D 1

2

�
s2H C t2H � .t � s/2H

	
;

which leads to the desired conclusion. ut

Finally, the following Proposition 2.5 (see [13, 34]) provides a third representation
of fractional Brownian motion. It shows more precisely that fBm has the form of
a Volterra process, that is, can be represented as BH

t D R t

0 KH .t; s/dWs , where
W D .Wt /t>0 is a classical Brownian motion andKH is an explicit square integrable
kernel.

Proposition 2.5. Let H 2 �0; 1
2

	 [ �
1
2 ; 1

	
and, for t > s > 0, set

KH .t; s/ D

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
:

r
H.2H�1/

R 1
0 .1�x/1�2H xH� 3

2 dx
s

1
2 �H

R t

s
.u � s/H� 3

2uH� 1
2 du

if H > 1
2

r
2H

.1�2H/
R 1

0 .1�x/�2H xH� 1
2 dx

�
h�

t
s

	H� 1
2 .t � s/H� 1

2 � �
H � 1

2

	
s

1
2 �H

R t

s
uH� 3

2 .u � s/H� 1
2 du

i

if H < 1
2

:

Let W D .Wt /t>0 be a classical Brownian motion, and define BH D .BH
t /t>0 by

BH
t D

Z t

0
KH .t; s/dWs : (2.7)
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Then, (any continuous modification of) BH is a fractional Brownian motion of Hurst
parameter H .

Proof. To limit the size of the book, we only do the proof for H 2 . 1
2 ; 1/. (The

case H 2 .0; 1
2 / is slightly more difficult to handle, and we refer to [45, Proposi-

tion 5.1.3] for the details.) So, assume that H > 1
2 . It is straightforward to check

that
R t

0 KH .t; s/
2ds < 1 for all t > 0. Thus, (2.7) is well-defined. On the other

hand, using (2.3), it is clear that BH is centered and Gaussian. Let us now compute
EŒBH

t B
H
s � for t > s. We have, using (2.4),

EŒBH
t B

H
s � (2.8)

D
Z s

0
KH .t; u/KH .s; u/du

D H.2H � 1/
R 1

0 .1 � x/1�2HxH� 3
2 dx

Z s

0
duu1�2H

Z t

u

dy.y � u/H� 3
2 yH� 1

2

�
Z s

u

dz.z � u/H� 3
2 zH� 1

2

D H.2H � 1/
R 1

0 .1 � x/1�2HxH� 3
2 dx

Z t

0
dy yH� 1

2

Z s

0
dz zH� 1

2

�
Z y^z

0
duu1�2H .y � u/H� 3

2 .z � u/H� 3
2 :

(2.9)

Setting a D z_y�u
z^y�u

and then x D y_z
.y^z/a

yields

Z y^z

0
u1�2H .y � u/H� 3

2 .z � u/H� 3
2 du

D jz � yj2H�2
Z 1

z_y
z^y

aH� 3
2 Œa.z ^ y/ � z _ y�1�2Hda

D jz � yj2H�2.yz/
1
2 �H

Z 1

0
xH� 3

2 .1 � x/1�2Hdx: (2.10)

By plugging (2.10) into (2.9) and by using (2.2) as well, we get

EŒBH
t B

H
s � D H.2H � 1/

Z t

0
dy

Z s

0
dzjz � yj2H�2

D 1

2

�
t2H C s2H � jt � sj2H

	
:

The proof of Proposition 2.5 is thus complete. ut
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2.4 Semimartingale Property

In this section, we study the asymptotic behavior of the p-variations of the fractional
Brownian motion. As a byproduct, we will show that fBm is never a semimartingale
except, of course, when it is the classical Brownian motion corresponding toH D 1

2 .
(Recall that a real-valued process is called a semimartingale if it can be decomposed
as the sum of a local martingale and a càdlàg adapted process of locally bounded vari-
ation. For a standard reference on the notion of semimartingale, we refer the reader
to, e.g., the book [51] by Protter.) At this stage however, it is worth to mention the
following surprising result proved in [9] by Cheridito. Suppose that BH is a fBm
with Hurst parameter H 2 .3=4; 1/ and let W be an independent classical Brownian
motion. Then Mt D BH

t C Wt ; t > 0, is a semimartingale! We refer to [9] for the
details.

This being said, let us go back to the goal of this section, that is, showing that
fBm is not a semimartingale except when its Hurst index is 1=2. Using Hermite poly-
nomials, we start with a general preliminary result, which may be viewed as a law of
large numbers for fBm.

Theorem 2.1. Let G � N .0; 1/ and let f W R ! R be a measurable function
such that EŒf 2.G/� < 1. Let BH be a fractional Brownian motion of Hurst index
H 2 .0; 1/. Then, as n ! 1,

1

n

nX

kD1

f .BH
k � BH

k�1/
L2

! EŒf .G/�: (2.11)

Remark 2.2. Using the selfsimilarity property of BH (Proposition 2.2(2)), we imme-
diately deduce that, under the assumptions of Theorem 2.1, we have equivalently that

1

n

nX

kD1

f
�
nH .BH

k=n � BH
.k�1/=n/

	 L2

! EŒf .G/� as n ! 1: (2.12)

Proof of Theorem 2.1. When H D 1
2 , the convergence (2.11) follows, of course, di-

rectly from the classical law of large numbers, due to the independence of increments
in this case. Assume now that H ¤ 1

2 . Since EŒf 2.G/� < 1, we can expand f in
terms of Hermite polynomials (Proposition 1.3.2/), and write:

f .x/ D
1X

lD0

clp
lŠ
Hl .x/; x 2 R: (2.13)

The orthogonality property of Hermite polynomials implies that
P1

lD0 c
2
l

D
EŒf 2.G/� is finite. Also, choosing x D G and taking the expectation in (2.13) leads
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to c0 D EŒf .G/�. Hence

�EŒf .G/�C 1

n

nX

kD1

f .BH
k � BH

k�1/ D 1

n

nX

kD1

�
f .BH

k � BH
k�1/ � EŒf .G/�	

D 1

n

1X

lD1

clp
lŠ

nX

kD1

Hl .B
H
k � BH

k�1/:

We deduce, by using among other Proposition 1.3.3/ to go from the second to the
third line,

E

��
� EŒf .G/�C 1

n

nX

kD1

f .BH
k � BH

k�1/

�2�

D 1

n2

1X

lD1

c2
l

lŠ

nX

k;k0D1

EŒHl .B
H
k � BH

k�1/Hl .B
H
k0 � BH

k0�1/�

D 1

n2

1X

lD1

c2
l

nX

k;k0D1

EŒ.BH
k � BH

k�1/.B
H
k0 � BH

k0�1/�
l

D 1

n2

1X

lD1

c2
l

nX

k;k0D1

�H .k � k0/l ;

with

�H .x/ D �H .jxj/ D 1

2

�jx C 1j2H C jx � 1j2H � 2jxj2H
	
; x 2 Z:

Because �H .x/ D EŒBH
1 .B

H
jxjC1 � BH

jxj/�, we have, by Cauchy-Schwarz, that

j�H .x/j 6
q
EŒ.BH

1 /
2�
q
EŒ.BH

jxjC1 � BH
jxj/2� D 1:

This leads to

E

��
� EŒf .G/�C 1

n

nX

kD1

f .BH
k � BH

k�1/

�2�

6 1

n2

1X

lD1

c2
l

nX

k;k0D1

j�H .k � k0/j D Var.f .G//
1

n2

nX

k;k0D1

j�H .k � k0/j

D Var.f .G//
1

n2

nX

k0D1

n�k0X

kD1�k0

j�H .k/j 6 2 Var.f .G//
1

n

n�1X

kD0

j�H .k/j:

To conclude, it remains to study the asymptotic behavior of
Pn�1

kD1 j�H .k/j. It is
readily checked that �H .k/ � H.2H � 1/k2H�2 as k ! 1. If H < 1

2 then
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Pn�1
kD1 j�H .k/j ! P1

kD1 j�H .k/j < 1 as n ! 1, implying in turn that (2.11)
holds. If H > 1

2 then
Pn�1

kD1 j�H .k/j � H.2H � 1/
Pn�1

kD1 k
2H�2 � Hn2H�1 as

n ! 1, and (2.11) holds as well, because H < 1. ut
As a direct application of the previous proposition, we deduce the following result

about the p-variations of the fBm.

Corollary 2.1. Let BH be a fractional Brownian motion of Hurst parameter H 2
.0; 1/, and let p 2 Œ1;C1/. Then, in L2.�/ and as n ! 1, one has

nX

kD1

ˇ̌
BH

k=n � BH
.k�1/=n

ˇ̌p !

8
ˆ̂
<

ˆ̂
:

0 if p > 1
H

,

EŒjGjp� if p D 1
H

, with G � N .0; 1/,

C1 if p < 1
H
:

Proof. Just apply (2.12) with f .x/ D jxjp . ut
We are now ready to prove that fractional Brownian motion is not a semimartin-

gale, except when its Hurst parameter is 1
2 . This explains why integrating with respect

to it is an interesting and non-trivial problem, see Chapter 3.

Theorem 2.2 (Rogers [53]). LetBH be a fractional Brownian motion of Hurst index
H 2 .0; 1=2/ [ .1=2; 1/. Then BH is not a semimartingale.

Proof. By the selfsimilarity property of BH (Proposition 2.2(1)), it is sufficient to
consider the time interval Œ0; 1�. Let us recall two main features of semimartingales
on Œ0; 1�. If S denotes such a semimartingale, then:

1.
Pn

kD1.Sk=n � S.k�1/=n/
2 ! hSi1 < 1 in probability as n ! 1;

2. if we have, moreover, that hSi1 D 0, then S has bounded variations; in particular,
with probability one, supn>1

Pn
kD1

ˇ̌
Sk=n � S.k�1/=n

ˇ̌
< 1.

The proof is now divided into two parts, according to the value of H with respect
to 1

2 .

• IfH < 1
2 , Corollary 2.1 yields that

Pn
kD1.B

H
k=n

�BH
.k�1/=n

/2 ! 1, so (1) fails,

implying that BH cannot be a semimartingale.
• If H > 1

2 , Corollary 2.1 yields that
Pn

kD1.Bk=n � B.k�1/=n/
2 ! 0. Let p be

such that 1 < p < 1
H

. We then have, still by Corollary 2.1, that
Pn

kD1

ˇ
ˇBH

k=n
�

BH
.k�1/=n

ˇ̌p ! 1. Moreover, because of the (uniform) continuity of t 7! BH
t .!/

on Œ0; 1�, we have

sup
16k6n

ˇ̌
BH

k=n � BH
.k�1/=n

ˇ̌p�1 a.s.! 0:

Hence, using the inequality
nX

kD1

ˇ̌
BH

k=n � BH
.k�1/=n

ˇ̌p

6 sup
16k6n

ˇ̌
BH

k=n � BH
.k�1/=n

ˇ̌p�1 �
nX

kD1

ˇ̌
BH

k=n � BH
.k�1/=n

ˇ̌
;
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we deduce that
Pn

kD1

ˇ
ˇBH

k=n
�BH

.k�1/=n

ˇ
ˇ ! 1. These two facts being in contra-

diction with .2/, BH cannot be a semimartingale. ut

2.5 Markov Property

LetX be a real-valued process. Recall thatX is called a Markov process if it satisfies,
for all Borel set A � R and all real numbers t > s > 0,

P.Xt 2 A jXu; u 6 s/ D P.Xt 2 A jXs/:

For fractional Brownian motion, we have the following result.

Theorem 2.3. LetBH be a fractional Brownian motion of Hurst indexH 2 .0; 1=2/[
.1=2; 1/. Then BH is not a Markov process.

Proof. We proceed by contradiction. Assume that BH is a Markov process. Since it
is a Gaussian process as well, we must have (see, e.g., [25, Proposition 11.7] or [52,
Chapter III, Exercise 1.13]), for all 0 6 s 6 t 6 u, that

EŒBH
s B

H
u �EŒ.B

H
t /

2� D EŒBH
s B

H
t �EŒB

H
t B

H
u �: (2.14)

Choose u D 1 in (2.14), and set, for 0 < s 6 1:

�H .s/ D EŒBH
s B

H
1 � D 1

2

�
1 C s2H � .1 � s/2H

	
> 0: (2.15)

Observe that
EŒBH

s B
H
t �

EŒ.BH
t /

2�
D �H .s=t/; 0 < s 6 t 6 1:

We deduce from (2.14) that

�H .s/ D �H .s=t/�H .t/; 0 < s 6 t 6 1: (2.16)

Set 'H .x/ D log�H .e
�x/ for x > 0 and observe that

'H .0/ D 0 and lim
x!1'H .x/ D �1: (2.17)

Moreover, the functional identity (2.16) implies that

'H .x C y/ D 'H .x/C 'H .y/; x; y > 0;

so that, by differentiating (e.g. with respect to x), the function '0
H is constant over

RC. Using (2.17), we deduce the existence of c > 0 such that 'H .x/ D �c x for all
x > 0. Equivalently

�H .s/ D sc ; 0 6 s 6 1: (2.18)

By differentiating in (2.15), we get that �00
H .s/ D H.2H � 1/

�
s2H�2 � .1 � s/2H�2

	
.

SinceH.2H�1/ ¤ 0 and 2H�2 < 0, we deduce that lims!1 j�00
H .s/j D 1. But we

also have �00
H .s/ D c.c�1/sc�2 by differentiating in (2.18), hence lims!1 j�00

H .s/j D
cjc � 1j ¤ 1, leading to a contradiction.

The proof of the theorem is done. ut
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2.6 Hurst Phenomenon

Fractional Brownian motion has been used successfully to model a variety of natural
phenomenons. Following [56], let us see how it was introduced historically, and why
its selfsimilarity index is called ‘Hurst parameter’.

In the fifties, Hurst [23] studied the flow of water in the Nile river, and empirically
highlighted a somewhat curious phenomenon. Let us denote by X1; X2; : : : the set of
data observed by Hurst. The statistics he looked at was the so-called R=S-statistic
(for ‘rescaled range of the observations’), defined as

R

S
.X1; : : : ; Xn/ WD max16i6n

�
Si � i

n
Sn

	 � min16i6n

�
Si � i

n
Sn

	

q
1
n

Pn
iD1

�
Xi � 1

n
Sn

	2
;

where Sn D X1 C : : : C Xn. It measures the ratio between the highest and lowest
positions of the partial sums with respect to the straight line of uniform growth and
the sample standard deviation.

As a crude approximation, let us first assume that the Xi ’s are i.i.d. with common
mean � 2 R and common variance �2 > 0. Because t 7! 1p

n
.SŒnt� � Œnt ��/ is

constant on each .i=n; .i C 1/=n/ whereas t 7! tp
n
.Sn � n�/ is monotonous, the

maximum of t 7! 1p
n

�
SŒnt� � Œnt �� � t .Sn � n�/

	
on Œ0; 1� is necessarily attained

at a point of the form t D i
n

, i D 0; : : : ; n. Therefore,

sup
t2Œ0;1�

1p
n

�
SŒnt� � Œnt �� � t .Sn � n�/	 D 1p

n
max

06i6n

�
Si � i

n
Sn

�
:

Similarly,

inf
t2Œ0;1�

1p
n

�
SŒnt� � Œnt �� � t .Sn � n�/	 D 1p

n
min

06i6n

�
Si � i

n
Sn

�
:

Hence,

1

�
p
n

²
max

16i6n

�
Si � i

n
Sn

�
� min

16i6n

�
Si � i

n
Sn

�³

D �

�
1

�
p
n

�
SŒn�� � Œn���	

�
;

where
�.f / D sup

06t61
¹f .t/ � tf .1/º � inf

06t61
¹f .t/ � tf .1/º:

Thus, by applying the celebrated Donsker’s theorem, we get that

1

�
p
n

²
max

16i6n

�
Si � i

n
Sn

�
� min

16i6n

�
Si � i

n
Sn

�³
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converges in law to

�.W / D sup
06t61

¹Wt � tW1º � inf
06t61

¹Wt � tW1º;

where W stands for a classical Brownian motion on Œ0; 1�. Finally, because
vu
ut1

n

nX

iD1

�
Xi � 1

n
Sn

	2 ! � a.s.

(by the strong law of large numbers), we get that

1p
n

� R

S
.X1; : : : ; Xn/

law! sup
06t61

¹Wt � tW1º � inf
06t61

¹Wt � tW1º

as n ! 1. That is, in the case of i.i.d.observations the R=S-statistic grows as
p
n,

where n denotes the sample size. But this is not what Hurst observed when he cal-
culated the R=S-statistic on the Nile river data (between 622 and 1469). Instead, he
found a growth of order n0;74.

Is it possible to find a stochastic model explaining this fact? As we will see, frac-
tional Brownian motion allows one to do so. Indeed, let X1; X2; : : : have now the
form

Xi D �C �.BH
i � BH

i�1/; (2.19)

with BH a fractional Brownian motion of index H D 0:74. That is, the Xi ’s have
again � for mean and �2 for variance, but they are no longer independent. Due to the
specific form of (2.19), it is readily checked, by a telescoping sum argument, that

R

S
.X1; : : : ; Xn/ D max16i6n

�
BH

i � i
n
BH

n

	 � min16i6n

�
BH

i � i
n
BH

n

	

q
1
n

Pn
iD1

�
BH

i � BH
i�1 � 1

n
BH

n

	2
:

Using the selfsimilarity property of BH (Proposition 2.2(1)), we get that

1

nH

²
max

16i6n

�
BH

i � i

n
BH

n

	 � min
16i6n

�
BH

i � i

n
BH

n

	³

lawD max
16i6n

�
BH

i=n � i

n
BH

1

	 � min
16i6n

�
BH

i=n � i

n
BH

1

	

a.s.! sup
06t61

¹BH
t � tBH

1 º � inf
06t61

¹BH
t � tBH

1 º as n ! 1.

On the other hand, as n ! 1 we have that n�1BH
n

lawD nH�1BH
1

a.s.! 0 whereas, by

Theorem 2.1, 1
n

Pn
iD1.B

H
i � BH

i�1/
2 L2

! 1. Putting all these facts together yields

1

nH
� R

S
.X1; : : : ; Xn/

law! sup
06t61

¹BH
t � tBH

1 º � inf
06t61

¹BH
t � tBH

1 º

as n ! 1; hence the model (2.19) represents a plausible explanation to the phe-
nomenon observed by Hurst in [23].



Chapter 3
Integration with Respect to Fractional Brownian
Motion

We have just seen in Chapter 1 (Theorem 2.2) that, except when it is a standard Brow-
nian motion, fractional Brownian motionBH is not a semimartingale. As a result, the
usual Itô calculus is not available for use, and alternate methods are required in order
to define and solve differential equations of the type

Xt D X0 C
Z t

0
�.Xs/dB

H
s C

Z t

0
b.Xs/ds; t 2 Œ0; T �: (3.1)

This chapter contains only a few examples of how one can obtain a stochastic
calculus with a fractional Brownian motion as integrator. (For instance, we will not
speak about the possibility to use Wick product and Malliavin calculus. For this, we
refer the reader to [3, 45] and the references therein.)

When H > 1=2, it happens that the regularity of the sample paths of BH is
enough and allows for the solution to be defined pathwise using Young integral, see
Section 3.1. Under such a regime, existence and uniqueness for (3.1) are shown in
Section 3.2 under reasonable assumptions on the coefficients � and b.

In the case that H < 1=2, a powerful approach (known as rough path theory)
may be used to make sense of (3.1), at least ifH is not too small. See [18, 28]. In this
book, we only focus on a very specific situation when H < 1=2, precisely the case
where the underlying dimension is one and when one seeks for a change of variable
formula of the type

f .BH
T / D f .0/C

Z T

0
f 0.BH

s /dB
H
s C a correction term. (3.2)

This analysis is done in Section 3.3.

3.1 Young Integral

Fix T > 0 as being the horizon time. (That is, in the sequel all the considered func-
tions are going to be defined on the time interval Œ0; T �.) For any integer l > 1, we

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_3, © Springer-Verlag Italia 2012
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denote by C l the set of functions g W Œ0; T � ! R that are l times differentiable and
whose l th derivative is continuous. We use the common convention that C0 denotes
the set of continuous functions g W Œ0; T � ! R. For any ˛ 2 Œ0; 1�, we denote by
C ˛ the set of Hölder continuous functions of index ˛, that is, the set of functions
f W Œ0; T � ! R satisfying

jf j˛ WD sup
06s<t6T

jf .t/ � f .s/j
.t � s/˛ < 1:

(Observe the calligraphic difference between C l and C ˛ .) We also set jf j1 D
supt2Œ0;T � jf .t/j, and we equip C ˛ with the norm

kf k˛ WD jf j˛ C jf j1:
We have jf j1 6 jf .t/j C T ˛jf j˛ for all t 2 Œ0; T �.

Fix f 2 C ˛ , and consider the operator Tf W C1 ! C1 defined as

Tf .g/.t/ D
Z t

0
f .u/dg.u/ D

Z t

0
f .u/g0.u/du; t 2 Œ0; T �:

For any s; t 2 Œ0; T �, s < t , we have

Tf .g/.t/ � Tf .g/.s/ D
Z t

s

f .u/g0.u/du D lim
n!1 Jn.f; g; s; t/;

with

Jn.f; g; s; t/ D
2nX

kD1

f .sCk2�n.t�s//®g.sCk2�n.t�s//�g.sC.k�1/2�n.t�s//¯:

We can decompose

Jn.f; g; s; t/ D
2n�1X

kD1

f .s C 2k2�n.t � s//

� �g.s C 2k2�n.t � s// � g.s C .2k � 1/2�n.t � s//	

C
2n�1X

kD1

f .s C .2k � 1/2�n.t � s//

� �g.s C .2k � 1/2�n.t � s// � g.s C .2k � 2/2�n.t � s//	:
Thus

Jn.f; g; s; t/ � Jn�1.f; g; s; t/

D �
2n�1X

kD1

�
f .s C .2k/2�n.t � s// � f .s C .2k � 1/2�n.t � s//	

� �g.s C .2k � 1/2�n.t � s// � g.s C .2k � 2/2�n.t � s//	;
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so that, for any ˇ 2 Œ0; 1�,
ˇ
ˇJn.f; g; s; t/ � Jn�1.f; g; s; t/

ˇ
ˇ 6 1

2
.t � s/˛Cˇ jf j˛jgjˇ 2�n.˛Cˇ�1/:

Now, fix ˇ > 1 � ˛. By summing the previous inequality over n > 1, we get
ˇ̌
ˇ
ˇ

Z t

s

f .u/g0.u/du � f .t/.g.t/ � g.s//
ˇ̌
ˇ
ˇ 6 C˛;ˇ jf j˛jgjˇ .t � s/˛Cˇ ; (3.3)

with C˛;ˇ D 1
2

P1
nD1 2�n.˛Cˇ�1/ < 1. We deduce that

ˇ̌
ˇ̌
Z t

s

f .u/g0.u/ds
ˇ̌
ˇ̌ 6 jf j1jgjˇ .t � s/ˇ C C˛;ˇ jf j˛jgjˇ .t � s/˛Cˇ

6
�
1 C C˛;ˇT

˛
	kf k˛jgjˇ .t � s/ˇ : (3.4)

Consequently:
ˇ
ˇ̌
ˇ

Z �

0
f .u/g0.u/du

ˇ
ˇ̌
ˇ
ˇ

6
�
1 C C˛;ˇT

˛
	kf k˛jgjˇ ; (3.5)

and ˇ̌
ˇ̌
Z �

0
f .u/g0.u/du

ˇ̌
ˇ̌
1

6
�
1 C C˛;ˇT

˛
	
T ˇ kf k˛jgjˇ : (3.6)

Finally, by combining (3.5) with (3.6) and by using the crude bound jgjˇ 6 kgkˇ as
well, we get

�
���

Z �

0
f .u/g0.u/du

�
���

ˇ

6
�
1 C C˛;ˇT

˛
	�

1 C T ˇ
	kf k˛kgkˇ : (3.7)

The following result, which is central in the theory (as it will lead to the definition of
the Young integral), is an immediate consequence of (3.7).

Theorem 3.1 (Young [67]). Let f 2 C ˛ with ˛ 2 .0; 1/, and let ˇ 2 .0; 1/ be such
that ˛ C ˇ > 1. The linear operator Tf W C1 � C ˇ ! C ˇ defined as Tf .g/ DR �

0 f .u/g
0.u/du is continuous with respect to the norm k � kˇ . By density, it extends

(in an unique way) to an operator Tf W C ˇ ! C ˇ .

Definition 3.1. Let f 2 C ˛ and g 2 C ˇ with ˛ C ˇ > 1. The Young integralR �
0 f .u/dg.u/ is (well-)defined as being Tf .g/.

The Young integral obeys the following chain rule.

Theorem 3.2. Let � W R2 ! R be a C2 function, and let f; g 2 C ˛ with ˛ 2
. 1

2 ; 1�. Then
R �

0
@	
@f
.f .u/; g.u//df .u/ and

R �
0

@	
@g
.f .u/; g.u//dg.u/ are well-defined

as Young integrals. Moreover, for all t 2 Œ0; T �, we have

�.f .t/; g.t// D �.f .0/; g.0//C
Z t

0

@�

@f
.f .u/; g.u//df .u/

C
Z t

0

@�

@g
�.f .u/; g.u//dg.u/: (3.8)
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Proof. Because � is C2 and f; g are C ˛ , the functions u 7! @	
@f
.f .u/; g.u// and u 7!

@	
@g
.f .u/; g.u// areC ˛ too by the Mean Value Theorem. Consequently, since 2˛ > 1,

the integrals
R t

0
@	
@f
.f .u/; g.u//df .u/ and

R t

0
@	
@g
.f .u/; g.u//dg.u/ are well-defined

as Young integrals for any t 2 Œ0; T �. When f and g belong to C1, the identity (3.8)
is a consequence of the fundamental theorem of calculus. Finally, we may prove (3.8)
in full generality by using a density argument. ut

3.2 Solving Integral Equations

The material developed in the previous section allows one to solve integral equations
driven by Hölder continuous functions of index bigger than 1

2 . In particular, it applies
to sample paths of fractional Brownian motion of Hurst parameterH > 1

2 (see indeed
Proposition 1.6). We start with the multidimensional case and, then, we strengthen the
statement in the one-dimensional case.

3.2.1 Multidimensional Case

Theorem 3.3. Fix two integers d;m > 1, and let g W Œ0; T � ! Rm and � W Rd !
Md;m.R/. Write g D .gj /16j 6m and � D .�ij /16i6d; 16j 6m. Fix ˇ 2 . 1

2 ; 1/, and
assume that each gj is ˇ-Hölder continuous. Suppose moreover that each �ij is of
class C2 and is bounded together with its two derivatives. Finally, consider an initial
condition a D .a1; : : : ; ad / 2 Rd . Then, for all ˛ 2 . 1

2 ; ˇ/, the integral equation

xi .t/ D ai C
mX

j D1

Z t

0
�ij .x.u//dgj .u/; i D 1; : : : ; d; (3.9)

admits a unique solution x D ¹xi º16i6d on Œ0; T � satisfying jxi j˛ < 1 for any
i D 1; : : : ; d . In (3.9), the integrals with respect to gj are understood in the Young
sense (Definition 3.1).

Proof. To simplify the exposition, we ‘only’ do the proof for m D d D 1 (that is, in
the one-dimensional case). The general case may be obtained mutatis mutandis with
cumbersome notation, and wet let the details as a useful exercise.

Let � W R ! R be of class C2 and be bounded together with its derivatives. Let
also g W Œ0; T � ! R be ˇ-Hölder continuous, with ˇ 2 . 1

2 ; 1/. Finally, let a 2 R be a
given initial condition. We have to show that, for all ˛ 2 . 1

2 ; ˇ/, the integral equation

x.t/ D aC
Z t

0
�.x.s//dg.s/; t 2 Œ0; T �; (3.10)

admits a unique solution x W Œ0; T � ! R belonging to C ˛ .
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Let M > 0 be such that max¹j� j1; j� 0j1; j� 00j1º 6 M . Fix ˛ 2 . 1
2 ; ˇ/, and let

� > 0 be small enough so that

C˛;ˇ �
˛ 6 1I 4M jgjˇ �ˇ�˛ 6 1 and �˛M jgjˇ

�
3 C C˛;ˇ

	
6 1

2
: (3.11)

Here, C˛;ˇ D 1
2

P1
nD1 2�n.˛Cˇ�1/ < 1. Consider the Banach space

B˛
a WD ¹x W Œ0; � � ! R W x.0/ D a and jxj˛ 6 1º

equipped with the norm j � j˛ . Let T be the operator defined, for x 2 B˛
a , as

T .x/.t/ D aC
Z t

0
�.x.u//dg.u/; t 2 Œ0; � �:

Combining (3.11) with (3.4), for x 2 B˛
a we have

jT .x/j˛ 6 2k�.x/k˛jgjˇ �ˇ�˛ 6 2
�j� j1 C j� 0j1jxj˛

	jgjˇ �ˇ�˛ 6 1I
hence T .x/ 2 B˛

a . In other words, the ball B˛
a is invariant by the operator T .

On the other hand, for any x; y 2 B˛
a and s; t 2 Œ0; � �, we have

j�.x.t// � �.y.t// � �.x.s//C �.y.s//j

D
ˇ̌
ˇ
ˇ
�
x.t/ � y.t/	

Z 1

0
� 0.
x.t/C .1 � 
/y.t//d


��x.s/ � y.s/	
Z 1

0
� 0.
x.s/C .1 � 
/y.s//d


ˇ̌
ˇ
ˇ

D
ˇ
ˇ̌�
x.t/ � y.t/ � x.s/C y.s/

	 Z 1

0
� 0.
x.t/C .1 � 
/y.t//d


C �
x.s/ � y.s/	

Z 1

0

�
� 0.
x.t/C .1 � 
/y.t//d
 � � 0.
x.s/

C .1 � 
/y.s//	d

ˇ̌
ˇ

6 j� 0j1jx � yj˛jt � sj˛ C jx � yj˛�˛j� 00j1
�jxj˛ C jyj˛

	jt � sj˛
6 j� 0j1jx � yj˛jt � sj˛ C 2jx � yj˛�˛j� 00j1jt � sj˛;

so that

j�.x/ � �.y/j˛ 6 jx � yj˛
�j� 0j1 C 2�˛j� 00j1

	
6 jx � yj˛M.1 C 2�˛/:

Thus, for any x; y 2 B˛
a and s; t 2 Œ0; � �, we have, using moreover (3.3), that

jT .x/.t/ � T .y/.t/ � T .x/.s/C T .y/.s/j
D
ˇ̌
ˇ̌
Z t

s

�
�.x.u// � �.y.u//	dg.u/

ˇ̌
ˇ̌

6
ˇ̌
�.x.t// � �.y.t//ˇ̌jg.t/ � g.s/j C C˛;ˇ j�.x/ � �.y/j˛jgjˇ jt � sj˛Cˇ

6 j� 0j1jx.t/ � y.t/jjgjˇ jt � sjˇ C C˛;ˇ jx � yj˛M.1 C 2�˛/jgjˇ jt � sj˛Cˇ

6 M jx � yj˛�˛jgjˇ jt � sjˇ C C˛;ˇ jx � yj˛M.1 C 2�˛/jgjˇ jt � sj˛Cˇ ;



28 3 Integration with Respect to Fractional Brownian Motion

so that, because of (3.11),

jT .x/ � T .y/j˛ 6 jx � yj˛�˛jgjˇM
�
1 C C˛;ˇ C 2C˛;ˇ �

˛
	

6 jx � yj˛�˛M jgjˇ
�
3 C C˛;ˇ

	
6 1

2
jx � yj˛:

Applying the fixed point argument to T W B˛
a ! B˛

a leads to a unique solution to
(3.10) on Œ0; � �. One is then able to obtain the unique solution on an arbitrary interval
Œ0; k��, with k > 1, by patching solutions on Œj�; .j C1/��. Notice here that a crucial
point, which allows one to use a constant step � , is the fact that the conditions (3.11)
do not depend on the initial condition a (indeed, it only relies on ˛, ˇ, j� j1, j� 0j1,
j� 00j1 and jgjˇ ). ut

3.2.2 One-Dimensional Case

In this section, we strengthen Theorem 3.3 in the one-dimensional case, by being
more precise with the shape of the solution. Let us introduce our new context. Let
g 2 C ˇ with ˇ 2 . 1

2 ; 1/, and let �; b W R ! R be two given functions. We aim to
solve integral equations of the form

x.t/ D x.0/C
Z t

0
�.x.u//dg.u/C

Z t

0
b.x.u//du; t 2 Œ0; T �; (3.12)

where the unknown function x W Œ0; T � ! R is assumed to belong to C ˇ , and where
the integral with respect to g is understood in the Young sense (Definition 3.1).

Theorem 3.4 (Doss [15] – Sussmann [62]). Suppose that � W R ! R is bounded
and of class C2, with bounded first and second derivatives. Suppose moreover that
b W R ! R is Lipschitz. Then the one-dimensional equation (3.12) admits a unique
solution in C ˇ . This unique solution is given by

x.t/ D �.g.t/; y.t//; t 2 Œ0; T �; (3.13)

for a suitable continuous function � W R2 ! R and a function y W Œ0; T � ! R which
solves an ordinary differential equation.

Proof. Let � W R2 ! R be the solution of the ordinary differential equation

@�

@x
D � ı �; �.0; y/ D y:

Notice that such a solution exists globally, thanks to our assumption. It is readily
checked that

@2�

@x@y
D � 0.�/

@�

@y
;

@�

@y
.0; y/ D 1;

so that
@�

@y
.x; y/ D e

R x
0 � 0.	.u;y//du:
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If A stands for a uniform bound of � , � 0 and � 00, we deduce

@�

@y
.x; y/ 6 eAjxj:

This implies that
ˇ̌
�.x; y1/ � �.x; y2/

ˇ̌
6 eAjxjjy1 � y2jI

hence, if L is a Lipschitz constant for b, then

ˇ̌
b.�.x; y1// � b.�.x; y2//

ˇ̌
6 LeAjxjjy1 � y2j: (3.14)

Moreover, by using the inequality jeu1 � eu2 j 6 eju1jCju2jju1 � u2j, we can write

ˇ̌
ˇe� R x

0 � 0.	.u;y1//du � e� R x
0 � 0.	.u;y2//du

ˇ̌
ˇ

6 ej
R x

0 Œ� 0.	.u;y1//dujCjR x
0 � 0.	.u;y2//�duj

Z jxj

0

ˇ̌
� 0.�.u; y1// � � 0.�.u; y2//

ˇ̌
du

6 Ae2Ajxj
Z jxj

0

ˇ̌
�.u; y1/ � �.u; y2/

ˇ̌
du

6 Ajxje3Ajxjjy1 � y2j: (3.15)

It follows from (3.14) and (3.15) that .x; y/ D b.�.x; y//e� R x
0 � 0.	.x;y//du satisfies

Lipschitz and growth conditions of the form

j .x; y1/ �  .x; y2/j 6 Lk jy1 � y2jI �k 6 x; y1; y2 6 k (3.16)

j .x; y/j 6 K1 CKk jyjI jxj 6 k; y 2 R; (3.17)

where the constants Lk and Kk depend on k.
Let y W Œ0; T � ! R be the solution to the ordinary differential equation

Py.t/ D  .g.t/; y.t//; t 2 Œ0; T �; y.0/ D x.0/:

Such a solution exists and is unique because of (3.16)-(3.17). Let x W Œ0; T � ! R
be the function defined by (3.13). Thanks to the assumptions made on � as well as
the bounds shown above, we immediately prove that x belongs to Cˇ . Moreover, a
straightforward application of (3.8) shows that x satisfies (3.12).

We only sketch the proof of uniqueness. Let x be a solution to (3.13) belonging
to Cˇ . Let z be the function defined as z.t/ D �.�g.t/; x.t//. Using (3.8), we may
show that Pz.t/ D  .g.t/; z.t// (with z.0/ D x.0/). By a uniqueness argument in
the ordinary differential equation defining y, we deduce that z.t/ D y.t/ for all t .
Hence, y.t/ D �.�g.t/; x.t//, which is equivalent to x.t/ D �.g.t/; y.t//. This
finishes the proof of the uniqueness in (3.12). ut
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3.3 Dimension One and Hurst Index Less than 1/2

Let BH be a fractional Brownian motion of index H 2 .0; 1=2/. Using the infinite-
ness of the quadratic variation of BH (which is an immediate consequence of Corol-
lary 2.1 with p D 2), it is straightforward to check that the sample paths of BH do
not belong to [˛2.1=2;1�C

˛ , implying in turn that one cannot apply Theorem 3.2 when
H < 1=2. As a result, it happens that the Young integral is not a good candidate when
wanting to integrate against a fBm of index less than 1=2.

In this section, we will study what is undoubtedly the most simple situation that
one can consider. It is nevertheless deep enough to make interesting phenomenons
arise. Consider a function f W R ! R (whose regularity will be made explicit later
on). As far as a change of variable formula for f .BH

T / is concerned, it is reasonable
to expect something like

f .BH
T / D f .0/C

Z T

0
f 0.BH

s /dB
H
s C a correction term; (3.18)

where the exact meaning of the stochastic integral with respect to BH remains to be
given and the form of the correction term has to be discovered.

Let us first investigate what happens when one deals with a forward Riemann sum
approach.

Definition 3.2. LetX D .Xt /t2Œ0;T � and Y D .Yt /t2Œ0;T � be two continuous stochas-
tic processes. Provided the limit exists in probability, we define the forward integral
of Y with respect to X as being

Z T

0
Ysd

�Xs D lim
n!1

n�1X

kD0

YkT=n

�
X.kC1/T=n �XkT=n

	
:

In order to have an idea whether this definition is or not relevant in our context, let us
first study the very simple case X D Y D BH . (We also fix T D 1 for the sake of
simplicity.) We have

�
BH

1

	2 D
n�1X

kD0


�
BH

.kC1/=n

	2 � �
BH

k=n

	2
�

D 2
n�1X

kD0

BH
k=n

�
BH

.kC1/=n � BH
k=n

	C
n�1X

kD0

.BH
.kC1/=n � BH

k=n

	2
:

Assume for the time being that
R 1

0 B
H
s d

�BH
s exists. We deduce that, as n ! 1,

n�1X

kD0

.BH
.kC1/=n � BH

k=n

	2 proba! �
BH

1

	2 � 2
Z 1

0
BH

s d
�BH

s :

But this latter fact is clearly in contradiction with Corollary 2.1 (p D 2). We con-
clude that

R T

0 BH
s d

�BH
s does not exist whenever H < 1=2, something which is



3.3 Dimension One and Hurst Index Less than 1/2 31

inconceivable for a reasonable theory of integration with respect to BH . So, we must
change our Definition 3.2. Let us try the following one.

Definition 3.3. LetX D .Xt /t2Œ0;T � and Y D .Yt /t2Œ0;T � be two continuous stochas-
tic processes. Provided the limit exists in probability, we define the symmetric integral
of Y with respect to X as being

Z T

0
Ysd

ıXs D lim
n!1

n�1X

kD0

1

2

�
Y.kC1/T=n C YkT=n

	�
X.kC1/T=n �XkT=n

	
: (3.19)

If BH is a fBm of index H > 1=2 and if f W R ! R of class C 2 then, by relying
to the fact that the quadratic variation of BH is finite, it is not very difficult to prove
that

R T

0 f 0.BH
s /d

ıBH
s exists and that we have

f .BH
T / D f .0/C

Z T

0
f 0.BH

s /d
ıBH

s : (3.20)

Setting f .x/ D x2, (3.20) says that

.BH
T /

2 D 2
Z T

0
BH

s d
ıBH

s : (3.21)

IfH < 1=2, we have just seen that the forward integral
R T

0 BH
s d

�BH
s does not exist.

But (3.21) is still valid; in fact, using the identity

�
BH

1

	2 D 2
n�1X

kD0

BH
.kC1/=n

C BH
k=n

2

�
BH

.kC1/=n � BH
k=n

	
; (3.22)

we can immediately see that (3.21) holds for any 0 < H < 1. The natural question
which arises is the following: is (3.20) valid for any 0 < H < 1? The answer is no.
In reality, taking f .x/ D x3, similarly to (3.22) we can expand as follows

�
BH

1

	3 D
n�1X

kD0


�
BH

.kC1/=n

	3 � �
BH

k=n

	3
�

D 3
n�1X

kD0

1

2

�
.BH

.kC1/=n/
2 C .BH

k=n/
2
	�
BH

.kC1/=n � BH
k=n

	

�1

2

n�1X

kD0

.BH
.kC1/=n � BH

k=n

	3
:

For
R 1

0 .B
H
s /

2d ıBH
s to exist, we deduce that it is necessary and sufficient that the

cubic variation of BH , defined as

lim
n!1

n�1X

kD0

.BH
.kC1/=n � BH

k=n

	3
; (3.23)
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exists in probability. Set Xk D BH
k

� BH
k�1, k > 1, and observe that

EŒXkXl � D �.k � l/ D 1

2

�jk � l C 1j2H C jk � l � 1j2H � 2jk � l j2H
	
:

We have
�.k/ D �.�k/ � H.2H � 1/k2H�2 as jkj ! 1;

so
P

k2Z j�.k/j < 1 (recall thatH < 1=2). By applying the (forthcoming) Breuer–
Major Theorem 7.2 with �.x/ D x3 (we have �.x/ D 3H1.x/CH3.x/, hence the
Hermite rank of � is one), we deduce that

1p
n

n�1X

kD0

.BH
kC1 � BH

k

	3 law! N .0; �2
H / as n ! 1; (3.24)

where (since
P

k2Z �.k/ D 0 by a telescoping sum argument)

�2
H D 3

4

X

k2Z

�jk C 1j2H C jk � 1j2H � 2jkj2H
	3
> 0: (3.25)

By the selfsimilarity property of BH , (3.24) is clearly equivalent to

n3H� 1
2

n�1X

kD0

.BH
.kC1/=n � BH

k=n

	3 law! N .0; �2
H / as n ! 1;

from which we deduce that the limit in (3.23) exists in probability if and only if
H > 1

6 . That is, the integral
R 1

0 .B
H
s /

2d ıBH
s exists if and only if H > 1=6. As a

result the formula (3.20), which holds true when H > 1=2, cannot be extended to
the case H 6 1=6. On the other hand, this observation asks the following important
question: is (3.20) correct for allH > 1=6? The next result provides a positive answer.

Theorem 3.5 (Cheridito–Nualart [10] – Gradinaru et al. [19]). Let BH be a frac-
tional Brownian motion with Hurst index H > 1

6 , fix T > 0 and let f W R ! R
be a C1 function with polynomial growth together with all its derivatives. ThenR T

0 f 0.BH
s /d

ıBH
s exists (in the sense of (3.19)) and we have

f .BH
T / D f .0/C

Z T

0
f 0.BH

s /d
ıBH

s : (3.26)

Our proof of Theorem 3.5 follows [37], and will rely on a fine estimate of the
weighted power variations associated to fractional Brownian motion. Before giving
it, let us observe that (3.26) shows no correction term. But if we allow the limit in
(3.19) to be only in law and if we consider the critical caseH D 1=6, it is worth noting
that, in this case, we get a chain rule formula involving a correction term, which takes
the surprising form of a classical Itô integral with respect to an independent Brownian
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motionW . Namely, for f as in Theorem 3.5 and with � D �1=6 > 0 given by (3.25),
we have

f .B
1=6
T / D f .0/C

Z T

0
f 0.B1=6

s /d ıB1=6
s � �

12

Z T

0
f 000.B1=6

s /dWs : (3.27)

The proof of (3.27) (which is out of the scope of this book) can be found in Nourdin,
Réveillac and Swanson [43].

Let us now do the proof of Theorem 3.5.

Proof. Without loss of generality and in order to simplify the exposition, we assume
that T D 1. Also, we set

�BH
k=n D BH

.kC1/=n � BH
k=n; k D 0; : : : ; n � 1;

and we recall that H 2 . 1
6 ;

1
2 /. We can write, for any a; b 2 R,

f .b/ D f .a/C f 0.a/.b � a/C 1

2
f 00.a/.b � a/2 C 1

6
f .3/.a/.b � a/3

C 1

24
f .4/.a/.b � a/4 C 1

120
f .5/.a/.b � a/5 C 1

120

Z b

a

f .6/.t/.b � t /5dt

f .b/ D f .a/C f 0.b/.b � a/ � 1

2
f 00.b/.b � a/2 C 1

6
f .3/.b/.b � a/3

� 1

24
f .4/.b/.b � a/4 C 1

120
f .5/.b/.b � a/5 � 1

120

Z b

a

f .6/.t/.t � a/5dt

f 00.b/ D f 00.a/C f .3/.a/.b � a/C 1

2
f .4/.a/.b � a/2 C 1

6
f .5/.a/.b � a/3

C1

6

Z b

a

f .6/.t/.b � t /3dt

f .3/.b/ D f .3/.a/C f .4/.a/.b � a/C 1

2
f .5/.a/.b � a/2 C 1

2

Z b

a

f .6/.t/.b � t /2dt

f .4/.b/ D f .4/.a/C f .5/.a/.b � a/C
Z b

a

f .6/.t/.b � t /dt

f .5/.b/ D f .5/.a/C
Z b

a

f .6/.t/dt;

so that

f .b/ D f .a/C 1

2

�
f 0.b/C f 0.a/

	
.b � a/ � 1

12
f .3/.a/.b � a/3

� 1

24
f .4/.a/.b � a/4 � 1

80
f .5/.a/.b � a/5 CR.a; b/;
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with

R.a; b/ D 1

240

Z b

a

f .6/.t/

�
.b � t /5 � .t � a/5 � 10.b � t /3.b � a/2

C10.b � t /2.b � a/3 � 5.b � t /.b � a/4 C .b � a/5
�
dt:

Observe that

jR.a; b/j 6 1

8
sup

t2Œa;b�
jf .6/.t/j.b � a/6; a; b 2 R: (3.28)

Setting a D BH
k=n

and b D BH
.kC1/=n

and summing over k D 0; : : : ; n � 1 yields

f .BH
1 / D f .0/C 1

2

n�1X

kD0

�
f 0.BH

.kC1/=n/C f 0.BH
k=n/

	
�BH

k=n (3.29)

� 1

12

n�1X

kD0

f .3/.BH
k=n/

�
�BH

k=n

	3 � 1

24

n�1X

kD0

f .4/.BH
k=n/

�
�BH

k=n

	4

� 1

80

n�1X

kD0

f .5/.BH
k=n/

�
�BH

k=n

	5 C
n�1X

kD0

R.BH
k=n; B

H
.kC1/=n/:

Using (3.28), we have
ˇ̌
ˇ̌
ˇ

n�1X

kD0

R.BH
k=n; B

H
.kC1/=n/

ˇ̌
ˇ̌
ˇ

6 1

8

n�1X

kD0

sup
k
n 6u6 kC1

n

jf .6/.BH
u /j.�BH

k=n/
6

6 1

8
sup

u2Œ0;1�
jf .6/.BH

u /j
n�1X

kD0

.�BH
k=n/

6;

and this term tends to zero in probability as n ! 1 since, by (2.12),

n6H�1
n�1X

kD0

.�BH
k=n/

6 L2

! 15;

implying in turn (because H > 1
6 ) that

Pn�1
kD0.�B

H
k=n
/6

proba! 0 as n ! 1. Let us
expand the monomials xm, m D 1; 2; 3; 4; 5, in terms of the Hermite polynomials:

x D H1.x/

x2 D H2.x/C 1

x3 D H3.x/C 3H1.x/

x4 D H4.x/C 6H2.x/C 3

x5 D H5.x/C 10H3.x/C 15H1.x/:
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Also, for any integer q > 1 and any continuous function g W R ! R, let us introduce
the following quantity:

V .q/
n .g/ D

n�1X

kD0

g.BH
k=n/Hq.n

H�BH
k=n/; n > 1:

We then have

n�1X

kD0

f .3/.BH
k=n/.�B

H
k=n/

3 D n�3HV .3/
n .f .3//C 3n�3HV .1/

n .f .3//; (3.30)

n�1X

kD0

f .4/.BH
k=n/.�B

H
k=n/

4 (3.31)

D n�4HV .4/
n .f .4//C 6n�4HV .2/

n .f .4//C 3n�4H

n�1X

kD0

f .4/.BH
k=n/

D n�4HV .4/
n .f .4//C 3n�4HV .2/

n .f .4//C 3n�2H

n�1X

kD0

f .4/.BH
k=n/.�B

H
k=n/

2;

n�1X

kD0

f .5/.BH
k=n/.�B

H
k=n/

5 (3.32)

D n�5HV .5/
n .f .5//C 10n�5HV .3/

n .f .5//C 15n�5HV .1/
n .f .5//:

The following result, which is of independent interest, provides the asymptotic be-
havior of V .q/

n .g/ for any value of q > 2. (It is worth noticing that the picture when
H > 1

2 is also known, but it will not be used here. See [37].)

Theorem 3.6 (Nourdin–Nualart–Réveillac–Tudor). Let BH be a fractional Brow-
nian motion of Hurst index H 2 .0; 1

2 /, let q > 2 be an integer, and let g W R ! R
be a C1 function with polynomial growth together with all its derivatives. Let W
denote a classical Brownian motion independent of BH , and set

�q;H D
s

1

2q

X

k2Z

�jk C 1j2H C jk � 1j2H � 2jkj2H
	q
:

Then, the following convergences hold true as n ! 1:

1. If 0 < H < 1
2q

, then

nqH�1V .q/
n .g/

L2

! .�1/q

2q

Z 1

0
g.q/.BH

s /ds:

2. If H D 1
2q

, then

1p
n
V .q/

n .g/
law! .�1/q

2q

Z 1

0
g.q/.BH

s /ds C �q;1=.2q/

Z 1

0
g.BH

s /dWs :
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3. If 1
2q
< H < 1

2 , then

1p
n
V .q/

n .g/
law! �q;H

Z 1

0
g.BH

s /dWs :

Proof. See [35, 37] for H < 1
2q

, [36, 42] for H D 1
2q

and [37] for H > 1
2q

. ut

We will also need the asymptotic behavior of V .1/
n .g/, which is not given in the

previous theorem but can be deduced from it.

Proposition 3.1. LetBH be a fractional Brownian motion of Hurst indexH 2 .0; 1
2 /

and let g W R ! R be a C1 function with polynomial growth together with all its
derivatives. Then, as n ! 1,

nH�1V .1/
n .g/

proba! �1

2

Z 1

0
g0.BH

s /ds: (3.33)

If 1
6 < H < 1

2 , we also have

n�3HV .1/
n .g/C 1

2
n�2H

n�1X

kD0

g0.BH
k=n/

�
�BH

k=n

	2 proba! 0: (3.34)

Proof. Let us first prove (3.33). We have

Z BH
.kC1/=n

BH
k=n

g.u/du D g.BH
k=n/�B

H
k=n C 1

2
g0.BH

k=n/.�B
H
k=n/

2

C
Z BH

.kC1/=n

BH
k=n

�
g0.t/ � g0.BH

k=n/
	
.BH

.kC1/=n � t /dt

D g.BH
k=n/�B

H
k=n C 1

2n2H
g0.BH

k=n/.H2.n
H�BH

k=n/C 1/

C
Z BH

.kC1/=n

BH
k=n

�
g0.t/ � g0.BH

k=n/
	
.BH

.kC1/=n � t /dt;

so that, by summing over k D 0; : : : ; n � 1 and by multiplying by n2H�1,

n2H�1
Z BH

1

0
g.u/du D nH�1V .1/

n .g/C 1

2n
V .2/

n .g0/C 1

2n

n�1X

kD0

g0.BH
k=n/

C n2H�1
n�1X

kD0

Z BH
.kC1/=n

BH
k=n

�
g0.t/ � g0.BH

k=n/
	
.BH

.kC1/=n � t /dt: (3.35)
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In (3.35), we have

n2H�1

ˇ
ˇ̌
ˇ̌
n�1X

kD0

Z BH
.kC1/=n

BH
k=n

�
g0.t/ � g0.BH

k=n/
	
.BH

.kC1/=n � t /dt
ˇ
ˇ̌
ˇ̌

6 max
kD0;:::;n�1

sup
k
n 6u6 kC1

n

jg0.BH
u / � g0.BH

k=n/j � 1

2
n2H�1

n�1X

kD0

.�BH
k=n/

2

6 sup
u;v2Œ0;1�

ju�vj61=n

jg0.BH
u / � g0.BH

v /j � 1

2
n2H�1

n�1X

kD0

.�BH
k=n/

2

and this last term tends to zero in probability as n ! 1 because, on one hand,

n2H�1
n�1X

kD0

.�BH
k=n/

2 L2

! 1

by (2.12) and, on the other hand,

sup
u;v2Œ0;1�

ju�vj61=n

jg0.BH
u / � g0.BH

v /j
a.s.! 0

by the uniform continuity of the sample paths of g0 ı BH on the compact interval

Œ0; 1�. SinceH < 1
2 , we have that n2H�1

R BH
1

0 g.u/du
a.s.! 0 as n ! 1. By Theorem

3.6, we have that 1
n
V

.2/
n .g0/ ! 0 in law, hence in probability. Finally, the Riemann

sum 1
n

Pn�1
kD0 g

0.BH
k=n
/ converges almost surely to

R 1
0 g

0.BH
s /ds as n ! 1. Putting

all these limits in (3.35) yields (3.33).
Let us now prove (3.34). We have

Z BH
.kC1/=n

BH
k=n

g.u/du

D g.BH
k=n/�B

H
k=n C 1

2
g0.BH

k=n/.�B
H
k=n/

2 C 1

6
g00.BH

k=n/.�B
H
k=n/

3

C1

6

Z BH
.kC1/=n

BH
k=n

g000.t/.BH
.kC1/=n � t /3dt

D g.BH
k=n/�B

H
k=n C 1

2
g0.BH

k=n/.�B
H
k=n/

2

C1

6
n�3Hg00.BH

k=n/H3.n
H�BH

k=n/C 1

2
n�3Hg00.BH

k=n/.n
H�BH

k=n/

C1

6

Z BH
.kC1/=n

BH
k=n

g000.t/.BH
.kC1/=n � t /3dt;
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so that, by summing over k D 0; : : : ; n � 1 and by multiplying by n�2H ,

n�2H

Z BH
1

0
g.u/du (3.36)

D n�3HV .1/
n .g/C 1

2
n�2H

n�1X

kD0

g0.BH
k=n/

�
�BH

k=n

	2

C1

6
n�5HV .3/

n .g00/C 1

2
n�5HV .1/

n .g00/

C1

6
n�2H

n�1X

kD0

Z BH
.kC1/=n

BH
k=n

g000.t/.BH
.kC1/=n � t /3dt:

It is obvious that n�2H
R BH

1
0 g.u/du

a.s.! 0. Moreover, from Theorem 3.6 and since

H > 1
6 >

1
10 , we have that n�5HV

.3/
n .g00/

proba! 0. Also, from (3.33) and sinceH > 1
6 ,

we deduce that n�5HV
.1/

n .g00/
proba! 0. Finally, we have

n�2H

ˇ̌
ˇ̌
ˇ

n�1X

kD0

Z BH
.kC1/=n

BH
k=n

g000.t/.BH
.kC1/=n � t /3dt

ˇ̌
ˇ̌
ˇ

6 n�2H

4

n�1X

kD0

sup
k
n 6u6 kC1

n

jg000.BH
u /j.�BH

k=n/
4

6 n�2H

4
sup

u2Œ0;1�
jg000.BH

u /j
n�1X

kD0

.�BH
k=n/

4;

and this term tends to zero in probability as n ! 1 since, by (2.12),

n4H�1
n�1X

kD0

.�BH
k=n/

4 L2

! 3;

implying in turn (because H > 1
6 ) that n�2H

Pn�1
kD0.�B

H
k=n
/4

proba! 0 as n ! 1.
Putting all these facts together in (3.36) concludes the proof of (3.34). ut

We can now finish the proof of Theorem 3.5. From Theorem 3.6 and since

H > 1
6 , we immediately deduce that n�4HV

.2/
n .f .4//

proba! 0, n�3HV
.3/

n .f .3//
proba! 0,

n�5HV
.3/

n .f .5//
proba! 0, n�4HV

.4/
n .f .4//

proba! 0 and n�5HV
.5/

n .f .5//
proba! 0. From

Proposition 3.1, n�5HV
.1/

n .f .5//
proba! 0 and

n�3HV .1/
n .f .3//C 1

2
n�2H

n�1X

kD0

f .4/.BH
k=n/.�B

H
k=n/

2 proba! 0:

Putting all these limits in the decompositions (3.30)-(3.31)-(3.32) and then in (3.29)
yield the desired conclusion (3.26). ut



Chapter 4
Supremum of the Fractional Brownian Motion

For all x > 0, one has
�

1

x
� 1

x3

�
e�x2=2 D

Z 1

x

e�y2=2

�
1 � 3

y4

�
dy

6
Z 1

x

e�y2=2dy 6 1

x

Z 1

x

ye�y2=2dy D 1

x
e�x2=2;

from which we deduce that

lim
x!1 x�2 log

Z 1

x

e�y2=2dy D �1=2: (4.1)

Let .BH
t /t>0 be a fractional Brownian motion of Hurst indexH 2 .0; 1/ and consider

its running maximum
MH

t D sup
u2Œ0;t�

BH
u ; t > 0:

When H D 1=2, it is well-known that M 1=2
1

lawD jN .0; 1/j (see, e.g., [52, Proposition
3.7]). Relying to this property as well as (4.1), it is straightforward to check that

lim
x!1 x�2 logP.M 1=2

1 > x/ D �1=2; (4.2)

lim
x!0C

.log x/�1 logP.M 1=2
1 6 x/ D 1: (4.3)

The exact distribution of MH
1 is still an open problem for H ¤ 1=2. In this

chapter, we shall extend (4.2)–(4.3) to any value of H . It is our opinion that the ex-
tension of (4.3) (due to Molchan [31]) is one of the most beautiful result dealing with
fractional Brownian motion.

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_4, © Springer-Verlag Italia 2012
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4.1 Asymptotic Behavior at Infinity

The following result is the extension of (4.2) to any value of H .

Theorem 4.1. For any H 2 .0; 1/, we have

lim
x!1 x�2 logP.MH

1 > x/ D �1=2:

Actually, Theorem 4.1 is an easy corollary of the following result, which is of
the upmost importance in the modern theory of Gaussian processes. It asserts that
the supremum of a Gaussian process roughly behaves like a single Gaussian variable
with variance equal to the largest variance achieved by the entire process.

Theorem 4.2. Let X D .Xt /t2Œ0;1� be a centered and continuous Gaussian process.
Set �2 D supt2Œ0;1� Var.Xt /. Then m WD EŒsupu2Œ0;1�Xu� is finite and we have, for
all x > m,

P

�
sup

u2Œ0;1�
Xu > x

�
6 e

� .x�m/2

2�2 :

As we just said, Theorem 4.2 implies Theorem 4.1.

Proof of Theorem 4.1. We notice first that

1p
2�

�
1

x
� 1

x3

�
e� x2

2 6 1p
2�

Z 1

x

e� y2

2 dy D P.BH
1 > x/ 6 P.MH

1 > x/;

implying in turn that

lim inf
x!1 x�2 logP.MH

1 > x/ > �1=2: (4.4)

On the other hand, Theorem 4.2 implies, for any x large enough,

logP
�
MH

1 > x
	

6 � .x �EŒMH
1 �/2

2 supt2Œ0;1� Var.BH
t /

D � .x �EŒMH
1 �/2

2
; (4.5)

implying in turn that

lim sup
x!1 x�2 logP.MH

1 > x/ 6 �1=2: (4.6)

By combining (4.6) and (4.4), we conclude the proof of Theorem 4.1. ut

Let us now prove Theorem 4.2. In preparation to this, we recall that any positive
definite symmetric matrix C 2 Md .R/ admits a unique square root (that is, there is
a unique positive definite symmetric matrix

p
C 2 Md .R/ satisfying .

p
C/2 D C ),

and we prove the following result.
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Theorem 4.3. Let C 2 Md .R/ be a symmetric positive definite matrix, let G �
Nd .0; C /, and let � W Rd ! R be a Lipschitz and C1 function. Then, for all x > 0
and with

M D sup
z2Rd

kp
C r�.z/kRd 2 Œ0;1/;

we have

P
�
�.G/ > EŒ�.G/�C x/ 6 exp

�
� x2

2M 2

�

P
�
�.G/ 6 EŒ�.G/� � x/ 6 exp

�
� x2

2M 2

�
:

The proof of Theorem 4.3 (shown to us by Christian Houdré [21]) relies on the
following lemma.

Lemma 4.1. Let C 2 Md .R/ be a symmetric positive definite matrix, let G �
Nd .0; C /, and let �; W Rd ! R be two Lipschitz and C1 functions. Then

Cov
�
�.G/;  .G/

	 D
Z 1

0
EhpC r�.G˛/;

p
C r .H˛/iRd d˛; (4.7)

where

.G˛;H˛/ � N2d

 

0;

 
C ˛C

˛C C

!!

; 0 6 ˛ 6 1:

Proof. By bilinearity and approximation, it is enough to show (4.7) for �.x/ D
eiht;xi

Rd and  .x/ D eihs;xi
Rd when s; t 2 Rd are given (and fixed once for all).

Set
'˛.t; s/ D EŒeih.t

s/;.
G˛
H˛
/iR2d �:

We have
Z 1

0
EhpCr�.G˛/;

p
Cr .H˛/iRd d˛ D �hpC t;pCsiRd

Z 1

0
'˛.t; s/d˛:

(4.8)

Observe that G˛
lawD H˛

lawD G � Nd .0; C /, thatH0 and G0 are independent and that
H1 D G1 a.s. Hence,

Cov.�.G/;  .G// D '1.t; s/ � '0.t; s/ D
Z 1

0

@

@˛
'˛.t; s/d˛:

Since  
C ˛C

˛C C

!

D ˛

 
C C

C C

!

C .1 � ˛/
 
C 0
0 C

!

;

we have, with 'G.t/ D EŒeiht;Gi
Rd �,

'˛.t; s/ D '1.t; s/
˛'0.t; s/

1�˛ D 'G.t C s/˛'G.t/
1�˛'G.s/

1�˛:
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Consequently,

@

@˛
'˛.t; s/ D �

log'G.t C s/ � log'G.t/ � log'G.s/
	
'˛.t; s/;

implying in turn, since 'G.t/ D e
� 1

2 kp
C tk2

Rd (see (1.1),

'1.t; s/ � '0.t; s/ D �hpCt;pCsiRd

Z 1

0
'˛.t; s/d˛: (4.9)

The two right-hand sides in (4.8) and (4.9) being the same, the proof of Lemma 4.1
is complete. ut

We are now able to prove Theorem 4.3.

Proof of Theorem 4.3. Replacing � by ��EŒ�.G/� if necessary, we may assume that
EŒ�.G/� D 0 without loss of generality. By Lemma 4.1, we can write

EŒ�.G/et	.G/� D Cov
�
�.G/; et	.G/

	

D t

Z 1

0
E
�hpC r�.G˛/;

p
C r�.H˛/iRd e

t	.H˛/
�
d˛

6 t

Z 1

0
E
�kp

C r�.G˛/kRd kp
C r�.H˛/kRd et	.H˛/

�
d˛

6 tM 2
Z 1

0
E
�
et	.H˛/

�
d˛ D tM 2E

�
et	.G/

�
;

where, in the last equality, we used that H˛
lawD G for all ˛ 2 Œ0; 1�. Thus,

@

@t
EŒet	.G/� D EŒ�.G/et	.G/� 6 tM 2EŒet	.G/�;

so that, after integration,

EŒet	.G/� 6 e
t2M 2

2 ; t > 0:

Using Markov inequality and then setting t D x=M 2 (which is the optimal choice),
we get, for any x > 0,

P.�.G/ > x/ 6 e�txEŒet	.G/� 6 e�txC t2M 2
2 6 exp

�
� x2

2M 2

�
:

By replacing � by ��, we deduce

P.�.G/ 6 �x/ D P.��.G/ > x/ 6 exp

�
� x2

2M 2

�

as well, which concludes the proof of the theorem. ut
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As a corollary of Theorem 4.3, we get the following result.

Corollary 4.1. Fix d > 1 and let G D .G1; : : : ; Gd / be a centered Gaussian vector
of Rd . Then, for all x > 0,

P

�
max

16i6d
Gi > E

�
max

16i6d
Gi

�
C x

�
6 exp

0

@� x2

2 max
16i6d

Var.Gi /

1

A

(4.10)

P

�
max

16i6d
Gi 6 E

�
max

16i6d
Gi

�
� x

�
6 exp

0

@� x2

2 max
16i6d

Var.Gi /

1

A :

(4.11)

Proof. Using max
16i6d

jxi j 6

vuut
dX

iD1

x2
i , notice first that E

�ˇ̌
max16i6d Gi

ˇ̌�
< 1. Let

C D .Ci;j /16i;j 6d denote the covariance matrix of G and, for any ˇ > 0, let

�ˇ .z/ D 1

ˇ
log

 
dX

iD1

eˇzi

!

; z 2 Rd :

For any u; v 2 Rd and ˇ > 0, we have

ˇ̌
�ˇ .u/ � �ˇ .v/

ˇ̌ D
ˇ̌
ˇ
ˇ

Z 1

0
hr�ˇ .tuC .1 � t /v/; u � viRd dt

ˇ̌
ˇ
ˇ

6 max
z2Rd

kr�ˇ .z/kRd ku � vkRd 6 ku � vkRd ;

where in the last inequality we used that

kr�ˇ .z/k2
Rd D

dX

iD1

 
eˇzi

Pd
j D1 e

ˇzj

!2

6
dX

iD1

eˇzi

Pd
j D1 e

ˇzj

D 1:

That is, �ˇ is 1-Lipschitz continuous on Rd . On the other hand,

kp
C r�ˇ .z/k2

Rd D
dX

i;j D1

Ci;j

eˇ.zi Czj /


Pd
kD1 e

ˇzk

�2

6 max
i;j D1;:::;d

jCi;j j
dX

i;j D1

eˇ.zi Czj /


Pd
kD1 e

ˇzk

�2

D max
i;j D1;:::;d

jCi;j j D max
iD1;:::;d

Var.Gi /; (4.12)
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where the last equality comes from the Cauchy-Schwarz inequality. By applying The-
orem 4.3, we deduce that, for all x > 0,

P
�
�ˇ .G/ > EŒ�ˇ .G/�C x/ 6 exp

�
� x2

2 maxiD1;:::;d Var.Gi /

�
;

P
�
�ˇ .G/ 6 EŒ�ˇ .G/� � x/ 6 exp

�
� x2

2 maxiD1;:::;d Var.Gi /

�
:

Finally, observe that ˇ ! 1 implies (4.10)-(4.11). Indeed,

max
16i6d

zi D 1

ˇ
log



eˇ max16i6d zi

�
6 �ˇ .z/

6 1

ˇ
log



deˇ max16i6d zi

�
D 1

ˇ
logd C max

16i6d
zi ;

implying in turn that EŒ�ˇ .G/� ! EŒmax16i6d Gi � and �ˇ .z/ ! max16i6d zi for
all z 2 Rd . ut

Corollary 4.1 implies Theorem 4.2.

Proof of Theorem 4.2. It is divided into two steps.

Step 1. Assume for the time being thatm D 1. Fix x > 0. By monotone conver-
gence and continuity, we have

E

�
sup

kD1;:::;2n
Xk2�n

�
! m D 1:

Hence, let n be large enough so thatE
�
supkD1;:::;2n Xk2�n

�
> 2x. If supu2Œ0;1�Xu 6

x, then

sup
kD1;:::;2n

Xk2�n �E
�

sup
kD1;:::;2n

Xk2�n

�
6 sup

u2Œ0;1�
Xu �E

�
sup

kD1;:::;2n
Xk2�n

�

6 �x:
Thus, using (4.11) as well,

P

�
sup

u2Œ0;1�
Xu 6 x

�
6 P

�
sup

kD1;:::;2n
Xk2�n �E

�
sup

kD1;:::;2n
Xk2�n

�
6 �x

�

6 e
� x2

2�2 :

By letting x ! 1 and by noticing that supu2Œ0;1�Xu < 1 a.s. (since X has contin-
uous paths), we get a contradiction. Hence m < 1.

Step 2. By applying Corollary 4.1, we get

P

�
sup

kD1;:::;2n
Xk2�n > E

�
sup

kD1;:::;2n
Xk2�n

�
C x

�
6 exp

�
� x2

2�2

�
:
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Fatou’s lemma together with monotone convergence (see Step 1) then implies

P

�
sup

u2Œ0;1�
Xu > mC x

�
6 exp

�
� x2

2�2

�
;

and the proof of Theorem 4.2 is concluded. ut

4.2 Asymptotic Behavior at Zero

The following result is the extension of (4.3) to any value of H . We follow Molchan
[31] and Aurzada [2].

Theorem 4.4 (Molchan). For any H 2 .0; 1/, we have

lim
x!0C

.log x/�1 logP.MH
1 6 x/ D 1 �H

H
:

The proof of Theorem 4.4 is divided into two parts: Lemma 4.3 and Lemma 4.4.
Also, we shall make use of the following auxiliary result.

Lemma 4.2. For any H 2 .0; 1/, we have

E

"�Z t

0
eBH

u du

��1
#

� H EŒMH
1 � tH�1 as t ! 1.

Proof. For any x > 0, we have (using in particular that BH lawD �BH )

P

�
sup

u2Œ0;1�
jBH

u j > x

�
6 P

�
sup

u2Œ0;1�
BH

u > x

�
C P

�
sup

u2Œ0;1�
�BH

u > x

�

D 2P.MH
1 > x/:

Together with (4.5), this implies that sup
u2Œ0;1�

jBH
u j has all exponential moments (that

is, for all � 2 R,

E
h
e
 supu2Œ0;1� jBH

u ji < 1	
: (4.13)

By selfsimilarity, sup
u2Œ0;t�

jBH
u j has all exponential moments for all t > 0 as well. In

particular, we can freely interchange expectation and differentiation in the forthcom-
ing calculations.
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Now, fix t > 0 and observe that .BH
u /u2Œ0;t�

lawD .BH
t�u �BH

t /u2Œ0;t�; indeed, these
two processes are centered, Gaussian and have the same covariance. We deduce that

E

"�Z t

0
eBH

u du

��1
#

D E

"

eBH
t

�Z t

0
eBH

t�udu

��1
#

D E

"

eBH
t

�Z t

0
eBH

u du

��1
#

D E

�
@

@t

�
log

Z t

0
eBH

u du

��

D @

@t
E

�
log

Z t

0
eBH

u du

�
D @

@t

�
E

�
log

Z 1

0
etH BH

u du

�
C log t

�
by selfsimilarity

D E

�
@

@t

�
log

Z 1

0
etH BH

u du

��
C 1

t
D HtH�1E

"R 1
0 B

H
u e

tH BH
u du

R 1
0 e

tH BH
u du

#

C 1

t
:

(4.14)

Since BH has continuous paths, we have
R 1

0 B
H
u e

tH BH
u du

R 1
0 e

tH BH
u du

! MH
1 as t ! 1:

Moreover, ˇ̌
ˇ̌
ˇ

R 1
0 B

H
u e

tH BH
u du

R 1
0 e

tH BH
u du

ˇ̌
ˇ̌
ˇ

6 sup
u2Œ0;1�

jBH
u j a.s.

By dominated convergence, the desired conclusion follows by letting t ! 1
in (4.14). ut

Lemma 4.3. For any H 2 .0; 1/, we have

lim inf
x!0C

logP.MH
1 6 x/

log x
> 1 �H

H
: (4.15)

Proof. Set x.t/ D 3t�H
�p

log tClog t
	
, t > 0. Since x0.t/ � �3H log t

t1CH as t ! 1,
one can choose M > 0 large enough so that x W ŒM;1/ ! .0; x.M/� is a strictly
decreasing bijection. For x > M , let t .x/ be uniquely defined by

x D 3 t .x/�H
�p

log t .x/C log t .x/
	
: (4.16)

Since t .x/ ! 1 as x ! 0, we deduce from (4.16) that, as x ! 0,

log x

log t .x/
! �H or, equivalently,

log t .x/

log x
! � 1

H
: (4.17)

Assume for the time being that, for some c > 0 and for all t large enough,

P


MH

1 6 3t�H
�p

log t C log t
	�
e3

p
log t t1�H > c: (4.18)
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Taking the logarithm and setting t D t .x/ yield, for all x > 0 small enough,

logP.MH
1 6 x/C 3

p
log t .x/C .1 �H/ log t .x/ > log c;

implying in turn (4.15), see also (4.17).
So, let us show that (4.18) holds true. To this aim, assume that t is an integer for

the sake of simplicity and consider

�1
t D

²
inf

u2Œ0;1�
BH

u > �3
p

log t

³
;

�2
t D

t�1\

iD0

²
sup

u;v2Œi;iC1�
.BH

u � BH
v / 6 3

p
log t

³
:

For any t > 1, we have

E

"�Z t

0
eBH

u du

��1
#

6 A1 C A2 C A3 C A4;

where

A1 D E

"�Z 1

0
eBH

u du

��1

1¹M H
t 63

p
log tC3 log tº\�1

t

#

A2 D E

"�Z 1

0
eBH

u du

��1

1.�1
t /c

#

A3 D E

"�Z t

0
eBH

u du

��1

1¹M H
t >3

p
log tC3 log tº\�2

t

#

A4 D E

"�Z 1

0
eBH

u du

��1

1.�2
t /c

#

:

Study of A1. We have

A1 6 e3
p

log t P
�
MH

t 6 3
p

log t C 3 log t
	

D e3
p

log t P
�
MH

1 6 3t�H .
p

log t C log t /
	
:

Study of A2. We have

E

"�Z 1

0
eBH

u du

��2
#

6 E
h
e�2 infu2Œ0;1� BH

u

i
D E

h
e2 supu2Œ0;1�.�BH

u /
i

D E
h
e2M H

1

i
< 1 by Theorem 4.2: (4.19)
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Also, as t ! 1,

P..�1
t /

c/ D P

�
inf

u2Œ0;1�
BH

u < �3
p

log t

�
D P

�
inf

u2Œ0;1�
.�BH

u / < �3
p

log t

�

D P


MH

1 > 3
p

log t
�

D O.t"� 9
2 / by Theorem 4.2, for all " > 0

D O.t�2/:

Using Cauchy-Schwarz, we deduce that A2 D O.t�1/ as t ! 1.

Study of A3. We have

�2
t \ ®

MH
t > 3

p
log t C 3 log t

¯ �
t�1[

iD0

²
inf

u2Œi;iC1�
BH

u > 3 log t

³
:

Indeed, let i D 0; : : : ; t � 1 and s 2 Œi; i C 1� be such that MH
t D BH

s ; if MH
t >

3
p

log tC3 log t and supu;v2Œi;iC1�.B
H
u �BH

v / 6 3
p

log t then, for all u 2 Œi; iC1�,

0 6 BH
s � 3

p
log t � 3 log t D BH

s � BH
u C BH

u � 3
p

log t � 3 log t

6 BH
u � 3 log t;

so that infu2Œi;iC1� B
H
u > 3 log t . Thus,

A3 6
t�1X

iD0

E

"�Z t

0
eBH

u du

��1

1¹infu2Œi;iC1� BH
u >3 log tº

#

6 t�3
t�1X

iD0

1 D t�2:

Study of A4. We have, as t ! 1,

P
�
.�2

t /
c
	

6
t�1X

iD0

P

�
sup

u;v2Œi;iC1�
BH

u � BH
v > 3

p
log t

�

D tP

�
sup

u;v2Œ0;1�
BH

u � BH
v > 3

p
log t

�

D O.t"� 7
2 / by Theorem 4.2, for all " > 0

D O.t�2/:

Recall also from (4.19) that E

�
R 1
0 e

BH
u du

��2
�
< 1. Using Cauchy-Schwarz, we

deduce that A4 D O.t�1/ as t ! 1.

Conclusion. By putting all these estimates together, we get that

E

"�Z t

0
eBH

u du

��1
#

6 e3
p

log t P
�
MH

1 6 3t�H .
p

log t C log t /
	CO.t�1/;
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as t ! 1. But EŒ.
R t

0 e
BH

u du/�1� � EŒMH
1 �tH�1 as t ! 1 by Lemma 4.2, so

(4.18) holds true for t large enough. ut

Lemma 4.4. For any H 2 .0; 1/, we have

lim sup
x!0C

.log x/�1 logP.MH
1 6 x/ 6 1 �H

H
: (4.20)

Proof. To limit the size of the book, we only do the proof for H 2 . 1
2 ; 1/. We follow

the approach developed in [2]. (The case H 2 .0; 1
2 / is slightly more difficult to

handle, and we refer to [2] for the details.) During the proof of (4.20), we shall make
use of the following classical and very important result.

Lemma 4.5 (Slepian [58]). Fix some integers d > 2 and kd ; : : : ; k1 > 1, and
consider a centered Gaussian vector

.G1
1 ; : : : ; G

1
k1
; : : : ; Gd

1 ; : : : ; G
d
kd
/:

Assume that EŒGi
aG

j

b
� > 0 for all i ¤ j , a D 1; : : : ; ki and b D 1; : : : ; kj . Then,

for any x1; : : : ; xd 2 R,

P
�

max¹G1
1 ; : : : ; G

1
k1

º 6 x1
	
: : : P

�
max¹Gd

1 ; : : : ; G
d
kd

º 6 xd

	

6 P



max¹G1
1 ; : : : ; G

1
k1

º 6 x1; : : : ; max¹Gd
1 ; : : : ; G

d
kd

º 6 xd

�
:

Proof. By reasoning by induction, we suppose without loss of generality that d D 2.
Let us first change the notation to simplify the exposition. We want to prove that, if
G D .G1; : : : ; GpCq/ is a given centered Gaussian vector such that

EŒGiGj � > 0; i D 1; : : : ; p; j D p C 1; : : : ; p C q;

and if bG D .bG1; : : : ;bGpCq/ is another centered Gaussian vector such that

EŒbGi
bGj � D

²
EŒGiGj � if .i; j / 2 ¹1; : : : ; pº2 [ ¹p C 1; : : : ; p C qº2

0 otherwise
;

then, for all x; y 2 R,

P
�

max¹G1; : : : ; Gpº 6 x
	
P
�

max¹GpC1; : : : ; GpCqº 6 y
	

D P



max¹bG1; : : : ;bGpº 6 x; max¹bGpC1; : : : ;bGpCqº 6 y
�

6 P
�

max¹G1; : : : ; Gpº 6 x; max¹GpC1; : : : ; GpCqº 6 y
	
:

Without loss of generality, let us assume that G and bG are independent. Let �.u/ D
f1.u1/ : : : fpCq.upCq/, u 2 RpCq , where each fi is a positive, decreasing and



50 4 Supremum of the Fractional Brownian Motion

smooth enough function. For t 2 Œ0; 1�, set '.t/ D E
�
�.

p
tG C p

1 � tbG/�. We
have

EŒ�.G/� �EŒ�.bG/� D
Z 1

0
'0.t/dt

D
pCqX

iD1

E

�
@�

@ui

.
p
tG C p

1 � tbG/
�

1

2
p
t
Gi � 1

2
p

1 � t
bGi

��

D 1

2

pCqX

i;j D1

E

�
@2�

@ui@uj

.
p
tG C p

1 � tbG/
� 

EŒGiGj � �EŒbGi

bGj �
�

D
pX

iD1

pCqX

j DpC1

E

�
@2�

@ui@uj

.
p
tG C p

1 � tbG/
�
EŒGiGj �:

But when i ¤ j , we have

@2�

@ui@uj

.u/ D f 0
i .ui /f

0
j .uj /

Y

k¤i;j

fk.uk/ > 0:

We deduce that

EŒ�.G/� D E

"
pCqY

iD1

fi .Gi /

#

> E

"
pCqY

iD1

fi .bGi /

#

D EŒ�.bG/�;

and the conclusion is attained by taking, for each i , a sequence f .n/
i of positive,

decreasing, C2 approximations to the indicator 1.�1;x� (i D 1; : : : ; p) or 1.�1;y�

(i D p C 1; : : : ; p C q). ut

Corollary 4.2. Let BH be a fractional Brownian motion of Hurst index H 2 . 1
2 ; 1/.

Then, for all t > 1, all x1; x2 > 0 and all x3 2 R,

P

�
sup

06s61
BH

s 6 x1

�
P

�
sup

16s6t
.BH

s � BH
1 / 6 x2

�
P
�
BH

1 6 x3

	

6 P

�
sup

06s61
BH

s 6 x1; sup
16s6t

.BH
s � BH

1 / 6 x2; B
H
1 6 x3

�
:

Proof. For any s 2 Œ0; 1� and u 2 Œ1;C1/, we have, using (2.2) since H > 1
2 ,

EŒBH
s .B

H
u � BH

1 /� D H.2H � 1/
Z s

0
dx

Z u

1
dy.y � x/2H�2 > 0
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EŒBH
s B

H
1 � D H.2H � 1/

Z s

0
dx

Z 1

0
dyjy � xj2H�2 > 0:

Slepian’s Lemma 4.5 then implies that

P

�
sup

kD1;:::;2n
BH

k2�n 6 x1

�
P

�
sup

kD1;:::;2n
.BH

1C.t�1/k2�n � BH
1 / 6 x2

�
P
�
BH

1 6 x3

	

6 P

�
sup

kD1;:::;2n
BH

k2�n 6 x1; sup
kD1;:::;2n

.BH
1C.t�1/k2�n � BH

1 / 6 x2; B
H
1 6 x3

�
:

A monotone convergence argument as n ! 1 allows one to conclude the proof. ut

We are now in a position to prove Lemma 4.4 for H 2 . 1
2 ; 1/. Fix t > 1 and let

�.s/ D 1Œ0;.2 log t/1=H /.s/ � 2 log t 1Œ.2 log t/1=H ;t�.s/; s > 0:

We have

E

"�Z t

0
eBH

s ds

��1
#

> E

"

1¹8s6t W BH
s 6	.s/º

�Z t

0
eBH

s ds

��1
#

> P
�8s 6 t W BH

s 6 �.s/
	 �Z t

0
e	.s/ds

��1

:

For t large enough, observe that

Z t

0
e	.s/ds D e.2 log t /1=H C 1

t
� .2 log t /1=H

t2
�t!1 e.2 log t /1=H ;

implying in turn that
R t

0 e
	.s/ds 6 2e.2 log t /1=H for t large enough. Therefore, for

t large enough,

P
�8s 6 t W BH

s 6 �.s/
	

6 2e.2 log t /1=H E

"�Z t

0
eBH

s ds

��1
#

: (4.21)

On the other hand, by (4.15) we have that

.log t /
1

H �1 P

�
MH

1 6 1

2 log t

�
! 1 as t ! 1:
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Therefore, for t large enough, .log t /
1

H P
�
MH

1 6 1
2 log t

	
> 1

P.BH
1 6�2/

, implying in

turn:

.log t /1� 1
H P.MH

t 6 1/

6 P

�
MH

1 6 1

2 log t

�
P.MH

t 6 1/P.BH
1 6 �2/

D P

�
sup

06s61
BH

s 6 1

2 log t

�
P

�
sup

16s6tC1
BH

s�1 6 1

�
P.BH

1 6 �2/

D P

�
sup

06s61
BH

s 6 1

2 log t

�
P

�
sup

16s6tC1
.BH

s � BH
1 / 6 1

�
P.BH

1 6 �2/

by stationarity

6 P

�
sup

06s61
BH

s 6 1

2 log t
; sup

16s6tC1
.BH

s � BH
1 / 6 1; BH

1 6 �2

�

by Corollary 4.2

6 P

�
sup

06s61
BH

s 6 1

2 log t
; sup

16s6t
BH

s 6 �1

�

D P

 

sup
06s6.2 log t/

1
H

BH
s 6 1; sup

.2 log t/
1

H 6s6t.2 log t/
1

H

BH
s 6 �2 log t

!

by selfsimilarity

6 P

 

sup
06s6.2 log t/

1
H

BH
s 6 1; sup

.2 log t/
1

H 6s6t

BH
s 6 �2 log t

!

D P
�8s 6 t W BH

s 6 �.s/
	

6 2e.2 log t /
1

H E

"�Z t

0
eBH

s ds

��1
#

by (4.21)

6 c .log t /
1

H tH�1 by Lemma 4.2, for some c > 0. (4.22)

Using first the selfsimilarity property of BH and then (4.22), we deduce that

P.MH
1 6 x/ D P.MH

x�H 6 1/ 6 c.� log x/
2�H

H x
1�H

H ;

for any x > 0 small enough, frow which it is immediate that (4.20) holds. ut



Chapter 5
Malliavin Calculus in a Nutshell

In this chapter, we introduce the reader to the basic operators of Malliavin calculus.
This is because, in the next chapter, we shall use this framework to study the con-
vergence in law of some functionals involving fractional Brownian motion. For the
sake of simplicity and to avoid useless technicalities, we only consider the case where
the underlying Gaussian process, fixed once for all, is a two-sided classical Brownian
motion W D .Wt /t2R (see (1.8)) defined on some probability space .�;F ; P /; we
further assume that the �-field F is generated by W .

For a detailed exposition of Malliavin calculus and for missing proofs, we refer
the reader to the textbooks [39, 45].

5.1 Itô Stochastic Calculus

In this section, we survey some of the basic properties of the stochastic integral of
adapted processes with respect to W , as introduced by Itô. (For a detailed exposition
of Itô stochastic calculus and for missing proofs, we refer the reader to the classical
textbook [52].)

For each t 2 R, let Ft be the �-field generated by the random variables ¹Ws; s 6
tº together with the null sets of F .

Definition 5.1. A stochastic process u D .ut /t2R is called adapted1 if ut is Ft -
measurable for any t 2 R.

We denote by L2.R ��/ D L2.R ��;B.R/˝ F ; ��P / (where � stands for
the Lebesgue measure) the set of square integrable processes, and by L2

a.R ��/ the
subspace of adapted processes. Let E be the class of elementary adapted processes,

1 Any adapted process u that is either càdlàg or càglàd admits a progressively measurable
version. We will always assume that we are dealing with it, meaning that the restriction of
u to the product .�1; t � �� is B..�1; t �/˝ Ft -measurable for all t .

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_5, © Springer-Verlag Italia 2012
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that is, a process u belongs to E if it has the form

ut D
nX

iD1

Fi 1Œti ;tiC1/.t/ (5.1)

where t1 < : : : < tnC1, and every Fi is an Fti -measurable and square integrable
random variable.

Definition 5.2. For an adapted process u of the form (5.1), the random variable

Z 1

�1
usdWs D

nX

iD1

Fi

�
Wti C1 �Wti

	
(5.2)

is called the Itô integral of u with respect to W .

The Itô integral of elementary processes is a linear functional that takes values on
L2.�/ and has the following basic features, coming mainly from the independence
property of the increments of W :

E

�Z

R
usdWs

�
D 0 (5.3)

E

�Z

R
usdWs �

Z

R
vsdWs

�
D E

�Z

R
usvsds

�
: (5.4)

Thanks to the isometry (5.4), the definition of
R

R usdWs is extended to all adapted
process u ofL2

a.R��/, and (5.3)–(5.4) continue to hold in this more general setting.
When u 2 L2.R/ is deterministic, it is straightforward to show (using (5.2) as

well as a characteristic function argument) that
Z

R
usdWs � N

�
0;
Z

R
u2

sds

�
: (5.5)

One of the most important tool in the Itô stochastic calculus is its associated
change of variable formula.

Theorem 5.1. Fix d > 1, let x1; : : : ; xd 2 R and let F W Rd ! R be a C2-function.
Also, for i D 1; : : : ; d , suppose that ui and vi are measurable and adapted processes
verifying

R t

�1 ui .s/
2ds < 1 a.s. and

R t

�1 jvi .s/jds < 1 a.s. for every t 2 R. Set

X i
t D xi C R t

�1 ui .s/dWs C R t

�1 vi .s/ds for any i D 1; : : : ; d . Then

F.X1
t ; : : : ; X

d
t / D F.x1; : : : ; xd /C

dX

iD1

Z t

�1
@F

@xi

.X1
s ; : : : ; X

d
s /ui .s/dWs

C
dX

iD1

Z t

�1
@F

@xi

.X1
s ; : : : ; X

d
s /vi .s/ds

C1

2

dX

i;j D1

Z t

�1
@2F

@xi@xj

.X1
s ; : : : ; X

d
s /ui .s/uj .s/ds: (5.6)
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5.2 Multiple Wiener–Itô Integrals and Wiener Chaoses

Let f 2 L2.Rq/. Let us see how one could give a ‘natural’ meaning to the q-fold
multiple integral

IW
q .f / D

Z 0

Rq

f .s1; : : : ; sq/dWs1 : : : dWsq
;

where the prime indicates that one does not integrate over the hyperdiagonals ti D
tj , i ¤ j . To achieve this goal, we shall use an iterated Itô integral; the following
heuristic ‘calculations’ are thus natural within this framework:
Z 0

Rq

f .s1; : : : ; sq/dWs1 : : : dWsq

D
X

�2Sq

Z 0

Rq

f .s1; : : : ; sq/1¹s�.1/>:::>s�.q/ºdWs1 : : : dWsq

D
X

�2Sq

Z 1

�1
dWs�.1/

Z s�.1/

�1
dWs�.2/

: : :

Z s�.q�1/

�1
dWs�.q/

f .s1; : : : ; sq/

D
X

�2Sq

Z 1

�1
dWt1

Z t1

�1
dWt2 : : :

Z tq�1

�1
dWtqf .t��1.1/; : : : ; t��1.q//

D
X

�2Sq

Z 1

�1
dWt1

Z t1

�1
dWt2 : : :

Z tq�1

�1
dWtqf .t�.1/; : : : ; t�.q//: (5.7)

Now, we can use (5.7) as a natural candidate for being IW
q .f /.

Definition 5.3. Let q > 1 be an integer.
1: When f 2 L2.Rq/, we set

IW
q .f / D

X

�2Sq

Z 1

�1
dWt1

Z t1

�1
dWt2 : : :

Z tq�1

�1
dWtqf .t�.1/; : : : ; t�.q//: (5.8)

The random variable IW
q .f / is called the qth multiple Wiener-Itô integral of f .

2: The set H W
q of random variables of the form IW

q .f /, f 2 L2.Rq/, is called the

qth Wiener chaos of W . We also use the convention H W
0 D R.

The following properties are readily checked.

Proposition 5.1. Let q > 1 be an integer and let f 2 L2.Rq/.
1: If f is symmetric, then

IW
q .f / D qŠ

Z 1

�1
dWt1

Z t1

�1
dWt2 : : :

Z tq�1

�1
dWtq f .t1; : : : ; tq/: (5.9)

2: We have
IW

q .f / D IW
q .ef /; (5.10)
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where ef stands for the symmetrization of f given by

ef .t1; : : : ; tq/ D 1

qŠ

X

�2Sq

f .t�.1/; : : : ; t�.q//: (5.11)

3: Let Dq � Rq be the collection of the hyperdiagonals of Rq , i.e.

Dq D ¹.t1; : : : ; tq/ 2 Rq W ti D tj for some i ¤ j º:
When Œa1; b1Œ� : : :�Œaq; bq Œ\Dq D ; (that is, when Œa1; b1Œ; : : : ; Œaq ; bq Œ are disjoint
intervals of R), we have

IW
q .1�a1;b1� ˝ : : :˝ 1�aq ;bq �/ D �

Wb1 �Wa1

	
: : :
�
Wbq

�Waq

	
: (5.12)

(In (5.12) and throughout the book, we write f1 ˝ : : : ˝ fq to indicate the tensor
product of f1; : : : ; fq , defined by .f1 ˝ : : :˝ fq/.t1; : : : ; tq/ D f1.t1/ : : : fq.tq/.)
4: For any p; q > 1, f 2 L2.Rp/ and g 2 L2.Rq/,

EŒIW
q .f /� D 0 (5.13)

EŒIW
p .f /IW

q .g/� D pŠhef ;egiL2.Rp/ if p D q (5.14)

EŒIW
p .f /IW

q .g/� D 0 if p ¤ q: (5.15)

Multiple Wiener-Itô integrals and Hermite polynomials are intimately connected.

Proposition 5.2. Let e 2 L2.R/ have norm 1, let q > 1 be an integer, and recall the
Definition 1.4 of Hermite polynomials. Then

Hq

�Z

R
e.s/dWs

�
D IW

q .e˝q/: (5.16)

Proof. Let t 2 R and, for any x 2 R and a > 0, set hq.x; a/ D aq=2Hq.x=
p
a/

if a ¤ 0 and hq.x; 0/ D xq . Using Proposition 1.3(1), it is readily checked that

1
2

@2

@x2 C @
@a

�
hq D 0 and @

@x
hq D qhq�1. Itô’s formula (5.6) implies then that

hq

�Z t

�1
e.u/dWu;

Z t

�1
e2.u/du

�

D q

Z t

�1
dWt1 e.t1/ hq�1

�Z t1

�1
e.u/dWu;

Z t1

�1
e2.u/du

�

D : : :

D qŠ

Z t

�1
dWt1 e.t1/

Z t1

�1
dWt2 e.t2/ : : :

Z tq�2

�1
dWtq�1e.tq�1/

�h1

�Z tq�1

�1
e.u/dWu;

Z tq�1

�1
e2.u/du

�

D qŠ

Z t

�1
dWt1 e.t1/

Z t1

�1
dWt2 e.t2/ : : :

Z tq�1

�1
dWtqe.tq/:
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By choosing t D 1 and because
R

R e
2.u/du D 1, we get

Hq

�Z

R
e.u/dWu

�
D IW

q .e˝q/

and the proof of (5.16) is complete. ut

The space L2.�/ can be decomposed into the infinite orthogonal sum of the
spaces H W

q . (It is precisely here that we need to assume that the �-field F is gener-
ated byW .) It follows that any square-integrable random variable F 2 L2.�/ admits
the following chaotic expansion:

F D EŒF �C
1X

qD1

IW
q .fq/; (5.17)

where the functions fq 2 L2.Rq/ are symmetric and uniquely determined by F .

The following result contains a very useful property of Wiener multiple integrals
(the so-called hypercontractivity property) which states that all the Lr .�/-norms are
equivalent for multiple Wiener-Itô integrals of a given order.

Theorem 5.2 (Nelson [32]). Let f 2 L2.Rq/ with q > 1. Then, for all r 2 Œ2;C1/,

E
�jIW

q .f /jr� 6 Œ.r � 1/qqŠ�r=2kf kr
L2.Rq/

< 1: (5.18)

Proof. See, e.g., [39, Corollary 2.8.14]. ut

As an application, let us deduce from Theorem 5.2 that the law of any random
vector composed of either single or double Wiener-Itô integrals is determined by its
joint moments. It is an interesting result (that we shall use in the proof of Theorem 7.3)
because the laws of multiple integrals of order strictly greater than two are, in general,
not determined by their moments. See Slud [59] or Janson [24, Chapter VI] for a
complete picture.

Proposition 5.3. Let e1; : : : ; er be functions in L2.R/ and f1; : : : ; fd be symmetric
functions in L2.R2/. Then, the law of the random vector

.Z1; : : : ; ZrCd / WD .IW
1 .e1/; : : : ; I

1
W .er /; I

W
2 .f1/; : : : ; I

W
2 .fd //

is determined by its joint moments. That is, if .Y1; : : : ; YrCd / is a random vector
satisfying

EŒY
n1

1 : : : Y
nrCd

rCd
� D EŒZ

n1
1 : : : Z

nrCd

rCd
�

for each choice of n1; : : : ; nrCd 2 N, then

.Y1; : : : ; YrCd /
lawD .Z1; : : : ; ZrCd /:
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Proof. Since

EŒet jI W
1 .e/j� D 1p

2�kek
Z

R
et jxje� x2

2kek2 dx < 1 (5.19)

for any e 2 L2.R/ n ¹0º and t > 0, it is sufficient to show that, for any symmetric
function f 2 L2.R2/, there exists t > 0 such that

EŒet jI W
2 .f /j� < 1: (5.20)

(It is indeed a routine exercise to deduce the desired conclusion from (5.19)-(5.20).)
To do so, without loss of generality we may and will assume that 2kf kL2.R2/ D
EŒIW

2 .f /2� D 1, so that (5.18) implies that, for every r > 2,

EŒjIW
2 .f /jr �1=r 6 r � 1;

implying in turn that P.jIW
2 .f /j > u/ 6 u�r .r � 1/r for every u > 0. Choosing

r D r.u/ D 1 C u=e, the previous relation shows that P.jIW
2 .f /j > u/ 6 e�u=e ,

for every u > e. By a Fubini argument,

EŒet jI W
2 .f /j� D 1 C t

Z 1

0
etuP

�jIW
2 .f /j > u	du;

hence EŒet jI W
2 .f /j� < 1 for every t 2 Œ0; 1=e/. The proof is concluded. ut

Another interesting application of Theorem 5.2 is the following result.

Proposition 5.4. Let .fn/n>1 be a sequence of non-zero symmetric elements of
L2.Rq/. If the sequence .IW

q .fn//n>1 converges in law, then

sup
n>1

E
�jIW

q .fn/jr
�
< 1 for every r > 0: (5.21)

Proof. Recall the Paley’s inequality: ifF is a positive random variable withEŒF � D 1
and if � 2 .0; 1/, then

EŒF 2� P.F > �/ > .1 � �/2: (5.22)

(The proof of (5.22) is easy: consider the decomposition F D F 1¹F >
º CF 1¹F 6
º,
take the expectation and use Cauchy-Schwarz to deduce that 1 6

p
EŒF 2�p

P.F > �/ C � .) Combining (5.18) for r D 4 with (5.22), we get for every
� 2 .0; 1/ and with F D IW

q .fn/
2=EŒIW

q .fn/
2�,

P
�
IW

q .fn/
2 > �EŒIW

q .fn/
2�
	

> .1 � �/2
�
EŒIW

q .fn/
2�
	2

EŒIW
q .fn/4�

> .1 � �/29�q : (5.23)

The sequence .IW
q .fn//n>1 converging in law, it is tight and we can choose M > 0

large enough such that P.IW
q .fn/

2 > M/ < 9�q�1 for all n > 1. On the other hand,
by (5.23) with � D 2=3 and all n, we have

P
�
IW

q .fn/
2 > M

	
< 9�q�1 6 P

�
IW

q .fn/
2 >

2

3
EŒIW

q .fn/
2�
	
:
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As a consequence, supn>1EŒI
W
q .fn/

2� 6 3M
2 . Applying (5.18) we conclude

(5.21). ut

Multiple Wiener-Itô integrals are linear by construction. Let us see how they be-
have with respect to multiplication. To this aim, we need to introduce the concept of
contractions.

Definition 5.4. When r 2 ¹1; : : : ; p ^ qº, f 2 L2.Rp/ and g 2 L2.Rq/, we write
f ˝r g to indicate the r th contraction of f and g, defined as being the element of
L2.RpCq�2r/ given by

.f ˝r g/.t1; : : : ; tpCq�2r / (5.24)

D
Z

Rr

f .t1; : : : ; tp�r ; x1; : : : ; xr /g.tp�rC1; : : : ; tpCq�2r ; x1; : : : ; xr /

� dx1 : : : dxr :

By convention, we set f ˝0 g D f ˝ g as being the tensor product of f and g, that
is, .f ˝ g/.t1; : : : ; tpCq/ D f .t1; : : : ; tp/g.tpC1; : : : ; tpCq/.

Observe that

kf ˝r gkL2.RpCq�2r / 6 kf kL2.Rp/kgkL2.Rq/; r D 0; : : : ; p ^ q (5.25)

by Cauchy-Schwarz, and that f p̋ g D hf; giL2.Rp/ when p D q. The next result
is the product formula between multiple Wiener-Itô integrals.

Theorem 5.3. Let p; q > 1 and let f 2 L2.Rp/ and g 2 L2.Rq/ be two symmetric
functions. Then

IW
p .f /IW

q .g/ D
p^qX

rD0

rŠ

 
p

r

! 
q

r

!

IW
pCq�2r .f e̋rg/; (5.26)

where f e̋rg stands for the symmetrization of f ˝r g (see (5.11)).

Proof. See, e.g., [45, page 12]. ut

5.3 Malliavin Derivatives

Let F 2 L2.�/ and consider its chaotic expansion (5.17).

Definition 5.5. 1: When m > 1 is an integer, we say that F belongs to the Sobolev-
Watanabe space Dm;2 if

1X

qD1

qmqŠkfqk2
L2.Rq/

< 1: (5.27)
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2: When (5.27) holds with m D 1, the Malliavin derivative DF D .DtF /t2R of F
is the element of L2.� � R/ given by

DtF D
1X

qD1

qIW
q�1

�
fq.�; t /

	
: (5.28)

It is clear by construction that D is a linear operator. Using the orthogonality and
the isometry properties of multiple Wiener-Itô integrals, it is easy to compute the
L2-norm ofDF in terms of the kernels fq appearing in the chaotic expansion (5.17)
of F :

Proposition 5.5. Let F 2 D1;2. We have

E
h
kDF k2

L2.R/

i
D

1X

qD1

qqŠkfqk2
L2.Rq/

:

Proof. By (5.28), we can write

E
h
kDF k2

L2.R/

i
D
Z

R
E

�� 1X

qD1

qIW
q�1

�
fq.�; t /

	 �2�
dt

D
1X

p;qD1

pq

Z

R
E
�
IW
p

�
fp.�; t /

	
IW

q�m

�
fq.�; t /

	�
dt:

Using (5.15), we deduce that

E
h
kDF k2

L2.R/

i
D

1X

qD1

q2
Z

R
E
h
IW

q�1

�
fq.�; t /

	2
i
dt:

Finally, using (5.14), we get that

E
h
kDF k2

L2.R/

i
D

1X

qD1

q2.q � 1/Š
Z

R

�
�fq.�; t /

�
�2

L2.Rq�1/
dt D

1X

qD1

qqŠ
�
�fq

�
�2

L2.Rq/
:

ut

Let Hq denote the qth Hermite polynomial (for some q > 1) and let e 2 L2.R/
have norm 1. Recall (5.16) and Proposition 1.3(1). We deduce that, for any t > 0,

Dt

�
Hq

�Z

R
e.s/dWs

��
D Dt .I

W
q .e˝q// D qIW

q�1.e
˝q�1/e.t/

D qHq�1

�Z

R
e.s/dWs

�
e.t/ D H 0

q

�Z

R
e.s/dWs

�
Dt

�Z

R
e.s/dWs

�
:

More generally, the Malliavin derivative D verifies the chain rule:

Theorem 5.4. Let ' W R ! R be both of class C1 and Lipschitz, and let F 2 D1;2.
Then, '.F / 2 D1;2 and

Dt'.F / D '0.F /DtF; t 2 R: (5.29)

Proof. See, e.g., [45, Proposition 1.2.3]. ut
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5.4 Generator of the Ornstein–Uhlenbeck Semigroup

Recall the definition (5.27) of the Sobolev–Watanabe spaces Dm;2, m > 1, and that
the symmetric kernels fq 2 L2.Rq/ are uniquely defined through (5.17).

Definition 5.6. 1: The generator of the Ornstein–Uhlenbeck semigroup is the linear
operator L defined on D2;2 by

LF D �
1X

qD0

qIW
q .fq/:

2: The pseudo-inverse of L is the linear operator L�1 defined on L2.�/ by

L�1F D �
1X

qD1

1

q
IW

q .fq/:

It is obvious that, for any F 2 L2.�/, we have that L�1F 2 D2;2 and

LL�1F D F �EŒF �: (5.30)

Our terminology forL�1 is explained by the identity (5.30). Another crucial property
of L is contained in the following result.

Proposition 5.6. Let F 2 D2;2 and G 2 D1;2. Then

EŒLF �G� D �EŒhDF;DGiL2.R/�: (5.31)

Proof. By bilinearity and approximation, it is enough to show (5.31) for F D IW
p .f /

and G D IW
q .g/ with p; q > 1 and f 2 L2.Rp

C/, g 2 L2.Rq
C/ symmetric. When

p ¤ q, we have
EŒLF �G� D �pEŒIW

p .f /IW
q .g/� D 0

and

EŒhDF;DGiL2.R/� D pq

Z 1

0
EŒIW

p�1.f .�; t //IW
q�1.g.�; t //�dt D 0

by (5.15), so the desired conclusion holds true in this case. When p D q, we have

EŒLF �G� D �qEŒIW
q .f /IW

q .g/� D 0 D �qqŠhf; giL2.Rq/

and

EŒhDF;DGiL2.R/�

D q2
Z 1

0
EŒIW

q�1.f .�; t //IW
q�1.g.�; t //�dt

D q2.q � 1/Š
Z

R
hf .�; t /; g.�; t /iL2.Rp�1/dt D qqŠhf; giL2.Rq/

by (5.14), so the desired conclusion holds true also in this case. ut

We are now in a position to state and prove an integration by parts formula which
will play a crucial role in the sequel.
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Theorem 5.5. Let ' W R ! R be both of class C1 and Lipschitz, and let F 2 D1;2

be such that EŒF � D 0. Then

E
�
F'.F /

� D E
�
'0.F /hDF;�DL�1F iL2.R/

�
: (5.32)

Proof. Using the assumptions made on F and ', we can write:

E
�
F'.F /

� D E
�
L.L�1F /'.F /

�
(by (5.30))

D E
�hD'.F /;�DL�1F iL2.R/

�
(by (5.31))

D E
�
'0.F /hD'.F /;�DL�1F iL2.R/

�
(by (5.29));

which is the announced formula. ut

In (5.32), the random variable hDF;�DL�1F iL2.R/ belongs toL1.�/ since F 2
D1;2. Indeed,

E
�jhDF;�DL�1F iL2.R/j

�
6
q
EŒkDF k2

L2.R/
�
q
EŒkDL�1F k2

L2.R/
�

D
vuut

1X

qD1

qqŠkfqk2
L2.Rq/

vuut
1X

qD1

.q � 1/Škfqk2
L2.Rq/

6
1X

qD1

qqŠkfqk2
L2.Rq/

D EŒkDF k2
L2.R/

� < 1: (5.33)

Theorem 5.5 admits a useful extension to indicator functions. Before stating and
proving it, we recall the following classical result from measure theory.

Proposition 5.7. Let B be a Borel set in R, assume that B � Œ�A;A� for some
A > 0, and let � be a finite measure on Œ�A;A�. Then, there exists a sequence .hn/

of continuous functions with support included in Œ�A;A� and such that hn.x/ 2 Œ0; 1�
and 1B.x/ D limn!1 hn.x/ �-a.e.

Proof. This is an immediate corollary of Lusin’s theorem, see e.g. [54, page 56]. ut

Corollary 5.1. Let B be a Borel set in R, assume that B � Œ�A;A� for some A > 0,
and let F 2 D1;2 be such that EŒF � D 0. Then

E

�
F

Z F

�1
1B.x/dx

�
D E

�
1B.F /hDF;�DL�1F iL2.R/

�
:

Proof. Let � denote the Lebesgue measure and letPF denote the law of F . By Propo-
sition 5.7 with � D .� C PF /jŒ�A;A� (that is, � is the restriction of � C PF to
Œ�A;A�), there is a sequence .hn/ of continuous functions with support included in
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Œ�A;A� and such that hn.x/ 2 Œ0; 1� and 1B.x/ D limn!1 hn.x/ �-a.e. In particu-
lar, 1B.x/ D limn!1 hn.x/ �-a.e. and PF -a.e. By Theorem 5.5, we have moreover
that

E

�
F

Z F

�1
hn.x/dx

�
D E

�
hn.F /hDF;�DL�1F iL2.R/

�
:

The dominated convergence applies and yields the desired conclusion. ut

As a corollary of both Theorem 5.5 and Corollary 5.1, we shall prove that the
law of any multiple Wiener-Itô integral is always absolutely continuous with respect
to the Lebesgue measure except, of course, when its kernel is identically zero. This
result was obtained by Shigekawa in [57].

Corollary 5.2 (Shigekawa). Let q > 1 be an integer and let f be a non zero element
of L2.Rq/. Then the law of F D IW

q .f / is absolutely continuous with respect to the
Lebesgue measure.

Proof. Without loss of generality, we further assume that f is symmetric. The proof
is by induction on q. When q D 1, the desired property is readily checked because
IW

1 .f / � N .0; kf k2
L2.R/

/. Now, let q > 2 and assume that the statement of Corol-

lary 5.2 holds true for q � 1, that is, assume that the law of IW
q�1.g/ is absolutely

continuous for any symmetric element g of L2.Rq�1/ such that kgkL2.Rq�1/ > 0.
Let f be a symmetric element of L2.Rq/ with kf kL2.Rq/ > 0. Let h 2 L2.R/ be
such that

��R1
0 f .�; s/h.s/ds��

L2.Rq�1/
¤ 0. (Such an h necessarily exists because,

otherwise, we would have that f .�; s/ D 0 for almost all s > 0 which, by symmetry,
would imply that f � 0; this would be in contradiction with our assumption.) Using
the induction assumption, we have that the law of

hDF; hiL2.R/ D
Z

R
DsF h.s/ds D qIW

q�1

�Z

R
f .�; s/h.s/ds

�

is absolutely continuous with respect to the Lebesgue measure. In particular,

P.hDF; hiL2.R/ D 0/ D 0;

implying in turn, because ¹kDF kL2.R/ D 0º � ¹hDF; hiL2.R/ D 0º, that

P.kDF kL2.R/ > 0/ D 1: (5.34)

Now, letB be a Borel set in R. Using Corollary 5.1, we can write, for every n > 1,

E

�
1B\Œ�n;n�.F /

1

q
kDF k2

L2.R/

�
D E

�
1B\Œ�n;n�.F /hDF;�DL�1F iL2.R/

�

D E

"

F

Z F

�1
1B\Œ�n;n�.y/dy

#

:

Assume that the Lebesgue measure of B is zero. The previous equality implies that

E

�
1B\Œ�n;n�.F /

1

q
kDF k2

L2.R/

�
D 0; n > 1:
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But (5.34) holds as well, so P.F 2 B \ Œ�n; n�/ D 0 for all n > 1. By monotone
convergence, we actually get P.F 2 B/ D 0. This shows that the law of F is abso-
lutely continuous with respect to the Lebesgue measure. The proof of Corollary 5.2
is concluded. ut



Chapter 6
Central Limit Theorem on the Wiener Space

A widely acclaimed achievement of probability has been its success in approximating
the distributions of arbitrarily complicated random variables in terms of a rather small
number of ‘universal’ distributions. Central limit theorem, which proves convergence
to the Gaussian law, is the best known among this type of results. However, for practi-
cal purposes, it is much more important to know how accurate such an approximation
is, and this is of course a more difficult question to answer. For instance, central limit
theorem was known already around 1715 (and in full generality by 1900), whereas
the corresponding approximation theorem of Berry and Esseen was only proved in
1941. Stein’s method, introduced in 1972 in [60], offers a general means of solving
such problems.

The goal of this chapter (which, in a sense, is a summary of the content of the
book [39]) is to explain how to combine Stein’s method with Malliavin calculus in
order to assess the distance between the laws of regular Brownian functionals and a
one-dimensional Gaussian distribution. Notably, we deduce a complete characteriza-
tion of Gaussian approximations inside a fixed Wiener chaos, which is systematically
stronger than the popular method of moments.

In Section 6.4, one uses the approach developed in this chapter to study the asymp-
totic behavior of the quadratic variation of fBm.

6.1 Stein’s Lemma for Gaussian Approximations

We start by introducing the distance we shall use to measure the closeness of the laws
of random variables.

Definition 6.1. The total variation distance between the laws of two real-valued ran-
dom variables Y and Z is defined by

dT V .Y;Z/ D sup
B2B.R/

ˇ̌
P.Y 2 B/ � P.Z 2 B/ˇ̌; (6.1)

where B.R/ stands for the set of Borel sets in R.

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_6, © Springer-Verlag Italia 2012
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When B 2 B.R/, we have that P.Y 2 B \ Œ�n; n�/ ! P.Y 2 B/ and P.Z 2
B \ Œ�n; n�/ ! P.Z 2 B/ as n ! 1 by the monotone convergence theorem. So,
without loss we may restrict the supremum in (6.1) to be taken over bounded Borel
sets, that is,

dT V .Y;Z/ D sup
B2B.R/
B bounded

ˇ̌
P.Y 2 B/ � P.Z 2 B/ˇ̌: (6.2)

The following statement contains all the elements of Stein’s method that are
needed for our discussion. For more details and the heuristic behind the method, one
can consult the recent books [8, 39] and the references therein.

Lemma 6.1 (Stein). LetN � N .0; 1/ be a standard Gaussian random variable. Let
h W R ! Œ0; 1� be any continuous function. Define fh W R ! R by

fh.x/ D e
x2
2

Z x

�1
�
h.a/ � EŒh.N /�	e� a2

2 da (6.3)

D �e x2
2

Z 1

x

�
h.a/ �EŒh.N /�	e� a2

2 da: (6.4)

Then fh is of class C1, and satisfies jxfh.x/j 6 1, jf 0
h
.x/j 6 2 and

f 0
h.x/ D xfh.x/C h.x/ �EŒh.N /� (6.5)

for all x 2 R.

Proof. The equality between (6.3) and (6.4) comes from

0 D E
�
h.N / � EŒh.N /��

D 1p
2�

Z C1

�1
�
h.a/ �EŒh.N /�	e� a2

2 da:

Using (6.4) we have, for x > 0:

ˇ
ˇxfh.x/

ˇ
ˇ D

ˇ̌
ˇ̌xe

x2
2

Z C1

x

�
h.a/ �EŒh.N /�	e� a2

2 da

ˇ̌
ˇ̌

6 xe
x2
2

Z C1

x

e� a2
2 da 6 e

x2
2

Z C1

x

ae� a2
2 da D 1:

Using (6.3) we have, for x 6 0:

ˇ̌
xfh.x/

ˇ̌ D
ˇ̌
ˇ
ˇxe

x2
2

Z x

�1
�
h.a/ �EŒh.N /�	e� a2

2 da

ˇ̌
ˇ
ˇ

6 jxje x2
2

Z C1

jxj
e� a2

2 da 6 e
x2
2

Z C1

jxj
ae� a2

2 da D 1:

The identity (6.5) is readily checked to be true. In particular, we deduce that

jf 0
h.x/j 6 jxfh.x/j C jh.x/ �EŒh.N /�j 6 2

for all x 2 R. The proof of the lemma is complete. ut
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6.2 Combining Stein’s Method with Malliavin Calculus

We now derive a bound for the Gaussian approximation of a centered Malliavin-
differentiable random variable, following the approach initiated in [38].

Theorem 6.1 (Nourdin–Peccati). Let W be a two-sided classical Brownian motion
defined on some probability space .�;F ; P /, and assume further that the �-field F

is generated by W . Let the notation of Chapter 5 prevail. Consider F 2 D1;2 with
EŒF � D 0. Then, with N � N .0; 1/,

dT V .F;N / 6 2E
�ˇ̌

1 � hDF;�DL�1F iL2.R/

ˇ̌�
: (6.6)

Proof. Let B be a bounded Borel set in R. Let A > 0 be such that B � Œ�A;A�. Let
� denote the Lebesgue measure and let PF denote the law of F . By Proposition 5.7
with � D .�CPF /jŒ�A�;A� (that is, � is the restriction of �CPF to Œ�A;A�), there
is a sequence .hn/ of continuous functions such that hn.x/ 2 Œ0; 1� and 1B.x/ D
limn!1 hn.x/ �-a.e. By the dominated convergence theorem, EŒhn.F /� ! P.F 2
B/ and EŒhn.N /� ! P.N 2 B/ as n ! 1. On the other hand, using Lemma 6.1
as well as (5.32) we can write, for each n,

ˇ
ˇEŒhn.F /� �EŒhn.N /�

ˇ
ˇ D ˇ

ˇEŒf 0
hn
.F /� �EŒFfhn

.F /�
ˇ
ˇ

D ˇ̌
EŒf 0

hn
.F /.1 � hDF;�DL�1F iL2.R/�

6 2E
�j1 � hDF;�DL�1F iL2.R/j

�
:

Letting n goes to infinity yields

ˇ̌
P.F 2 B/ � P.N 2 B/ˇ̌ 6 2E

�j1 � hDF;�DL�1F iL2.R/j
�
;

which, together with (6.2), implies the desired conclusion. ut

6.3 Wiener Chaos and the Fourth Moment Theorem

In this section, we apply Theorem 6.1 to chaotic random variables, that is, to random
variables having the specific form of a multiple Wiener-Itô integral. We begin with a
technical lemma.

Lemma 6.2. Let q > 1 be an integer and consider a symmetric function f 2 L2.Rq/.
SetF D IW

q .f / and �2 D EŒF 2� D qŠkf k2
L2.Rq/

. The following two identities hold:

E

"�
�2 � 1

q
kDF k2

L2.R/

�2
#

D
q�1X

rD1

r2

q2
rŠ2

 
q

r

!4

.2q � 2r/Škf e̋rf k2
L2.R2q�2r /

(6.7)
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and

EŒF 4� � 3�4 D 3

q

q�1X

rD1

rrŠ2

 
q

r

!4

.2q � 2r/Škf e̋rf k2
L2.R2q�2r /

(6.8)

D
q�1X

rD1

qŠ2

 
q

r

!2 ´

kf ˝r f k2
L2.R2q�2r /

C
 

2q � 2r

q � r

!

kf e̋rf k2
L2.R2q�2r /

μ

:

(6.9)

In particular,

E

"�
�2 � 1

q
kDF k2

L2.R/

�2
#

6 q � 1

3q

�
EŒF 4� � 3�4

	
: (6.10)

Proof. For any t 2 R, we have DtF D qIW
q�1

�
f .�; t /	 so that, using the product

formula (5.26),

1

q
kDF k2

L2.R/
D q

Z

R
IW

q�1

�
f .�; t /	2

dt

D q

Z

R

q�1X

rD0

rŠ

 
q � 1

r

!2

IW
2q�2�2r

�
f .�; t /e̋rf .�; t /

	
dt

D q

Z

R

q�1X

rD0

rŠ

 
q � 1

r

!2

IW
2q�2�2r

�
f .�; t /˝r f .�; t /

	
dt

D q

q�1X

rD0

rŠ

 
q � 1

r

!2

IW
2q�2�2r

�Z

R
f .�; t /˝r f .�; t /dt

�

D q

q�1X

rD0

rŠ

 
q � 1

r

!2

IW
2q�2�2r .f ˝rC1 f /

D q

qX

rD1

.r � 1/Š

 
q � 1

r � 1

!2

IW
2q�2r .f ˝r f /

D qŠkf k2
L2.Rq/

C q

q�1X

rD1

.r � 1/Š

 
q � 1

r � 1

!2

IW
2q�2r .f ˝r f /: (6.11)

Since EŒF 2� D qŠkf k2
L2.Rq/

D �2, the identity (6.7) follows now from (6.11) and
the orthogonality/isometry properties of multiple Wiener-Itô integrals.

Recall the hypercontractivity property (5.18) of multiple Wiener-Itô integrals, and
observe the relationships �L�1F D 1

q
F and D.F 3/ D 3F 2DF . Hence, by com-

bining formula (5.32) with an approximation argument (the derivative of '.x/ D x3

being not bounded), we infer that

EŒF 4� D E
�
F � F 3

� D 3

q
E
�
F 2kDF k2

L2.R/

�
: (6.12)
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Moreover, the product formula (5.26) yields

F 2 D IW
q .f /2 D

qX

sD0

sŠ

 
q

s

!2

IW
2q�2s.f e̋sf /: (6.13)

By combining this last identity with (6.11) and (6.12), we obtain (6.8) and finally
(6.10).

It remains to prove (6.9). Let � be a permutation of ¹1; : : : ; 2qº (this fact is
written in symbols as � 2 S2q). If r 2 ¹0; : : : ; qº denotes the cardinality of
¹�.1/; : : : ; �.q/º \ ¹1; : : : ; qº then it is readily checked that r is also the cardinality
of ¹�.q C 1/; : : : ; �.2q/º \ ¹q C 1; : : : ; 2qº and that

Z

R2q

f .t1; : : : ; tq/f .t�.1/; : : : ; t�.q//f .tqC1; : : : ; t2q/

�f .t�.qC1/; : : : ; t�.2q//dt1 : : : dt2q

D
Z

R2q�2r

.f ˝r f /.x1; : : : ; x2q�2r/
2dx1 : : : dx2q�2r

D kf ˝r f k2
L2.R2q�2r /

: (6.14)

Moreover, for any fixed r 2 ¹0; : : : ; qº, there are
�

q
r

	2
.qŠ/2 permutations � 2 S2q

such that #¹�.1/; : : : ; �.q/º \ ¹1; : : : ; qº D r . (Indeed, such a permutation is com-
pletely determined by the choice of: .1/ r distinct elements y1; : : : ; yr of ¹1; : : : ; qº;
.2/ q � r distinct elements yrC1; : : : ; yq of ¹q C 1; : : : ; 2qº; (3) a bijection be-
tween ¹1; : : : ; qº and ¹y1; : : : ; yqº; (4) a bijection between ¹q C 1; : : : ; 2qº and
¹1; : : : ; 2qºn¹y1; : : : ; yqº.) Now, observe that the symmetrization of f ˝f is given by

f e̋f .t1; : : : ; t2q/ D 1

.2q/Š

X

�2S2q

f .t�.1/; : : : ; t�.q//f .t�.qC1/; : : : ; t�.2q//:

Therefore,

kf e̋f k2
L2.R2q/

D 1

.2q/Š2

X

�;� 02S2q

Z

R2q

f .t�.1/; : : : ; t�.q//f .t�.qC1/; : : : ; t�.2q//

�f .t� 0.1/; : : : ; t� 0.q//f .t� 0.qC1/; : : : ; t� 0.2q//dt1 : : : dt2q

D 1

.2q/Š

X

�2S2q

Z

R2q

f .t1; : : : ; tq/f .tqC1; : : : ; t2q/

�f .t�.1/; : : : ; t�.q//f .t�.qC1/; : : : ; t�.2q//dt1 : : : dt2q

D 1

.2q/Š

qX

rD0

X

�2S2q

¹�.1/;:::;�.q/º\¹1;:::;qºDr

Z

R2q

f .t1; : : : ; tq/f .tqC1; : : : ; t2q/

�f .t�.1/; : : : ; t�.q//f .t�.qC1/; : : : ; t�.2q//dt1 : : : dt2q :
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Using (6.14), we deduce that

.2q/Škf e̋f k2
L2.R2q/

D 2.qŠ/2kf k4
L2.Rq/

C .qŠ/2
q�1X

rD1

 
q

r

!2

kf ˝r f k2
L2.R2q�2r /

:

(6.15)
Using the orthogonality/isometry properties of multiple Wiener-Itô integrals, the
identity (6.13) yields

EŒF 4� D
qX

rD0

.rŠ/2

 
q

r

!4

.2q � 2r/Škf e̋rf k2
L2.R2q�2r /

D .2q/Škf e̋f k2
L2.R2q/

C .qŠ/2kf k4
L2.Rq/

C
q�1X

rD1

.rŠ/2

 
q

r

!4

.2q � 2r/Škf e̋rf k2
L2.R2q�2r /

:

By inserting (6.15) in the previous identity (and because .qŠ/2kf k4
L2.Rq/

D EŒF 2�2

D �4), we get (6.9). ut
As a consequence of Lemma 6.2, we deduce the following bound on the total

variation distance for the Gaussian approximation of a normalized multiple Wiener-
Itô integral.

Theorem 6.2 (Nourdin–Peccati). Let q > 1 be an integer and consider a symmetric
function f 2 L2.Rq/. Set F D IW

q .f /, assume that EŒF 2� D 1, and let N �
N .0; 1/. Then

dT V .F;N / 6 2

s
q � 1

3q

ˇ
ˇEŒF 4� � 3

ˇ
ˇ: (6.16)

Proof. Since L�1F D � 1
q
F , we have hDF;�DL�1F iL2.R/ D 1

q
kDF k2

L2.R/
. So,

we only need to apply Theorem 6.1 and then formula (6.10) to conclude. ut
The estimate (6.16) allows one to deduce the following characterization of CLTs

on Wiener chaos.

Corollary 6.1 (Nualart–Peccati [46]). Let q > 1 be an integer and consider a se-
quence .fn/ of symmetric functions of L2.Rq/. Set Fn D IW

q .fn/ and assume that
EŒF 2

n � ! �2 > 0 as n ! 1. Then, as n ! 1, the following four assertions are
equivalent:

1. Fn
law�! N � N .0; �2/;

2. EŒF 4
n � ! EŒN 4� D 3�4;

3. kfne̋rfnkL2.R2q�2r / ! 0 for all r D 1; : : : ; q � 1.
4. kfn ˝r fnkL2.R2q�2r / ! 0 for all r D 1; : : : ; q � 1.

Proof. Without loss of generality, we may and do assume that �2 D 1 andEŒF 2
n � D 1

for all n. The implication (2) ! (1) is a direct application of Theorem 6.2. The im-
plication (1) ! (2) comes from the Continuous Mapping Theorem together with an
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approximation argument (observe that supn>1EŒF
4
n � < 1 by the hypercontractivity

relation (5.18)). The equivalence between (2) and (3) is an immediate consequence of
(6.8). The implication (4) ! (3) is obvious since kfne̋rfnk 6 kfn ˝r fnk, whereas
the implication (2) ! (4) follows from (6.9). ut

6.4 Quadratic Variation of the Fractional Brownian Motion

In this section, we use Theorem 6.1 in order to derive an explicit bound for the second-
order approximation of the quadratic variation of a fractional Brownian motion on
Œ0; 1�. We mainly follow [38] and [5].

Let BH D .BH
t /t>0 be a fractional Brownian motion with Hurst index H 2

.0; 1/. A natural question is the identification of the Hurst parameter from real data.
To do so, it is popular and classical to use the quadratic variation (on, say, Œ0; 1�),
which is observable and given by

Sn D
n�1X

kD0

.BH
.kC1/=n � BH

k=n/
2; n > 1:

Recall from (2.12) that

n2H�1Sn

proba! 1 as n ! 1: (6.17)

We deduce that the estimator bHn, defined as

bHn D 1

2
� logSn

2 log n
;

satisfies bHn

proba! 1 as n ! 1. To study its asymptotic normality, consider

Fn D n2H

�n

n�1X

kD0

�
.BH

.kC1/=n � BH
k=n/

2 � n�2H
� .law/D 1

�n

n�1X

kD0

�
.BH

kC1 � BH
k /

2 � 1
�
;

where �n > 0 is so that EŒF 2
n � D 1. We then have the following result.

Theorem 6.3. Let N � N .0; 1/ and assume that H 6 3=4. Then, limn!1 �2
n=n D

2
P

r2Z �
2.r/ if H 2 .0; 3

4 /, with � W Z ! R given by

�.r/ D 1

2

�jr C 1j2H C jr � 1j2H � 2jr j2H
	
; (6.18)

and limn!1 �2
n=.n log n/ D 9

16 if H D 3
4 . Moreover, there exists a constant cH > 0

(depending only on H ) such that, for every n > 1,

dT V .Fn; N / 6 cH �

8
ˆ̂
ˆ̂̂
<

ˆ̂
ˆ̂̂
:

1p
n

if H 2 .0; 5
8 /

.log n/3=2p
n

if H D 5
8

n4H�3 if H 2 . 5
8 ;

3
4 /

1
log n

if H D 3
4

: (6.19)
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As an immediate consequence of Theorem 6.3, providedH < 3=4 we obtain that
p
n
�
n2H�1Sn � 1

	 law! N
�
0; 2

X

r2Z

�2.r/
	

as n ! 1; (6.20)

implying in turn
p
n log n

�bHn �H 	 law! N
�
0;

1

2

X

r2Z

�2.r/
	

as n ! 1: (6.21)

Indeed, we can write

log x D x � 1 �
Z x

1
du

Z u

1

dv

v2
for all x > 0;

so that (by considering x > 1 and 0 < x < 1)

ˇ̌
log x C 1 � x ˇ̌ 6 .x � 1/2

2

²
1 C 1

x2

³
for all x > 0:

As a result,

p
n logn

�bHn �H 	 D �
p
n

2
log.n2H�1Sn/ D �

p
n

2
.n2H�1Sn � 1/CRn

with

jRnj 6
�p
n.n2H�1Sn � 1/

	2

4
p
n

²
1 C 1

.n2H�1Sn/2

³
:

Using (6.17) and (6.20), it is clear that Rn

proba! 0 as n ! 1 and then that (6.21)
holds true.

Now we have motivated it, let us go back to the proof of Theorem 6.3. We will
need the following ancillary result.

Lemma 6.3. 1. For any r 2 Z, let �.r/ be defined by (6.18). If H ¤ 1
2 , one has

�.r/ � H.2H � 1/jr j2H�2 as jr j ! 1. If H D 1
2 and jr j > 1, one has

�.r/ D 0. Consequently,
P

r2Z �
2.r/ < 1 if and only if H < 3

4 .

2. For all ˛ > �1, we have
Pn�1

rD1 r
˛ � n˛C1

˛C1 as n ! 1.

Proof. 1. The sequence � is symmetric, that is, one has �.n/ D �.�n/. When r ! 1,

�.r/ D H.2H � 1/r2H�2 C o.r2H�2/:

Using the usual criterion for convergence of Riemann sums, we deduce thatP
r2Z �

2.r/ is finite if and only if 4H � 4 < �1 if and only if H < 3
4 .

2. For ˛ > �1, we have:

1

n

nX

rD1


 r
n

�˛ �!
Z 1

0
x˛dx D 1

˛ C 1
as n ! 1.

We deduce that
Pn

rD1 r
˛ � n˛C1

˛C1 as n ! 1. ut



6.4 Quadratic Variation of the Fractional Brownian Motion 73

We are now in a position to prove Theorem 6.3.

Proof of Theorem 6.3. Thanks to the selfsimilarity property of BH (Proposi-
tion 2.2(1)), we may replace Fn in the proof by

Fn D 1

�n

n�1X

kD0

�
.BH

kC1 � BH
k /

2 � 1
�
:

Using Proposition 2.3, we have moreover that there exists a sequence ¹ekºk2N (the
explicit expression of the ek’s is not needed here) such that

¹BH
kC1 � BH

k W k 2 Nº lawD
²Z

R
ek.s/dWs W k 2 N

³
D ®

IW
1 .ek/ W k 2 N

¯
;

where W stands for a two-sided Brownian motion and IW
p .�/, p > 1, denotes the

pth multiple Wiener-Itô integral associated to W . Observe in particular that, for all
k; l 2 N,

Z

R
ek.s/el .s/ds D EŒ.BH

kC1 � BH
k /.B

H
lC1 � BH

l /� D �.k � l/ (6.22)

with � given by (6.18). As a consequence, we may replace Fn by

Fn D 1

�n

n�1X

kD0

h�
IW

1 .ek/
	2 � 1

i

in this proof without loss of generality. Now, using the product formula (5.26) (or,
equivalently, Itô’s formula), we deduce that

Fn D IW
2 .fn/; with fn D 1

�n

n�1X

kD0

ek ˝ ek :

Let us compute the exact value of �n. By the isometry formula (5.14) we can write

1 D EŒF 2
n � D 2kfnk2

L2.R2/
D 2

�2
n

n�1X

k;lD0

hek ; eli2
L2.R/

D 2

�2
n

n�1X

k;lD0

�2.k � l/:

That is,

�2
n D 2

n�1X

k;lD0

�2.k � l/ D 2
X

jr j<n

.n � jr j/�2.r/:

Assume that H < 3
4 and write

�2
n

n
D 2

X

r2Z

�2.r/

�
1 � jr j

n

�
1¹jr j<nº:
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Since
P

r2Z �
2.r/ < 1 by Lemma 6.3, we obtain by dominated convergence that,

when H < 3
4 ,

lim
n!1

�2
n

n
D 2

X

r2Z

�2.r/: (6.23)

Assume now that H D 3
4 . We then have �2.r/ � 9

64jr j as jr j ! 1, implying in turn

n
X

jr j<n

�2.r/ � 9n

64

X

0<jr j<n

1

jr j � 9n log n

32

and X

jr j<n

jr j�2.r/ � 9

64

X

jr j<n

1 � 9n

32

as n ! 1. Hence, when H D 3
4 ,

lim
n!1

�2
n

n log n
D 9

16
: (6.24)

On the other hand, recall that the convolution of two sequences ¹u.n/ºn2Z and
¹v.n/ºn2Z is the sequence u � v defined as .u � v/.j / D P

n2Z u.n/v.j � n/,
and observe that .u � v/.l � i/ D P

k2Z u.k � l/v.k � i/ whenever u.n/ D u.�n/
and v.n/ D v.�n/ for all n 2 Z. Set

�n.k/ D j�.k/j1¹jkj6n�1º; k 2 Z; n > 1:

We then have (using (6.7) for the first equality, and noticing that fn˝1fn D fne̋1fn),

E

��
1 � 1

2
kDŒI2.fn/�k2

L2.R/

�2 �

D 8 kfn ˝1 fnk2
L2.R2/

D 8

�4
n

n�1X

i;j;k;lD0

�.k � l/�.i � j /�.k � i/�.l � j /

6 8

�4
n

n�1X

i;lD0

X

j;k2Z

�n.k � l/�n.i � j /�n.k � i/�n.l � j /

D 8

�4
n

n�1X

i;lD0

.�n � �n/.l � i/2

6 8n

�4
n

X

k2Z

.�n � �n/.k/
2 D 8n

�4
n

k�n � �nk2
`2.Z/

:

Recall Young’s inequality: if s; p; q > 1 are such that 1
p

C 1
q

D 1 C 1
s
, then

ku � vk`s.Z/ 6 kuk`p.Z/kvk`q.Z/: (6.25)
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Let us apply (6.25) with u D v D �n, s D 2 and p D 4
3 . We get

k�n � �nk2
`2.Z/

6 k�nk4

`
4
3 .Z/

;

so that

E

��
1 � 1

2
kDŒI2.fn/�k2

L2.R/

�2 �
6 8n

�4
n

� X

jkj<n

j�.k/j 4
3

�3

: (6.26)

Recall the asymptotic behavior of �.k/ as jkj ! 1 from Lemma 6.3(1). Hence

X

jkj<n

j�.k/j 4
3 D

8
<̂

:̂

O.1/ if H 2 .0; 5
8 /

O.log n/ if H D 5
8

O.n.8H�5/=3/ if H 2 . 5
8 ; 1/:

(6.27)

Assume first that H < 3
4 and recall (6.23). This, together with (6.26) and (6.27),

imply that

E

�ˇˇ̌
ˇ1 � 1

2
kDŒI2.fn/�k2

L2.R/

ˇ
ˇ̌
ˇ

�
6

vuutE

"�
1 � 1

2
kDŒI2.fn/�k2

L2.R/

�2
#

6 cH �

8
ˆ̂<

ˆ̂:

1p
n

if H 2 .0; 5
8 /

.log n/3=2p
n

if H D 5
8

n4H�3 if H 2 . 5
8 ;

3
4 /

:

Therefore, the desired conclusion holds for H 2 .0; 3
4 / by applying Theorem 6.1.

Assume now that H D 3
4 and recall (6.24). This, together with (6.26) and (6.27),

imply that

E

�ˇ̌
ˇ̌1 � 1

2
kDŒI2.fn/�k2

L2.R/

ˇ̌
ˇ̌
�

6

vuutE

"�
1 � 1

2
kDŒI2.fn/�k2

L2.R/

�2
#

D O.1= log n/;

and leads to the desired conclusion for H D 3
4 as well. ut

6.5 Multivariate Gaussian Approximation

We conclude this chapter with the proof of Theorem 6.6, which is going to be crucial
in our (modern) proof of the Breuer–Major theorem in the next chapter. We start by
a kind of multivariate counterpart of Theorem 6.1.
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Theorem 6.4 (Nourdin–Peccati–Réveillac [40]). Fix d > 2, and let F D
.F1; : : : ; Fd / be a random vector such that Fi 2 D1;2 with EŒFi � D 0 for any i .
Let C 2 Md .R/ be a symmetric and positive matrix, and let N � Nd .0; C /. Then,
for any h W Rd ! R belonging to C2 and such that

kh00k1 WD max
i;j D1;:::;d

sup
x2Rd

ˇ
ˇ̌
ˇ
@2h

@xi@xj

.x/

ˇ
ˇ̌
ˇ < 1;

we have

ˇ̌
EŒh.F /��EŒh.N /�ˇ̌ 6 1

2
kh00k1

dX

i;j D1

E
hˇ̌
Ci;j �hDFj ;�DL�1Fi iL2.R/

ˇ̌i
: (6.28)

Proof. Without loss of generality, we assume that N is independent of the underlying
Brownian motion W . Let h be as in the statement of the theorem. For any t 2 Œ0; 1�,
set ‰.t/ D E

�
h
�p

1 � tF C p
tN
	�
; so that

EŒh.N /� �EŒh.F /� D ‰.1/ �‰.0/ D
Z 1

0
‰0.t/dt:

We easily see that ‰ is differentiable on .0; 1/ with

‰0.t/ D
dX

iD1

E

�
@h

@xi

�p
1 � tF C p

tN
	 � 1

2
p
t
Ni � 1

2
p

1 � t Fi

��
:

By integrating by parts, we can write

E

�
@h

@xi

�p
1 � tF C p

tN
	
Ni

�

D E

´

E

�
@h

@xi

�p
1 � tx C p

tN
	
Ni

�

jxDF

μ

D p
t

dX

j D1

Ci;j E

´

E

�
@2h

@xi@xj

�p
1 � tx C p

tN
	�

jxDF

μ

D p
t

dX

j D1

Ci;j E

�
@2h

@xi@xj

�p
1 � tF C p

tN
	�
:
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By using (5.32) in order to perform the integration by parts, we can also write

E

�
@h

@xi

�p
1 � tF C p

tN
	
Fi

�

D E

´

E

�
@h

@xi

�p
1 � tF C p

tx
	
Fi

�

jxDN

μ

D p
1 � t

dX

j D1

E

´

E

�
@2h

@xi@xj

�p
1 � tF C p

tx
	hDFj ;�DL�1Fi iL2.R/

�

jxDN

μ

D p
1 � t

dX

j D1

E

�
@2h

@xi@xj

�p
1 � tF C p

tN
	hDFj ;�DL�1Fi iL2.R/

�
:

Hence

‰0.t/ D 1

2

dX

i;j D1

E

�
@2h

@xi@xj

�p
1 � tF C p

tN
	 �
Ci;j � hDFj ;�DL�1Fi iL2.R/

	�
;

and the desired conclusion follows. ut

A consequence of Theorem 6.4 is the following result, which asserts roughly
speaking that, for a sequence of vectors of multiple Wiener-Itô integrals, componen-
twise convergence to Gaussian always implies joint convergence. This result, which
is nothing but the multivariate counterpart to Theorem 6.1, will allow to effectively
study the Gaussian approximation of general functionals by using their chaotic ex-
pansion, see Theorem 6.6.

Theorem 6.5 (Peccati–Tudor [48]). Let d > 2 and qd ; : : : ; q1 > 1 be some fixed
integers. Consider vectors

Fn D .F1;n; : : : ; Fd;n/ D .IW
q1
.f1;n/; : : : ; I

W
qd
.fd;n//; n > 1;

with fi;n 2 L2.Rqi / symmetric. LetC 2 Md .R/ be a symmetric and positive matrix.
Assume that

lim
n!1EŒFi;nFj;n� D Ci;j ; 1 6 i; j 6 d: (6.29)

Then, as n ! 1, the following two conditions are equivalent:

1. Fn converges in law to Nd .0; C /;
2. Fi;n converges in law to N .0; Ci;i / for every i D 1; : : : ; d .

Proof. The implication (1) ! (2) being trivial, we only concentrate on (2) ! (1). So,
assume .2/ and let us show that .1/ holds true. Thanks to (6.28), we are left to show
that, for each i; j D 1; : : : ; d ,

hDFj;n;�DL�1Fi;niL2.R/ D 1

qi

hDFj;n;DFi;niL2.R/

L2.�/�! C.i; j / as n ! 1:

(6.30)
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We consider all the possible cases for qi and qj .

First case: qi D qj D 1. We have hDFj;n;DFi;niL2.R/ D hfi;n; fj;niL2.R/ D
EŒFi;nFj;n�: But it is our assumption thatEŒFi;nFj;n� ! C.i; j / so (6.30) holds true
in this case.

Second case: qi D 1 and qj > 2 (a similar analysis might be done whenever qj D
1 and qi > 2). We have hDFj;n;DFi;niL2.R/ D hfi;n;DFj;niL2.R/ D Iqj �1.fi;n ˝1

fj;n/: We deduce that

EŒhDFj;n;DFi;ni2
L2.R/

� D .qj � 1/Škfi;ne̋1fj;nk2
L2.Rqj �1

/

6 .qj � 1/Škfi;n ˝1 fj;nk2
L2.Rqj �1

/

D .qj � 1/Šhfi;n ˝ fi;n; fj;n ˝qj �1 fj;niL2.R2/

6 .qj � 1/Škfi;nk2
L2.R/

kfj;n ˝qj �1 fj;nkL2.R2/

D .qj � 1/ŠEŒF 2
i;n�kfj;n ˝qj �1 fj;nkL2.R2/:

At this stage, observe the following two facts. First, because qi ¤ qj , we

have C.i; j / D 0 necessarily. Second, since EŒF 2
j;n� ! C.j; j / and Fj;n

Law!
N .0; C.j; j //, we have by Theorem 6.1 that kfj;n ˝qj �1 fj;nkL2.R2/ ! 0. Hence,
(6.30) holds true in this case as well.

Third case: qi D qj > 2. We have, using the product formula (5.26),

1

qi

hDFj;n;DFi;niL2.R/

D qi

Z 1

0
Iqi
.fi;n.�; t //Iqi

.fj;n.�; t //dt

D qi

qi �1X

rD0

rŠ

 
qi � 1

r

!2

I2qi �2�2r

�Z 1

0
fi;n.�; t /˝r fj;n.�; t /dt

�

D qi

qi �1X

rD0

rŠ

 
qi � 1

r

!2

I2qi �2�2r

�
fi;n ˝rC1 fj;n

	

D qi Šhfi;n; fj;niL2.Rqi / C qi

qi �1X

rD1

.r � 1/Š

 
qi � 1

r � 1

!2

I2qi �2r .fi;n ˝r fj;n/

D EŒFi;nFj;n�C qi

qi �1X

rD1

.r � 1/Š

 
qi � 1

r � 1

!2

I2qi �2r .fi;n ˝r fj;n/:



6.5 Multivariate Gaussian Approximation 79

We deduce that

E

��
1

qi

hDFj;n;DFi;niL2.R/ � C.i; j /
�2 �

D �
EŒFi;nFj;n� � C.i; j /

	2

Cq2
i

qi �1X

rD1

.r � 1/Š2
 
qi � 1

r � 1

!4

.2qi � 2r/Škfi;ne̋rfj;nk2
L2.R2qi �2r /

:

The first term of the right-hand side tends to zero by assumption. For the second term,
we can write, whenever r 2 ¹1; : : : ; qi � 1º,

kfi;ne̋rfj;nk2
L2.R2qi �2r /

6 kfi;n ˝r fj;nk2
L2.R2qi �2r /

D hfi;n ˝qi �r fi;n; fj;n ˝qi �r fj;niL2.R2r /

6 kfi;n ˝qi �r fi;nkL2.R2r /kfj;n ˝qi �r fj;nkL2.R2r /:

Since Fi;n
Law! N .0; C.i; i// and Fj;n

Law! N .0; C.j; j //, by Theorem 6.1 we have
that kfi;n ˝qi �r fi;nkL2.R2r /kfj;n ˝qi �r fj;nkL2.R2r / ! 0, thereby showing that
(6.30) holds true in our third case.

Fourth case: qj > qi > 2 (a similar analysis might be done whenever qi >

qj > 2). We have, using the product formula (5.26),

1

qi

hDFj;n;DFi;niL2.R/

D qj

Z 1

0
Iqi
.fi;n.�; t //Iqj

.fj;n.�; t //dt

D qj

qi �1X

rD0

rŠ

 
qi � 1

r

! 
qj � 1

r

!

Iqi Cqj �2�2r

�Z 1

0
fi;n.�; t /˝r fj;n.�; t /dt

�

D qj

qi �1X

rD0

rŠ

 
qi � 1

r

! 
qj � 1

r

!

Iqi Cqj �2�2r

�
fi;n ˝rC1 fj;n

	

D qj

qiX

rD1

.r � 1/Š

 
qi � 1

r � 1

! 
qj � 1

r � 1

!

Iqi Cqj �2r .fi;n ˝r fj;n/:

We deduce that

E

�
1

qi

hDFj;n;DFi;ni2
L2.R/

�

D q2
j

qiX

rD1

.r � 1/Š2
 
qi � 1

r � 1

!2 
qj � 1

r � 1

!2

.qi C qj � 2r/Škfi;ne̋rfj;nk2
L2.Rqi Cqj �2r

/
:
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For any r 2 ¹1; : : : ; qi º, we have

kfi;ne̋rfj;nk2
L2.Rqi Cqj �2r

/
6 kfi;n ˝r fj;nk2

L2.Rqi Cqj �2r
/

D hfi;n ˝qi �r fi;n; fj;n ˝qj �r fj;niL2.R2r /

6 kfi;n ˝qi �r fi;nkL2.R2r /kfj;n ˝qj �r fj;nkL2.R2r /

6 kfi;nk2
L2.Rqi /

kfj;n ˝qj �r fj;nkL2.R2r /:

Since Fj;n
Law! N .0; C.j; j // and qj � r 2 ¹1; : : : ; qj � 1º, by Theorem 6.1 we have

that kfj;n ˝qj �r fj;nkL2.R2r / ! 0. We deduce that (6.30) holds true in our fourth
case.

Summarizing, we have that (6.30) is true for any i and j , and the proof of the
theorem is done. ut

Remark 6.1. If the integers qd ; : : : ; q1 are pairwise disjoint in Theorem 6.5, then
.6:29/ is automatically verified with Ci;j D 0 for all i ¤ j (see (5.15)).

We shall now prove a criterion of asymptotic normality for centered random vec-
tors of L2.�/.

Theorem 6.6. Fix an integer d > 1, and let Fn D .F 1
n ; : : : ; F

d
n /, n > 1, be a

sequence of random vectors in L2.�/ such that EŒF i
n� D 0 for all i and n. For any i

and n, consider the chaotic expansion (5.17) of F i
n , that is,

F i
n D

1X

lD1

IW
l .f i

n;l /;

with f i
n;l

2 L2.Rl/ symmetric for all i , l and n. Suppose in addition that:

1. for fixed i; j D 1; : : : ; d and l > 1, Ci;j;l D limn!1 lŠhf i
n;l
; f

j

n;l
iL2.Rl / exists;

2. for i; j D 1; : : : ; d ,
P1

lD1 jCi;j;l j < 1;
3. for l > 2, i D 1; : : : ; d and r D 1; : : : ; l � 1, kf i

n;l
˝r f

i
n;l

kL2.R2l�2r / ! 0 as
n ! 1;

4. for i D 1; : : : ; d , limN !1 supn>1
P1

lDN C1 lŠkf i
n;l

k2
L2.Rl /

D 0.

Then Fn
Law! Nd .0; C / as n ! 1, where C D .Ci;j /16i;j 6d is given by

Ci;j D
1X

lD1

Ci;j;l :

Remark 6.2. Of course, condition (3) can be replaced by any of the equivalent asser-
tions (1)–(4) of Corollary 6.1.
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Proof of Theorem 6.6. Set F i
n;N D PN

lD1 Il .f
i

n;l
/ as well as

CN D
 

NX

lD1

Ci;j;l

!

16i;j 6d

2 Md .R/: (6.31)

It is readily checked that the symmetric matrixCN is positive: indeed, for any x 2 Rd ,
we have

dX

i;j D1

xixj

NX

lD1

Ci;j;l D lim
n!1

dX

i;j D1

xixj

NX

lD1

lŠhf i
n;l ; f

j

n;l
iL2.Rl /

D lim
n!1

NX

lD1

lŠ

����
�

dX

iD1

xif
i

n;l

����
�

2

L2.Rl /

> 0:

Similarly, C is positive. Let GN � Nd .0; CN / and G � Nd .0; C /. For any t 2 Rd ,
we have

ˇ
ˇEŒeiht;Fni

Rd � �EŒeiht;Gi
Rd �

ˇ
ˇ

6
ˇ
ˇEŒeiht;Fni

Rd � �EŒeiht;Fn;N i
Rd �

ˇ
ˇC ˇ

ˇEŒeiht;Fn;N i
Rd � �EŒeiht;GN i

Rd �
ˇ
ˇ

Cˇ̌EŒeiht;GN i
Rd � �EŒeiht;Gi

Rd �
ˇ̌

D an;N C bn;N C cN :

Thanks to (2), observe that

cN D
ˇ̌
ˇe� 1

2 hCN t;ti
Rd � e� 1

2 hC t;ti
Rd

ˇ̌
ˇ 6 1

2
ktk2

Rd kC � CN kMd .R/ ! 0

as N ! 1. On the other hand, due to (4),

sup
n>1

an;N 6 ktkRd sup
n>1

q
EŒkFn � Fn;N k2

Rd �

D ktkRd sup
n>1

vuut
dX

iD1

1X

lDN C1

lŠkf i
n;l

k2
L2.Rl /

! 0 as N ! 1:

Fix " > 0. We can choose and fix N large enough so that supn>1 an;N 6 "=3 and
cN 6 "=3. Due to (1), (3) and (5.15), we deduce from Corollary 6.1 and Theorem 6.5
that, as n ! 1,

.I1.f
1

n;1/; : : : ; I1.f
d

n;1/; : : : ; IN .f
1

n;N /; : : : ; IN .f
d

n;N /
	 Law! NNd .0;M/;

where M D .Ma;b/16a;b6Nd 2 MNd .R/ is given by

Ma;b D

8
ˆ̂̂
<

ˆ̂̂
:

0 if a D .k � 1/d C i and b D .l � 1/d C j with 1 6 k ¤ l 6 N

and 1 6 i; j 6 d

Ci;j;l if a D .l � 1/d C i and b D .l � 1/d C j with 1 6 l 6 N

and 1 6 i; j 6 d:
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In particular, Fn;N
Law�! GN � Nd .0; CN / as n ! 1 (with CN given by

(6.31)), so that bn;N 6 "=3 if n is large enough. Summarizing, we have shown thatˇ
ˇEŒeiht;Fni

Rd � � EŒeiht;Gi
Rd �

ˇ
ˇ 6 " if n is large enough, which is the desired con-

clusion. ut



Chapter 7
Weak Convergence of Partial Sums of Stationary
Sequences

Normalized sums of i.i.d. random variables satisfy the usual central limit theorem.
But this is not necessarily the case if the i.i.d. random variables are replaced by a
stationary sequence with long-range dependence, that is, with a correlation which
decays slowly as the lag tends to infinity.

In this chapter, we study in details three situations. The first one corresponds to
the celebrated Breuer–Major theorem, where we have weak convergence to classi-
cal Brownian motion. In the second one, we will obtain weak convergence to the
fractional Brownian motion. Finally, the so-called Rosenblatt process (which may be
seen as a suitable non-Gaussian generalization of fBm) will appear in the limit of the
third one.

7.1 General Framework

LetX D .Xk/k2N be a stationary Gaussian sequence withEŒXk � D 0 andEŒX2
k
� D

1, and let �.k�l/ D EŒXkXl � be its correlation kernel. (Observe that � is symmetric,
that is, �.n/ D �.�n/ for all n > 1.) Consider the linear span H of X , that is, H

is the closed linear subspace of L2.�/ generated by .Xk/k2N . It is a real separable
Hilbert space and, consequently, there exists an isometry ˆ W H ! L2.R/. For any
k 2 N, set ek D ˆ.Xk/; we then have, for all k; l 2 N,

Z

R
ek.s/el .s/ds D EŒXkXl � D �.k � l/; (7.1)

so that

¹Xk W k 2 Nº lawD
²Z

R
ek.s/dWs W k 2 N

³
D ®

IW
1 .ek/ W k 2 N

¯
;

whereW is a two-sided Brownian motion. Since the forthcoming limits only involve
the distribution of the Xk’s, we assume from now on without loss of generality that
Xk D IW

1 .ek/.

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_7, © Springer-Verlag Italia 2012
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Let � 2 L2
�
R; 1p

2�
e�x2=2dx

	
be such that

Z

R
�.x/e�x2=2dx D 0; (7.2)

and letH0.x/ D 1,H1.x/ D x,H2.x/ D x2 �1, : : :, denote the sequence of Hermite
polynomials (Definition 1.4). According to Proposition 1.3(2) and because it satisfies
(7.2), one can decompose � in terms of Hermite polynomials as

�.x/ D
X

l>q

alHl .x/; (7.3)

where q > 1 and aq ¤ 0. The integer q is called the Hermite rank of � and we have
Var.�.N // D P

l>q a
2
l
lŠ < 1 if N � N .0; 1/. Set

Vn.�; t/ D
Œnt�X

kD1

�.Xk/ D
X

l>q

al

Œnt�X

kD1

Hl .Xk/; t > 0: (7.4)

When
P

k2Z j�.k/jq D 1 (we then say that X has long-range dependence), we
will specialize our study to the case where � has the form

�.k/ D k�DL.k/; k > 1; (7.5)

with 0 < D < 1
q

and L W .0;1/ ! .0;1/ slowly varying at infinity and bounded
away from 0 and infinity on every compact subset of Œ0;1/.

A slowly varying function at infinity L is such that

lim
x!1L.cx/=L.x/ D 1 for all c > 0. (7.6)

Constants and logarithm satisfy (7.6). A useful property of slowly varying functions
is the Potter’s bound (see [6, Theorem 1.5.6.2/]): for every ı > 0, there is C D
C.ı/ > 1 such that, for all x; y > 0,

L.x/

L.y/
6 C max

´�
x

y

�ı

;

�
x

y

��ı
μ

: (7.7)

We also have the following crucial result.

Theorem 7.1 (Karamata). Let L W .0;1/ ! .0;1/ be slowly varying at infinity.
Assume further that L is bounded away from 0 and infinity on every compact subset
of Œ0;1/. Then, for any ˛ 2 .0; 1/,

nX

j D1

j�˛L.j / � n1�˛L.n/

1 � ˛ as n ! 1. (7.8)
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Proof. We have
1

n1�˛L.n/

nX

j D1

j�˛L.j / D
Z 1

0
ln.x/dx;

with

ln.x/ D
nX

j D1

L.j /

L.n/

�
j

n

��˛

1
Œ j �1

n
j
n /
.x/:

Since L.j /=L.n/ D L.n.j=n//=L.n/ ! 1 for fixed j=n as n ! 1, one has
ln.x/ ! l1.x/ for x 2 .0; 1/, where l1.x/ D x�˛ . By choosing a small enough
ı > 0 so that ˛ C ı < 1 and L.j /=L.n/ 6 C.j=n/�ı (this is possible thanks to
(7.7)), we get that

jln.x/j 6 C

Œnt�X

j D1

�
j

n

��.˛Cı/

1
Œ j �1

n
j
n /
.x/ 6 Cx�.˛Cı/

for all x 2 .0; 1/. The function in the bound is integrable on .0; 1/. Hence, the domi-
nated convergence theorem yields

1

n1�˛L.n/

nX

j D1

j�˛L.j / !
Z 1

0
l1.x/dx D

Z 1

0
x�˛dx D 1

1 � ˛ ;

which is equivalent to (7.8). ut

For more about slow varying functions, we refer the reader to the book [6], which
is the classical reference on the subject.

7.2 Central Limit Theorem

As shown by the following important result, partial sums associated to ‘any’ station-
ary times series with short-range dependence (that is, such that

P
k2Z j�.k/jq < 1)

always converge to the classical Brownian motion (see Remark 7.1(3) for an exam-
ple built from a fractional Brownian motion). Our proof does not rely on cumulants
and diagrams as in the seminal paper [7] by Breuer and Major, but on the material
developed in Chapter 6.

Theorem 7.2 (Breuer–Major). Let � W R ! R be the function given by .7:3/ (with
Hermite rank q > 1) and recall the definition (7.4) of Vn.�; �/. If

P
k2Z j�.k/jq is

finite, then, as n ! 1,

Vn.�; �/p
n

f.d.d.!
sX

l>q

a2
l
lŠ
X

k2Z

�.k/l � B1=2; (7.9)

withB1=2 a classical Brownian motion. (The fact that
P

l>q a
2
l
lŠ
P

k2Z �.k/
l is well-

defined and positive is part of the conclusion.)



86 7 Weak Convergence of Partial Sums of Stationary Sequences

Remark 7.1. 1. With extra efforts (we omit the details here), it is possible to prove that
the convergence (7.9) actually holds in the Skorohod space of càdlàg functions.

2. It is worthwhile noting that the classical Donsker’s theorem is a particular case
of Theorem 7.2. Indeed, let Y1; Y2; : : : be any sequence of square integrable i.i.d.
random variables. It is a well-known result that any random variable Y has the
same law than F �1

Y .U /, where U is uniformly distributed on .0; 1/ and

F �1
Y .u/ D inf¹s 2 R W u 6 F.s/º; u 2 .0; 1/;

is the pseudo-inverse of FY .y/ D P.Y 6 y/, y 2 R. In particular, if X �
N .0; 1/, then U WD 1p

2�

RW

�1 e�u2=2du is uniformly distributed on .0; 1/. Thus,

if X1; X2; : : : � N .0; 1/ are i.i.d. and if Y is a given random variable, then the
sequence ¹Ykºk>1 defined by Yk D �.Xk/, where

�.x/ D F �1
Y

�
1p
2�

Z x

�1
e�u2=2du

�
; x 2 R;

is composed of i.i.d. random variables with the same law than that of Y , so that
we recover Donsker’s theorem by applying Theorem 7.2. (Observe that �.k/ D 0
if k ¤ 0 and that

P
l>q a

2
l
lŠ D Var.Y1/.)

3. LetBH be a fractional Brownian motion with Hurst indexH 2 .0; 1/. An explicit
example of centered stationary Gaussian sequence satisfying

P
k2Z j�.k/jq < 1

is given by the increments

Xk D BH
kC1 � BH

k

whenever H < 1 � 1=.2q/. (See also Lemma 6.3.)

Now, let us proceed with the proof of Theorem 7.2.

Proof of Theorem 7.2. Our main tool is Theorem 6.6. According to Section 7.1, we
may and will assume that Xk D IW

1 .ek/ for all k. Since EŒX2
k
� D kekk2

L2.R/
D 1

we have, by (7.3) and (5.16), that

1p
n
Vn.�; t/ D 1p

n

Œnt�X

kD1

�.Xk/ D 1p
n

Œnt�X

kD1

X

l>q

alHl .Xk/ D
X

l>q

IW
l .fn;l .t; �//;

where the symmetric function fn;l.t; �/ 2 L2.Rl/ is given by

fn;l.t; x1; : : : ; xl / D alp
n

Œnt�X

kD1

ek.x1/ : : : ek.xl /:

Fix d > 1 and t1; : : : ; td > 0, and set F i
n D P

l>q I
W
l
.fn;l.ti ; �//, i D 1; : : : ; d .

To conclude the proof, we need to check that Fn D .F 1
n ; : : : ; F

d
n /

Law! Nd .0; C / as
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n ! 1, where C D .Ci;j /16i;j 6d 2 Md .R/ is given by

Ci;j D ti ^ tj �
X

l>q

lŠa2
l

X

v2Z

�.v/l :

To do so, we will check the four conditions (1)–(4) of Theorem 6.6.

Condition 1. Fix an integer l > q and let t > s > 0 be two given real numbers. We
have

2hfn;l .s; �; /; fn;l .t; �/iL2.Rl /

D kfn;l .t; �; /k2
L2.Rl /

C kfn;l .s; �; /k2
L2.Rl /

� kfn;l .t; �; / � fn;l.s; �/k2
L2.Rl /

D a2
l

n

Œnt�X

i;j D1

�.i � j /l C a2
l

n

Œns�X

i;j D1

�.i � j /l � a2
l

n

Œnt��Œns�X

i;j D1

�.i � j /l

D a2
l

X

v2Z

�.v/l
Œnt � � jvj

n
1¹jvj<Œnt�º C a2

l

X

v2Z

�.v/l
Œns� � jvj

n
1¹jvj<Œns�º

�a2
l

X

v2Z

�.v/l
Œnt � � Œns� � jvj

n
1¹jvj<Œnt��Œns�º:

It follows from the dominated convergence theorem that, as n ! 1,

lŠhfn;l.ti ; �; /; fn;l .tj ; �/iL2.Rl / �! Ci;j;l WD ti ^ tj � lŠa2
l

X

v2Z

�.v/l : (7.10)

Condition 2. Since EŒX2
v � D 1 for all v, we have by Cauchy-Schwarz that j�.v/j 6 1

for all v. We can thus write

X

l>q

lŠa2
l

X

v2Z

�.v/l 6
1X

l>q

lŠa2
l �

X

v2Z

j�.v/jq D EŒ�2.X1/�
X

v2Z

j�.v/jq < 1:

Condition 3. Fix l > q, l ¤ 1. For all n > 1, r D 1; : : : ; l � 1 and t 2 .0;1/, we
have

kfn;l .t; �/˝r fn;l.t; �/k2
L2.R2l�2r /

D a4
l

n2

Œnt�X

i;j;u;vD1

�.u � v/r�.i � j /r�.u � i/l�r�.v � j /l�r :
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Consequently, using
ˇ̌
�.u � v/r�.u � i/l�r

ˇ̌
6 j�.u � v/jl C j�.u � i/jl , we obtain

that

kfn;l .t; �/˝r fn;l.t; �/k2
L2.R2l�2r /

6
a4

l

n2

Œnt�X

i;j;u;vD1

j�.u � v/jl�j�.i � j /jr j�.v � j /jl�r C j�.i � j /jl�r j�.v � j /jr	

6
a4

l

n2

X

u2Z

j�.u/jl
Œnt�X

i;j;vD1

�j�.i � j /jr j�.v � j /jl�r C j�.i � j /jl�r j�.v � j /jr	

6
2a4

l

n

X

u2Z

j�.u/jl
X

ji j6Œnt�

j�.i/jr
X

jj j6Œnt�

j�.j /jl�r

D 2a4
l

X

u2Z

j�.u/jl � n�1C r
l

X

ji j6Œnt�

j�.i/jr � n�1C l�r
l

X

jj j6Œnt�

j�.j /jl�r :

Therefore, to conclude that kfn;l .t; �/˝rfn;l.t; �/kL2.R2l�2r / ! 0, it remains to prove
that, for any r D 1; : : : ; l � 1,

n�1C r
l

X

jj j6Œnt�

j�.j /jr ! 0: (7.11)

For that, fix ı 2 .0; t /, and decompose the sum in (7.11) as

X

jj j6Œnt�

D
X

jj j6Œnı�

C
X

Œnı�<jj j6Œnt�

:

By the Hölder inequality we obtain (recall that
P

j 2Z j�.j /jl 6
P

j 2Z j�.j /jq < 1)

n�1Cl=q
X

jj j6Œnı�

j�.j /jr 6 n�1Cr=l .2Œnı�C 1/1�r=l

�X

j 2Z

j�.j /jl
�r=l

6 cı1�r=l ;

where c is some constant, as well as

n�1Cr=l
X

Œnı�<jj j6n

j�.j /jr 6
� X

Œnı�<jj j6n

j�.j /jl
�r=l

:

The first term converges to 0 as ı goes to zero (because 1 6 r 6 l � 1), and the
second also converges to 0 for fixed ı and n ! 1. This proves that (7.11) holds true.
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Condition 4. For t 2 .0;1/ and N > q, we have

1X

lDN C1

lŠkfn;l .t; �/k2
L2.Rl /

D 1

n

1X

lDN C1

a2
l lŠ

Œnt�X

i;j D1

�.i � j /l

6
1X

lDN C1

a2
l lŠ
X

v2Z

j�.v/jl

6
X

v2Z

j�.v/jq �
1X

lDN C1

a2
l lŠ;

so that limN !1 supn>1
P1

lDN C1 lŠkfn;l .t; �/k2
L2.Rl /

D 0. The proof of Theorem 7.2

is concluded. ut

7.3 Non-Central Limit Theorem

In this section, we investigate what happens when, contrary to what is assumed in
Section 7.2, we have

P
k2Z j�.k/jq D 1. Actually, to go further we need to precise

the behavior of � at infinity. We will specialize our study to the case where � has
the form (7.5) with 0 < D < 1

q
and L W .0;1/ ! .0;1/ a function which is

slowly varying at infinity (which is further bounded away from 0 and infinity on every
compact subset of Œ0;1/). We then have the following result, that goes back to Taqqu
[63] (see also Davydov [12]) and Dobrushin-Major [14].

Theorem 7.3 (Dobrushin–Major–Taqqu). Let � W R ! R be the function given
by .7:3/ and recall the definition .7:4/ of Vn.�; �/.
1. Assume the Hermite rank of � is q D 1, and that � satisfies (7.5) with 0 < D < 1.

Then, as n ! 1,

Vn.�; �/
n1�D=2

p
L.n/

f.d.d.! a1p
.1 �D=2/.1 �D/ � B1�D=2; (7.12)

with B1�D=2 a fractional Brownian motion of parameter H D 1 �D=2.

2. Assume the Hermite rank of � is q D 2, and that � satisfies .7:5/ with 0 < D <

1=2. Then, as n ! 1,

Vn.�; �/
n1�DL.n/

f.d.d.! a2p
.1 �D/.1 � 2D/

�R1�D; (7.13)

with R1�D a Rosenblatt process of parameter H D 1 �D (see Definition 7.1).

The Rosenblatt process appearing in (7.13) is defined as follows.
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Definition 7.1. Let H 2 .1=2; 1/. The Rosenblatt process of parameter H is the
stochastic process .RH

t /t>0 defined by the double Wiener-Itô integral

RH
t D IW

2

�
fH .t; �/

	
; t > 0; (7.14)

where

fH .t; x; y/ D
q

H
2 .2H � 1/

ˇ.H
2 ; 1 �H/

Z t

0
.s � x/H

2 �1
C .s � y/H

2 �1
C ds; (7.15)

with ˇ the usual Beta function.

For any s; t > 0, we have the crucial relationship
Z

R
.t � x/H

2 �1
C .s � x/H

2 �1
C dx D ˇ.H=2; 1 �H/jt � sjH�1: (7.16)

Indeed, for t > s,
Z

R
.t � x/H

2 �1
C .s � x/H

2 �1
C dx D

Z s

�1
.t � x/H

2 �1.s � x/H
2 �1dx

D
Z 1

0
.t � s C u/

H
2 �1u

H
2 �1du D .t � s/H�1

Z 1

0
.1 C v/

H
2 �1v

H
2 �1dv

D .t � s/H�1
Z 1

0
w�H .1 � w/H

2 �1dw D ˇ.H=2; 1 �H/.t � s/H�1:

Using (7.16) and (2.2), it is straightforward to check that, for any t > 0,

EŒRH
t R

H
s � D 2

Z

R2
fH .t; x; y/fH .s; x; y/dxdy

D H.2H � 1/
Z

Œ0;t��Œ0;s�

ju � vj2H�2dudv

D 1

2

�
t2H C s2H � jt � sj2H

	
:

7.3.1 Computation of Cumulants

The Rosenblatt process is a double Wiener-Itô integral. As such, it enjoys useful prop-
erties, that we derive now in full generality. Let f 2 L2.R2/ be a given symmetric
kernel. One of the most effective ways of dealing with IW

2 .f / is to associate to f
the following Hilbert-Schmidt operator:

Af W L2.R/ ! L2.R/I g 7! f ˝1 g D
Z

R
f .�; y/g.y/dy: (7.17)

We write
®
�f;j W j > 1

¯
and

®
ef;j W j > 1

¯
, respectively, to indicate the eigenval-

ues of Af and the corresponding eigenvectors (forming an orthonormal system in
L2.R/).



7.3 Non-Central Limit Theorem 91

Some useful relations between all these objects are given in the next proposition.
The proof, which is omitted here, relies on elementary functional analysis (see e.g.
Section 6.2 in [20]).

Proposition 7.1. Let f be a symmetric element ofL2.R2/, and let the above notation
prevail.

1. The series
P1

j D1 �
p

f;j
converges for every p > 2, and f admits the expansion

f D
1X

j D1

�f;j ef;j ˝ ef;j , (7.18)

where the convergence takes place in L2.R2/.
2. For every p > 2, one has the relations

Tr.Ap

f
/ D

Z

Rp

dx1 : : : dxp

pY

iD1

f .xi ; xiC1/ D
1X

j D1

�
p

f;j
, (7.19)

with the convention xpC1 D x1, and where Tr.Ap

f
/ stands for the trace of the pth

power of Af .

In the following statement we collect some facts concerning the law of a random
variable of the type IW

2 .f /.
We recall that, given a random variableF with moments of all order, the cumulant

of order p > 1 of F is defined by

�p.F / D .�i/p @
p

@tp
jtD0 log�F .t/;

where �F .t/ D EŒeitF � stand for the characteristic function of F . It can be shown
that the moments of a given random variable are completely determined by its cu-
mulants, and vice versa. For more background on cumulants, see the recent book by
Peccati and Taqqu [47].

Proposition 7.2. Let f be a symmetric element of L2.R2/.

1. The following equality holds:

IW
2 .f /

LawD
1X

j D1

�f;j

�
N 2

j � 1
	

, (7.20)

where .Nj /j >1 is a sequence of independent N .0; 1/ random variables, and the
series converges in L2.�/.

2. For every p > 2,

�p
�
IW

2 .f /
	 D 2p�1.p � 1/Š

Z

Rp

dx1 : : : dxp

pY

iD1

f .xi ; xiC1/; (7.21)

with the convention xpC1 D x1.
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Proof. Relation (7.20) is an immediate consequence of (7.18), of the identity

IW
2

�
ef;j ˝ ef;j

	 D IW
1

�
ef;j

	2 � 1;

as well as of the fact that the family
®
ef;j

¯
is orthonormal (implying that the sequence

¹IW
1

�
ef;j

	 W j > 1º is composed of independent N .0; 1/ random variables).
To prove (7.21), first observe that (7.20) implies that

E
h
eitI W

2 .f /
i

D
1Y

j D1

e�it�f;j

p
1 � 2i t�f;j

.

Thus, standard computations give

logE
h
eitI W

2 .f /
i

D �i t
1X

j D1

�f;j � 1

2

1X

j D1

log
�
1 � 2i t�f;j

	

D 1

2

1X

pD2

.2i t/p

p

1X

j D1

�
p

f;j
D

1X

pD2

2p�1 .i t/
p

p

1X

j D1

�
p

f;j
.

(7.22)

We can now identify the coefficients in the series (7.22), so to deduce that

�1

�
IW

2 .f /
	 D E

�
IW

2 .f /
� D 0;

and
2p�1

p

1X

j D1

�
p

f;j
D �p

�
IW

2 .f /
	

pŠ
,

thus obtaining the desired conclusion, see also (7.19). ut
The following lemma gives a further expression of (7.21) for functions of interest.

Lemma 7.1. Let T � R, let e W T �R ! R be a measurable function, fix two integers
d > 1 and p > 2, and let 
1; : : : ; 
d be given signed measures on R. Assume further
that

dX

j D1

Z

R
dx

sZ

T

e.t; x/2j
j j.dt/ < 1:

Finally, for any j D 1; : : : ; d , define fj 2 L2.R2/ to be

fj .x; y/ D
Z

T

e.s; x/e.s; y/
j .ds/; x; y 2 R:

We then have, for all �1; : : : ; �d 2 R,

�p

� dX

j D1

�j I
W
2 .fj /

�
D 2p�1.p � 1/Š

dX

j1;:::;jpD1

�j1 : : : �jp
(7.23)

�
Z

T p


j1.ds1/ : : : 
jp
.dsp/

pY

iD1

Z

R
e.si ; x/e.siC1; x/dx;
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with the convention spC1 D s1.

Proof. Using (7.21), we can write

�p

� dX

j D1

�j I
W
2 .fj /

�
D �p

�
IW

2

� dX

j D1

�jfj

��

D 2p�1.p � 1/Š
Z

Rp

dx1 : : : dxp

pY

iD1

� dX

j D1

�jfj .xi ; xiC1/

�

D 2p�1.p � 1/Š
dX

j1;:::;jpD1

�j1 : : : �jp

Z

Rp

dx1 : : : dxp

pY

iD1

fji
.xi ; xiC1/

D 2p�1.p � 1/Š
dX

j1;:::;jpD1

�j1 : : : �jp

Z

Rp

dx1 : : : dxp

pY

iD1

Z

T

e.s; xi /e.s; xiC1/
ji
.ds/

D 2p�1.p � 1/Š
dX

j1;:::;jpD1

�j1 : : : �jp

Z

T p


j1.ds1/ : : : 
jp
.dsp/

Z

R
e.si ; x/e.siC1; x/dx:

ut
Let us come back to the Rosenblatt process RH . In the next result, we give a

formula for the cumulants of any linear combination built from RH at given times
t1; : : : ; td , d > 2.

Proposition 7.3. Fix d > 1, let t1; : : : ; td be positive real numbers, and let RH

be a Rosenblatt process of parameter H 2 .1=2; 1/. Then, for all p > 2 and all
�1; : : : ; �d 2 R,

�p

� dX

j D1

�jR
H .tj /

�
D 2p=2�1.p � 1/ŠHp=2.2H � 1/p=2 (7.24)

�
dX

j1;:::;jpD1

�j1 : : : �jp

Z tj1

0
: : :

Z tjp

0
ds1 : : : dsp

pY

iD1

jsiC1 � si jH�1;

with the convention spC1 D s1.

Proof. This is an immediate consequence of (7.15) and Lemma 7.1 with T D RC,
measures


i .ds/ D
q

H
2 .2H � 1/

ˇ.H=2; 1 �H/1Œ0;ti �.s/ds

and the function e.s; x/ D .s � x/H
2 �1

C . ut
Corollary 7.1. For anyH 2 . 1

2 ; 1/, the Rosenblatt process RH has stationary incre-
ments and is selfsimilar with parameter H.
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Proof. Since the law of RH is determined by its moments (see Proposition 5.3) or
equivalently by its cumulants, it suffices to use expression (7.24). Let h > 0. Re-
placing RH .ti / by RH .ti C h/ � RH .h/ in the left-hand side of (7.24) changes the

integrals
R ti

0 in the right-hand side by integrals
R ti Ch

h
. Since this does not modify the

right-hand side, the processRH has stationary increments. To prove selfsimilarity, let
a > 0, replace each t1; : : : ; tp by at1; : : : ; atp in (7.24) and note that the right-hand
side is then multiplied by a factor apH . ut

7.3.2 Proof of Theorem 7.3

The starting point of the proofs of (7.12) and (7.13) is the same, and rely on the
following lemma.

Lemma 7.2 (Reduction). Let � W R ! R be the function given by .7:3/ (with
Hermite rank q > 1). LetX be a stationary Gaussian sequence as in Section 7.1 and
assume that its covariance kernel � satisfies .7:5/ with 0 < D < 1=q. Decompose
� as � D aqHq Cb�, and recall the definition .7:4/ of Vn.�; �/. Then, for any fixed

t > 0, Vn.b�; t/ ! 0 in L2.�/ as n ! 1.

Proof. To simplify the exposition, we assume without loss of generality that t D 1.
By Cauchy-Schwarz, we have j�.j /j 6 1 for all j > 1. For any integer l larger than
or equal to q C 1, we can thus write

E

��
1

n1�qD=2L.n/q=2

nX

kD1

Hl .Xk/

�2�
D lŠ

n2�qDL.n/q

nX

k;k0D1

�.k � k0/l

6 lŠ

n2�qDL.n/q

�
nC 2

X

16k0<k6n

j�.k � k0/jq
�

6 lŠ

n1�qDL.n/q

�
1 C 2

nX

j D1

j�qDL.j /q
�
:

We deduce using Proposition 1.3(3) that, for any r > q,

E

��
1

n1�qD=2L.n/q=2

1X

lDr

al

nX

kD1

Hl .Xk/

�2�

6 1

n1�qDL.n/q

�
1 C 2

nX

j D1

j�qDL.j /q
� 1X

lDr

a2
l lŠ: (7.25)

Now, observe the following three facts:

1. by Karamata’s Theorem 7.1, we have

sup
n>1

1

n1�qDL.n/q

nX

j D1

j�qDL.j /q < 1I
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2. since qD < 1, we have that nqD�1L.n/�q ! 0 (to see this, use (7.7) with 1=L
instead of L, the function 1=L being slowly varying as well);

3. because Var.�.N // D P1
lDq a

2
l
lŠ < 1 (with N � N .0; 1/), we have thatP1

lDr a
2
l
lŠ ! 0 as r ! 1.

We deduce from (7.25) and .1/–.2/–.3/ that

lim
r!1 sup

n>1
E

��
1

n1�qD=2L.n/q=2

1X

lDr

al

nX

kD1

Hl .Xk/

�2�
D 0: (7.26)

On the other hand, fix " 2 .0; 1�. There exists an integerM > 0 large enough so that,
for all j > M ,

j�.j /j D j�DL.j / 6 " 6 1:

For any integer l larger than or equal to q C 1, we can write

E

��
1

n1�qD=2L.n/q=2

nX

kD1

Hl .Xk/

�2�
D lŠ

n2�qDL.n/q

nX

k;k0D1

�.k � k0/l

6 lŠ

n2�qDL.n/q

� nX

k;k0D1
jk�k0j6M

1 C 2"
nX

k;k0D1
k>k0CM

j�.k � k0/jq
�

6 lŠ

n1�qDL.n/q

�
.2M C 1/C 2"

nX

j D1

j�qDL.j /q
�
:

Karamata’s Theorem 7.1 leads to

lim sup
n!1 E

��
1

n1�qD=2L.n/q=2

nX

kD1

Hl .Xk/

�2�
6 2lŠ"

1 � qD :

Since " > 0 is arbitrary, this implies that

1

n1�qD=2L.n/q=2

nX

kD1

Hl .Xk/
L2

! 0 as n ! 1 (7.27)

for all fixed l > q C 1.
Finally, the combination of (7.26) and (7.27) implies the desired conclusion. ut

Proof of .7:12/. Thanks to Lemma 7.2 we can assume that �.x/ D a1H1.x/ D a1x.
We are thus left to show that

Zn
f.d.d.! 1

p
.1 �D=2/.1 �D/ � B1�D=2; (7.28)
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with

Zn.t/ D 1

n1�D=2
p
L.n/

Œnt�X

kD1

Xk ; t > 0; (7.29)

and B1�D=2 a fractional Brownian motion of parameter H D 1 �D=2.
As a first step, we claim that, for any t > 0 and as n ! 1,

1

n2�DL.n/

Œnt�X

k;k0D1

�.k � k0/ ! t2�D

.1 �D=2/.1 �D/: (7.30)

Indeed, decompose the left-hand side as

1

n2�DL.n/

X

k;k0D1;:::;Œnt�
jk�k0j62

�.k � k0/C 1

n2�DL.n/

X

k;k0D1;:::;Œnt�
jk�k0j>3

�.k � k0/:

Using j�.k/j 6 1, the first term is bounded by 5tnD�1=L.n/ and therefore tends to
zero as n ! 1 (recall that D < 1). Concerning the second term, one has, using
(7.5),

1

n2�DL.n/

X

k;k0D1;:::;Œnt�
jk�k0j>3

�.k � k0/ D
Z

R2
C

ln.x; x
0/dxdx0;

with

ln.x; x
0/ D

X

k;k0D1;:::;Œnt�
jk�k0j>3

ˇ̌
ˇ̌k � k0

n

ˇ̌
ˇ̌
�D

L.jk � k0j/
L.n/

1
Œ k�1

n ; k
n /.x/1Œ k0�1

n ; k0

n /
.x0/:

For fixed jk � k0j=n and as n ! 1, one has

L.jk � k0j/=L.n/ D L.n � jk � k0j=n/=L.n/ ! 1;

so that ln.x; x0/ ! l1.x; x0/ for any x; x0 2 RC, where

l1.x; x0/ D ˇ̌
x � x0ˇ̌�D

1Œ0;t�2.x; x0/:

Let us show that ln is dominated by an integrable function. If k � k0 > 3 (the case
where k0 � k > 3 is similar by symmetry), x 2 Œk�1

n
; k

n
/ and x0 2 Œk0�1

n
; k0

n
/, then

3

n
6 k � k0

n
6 x C 1

n
� x0;

so that x � x0 > 2
n

, implying in turn

k � k0

n
> x � x0 � 1

n
> x � x0

2
:
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Since D < 1, one can choose a small enough ı so that D C ı < 1 and L.k �
k0/=L.n/ 6 C..k � k0/=n/�ı (this is possible thanks to (7.7)). We get that

jln.x; x0/j 6 C
X

k;k0D1;:::;Œnt�
jk�k0j>3

ˇ̌
ˇ̌k � k0

n

ˇ̌
ˇ̌
�D�ı

1Œ k�1
n ; k

n /.x/1Œ k0�1
n ; k0

n /
.x0/

6 C 2DCı1Œ0;t�2.x; x0/
ˇ
ˇx � x0ˇˇ�D�ı

:

The function in the bound is integrable on R2C. Hence, the dominated convergence
theorem applies and yields, as n ! 1,

1

n2�DL.n/

X

k;k0D1;:::;Œnt�
jk�k0j>3

�.k � k0/

!
Z

R2
C

l1.x; x0/dxdx0 D
Z

Œ0;t�2

ˇ̌
x � x0ˇ̌�D

dxdx0 D t2�D

.1 �D=2/.2 �D/:

This concludes the proof of (7.30).
Now, consider td > : : : > t1 > 0, and recall the definition (7.29) of Zn.t/. For

any j > i , one has, as n ! 1,

EŒZn.tj /Zn.ti /�

D 1

2
EŒZn.ti /

2�C 1

2
EŒZn.tj /

2� � 1

2
EŒ.Zn.tj / �Zn.ti //

2�

D 1

2n2�DL.n/

� Œnti �X

k;k0D1

�.k � k0/C
Œntj �X

k;k0D1

�.k � k0/ �
Œntj ��Œnti �X

k;k0D1

�.k � k0/
�
:

Using (7.30), we deduce that

EŒZn.tj /Zn.ti /� ! 1

.2 �D/.1 �D/
�
t2�D
i C t2�D

j � .tj � ti /2�D
	
: (7.31)

Since ¹Xkºk>1 is a centered Gaussian family, so is ¹Zn.ti /º16i6d , and (7.31) implies
that (7.12) holds. ut

Proof of .7:13/. Thanks to Lemma 7.2 we can assume that �.x/ D a2H2.x/ D
a2.x

2 � 1/. We are thus left to show that

Fn
f.d.d.! 1

p
.1 �D/.1 � 2D/

�R1�D ; (7.32)
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with

Fn.t/ D 1

n1�DL.n/

Œnt�X

kD1

.X2
k � 1/; t > 0; (7.33)

and R1�D a Rosenblatt process of parameter H D 1 �D=2.
Recall from Section 7.1 that one can assume without loss of generality thatXk D

IW
1 .ek/, with ¹ekº � L2.R/ such that (7.1) is satisfied. Using the product formula

(5.26), we deduce that Fn.t/ D IW
2 .fn.t; �// for all t > 0, with

fn.t; x; y/ D 1

n1�DL.n/

Œnt�X

kD1

ek.x/ek.y/; x; y 2 R2C:

Now, consider td > : : : > t1 > 0. Using (7.1) and Lemma 7.1 with T D RC,
measures


i .ds/ D 1

n1�DL.n/

Œnti �X

kD1

ık.ds/ (with ık the Dirac mass at k)

and the function e.k; x/ D ek.x/, we get, for any p > 2 and �1; : : : ; �d 2 R,

�p

� dX

j D1

�jFn.tj /

�
(7.34)

D 2p�1.p � 1/Š

np�pDL.n/p

dX

j1;:::;jpD1

�j1 : : : �jd

Œntj1 �X

k1D1

: : :

Œntjp �X

kpD1

pY

iD1

�.kiC1 � ki /;

with the convention kpC1 D k1. To obtain the limit of (7.34) as n ! 1 and thus to
conclude the proof of (7.12), we proceed in five steps.

Step 1 (Determination of the main term). We split the sum
PŒntj1 �

k1D1 : : :
PŒntjp �

kpD1 in
the right-hand side of (7.34) into

X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

8i W jkiC1�ki j>3

C
X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

9i W jkiC1�ki j62

; (7.35)

and we show that the second sum in (7.35) is asymptotically negligible as n ! 1.
Up to reordering, it is enough to show that

Rn WD 1

np�pDL.n/p

X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

jk1�kp j62

pY

iD1

�.kiC1 � ki / (7.36)
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tends to zero as n ! 1. In (7.36), let us bound �.kp � kp�1/�.k1 � kp/ by 1. We
get that

Rn 6 5

np�pDL.n/p

Œntj1 �X

k1D1

: : :

Œntp�1�X

kp�1D1

p�2Y

iD1

�.kiC1 � ki /:

Set gn.t; x/ D nD=2�1L.n/�1=2
PŒnt�

kD1 ek.x/, and observe that

1

n.p�1/�.p�2/DL.n/p�2

Œntj1 �X

k1D1

: : :

Œntp�1�X

kp�1D1

p�2Y

iD1

�.kiC1 � ki /

D ˝�
: : :
��
gn.tj1 ; �/˝1 fn.t2; �/

	˝1 fn.t3; �/
	
: : :
	˝1 fn.tp�2; �/; gn.tp�1; �/

˛
L2.R/

6 kgn.tj1 ; �/kL2.R/kfn.t2; �/kL2.R2/ : : : kfn.tp�2; �/kL2.R2/kgn.tp�1; �/kL2.R/:

But

sup
n>1

kfn.t; �/k2
L2.R2/

D sup
n>1

1

n2�2DL.n/2

Œnt�X

k;k0D1

�.k � k0/2

D sup
n>1

1

n2�2DL.n/2

X

jkj<Œnt�

�.k/2
�
Œnt � � jkj	

6 sup
n>1

Œnt �

n2�2DL.n/2

�
1 C 2

Œnt��1X

kD1

k�2DL.k/2
�
< 1;

where the finiteness holds because of Theorem 7.1. Similarly, we have

sup
n>1

kgn.t; �/k2
L2.R/

D sup
n>1

1

n2�DL.n/

Œnt�X

k;k0D1

�.k � k0/

D sup
n>1

1

n2�DL.n/

X

jkj<Œnt�

�.k/
�
Œnt � � jkj	

6 sup
n>1

Œnt �

n2�DL.n/2

�
1 C 2

Œnt��1X

kD1

k�DL.k/

�
< 1:

We deduce that Rn D O.n2D�1L.n/�2/, so that Rn ! 0 as n ! 1 since 2D < 1.

Step 2 (Expressing sums as integrals). We now consider the first term in (7.35)
and express it as an integral, so to apply the dominated convergence theorem. We
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have, using the specific form (7.5) of �,

1

np�pDL.n/p

X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

8i W jkiC1�ki j>3

pY

iD1

�.kiC1 � ki /

D 1

np

X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

8i W jkiC1�ki j>3

pY

iD1

ˇ̌
ˇ
ˇ
kiC1 � ki

n

ˇ̌
ˇ
ˇ

�D
L.jkiC1 � ki j/

L.n/

D
Z 1

0
: : :

Z 1

0
ln.x1; : : : ; xp/dx1 : : : dxp;

where

ln.x1; : : : ; xp/ D
X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

8i W jkiC1�ki j>3

pY

iD1

ˇ̌
ˇ
ˇ
kiC1 � ki

n

ˇ̌
ˇ
ˇ

�D
L.jkiC1 � ki j/

L.n/

�1
Œ

k1�1
n ;

k1
n /
.x1/ : : : 1Œ

kp�1
n ;

kp
n /
.xp/:

Step 3 (Pointwise convergence). We show the pointwise convergence of ln. Since,
for fixed jkiC1 � ki j=n and as n ! 1, one has

L.jkiC1 � ki j/=L.n/ D L.n � jkiC1 � ki j=n/=L.n/ ! 1;

one deduces that ln.x1; : : : ; xp/ ! l1.x1; : : : ; xp/ for any x1; : : : ; xp 2 RC, where

l1.x1; : : : ; xp/ D 1Œ0;tj1 �.x1/ : : : 1Œ0;tjp �.xp/

pY

iD1

jxiC1 � xi j�D ;

with the convention xpC1 D x1.

Step 4 (Domination). We show that ln is dominated by an integrable function. If
kiC1 �ki > 3 (the case where kiC1 �ki > 3 is similar by symmetry), xi 2 Œki �1

n
; ki

n
/

and xiC1 2 ŒkiC1�1
n

;
kiC1

n
/, then

3

n
6 kiC1 � ki

n
6 xiC1 C 1

n
� xi ;

so that xiC1 � xi > 2
n

, implying in turn

kiC1 � ki

n
> xiC1 � xi � 1

n
> xiC1 � xi

2
:
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Since 2D < 1, choose a small enough ı so that 2D C 2ı < 1 and

L.jkiC1 � ki j/
L.n/

6 C

� jkiC1 � ki j
n

��ı

(this is possible thanks to (7.7)). We get that

jln.x1; : : : ; xp/j

6 C
X

k1D1;:::;Œntj1 �
:::

kpD1;:::;Œntjp �

8i W jkiC1�ki j>3

pY

iD1

ˇ̌
ˇ
ˇ
kiC1 � ki

n

ˇ̌
ˇ
ˇ

�D�ı

1
Œ

k1�1
n ;

k1
n /
.x1/ : : : 1Œ

kp�1
n ;

kp
n /
.xp/

6 C 2.DCı/p1Œ0;tj1 �.x1/ : : : 1Œ0;tjp �.xp/

pY

iD1

jxiC1 � xi j�D :

The function in the bound is integrable on Rp
C, see indeed Proposition 7.3 with

H D 1 �D > 1
2 .

Step 5 (Dominated convergence). By combining the results of Steps 2 to 4, we
get that the dominated convergence theorem applies and yields

�p

� dX

j D1

�jFn.tj /

�

! 2p�1.p � 1/Š
dX

j1;:::;jpD1

�j1 : : : �jp

Z tj1

0
dx1 : : :

Z tjp

0
dxp

pY

iD1

jxiC1 � xi j�D:

We recognize that, up to a multiplicative constant, this is the quantity in (7.24) with
H D 1 �D. More precisely,

�p

� dX

j D1

�jFn.tj /

�
! 1

p
.1 �D/p.1 � 2D/p

�p

� dX

j D1

�jR
1�D.tj /

�
;

which concludes the proof of (7.12) thanks to Proposition 5.3 and the fact that the
knowledge of moments is equivalent to the knowledge of cumulants. ut



Chapter 8
Non-Commutative Fractional Brownian Motion

In the previous chapter, we showed that normalized sums associated to a stationary
sequence with long-range dependence may yield a non-central limit theorem (The-
orem 7.3). Here, motivated by the fact that there is often a close correspondence
between classical probability and free probability, we want to investigate whether
similar non-central results hold in the free probability setting. This leads to the defi-
nition of the non-commutative fractional Brownian motion. In passing, we will also
prove the free counterpart of Breuer–Major theorem 7.2.

Our main reference for free probability is the book [33] by Nica and Speicher.
The needed material on Wigner multiple integrals is taken from the seminal paper [4]
by Biane and Speicher.

8.1 Free Probability in a Nutshell

In the same way as calculus provides a nice setting for studying limits of sums and
classical Brownian motion provides a nice setting for studying limits of random
walks, free probability provides a convenient framework for investigating limits of
random matrices. (See chapter 5 of the excellent book [1] by Anderson, Guionnet
and Zeitouni for more details about this.) In this section, we survey the main con-
cepts of free probability theory that are useful in the sequel.

8.1.1 Non-Commutative Probability Space

Definition 8.1. A non-commutative probability space is a von Neumann algebra A

(that is, an algebra of bounded operators on a complex separable Hilbert space,
closed under adjoint and convergence in the weak operator topology) equipped with
a trace ', that is, a unital linear functional (meaning preserving the identity) which
is weakly continuous, positive (meaning '.X/ 	 0 whenever X is a non-negative
element of A; i.e. whenever X D Y Y � for some Y 2 A), faithful (meaning that

Nourdin I.: Selected Aspects of Fractional Brownian Motion, B&SS,
DOI 10.1007/978-88-470-2823-4_8, © Springer-Verlag Italia 2012
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if '.Y Y �/ D 0 then Y D 0), and tracial (meaning that '.XY / D '.YX/ for all
X; Y 2 A, even though in general XY ¤ YX).

We will not need to use the full force of this definition, only some of its consequences.
The reader is referred to [33] for a systematic presentation.

8.1.2 Random variables

Definition 8.2. In a non-commutative probability space, we refer to the self-adjoint
elements of the algebra as random variables.

Any random variable X has a law �X , which is defined as follows.

Proposition 8.1. Let .A; '/ be a non-commutative probability space and let X be a
random variable. There exists a unique probability measure �X on R with compact
support and the same moments as X . More precisely, the support �X is a subset of
Œ�kXk; kXk� (with k � k the operator norm) and �X is such that

Z

R
Q.x/d�X .x/ D '.Q.X//; (8.1)

for all real polynomial Q.

Proof. See [33, Proposition 3.13]. ut

8.1.3 Convergence in law

Definition 8.3. Let .A; '/ be a non-commutative probability space.
1: We say that a sequence .X1;n; : : : ; Xk;n/, n > 1, of random vectors (meaning that
each Xi;n is a self-adjoint operator in .A; '/) converges in law to a random vector
.X1;1; : : : ; Xk;1/, and we write

.X1;n; : : : ; Xk;n/
law! .X1;1; : : : ; Xk;1/;

to indicate the convergence in the sense of (joint) moments, that is,

lim
n!1 '

�
Q.X1;n; : : : ; Xk;n/

	 D '
�
Q.X1;1; : : : ; Xk;1/

	
; (8.2)

for any polynomial Q in k non-commuting variables.
2: We say that a sequence .Fn/ of non-commutative stochastic processes (meaning
that eachFn is a one-parameter family of self-adjoint operatorsFn.t/ in .A; '/) con-
verges in the sense of finite-dimensional distributions to a non-commutative stochas-
tic process F1, and we write

Fn
f.d.d.! F1;

to indicate that, for any integer k > 1 and any t1; : : : ; tk > 0,

.Fn.t1/; : : : ; Fn.tk//
law! .F1.t1/; : : : ; F1.tk//:
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8.1.4 Free Independence

In the free probability setting, the notion of independence (introduced by Voiculescu
in [64]) goes as follows.

Definition 8.4. Let A1; : : : ;Ap be unital subalgebras of A. Let X1; : : : ; Xm be ran-
dom variables chosen from among the Ai ’s such that, for 1 
 j < m, two consecutive
elements Xj and Xj C1 do not come from the same Ai , and such that '.Xj / D 0 for
each j . The subalgebras A1; : : : ;Ap are said to be free (or freely independent) if, in
this circumstance,

'.X1X2 � � �Xp/ D 0: (8.3)

Random variables are called freely independent if the unital algebras they generate
are freely independent.

Freeness is in general much more complicated than classical independence. For ex-
ample, if X; Y are free and m; n > 1, then by (8.3),

'
�
.Xm � '.Xm/1/.Y n � '.Y n/1/

	 D 0:

By expanding (and using the linear property of '), we get

'.XmY n/ D '.Xm/'.Y n/; (8.4)

which is what we would expect under classical independence. But, by (8.3), we also
have

'
�
.X � '.X/1/.Y � '.Y /1/.X � '.X/1/.Y � '.Y /1/	 D 0:

By expanding and by using (8.4) and the tracial property of' (for instance '.XYX/ D
'.X2Y /) we get

'.XYXY / D '.Y /2'.X2/C '.X/2'.Y 2/ � '.X/2'.Y /2;

which is different from '.X2/'.Y 2/, which is what one would have obtained if X
and Y were classical independent random variables. Nevertheless, if X1; : : : ; Xd are
freely independent, then their joint moments are determined by the moments of X1,
: : :, Xd separately, as in the classical case.

8.1.5 Semicircular Distribution

Definition 8.5. The semicircular distribution S.m; �2/, with mean m 2 R and vari-
ance �2 > 0, is the probability distribution

S.m; �2/.dx/ D 1

2��2

p
4�2 � .x �m/2 1¹jx�mj�2�º dx: (8.5)

By convention, S.m; 0/ is the Dirac mass ım.
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A simple calculation shows that the odd centered moments of S.m; �2/ are all zero,
whereas its even centered moments are given by (scaled) Catalan numbers: for non-
negative integers k,

Z mC2�

m�2�

.x �m/2kS.m; �2/.dx/ D Ck�
2k ;

where Ck D 1
kC1

�2k
k

	
(see, e.g., [33, Lecture 2]). In particular, the variance is �2

while the centered fourth moment is 2�4. The semicircular distribution plays here
the role of the Gaussian distribution. It has the following similar properties.

Proposition 8.2. 1. If S � S.m; �2/ and a; b 2 R, then aSCb � S.amCb; a2�2/.
2. If S1 � S.m1; �

2
1 / and S2 � S.m2; �

2
2 / are freely independent, then S1 C S2 �

S.m1 Cm2; �
2
1 C �2

2 /.

Proof. The first property is immediately shown. The second property can be verified
using theR-transform (which characterizes the law and linearizes free independence,
meaning that, if X and Y are freely independent, then RXCY .z/ D RX .z/CRY .z/,
z 2 C). Since the R-transform of the semicircular law is RS.m;�2/.z/ D m C �2z

(see [33, Formula (11.13)]), the desired conclusion follows easily. Details are left to
the reader. ut

8.1.6 Free Brownian Motion

Definition 8.6. 1. A one-sided free Brownian motionS D ¹St ºt>0 is a non-commuta-
tive stochastic process with the following defining characteristics:

(i) S0 D 0.

(ii) For t2 > t1 > 0, the law of St2 � St1 is the semicircular distribution of mean
0 and variance t2 � t1.

(iii) For all n and tn > � � � > t2 > t1 > 0, the increments St1 , St2 � St1 , …,
Stn � Stn�1 are freely independent.

2. A two-sided free Brownian motion S D ¹St ºt2R is defined to be

St D
²
S1

t if t > 0
S2�t if t < 0

;

where S1 and S2 are two freely independent one-sided free Brownian motions.

8.1.7 Wigner Integral

From now on, we suppose that L2.Rq/ stands for the set of all real-valued square-
integrable functions on Rq . When q D 1, we only write L2.R/ to simplify the nota-
tion.
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Let S D ¹St ºt2R be a two-sided free Brownian motion. Let us quickly sketch
out the construction of the Wigner integral of f with respect to S . For an indicator
function f D 1Œu;v�, the Wigner integral of f is defined by

Z

R
1Œu;v�.x/dSx D Sv � Su:

We then extend this definition by linearity to simple functions of the form f DPk
iD1 ˛i 1Œui ;vi �;where Œui ; vi � are disjoint intervals of R. Simple computations show

that
Z

R
f .x/dSx � S

�
0;
Z

R
f 2.x/dx

�
(8.6)

'

�Z

R
f .x/dSx �

Z

R
g.x/dSx

�
D hf; giL2.R/: (8.7)

By approximation, the definition of
R

R f .x/dSx is extended to all f 2 L2.R/, and
(8.6)-(8.7) continue to hold in this more general setting.

8.1.8 Semicircular Sequence and Semicircular Process

The following definition is the free counterpart of Definition 1.2.

Definition 8.7. 1. Let k > 1. A random vector .X1; : : : ; Xk/ is said to have a k-
dimensional semicircular distribution if, for every �1; : : : ; �k 2 R, the random
variable �1X1 C : : :C�kXk has a semicircular distribution. In this case, one says
that the random variables X1; : : : ; Xk are jointly semicircular or, alternatively,
that .X1; : : : ; Xk/ is a semicircular vector.

2. Let I be an arbitrary set. A semicircular family indexed by I is a collection of
random variables ¹Xi W i 2 I º such that, for every k > 1 and every .i1; : : : ; ik/ 2
I k , the vector .Xi1 ; : : : ; Xik / has a k-dimensional semicircular distribution.

3. WhenX D ¹Xi W i 2 I º is a semicircular family for which I is denumerable (resp.
for which I D RC), we say that X is a semicircular sequence (resp. semicircular
process).

The distribution of any centered semicircular family ¹Xi W i 2 I º turns out to
be uniquely determined by its covariance function 	 W I 2 ! R given by 	.i; j / D
'.XiXj /. (This is an easy consequence of [33, Corollary 9.20].) When I D N, the
family is said to be stationary if 	.i; j / D 	.ji � j j/ for all i; j 2 N.

Let X D ¹Xk W k 2 Nº be a centered semicircular sequence and consider the
linear span H of X , that is, H is the closed linear subspace of L2.'/ generated by
X . It is a real separable Hilbert space and, consequently, there exists an isometry
ˆ W H ! L2.R/. For any k 2 N, set ek D ˆ.Xk/; we have, for all k; l 2 N,

Z

R
ek.x/el.x/dx D '.XkXl / D 	.k; l/: (8.8)
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Thus, since the covariance function 	 of X characterizes its distribution, we have

¹Xk W k 2 Nº lawD
²Z

R
ek.x/dSx W k 2 N

³
;

with the notation of Section 8.1.7.

8.1.9 Multiple Wigner Integral

Let S D ¹St ºt2R be a two-sided free Brownian motion, and let q > 1 be an inte-
ger. When f belongs to L2.Rq/ (recall from Section 8.1.7 that it means, in particu-
lar, that f is real-valued), we write f � to indicate the function of L2.Rq/ given by
f �.t1; : : : ; tq/ D f .tq; : : : ; t1/.

Following [4], let us quickly sketch out the construction of the multiple Wigner
integral of f with respect to S . Let Dq � Rq be the collection of all diagonals, i.e.

Dq D ¹.t1; : : : ; tq/ 2 Rq W ti D tj for some i ¤ j º:
For an indicator function f D 1A, where A � Rq has the form A D Œa1; b1Œ� : : : �
Œaq ; bqŒ with A \Dq D ;, the qth multiple Wigner integral of f is defined by

IS
q .f / D .Sb1 � Sa1/ : : : .Sbq

� Saq
/:

We then extend this definition by linearity to simple functions of the form f DPk
iD1 ˛i 1Ai

; where Ai D Œai
1; b

i
1Œ� : : : � Œai

q; b
i
q Œ are disjoint q-dimensional rect-

angles as above which do not meet the diagonals. Simple computations show that

'.IS
q .f // D 0 (8.9)

'.IS
q .f /I

S
q .g// D hf; g�iL2.Rq/: (8.10)

By an isometry argument, the definition of IS
q .f / is extended to all f 2 L2.Rq/,

and (8.9)–(8.10) continue to hold in this more general setting. If one wants IS
q .f / to

be a random variable in the sense of Section 8.1.2, it is necessary that f be mirror
symmetric, that is, f D f �, in order to ensure that IS

q .f / is self-adjoint, namely

.IS
q .f //

� D IS
q .f /. Observe that IS

1 .f / D R
R f .x/dSx (see Section 8.1.7) when

q D 1. We have moreover

'.IS
p .f /I

S
q .g// D 0 when p ¤ q, f 2 L2.Rp/ and g 2 L2.Rq/: (8.11)

Definition 8.8. When r 2 ¹1; : : : ; p ^ qº, f 2 L2.Rp/ and g 2 L2.Rq/, we write
f

r
_ g to indicate the r th contraction of f and g, defined as being the element of

L2.RpCq�2r/ given by

f
r
_ g.t1; : : : ; tpCq�2r / (8.12)

D
Z

Rr

f .t1; : : : ; tp�r ; x1; : : : ; xr /g.xr ; : : : ; x1; tp�rC1; : : : ; tpCq�2r/

dx1 : : : dxr :

By convention, set f
0
_ g D f ˝ g as being the tensor product of f and g.



8.1 Free Probability in a Nutshell 109

Since f and g are not necessarily symmetric functions, the position of the identified
variables x1; : : : ; xr in (8.12) is important, in contrast to what happens in classical
probability, see (5.24). Observe moreover that

kf r
_ gkL2.RpCq�2r / 6 kf kL2.Rp/kgkL2.Rq/ (8.13)

by Cauchy-Schwarz, and also that f
p
_ g D hf; g�iL2.Rp/ when p D q.

We have the following product formula, see [4, Proposition 5.3.3] and compare
with (5.26).

Theorem 8.1 (Biane–Speicher). Let f 2 L2.Rp/ and g 2 L2.Rq/. Then

IS
p .f /I

S
q .g/ D

p^qX

rD0

IS
pCq�2r.f

r
_ g/: (8.14)

We deduce the following useful result, which is the free counterpart of (5.16):

Corollary 8.1. Let e 2 L2.R/ and q > 1. Then

Uq

�Z

R
e.x/dSx

�
D IS

q .e
˝q/: (8.15)

Here, U0.x/ D 1, U1.x/ D x, U2.x/ D x2 � 1, U3.x/ D x3 � 2x, : : :, is the
sequence of Tchebycheff polynomials of second kind (determined by the recursion
UqC1 D xUq �Uq�1) and

R
R e.x/dSx is understood as a Wigner integral (as defined

previously).

Proof. The proof is by induction on q > 1. The case q D 1 is obvious, as U1 D X

and IS
1 .e/ D R

R e.x/dSx . Assume now that (8.15) is shown for 1; : : : ; q, and let us
prove it for qC 1. We have, using respectively our induction property, (8.14) and the

calculation e
1
_ .e˝q/ D kek2

L2.R/
e˝q�1 D e˝q�1,

UqC1

�Z

R
e.x/dSx

�

D
Z

R
e.x/dSx � Uq

�Z

R
e.x/dSx

�
� Uq�1

�Z

R
e.x/dSx

�

D IS
1 .e/I

S
q .e

˝q/ � IS
q�1.e

˝q�1/ D IS
qC1.e

˝qC1/:

Hence, the desired conclusion is proved by induction. ut

8.1.10 Wiener–Wigner Transfer Principle

We state a Wiener–Wigner transfer principle for translating results between the clas-
sical and free chaoses. This transfer principle will allow us to easily prove the free
version of the Breuer–Major Theorem 7.2. It is important to note that Theorem 8.2
requires the strong assumption that the kernels are symmetric in both the classical
and free cases. While this is no loss of generality in the Wiener chaos, it applies to
only a small subspace of the Wigner chaos of orders 3 or higher.
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Theorem 8.2 (Kemp–Nourdin–Peccati–Speicher [26, 41]). Let d; q1; : : : ; qd > 1
be some fixed integers, consider a positive definite symmetric matrix C 2 Md .R/
and let W (resp. S) be a classical (resp. free) Brownian motion. Let .G1; : : : ; Gd /

be a Gaussian vector and .S1; : : : ; Sd / be a semicircular vector, both centered with
covarianceC . For each i D 1; : : : ; d , we consider a sequence ¹fi;nºn>1 of symmetric
functions in L2.Rqi /. Then, as n ! 1,

�
IS

q1
.f1;n/; : : : ; I

S
qd
.fd;n/

	 law! .S1; : : : ; Sd /

if and only if

�
IW

q1
.f1;n/; : : : ; I

W
qd
.fd;n/

	 law! �p
q1ŠG1; : : : ;

p
qd ŠGd

	
:

Proof. In order to keep the size of the book within bounds, we only consider the one-
dimensional case, that is, we do the proof by assuming that d D 1. The complete
proof can be found in [41].

More precisely, we shall prove the following result. Let q > 2 be a given integer
(the case q D 1 being trivial), let � > 0 be a non-negative real number, let W (resp.
S) be a classical (resp. free) Brownian motion, and let ¹fnºn>1 be a sequence of
symmetric functions in L2.Rq/. Then, as n ! 1, we have equivalence between

IS
q .fn/

law! S.0; �2/ (8.16)

and

IW
q .fn/

law! N .0; qŠ�2/: (8.17)

The proof of (8.16)$(8.17) is divided into several steps.

Step 1 (Expressing the moments of IS
q .f /). Let f be a symmetric function in

L2.Rq/ and assume that kf kL2.Rq/ D 1. Fix k > 3. By iterating the product formula
(8.14), we can write

IS
q .f /

k D
X

r2Ak;q

IS
kq�2jrj



.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�1
_ f

�
;

where

Ak;q D ®
r D .r1; : : : ; rk�1/ 2 ¹0; 1; : : : ; qºk�1 W r2 6 2q � 2r1;

r3 6 3q � 2r1 � 2r2; : : : ; rk�1 6 .k � 1/q � 2r1 � : : : � 2rk�2

¯
;

and jrj D r1 C : : :Crk�1. By taking the '-trace in the previous expression and taking
into account that (8.9) holds, we deduce that

'.IS
q .f /

k/ D
X

r2Bk;q

.: : : ..f
r1
_ f /

r2
_ f / : : :/

rk�1
_ f; (8.18)
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with
Bk;q D ®

r D .r1; : : : ; rk�1/ 2 Ak;q W 2jrj D kq
¯
:

If r 2 Bk;q then 2r1 C : : :C 2rk�1 D kq and rk�1 6 .k � 1/q � 2r1 � : : : � 2rk�2,
implying in turn that

2rk�1 D q C .k � 1/q � 2r1 � : : : � 2rk�2 > q C rk�1;

that is, rk�1 D q. As a result, (8.18) becomes

'.IS
q .f /

k/ D
X

r2Ck;q

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

; (8.19)

with

Ck;q D ®
r D .r1; : : : ; rk�2/ 2 ¹0; 1; : : : ; qºk�2 W r2 6 2q � 2r1;

r3 6 3q � 2r1 � 2r2; : : : ; rk�2 6 .k � 2/q � 2r1 � : : : � 2rk�3;

2r1 C : : :C 2rk�2 D .k � 2/q
¯
:

Let us decompose Ck;q intoDk;q [Ek;q , withDk;q D Ck;q \ ¹0; qºk�2 and Ek;q D
Ck;q nDk;q . We then have

'.IS
q .f /

k/ D
X

r2Dk;q

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

C
X

r2Ek;q

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

:

Using the two relationships f
0
_ f D f ˝ f and f

q
_ f D kf k2

L2.Rq/
D 1, it is

evident that, for all r 2 Dk;q ,

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

D 1:

We deduce that

'.IS
q .f /

k/ D #Dk;q C
X

r2Ek;q

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

:

On the other hand, by applying (8.19) with q D 1 and f D 1Œ0;1�, we get that

'.Sk
1 / D '.IS

1 .1Œ0;1�/
k/

D
X

r2Ck;1

˝
.: : : ..1Œ0;1�

r1
_ 1Œ0;1�/

r2
_ 1Œ0;1�/ : : :/

rk�2
_ 1Œ0;1�; 1Œ0;1�

˛
L2.R/

D
X

r2Ck;1

1 D #Ck;1:
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Since it is easily checked thatDk;q is in bijection with Ck;1 (indeed, divide the ri ’s in
Dk;q by q), we deduce that

'.IS
q .f /

k/ D '.Sk
1 /C

X

r2Ek;q

˝
.: : : ..f

r1
_ f /

r2
_ f / : : :/

rk�2
_ f; f

˛
L2.Rq/

: (8.20)

Step 2 (Fourth moment). Let us specialize (8.20) to the case k D 4. We then have

'.IS
q .f /

4/ D '.S4
1 /C

q�1X

rD1

˝
.f

r
_ f /

q�r
_ f; f

˛
L2.Rq/

D 2 C
q�1X

rD1

�
�f r

_ f k2
L2.R2q�2r /

: (8.21)

Step 3 (Proof of (8.16)!(8.17)). Assume that (8.16) holds true. Without loss of
generality, one can assume that � D 1 and that '.IS

q .fn/
2/ D kfnk2

L2.Rq/
D 1 for

any n (instead of limn!1 '.IS
q .fn/

2/ D 1). Due to (8.16), we have '.IS
q .fn/

4/ !
'.S4

1 / D 2 as n ! 1. We deduce from (8.21) that, for any r D 1; : : : ; q � 1 and as
n ! 1,

kfn ˝r fnk2
L2.R2q�2r /

D kfn
r
_ fnk2

L2.R2q�2r /
! 0: (8.22)

This, together with EŒIW
q .fn/

2� D qŠkfnk2
L2.Rq/

D qŠ for any n, implies by Corol-
lary 6.1 that (8.17) holds true.

Step 4 (Proof of (8.17)!(8.16)). Assume that (8.17) holds true. First, using
Proposition 5.4, we deduce that EŒIW

q .fn/
2� D qŠkfnk2

L2.Rq/
! qŠ�2 as n ! 1.

Without loss of generality, one can assume that � D 1 and that kfnk2
L2.Rq/

D 1
for any n. We deduce from Corollary 6.1 that (8.22) holds true. Fix k > 3, let
.r1; : : : ; rk�2/ 2 Ek;q and let j 2 ¹1; : : : ; k � 2º be the smallest integer such that
rj 2 ¹1; : : : ; q � 1º. Then:
ˇ
ˇ˝.: : : ..fn

r1
_ fn/

r2
_ fn/ : : :/

rk�2
_ fn; fn

˛
L2.Rq/

ˇ
ˇ

D ˇ̌˝
.: : : ..fn

r1
_ fn/

r2
_ fn/ : : :

rj �1
_ fn/

rj
_ fn/

rj C1
_ fn/ : : :/

rk�2
_ fn; fn

˛
L2.Rq/

ˇ̌

D ˇ̌˝
.: : : ..fn ˝ : : :˝ fn/

rj
_ fn/

rj C1
_ fn/ : : :/

rk�2
_ fn; fn

˛
L2.Rq/

ˇ̌

(since fn
q
_ fn D 1)

D ˇ̌˝
.: : : ..fn ˝ : : :˝ fn/˝ .fn

rj
_ fn//

rj C1
_ fn/ : : :/

rk�2
_ fn; fn

˛
L2.Rq/

ˇ̌

6 k.fn ˝ : : :˝ fn/˝ .fn

rj
_ fn/kkfnkk�j �1 (Cauchy-Schwarz)

D kfn

rj
_ fnk (since kfnk2

L2.Rq/
D 1)

! 0 as n ! 1 by (8.22):

Therefore, we deduce from (8.20) that '.IS
q .fn/

k/ ! '.Sk
1 / as n ! 1, which is

equivalent to (8.16). ut
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8.2 Non-Commutative Fractional Brownian Motion

We are now in a position to define the non-commutative fractional Brownian motion.

Definition 8.9. Let H 2 .0; 1/. A non-commutative fractional Brownian motion
(ncfBm in short) of Hurst parameter H is a centered semicircular process SH D
¹SH

t ºt>0 (in the sense of Definition 8.7) with covariance function

'.SH
t S

H
s / D 1

2

�
t2H C s2H � jt � sj2H

	
: (8.23)

It is readily checked that S1=2 is nothing but a one-sided free Brownian motion. Im-
mediate properties of SH , obtained by reasoning as in the proof of Proposition 2.2,
include the selfsimilarity property and the stationary property of the increments. Con-
versely, ncfBm of parameterH is the only standardized semicircular process to verify
these two properties, since they determine the covariance (8.23), see again Proposi-
tion 2.2.

In the classical probability case, we derived in Section 2.3 three representations
for the fractional Brownian motion. These representations continue to hold mutatis
mutandis for ncfBm, by replacing the Wiener integral by its Wigner counterpart. For
example, and as in (2.5), we have here

SH lawD 1

cH

�Z 1

0

�
.t � u/H� 1

2 � .�u/H� 1
2
	
dSu C

Z t

0
.t � u/H� 1

2 dSu

�
;

with S a two-sided free Brownian motion.
As an illustration, let us show that normalized sums of semicircular sequences

can converge to ncfBm.

Proposition 8.3. Let ¹Xk W k 2 Nº be a stationary semicircular sequence with
'.Xk/ D 0 and '.X2

k
/ D 1, and suppose that its correlation kernel �.k � l/ D

'.XkXl / verifies

nX

k;lD1

�.k � l/ � Kn2HL.n/ as n ! 1; (8.24)

with L W .0;1/ ! .0;1/ slowly varying at infinity (see (7.6)), 0 < H < 1 and
K > 0. Consider the sequence .Zn/ of non-commutative stochastic processes given
by

Zn.t/ D 1

nH
p
L.n/

Œnt�X

kD1

Xk; t > 0:

ThenZn
f.d.d.! p

K SH as n ! 1, where SH is a non-commutative fractional Brow-
nian motion.
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Proof. For any t > s > 0, we have, as n ! 1,

' ŒZn.t/Zn.s/�

D 1

2
'
�
Zn.t/

2
�C 1

2
'
�
Zn.s/

2
� � 1

2
'
�
.Zn.t/ �Zn.s//

2
�

D 1

2n2HL.n/

Œnt�X

i;j D1

�.i � j /C 1

2n2HL.n/

Œns�X

i;j D1

�.i � j /

� 1

2n2HL.n/

Œnt��Œns�X

i;j D1

�.i � j /

! K

2

�
t2H C s2H � .t � s/2H

	 D K '.SH .t/SH .s//:

Since the Xk’s are centered and jointly semicircular, the process Zn is centered and
semicircular as well, and the desired conclusion follows. ut

8.3 Central and Non-Central Limit Theorems

8.3.1 General Framework

Let Y D ¹Yk W k 2 Nº be a stationary semicircular sequence with '.Yk/ D 0 and
'.Y 2

k
/ D 1, and let �.k � l/ D '.YkYl/ be its correlation kernel. (Observe that

� is symmetric, that is, �.n/ D �.�n/ for all n > 1.) Let U0.x/ D 1, U1.x/ D
x, U2.x/ D x2 � 1, U3.x/ D x3 � 2x, : : :, denote the sequence of Tchebycheff
polynomials of second kind (determined by the recursion xUk D UkC1 CUk�1), and
consider a polynomial Q 2 RŒX� of the form

Q.x/ D
X

l>q

alUl .x/; (8.25)

with q > 1 and aq ¤ 0, and where only a finite number of coefficients al are non
zero. The integer q is called the Tchebycheff rank of Q. Finally, set

Wn.Q; t/ D
Œnt�X

kD1

Q.Yk/ D
X

l>q

al

Œnt�X

kD1

Ul .Yk/; t > 0: (8.26)

The main result of this section goes as follows:

Theorem 8.3 (Nourdin–Taqqu [44]). LetQ be the polynomial defined by .8:25/ and
let Wn.Q; �/ be defined by .8:26/.
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1. If
P

k2Z j�.k/jq is finite, then, as n ! 1,

Wn.Q; �/p
n

f.d.d.!
sX

l>q

a2
l

X

k2Z

�.k/l � S1=2; (8.27)

with S1=2 a free Brownian motion.
2. Let L W .0;1/ ! .0;1/ be a function which is slowly varying at infinity and

bounded away from 0 and infinity on every compact subset of Œ0;1/, assume that
q D 1 and that � has the form

�.k/ D k�DL.k/; k > 1; (8.28)

with 0 < D < 1. Then, as n ! 1,

Wn.Q; �/
n1�D=2

p
L.n/

f.d.d.! a1p
.1 �D=2/.1 �D/ � S1�D=2; (8.29)

with S1�D=2 a non-commutative fractional Brownian motion of parameter H D
1 �D=2.

In [44], we derive more generally the limit in law of Wn.Q; �/ (properly normal-
ized) for q > 2 and when � satisfies (8.28) with 0 < D < 1

q
.

8.3.2 Proof of the Central Limit Theorem .8:27/

Consider the Gaussian counterpart (in the usual probabilistic sense) of ¹Ykºk2N ,
namely X D ¹Xkºk2N where X is a stationary Gaussian sequence with mean 0
and same correlation �.

We assume in this proof that
P

k2Z j�.k/jq < 1; this implies
P

k2Z j�.k/jl <
1 for all l > q. Since Q given by (8.25) is a polynomial, we can choose N large
enough so that al D 0 for all l > N . Set

Vn.Hl ; t / D
Œnt�X

kD1

Hl .Xk/; t > 0; l D q; : : : ; N:

Breuer–Major Theorem 7.2, together with Theorem 6.5, implies that

�
Vn.Hq; �/p

n
; : : : ;

Vn.HN ; �/p
n

�
(8.30)

converges as n ! 1 in the sense of finite-dimensional distributions to



�q

p
qŠ Bq; : : : ; �N

p
NŠBN

�
;
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where �2
l

WD P
k2Z �.k/

l (l D q; : : : ; N ), andBq ; : : : ; BN are independent classical
Brownian motions. (The fact that

P
k2Z �.k/

l > 0 is part of the conclusion.) On the
other hand, using both (5.16) and (8.15), we get, for any l D q; : : : ; N , that

Vn.Hl ; t / D IW
l

� Œnt�X

kD1

e˝l
k

�
and Wn.Ul ; t / D IS

l

� Œnt�X

kD1

e˝l
k

�
;

where the sequence ¹ekºk2N is as in (8.8), IW
l

stands for the multiple Wiener-Itô
integral of order l and IS

l
stands for the multiple Wigner integral of order l . We

observe that the kernel
PŒnt�

kD1 e
˝l
k

is a symmetric function of L2.Rl/. Therefore,
according to Theorem 8.2, we deduce that the free counterpart of (8.30) holds as
well, that is, we have that

�
Wn.Uq ; �/p

n
; : : : ;

Wn.UN ; �/p
n

�
;

converges as n ! 1 in the sense of finite-dimensional distributions to
�
�q Sq ; : : : ; �N SN

	
;

where Sq ; : : : ; SN denote freely independent free Brownian motions. The desired
conclusion (8.27) follows then as a consequence of this latter convergence, together
with the decomposition (8.25) of Q and the identity in law (see Section 8.1.5):

aq�qSq C : : :C aN�NSN
lawD

q
a2

q�
2
q C : : :C a2

N�
2
N � S1=2: ut

8.3.3 Proof of the Non-Central Limit Theorem .8:29/

Since the following result is a literal extension of Lemma 7.2, we let the details of its
proof to the reader.

Lemma 8.1 (Reduction). Let Q 2 RŒX� be the polynomial given by (8.25) (with
Tchebicheff rank q > 1). Let Y be a stationary semicircular sequence as in Section
8.3.1 and assume that its covariance kernel � satisfies (8.28) with 0 < D < 1=q.
DecomposeQ asQ D aqUq CR, and recall the definition (8.26) ofWn.Q; �/. Then,
for any fixed t > 0, Wn.R; t/ ! 0 in L2.'/ as n ! 1.

We can now proceed with the proof of (8.29).

Proof of .8:29/. Thanks to Lemma 8.1 we can assume that Q D a1U1 D a1X . We
are thus left to show that

1

n1�D=2
p
L.n/

Œn��X

kD1

Yk

f.d.d.! 1
p
.1 �D=2/.1 �D/ � S1�D=2; (8.31)

where S1�D=2 is a non-commutative fractional Brownian motion of parameter H D
1 �D=2. But (8.31) is in fact a direct consequence of Proposition 8.3 together with
(7.30).
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