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II’’, Napoli, Italy, phone: (þ39 081) 676148, velotta@na.infn.it

Valarie Veniard
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Part I

High-Intensity Laser Sources



High-Energy Pulse Compression Techniques

Sandro De Silvestri, Mauro Nisoli, Giuseppe Sansone, Salvatore Stagira,

Caterina Vozzi, and Orazio Svelto

1 Introduction

The development of femtosecond laser sources has opened the way to the

investigation of ultrafast processes in many fields of science. An important

milestone in the generation of femtosecond pulses was posed in 1981, with the

development of the colliding pulse mode-locked (CPM) dye laser [1]. Pulses as

short as 27 fs were generated in 1984 using a prism-controlled CPM laser [2].

With the first demonstration of Kerr-lens mode-locking in a Ti:sapphire oscil-

lator in 1991 [3], performances of femtosecond sources were boosted to unpre-

cedented levels: pulses as short as 7.5 fs have been directly generated by a

Ti:sapphire oscillator controlling the intracavity dispersion by using chirped

mirrors [4]; in 1999, sub-6-fs pulses were generated by using intracavity prism

pairs in combination with double-chirped mirrors [5] and with the additional

use of broadband semiconductor saturable absorber mirror [6]. In the mean-

while, owing to the introduction of the chirped-pulse amplification technique

(CPA) [7], amplification of ultrashort pulses to extremely high power levels

became accessible. Pulses as short as 20 fs have become available with terawatt

peak powers at repetition rates of 10–50Hz [8,9,10] and with multigigawatt

peak power at kilohertz rates [11,12].
Generation of ultrashort pulses can also be achieved by extracavity compres-

sion techniques. In 1981, Nakatsuka and coworkers [13] introduced an optical

compression technique based on the interplay between self-phase modulation

(SPM) and group velocity dispersion (GVD) occurring in the propagation of

short light pulses in single-mode optical fibers. Nonlinear propagation induces

spectral broadening and chirping of the laser pulses; subsequent propagation in

an appropriate optical dispersive delay line provides compression of the chirped

pulse. The increased spectral bandwidth of the output pulse leads to the gen-

eration of a compressed pulse shorter in duration than the input one. Using this

M. Nisoli
National Laboratory for Ultrafast and Ultraintense Optical Science – CNR–INFM,
Department of Physics, Politecnico di Milano, Milano, Italy
e-mail: mauro.nisoli@fisi.polimi.it

T. Brabec (ed.), Strong Field Laser Physics,
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technique, pulses as short as 6 fs at 620 nm were obtained in 1987 from 50-fs
pulses generated by a CPM dye laser [14]. In 1997, 13-fs pulses from a cavity-
dumped Ti:sapphire laser were compressed to 4.6 fs with the same technique
using a prism chirped-mirror Gires–Tournois interferometer compressor
[15,16]. However, owing to the low-intensity threshold for optical damaging,
the use of single-mode optical fibers limits the pulse energy to a few nanojoules.
In 1996, a novel technique [17], based on spectral broadening in a hollow fiber
filled with noble gases, extended pulse compression to high-energy pulses
(mJ range). This technique presents the advantages of a guiding element with
a large diameter mode and of a fast nonlinear medium with high damage
threshold. The capabilities of the hollow fiber technique were demonstrated
with 20-fs seed pulses from a Ti:sapphire system [11] and a high-throughput
broadband prism chirped-mirror dispersive delay line, leading to the generation
of multigigawatt 4.5-fs pulses [18,19]. A prerequisite for achieving this result
was the control of group-delay dispersion (GDD) in the compressor stage over
an ultrabroadband (650–950 nm) spectral range. Advances in the design of
chirped multilayer coatings [20,21] led to the demonstration of chirped mirrors
providing adequate dispersion control over the above-mentioned spectral range
without the need for prisms. These mirrors have opened the way to scaling
sub-10-fs hollow fiber-based compressors to substantially higher pulse energies
than previously possible. Pulses as short as 5 fs with peak power up to 0.11 TW
were generated at 1 kHz repetition rate [22].

Owing to the strong importance of dispersion control in femtosecond tech-
nology, much effort has been spent in the last few years looking for alternative
solutions to this problem. A promising tool has been individuated in adaptive
optical elements. This approach was initially applied to CPA laser systems in
order to optimize pulse compression after amplification. Correction for high-
order dispersion terms has been achieved using liquid-crystal spatial light
modulators [23] or deformable mirrors [24,25] combined with gratings;
acousto-optic programmable dispersive filters were also successfully employed
[26]. Adaptive optics have been used in conjunction with chirped mirrors for the
compression of ultrashort pulses generated by an optical parametric amplifier
[27]. In 2003, pulses as short as 3.8 fs have been generated by adaptive compres-
sion of a supercontinuum produced in two gas-filled hollow fibers [28,29]. The
minimum pulse duration obtained so far using the hollow fiber compression
technique and a feedback phase compensation system is 2.8 fs [30].

This chapter focuses on the discussion of the standard hollow fiber compres-
sion technique, which is a widespread tool for the generation of high-energy
ultrashort pulses in the mJ range. Thanks to this technique, peak powers in the
sub-TW level are nowadays accessible with pulse duration in the sub-10-fs
regime, thus allowing the investigation of laser-matter interaction in the novel
field of ultrafast, extreme nonlinear optics. The chapter is organized as follows:
in Section 2, the hollow fiber compression technique is described; a numerical
model for nonlinear pulse propagation is presented and some guidelines
for scaling this technique are discussed; in Section 3, experimental results on

4 S. De Silvestri et al.



high-energy pulse compression are presented; application and perspectives of
the compression technique are then introduced in Section 4.

2 Hollow Fiber Compression Technique

In this section, the hollow fiber compression technique is described in detail.
The technique is based on the propagation of laser pulses in dielectric capillaries
filled with noble gas. Owing to nonlinear effects occurring during propagation,
the pulses undergo spectral broadening; optical compression is then achieved by
a dispersive delay line. It must be clarified at this point that spectral broadening
could be easily obtained also by focusing the intense femtosecond pulses
directly in a bulk medium. Nevertheless, the lack of spatial uniformity in the
laser beam profile would lead to a not uniform self-phase modulation; in order
to have an optimal compression of the pulse, beam clipping would then be
required before the compression stage [31]. On the contrary, the use of a guiding
structure allows one to obtain uniform spectrally broadened pulses. In the
following, we will discuss the properties of hollow fiber propagation modes
and we will present a numerical model for nonlinear propagation of ultrashort
pulses in a gas-filled capillary.

2.1 Propagation Modes in Hollow Fibers

Light propagation in a hollow waveguide is a well-studied topic [32], which was
developed when long-distance communication in standard optical fibers was
still inaccessible. Electromagnetic radiation propagates in hollow fibers by
grazing incidence reflections; only leaky modes are supported because of
power losses through the fiber walls. Three kinds of propagation modes can
be excited: transverse circular electric (TE0m) modes, in which the electric field
lines are transverse concentric circles centered on the propagation axis; trans-
verse circular magnetic (TM0m) modes, with the electric field directed radially;
hybrid modes (EHpm, with p � 1). In EHpm modes all field components are
present, but axial components are so small that such modes can be thought as
transverse. For fiber diameters sufficiently larger than the optical wavelength,
EH1m modes appear linearly polarized and can be efficiently coupled to a laser
beam. The radial intensity profile of EH1m modes is given by IcðrÞ ¼
Ic0J

2
0ðumr=aÞ, where Ic0 is the peak intensity, J0 is the zero-order Bessel function,

a is the capillary radius and um is the m th zero of J0ðrÞ. The complex propaga-
tion constant �ð!Þ of the EH1m mode is given by [32]

�ð!Þ ¼ !�ð!Þ
c

1� 1

2

umc

!�ð!Þa

� �2
" #

þ i

a3
umc

!�ð!Þ

� �2 �2ð!Þ þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2ð!Þ � 1

p ; (1)
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where ! is the laser frequency, �ð!Þ is the refractive index of the gas and �ð!Þ is
the ratio between the refractive indexes of the external (fused silica) and internal

(gas) media. The refractive index �ð!Þ can be calculated at standard conditions

(gas pressure p ¼ 1 atm, temperature T0 ¼ 273:15 K) by tabulated dispersion

relations [33]; the actual refractive index can then be easily determined in the

operating conditions used for pulse compression [34].
When the laser beam is injected into the capillary, many modes can be

excited. Nevertheless single-mode operation is generally required for pulse

compression; thus mode discrimination must be actuated. This goal can

be easily achieved by optimal coupling between the input laser beam and the

fundamental fiber mode EH11. Assuming a Gaussian linearly polarized input

beam with an intensity profile IlðrÞ ¼ Il0 expð�2r2=r2l Þ, it is possible to deter-

mine the equation for the coupling efficiency between the input beam and the

capillary modes. Numerical calculations show that for an optimum value of

rl=a ¼ 0:65, the coupling efficiency of the EH11 mode with the laser beam

is �98%, while higher-order modes show a value lower than 0.5%. It is

worth pointing out that even if higher-order modes were excited, mode discri-

mination would be achieved anyway, owing to the higher loss rate of EH1m with

respect to fundamental mode. This is clearly shown in Fig. 1, where the

transmission of the fundamental mode through a 70-mm-radius hollow fiber is

compared to that of the next hybrid mode EH12; after a 60-cm propagation, the

EH11 mode has a transmission higher than 60%, while EH12 has a transmission

lower than 10%.
Mode discrimination in the capillary allows one to perform a spatial filtering

of the input beam. This characteristic is depicted in Fig. 2, where the measured

beam diameter at the output of the hollow fiber is compared to numerical

calculation performed assuming a free-space propagation of a beam with an

initial shape equal to that of the EH11 mode of the fiber. The good agreement

between experimental and theoretical results is the demonstration that the

hollow fiber delivers a diffraction-limited beam at the output.
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Fig. 1 Transmission of
EH11 and EH12 modes for a
70-mm-radius hollow fiber vs
propagation length along
the fiber
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2.2 Nonlinear Pulse Propagation in Hollow Fibers

The propagation of ultrashort pulses in nonlinear media is often treated

considering the evolution of the pulse envelope alone. Such approach is valid

down to single-cycle optical pulses [35], provided the slowly evolving wave

approximation (SEWA) is applicable. The SEWA has two requirements:

(a) the pulse envelope undergoes ‘‘small’’ changes during propagation and

(b) the carrier-envelope phase does not change significantly on a distance

equal to a wavelength. Both these conditions are met if nonlinear propagation

in noble gases is considered. In the following, we will consider a numerical

model for nonlinear propagation in the framework of the SEWA. Let us

consider a linearly polarized input pulse, whose electric field in the hollow

fiber is given in the spectral domain by

eEc r; z; !ð Þ ¼ F r=að Þ eA z; !ð Þei� ð!Þ z; (2)

where z is the propagation coordinate along the capillary axis; r is the radial

distance from the capillary axis; F r=að Þ is the modal field distribution along the

section, which is supposed to be independent of the laser frequency; �ð!Þ is the
propagation constant of the capillary mode excited by the laser input beam.

Assuming !0 to be the central laser frequency, the complex pulse envelope

Aðz; tÞ can be calculated in time domain by inverse Fourier transforming ofeAðz; !þ !0Þ; this procedure corresponds in the temporal domain to the extrac-

tion of the pulse envelope from the electric field waveform by elimination of the

optical carrier at the laser frequency.
In order to write the nonlinear propagation equation in a more convenient

form, a moving reference frame is usually introduced, with the new coordinates

T ¼ t� z=vg and Z ¼ z, where 1=vg ¼ Re @�=@!ð Þ!0

h i
. In this new frame, the

propagation equation for the pulse envelope is [35,36]
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Fig. 2 Solid diamonds:
calculated full width at half
maximum (FWHM) of the
beam at the output of a
hollow fiber (radius
a ¼ 70 mm) as a function of
propagation distance; open
circles: measured values
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@A

@Z
¼ i D̂Aþ i� 1þ i

!0

@

@T

� �
AjAj2; (3)

where D̂ is a differential operator accounting for radiation losses and dispersion
that will be analyzed in the following and � ¼ !0�2=ðcSeffÞ is a coefficient
accounting for nonlinear third-order effects during the propagation. This para-
meter is a function of the nonlinear refractive index coefficient �2 (where the
overall refractive index is �� ¼ � þ �2jAj2) and of the effective area of the

waveguide, which is given by Seff ¼ 0:48 pa2 for a hollow fiber. The gas non-
linear coefficient �2 is proportional to the gas pressure p according to the
relation �2 ¼ p 2, where  2 is the nonlinear refractive index per unit pressure,
which can be determined from tabulated values reported in literature [34]. It is

worth pointing out that the second term on the right hand side of (3) takes into
account two nonlinear phenomena: self-phase modulation and self-steepening.
The first is responsible for spectral broadening of the injected pulse; the second
accounts for envelope deformation owing to the different value of group
velocity at the pulse peak (where the refractive index is higher and the velocity

is lower) with respect to the wings of the pulse. This effect produces a pulse
trailing edge steeper than the leading one, thus corresponding to an asymmetric
pulse spectrum, more extended on the blue side.

One of the most used solving procedure for Eq. (3) is the so-called split-step
Fourier method. Let us reconsider the propagation equation in the form

@A

@Z
¼ iðD̂ þ N̂ ÞA; (4)

where N̂ is the nonlinear operator acting onA. Let us consider the propagation
length divided in small slices of thickness h � 1� 10mm, so that operators N̂
and D̂ can be considered uniform over the slice. Let us also assume that the two
operators commute in the slice. On the basis of this assumption, the propaga-
tion of the optical field along the slice can be expressed as [36]

AðZþ h;T Þ ¼ exp ðih N̂ Þ½exp ðih D̂ÞAðZ;TÞ�: (5)

The operator exp ðihD̂Þ in Eq. (5) can be easily evaluated in the spectral domain;

using = to represent Fourier transform, it can be expressed as

exp ðihD̂ÞAðZ;TÞ ¼ =�1fexp ½ih D̂ð!Þ�=½AðZ;TÞ�g; (6)

where

D̂ð!Þ ¼ �ð!þ !0Þ � Re½�ð!0Þ� �
!

vg
: (7)
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The nonlinear operator can be simply written as

expðihN̂ Þ ¼ exp
ih

A
� 1þ i

!0

@

@T

� �
AjAj2

� �
: (8)

With the help of Eqs. (5), (6), (7), (8), the input pulse envelope can be propa-
gated through the hollow fiber in a finite number of steps. Improved versions of
Eq. (5) can be used in order to increase the accuracy of the calculation [36]. It
must be pointed out that Eq. (7) takes into account the overall dispersion
occurring in the hollow fiber: the expression for �ð!Þ reported in Eq. (1)
considers both the dispersion of the noble gas and that of the guiding structure.

2.3 General Considerations on the Compression Technique

Equation (3) can be generalized to a wider class of nonlinear effects, such as non-
instantaneous response of the nonlinearmedium orRaman effect [36]. Both these
phenomena can take place in molecular gases such as N2 and H2. The non-
instantaneous response is related to the alignment of the molecules along the field
direction; its signature is the red shift of the broadened spectrum with respect to
the initial center frequency of the pulse [19]. High-energy pulse compression
techniques based on Raman effect have also been recently proposed [37,38],
but their implementation is less trivial with respect to standard techniques.

In order to avoid retarded response of the nonlinearity or Raman effect,
noble gases are usually employed in the hollow fiber compression. A further
reason for this choice is the high damage threshold. The appearance of excessive
gas ionization at high intensities must be avoided because it can be a source of
unwanted nonlinear behaviors of the pulse; moreover, ionization at the capil-
lary entrance can be detrimental for an optimal coupling with the laser beam.
As a consequence, ionization imposes an upper limit to the input peak intensity
of the pulse; for an assigned input pulse energy, this restriction corresponds to
having a fiber radius larger than a certain value amin. In order to determine the
minimum radius, we assume that the variation of the refractive index induced
by the Kerr effect, �n ¼  2pI, is much larger than the change of the refractive
index induced by gas ionization, �np ¼ !2

p=2!
2
0 , where !p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2�e=ðme�0Þ

p
is

the plasma frequency, e and me are the electron charge and mass, �e is the
free-electron density in the gas, which can be calculated using the Ammosov–
Delone–Krainov (ADK) theory [39]. Figure 3 shows the calculated minimum
fiber radius as a function of the input pulse energy, calculated for various pulse
durations, assuming �n � 103 �np and a fiber filled with helium. From numer-
ical calculations, it turns out that the dependence of the minimum radius, amin,
on the energy, "0, and duration, T0, of the input pulse can be well fitted by the
following simple expression [40]:

amin ¼ A T��0 " �0 ; (9)
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where � ’ 0:45, � ’ 0:51 and A is a constant, which depends on the gas. The
numerical values of the constant A for various noble gases (in SI units) are the
followings: AHe ’ 2:62� 10�9 ms�J��, ANe ’ 1:14 AHe, AAr ’ 1:79 AHe,
AKr ’ 2:08 AHe.

Once the fiber radius has been chosen, there are two other free parameters in
order to achieve the desired spectral broadening: the fiber length and the gas
pressure. The fiber length is limited by propagation losses and by distortion of
the temporal pulse shape. We will assume that the maximum fiber length is
‘ ¼ 1 m. In order to have a weak coupling from the fundamental transverse
mode of the fiber to higher-order modes [41], the maximum pulse peak power is
limited by the critical power for self-focusing, Pcr ¼ l20=ð2 2pÞ [42]. Assuming
that P0=Pcr50:3, the maximum gas pressure turns out to be given by the
following expression:

pmax ¼ 0:15
l20
 2P0

: (10)

These scaling criteria must be considered as general guidelines that should
be followed in the design of the compression setup; the degrees of freedom in the
choice of fiber characteristics, gas type and pressure are sufficient to adapt the
technique to a large variety of laser sources and desired compression
performances.

3 Experimental Results

Using the hollow fiber technique, it is possible to generate few-cycle pulses with
peak power of the order of 0.1 TW [22]. Input pulses of 20 fs with an energy of
1mJ were coupled into a 60-cm-long, 500-mm diameter hollow fiber, filled with
argon. After recollimation by a silver mirror the beam is directed toward the
dispersive delay line. At the millijoule level, a prism chirped-mirror compressor
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Fig. 3 Minimum fiber
radius , amin, as a function of
the input pulse energy,
calculated for various pulse
durations, assuming
�n � 103 �np in a
helium-filled hollow fiber.
	0 is the full-width at half
maximum pulse duration,
	0 ¼ 1:665 T0
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cannot be employed because of self-focusing in the prisms. In this case, only
ultrabroadband chirped dielectric mirrors were used, which introduce an
appropriate group-delay dispersion over a spectral range as broad as 150 THz
(650–950 nm), and exhibit a high reflectivity over the wavelength range of
600–1000 nm. The overall transmissivity of the compressor, including the recol-
limating and steering optics, is � 80%. By best compression we measured the
interferometric autocorrelation trace of Fig. 4, which corresponds to a pulse
duration of 5 fs. Pulse energy after compression was 0.55mJ, which corresponds
to a peak intensity of 0.11 TW.

3.1 Sub-4-fs Regime

The compression of pulses down to the sub-4-fs regime requires the develop-
ment of ultrabroadband dispersive delay lines for dispersion compensation. In
2002, a novel spectral broadening technique was introduced, based on hollow
fiber cascading, which allows the generation of a supercontinuum extending
over a bandwidth exceeding 510 THz with excellent spatial beam quality [29].
Pulses of 25 fs were coupled into an argon-filled (gas pressure 0.2 bar) hollow
fiber (0.25-mm radius). Gas pressure was chosen in order to obtain pulses with
duration of about 10 fs after compression using broadband chirped mirrors.
Such pulses were then injected into a second argon-filled hollow fiber (0.15-mm
radius). The output beam presents excellent spatial characteristics (single-mode
operation) and it is diffraction limited. The pulse spectrum at the output of the
second fiber extends from�400 nm to>1000 nm. The possibility to take advan-
tage of such ultrabroadband spectrum is strictly related to the development of
dispersive delay lines capable of controlling the frequency-dependent group
delay over large bandwidths. In 2003, ultrabroadband dispersion compensation
was achieved using a liquid-crystal spatial light modulator (SLM). The beam at
the output of the hollow fiber cascading was collimated and sent into a pulse
shaper consisting of a 640-pixel liquid-crystal SLM, two 300-line/mm grating
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Fig. 4 Measured (solid) and
calculated (dots)
interferometric
autocorrelation trace of the
compressed pulse with 0.11
TW peak power; evaluation
of pulse duration is also
displayed
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and two 300-mm focal-length spherical mirrors (4-f setup). Pulse characteriza-
tion was performed using the spectral phase interferometry for direct electric
field reconstruction (SPIDER) technique [43]. Themeasured spectral phase was
used to compress the pulse iteratively: compression was started with an initially
flat phase written on the liquid-crystal mask. Then, the measured spectral phase
was inverted and added to the phase applied to the SLM. Typically, five
iterations were necessary to yield the shortest pulse. Figure 5 shows the mea-
sured temporal profile of the shortest pulse. The full width at half maximum
(FWHM) is measured to be 3.77 fs [28]. The spectrum, shown in Fig. 6, spans a
bandwidth of about 270 THz.

4 Applications and Perspectives

The hollow fiber compression technique allows one to generate high-intensity
few-optical-cycle pulses. One can concentrate high-energy densities in a very
small volume by just focusing such pulses down to the diffraction limit, thus
opening the way to the tracing, with unprecedented temporal resolution, of
light–matter interaction in the extreme nonlinear regime. Amongst the numer-
ous applications of this technique, the production of high-order harmonics
focusing intense and ultrashort laser pulses in noble gases has attracted a very

Fig. 5 Temporal pulse
profile reconstructed from
a SPIDER measurement.
Pulse duration FWHM is
3.77 fs

Fig. 6 Solid curve,
experimentally measured
fundamental spectrum
obtained after the pulse
shaper. The dashed curve
depicts the reconstructed
spectral phase of the pulse
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strong interest. It has been demonstrated that sub-10-fs pulses can drive the

emission of coherent radiation down to the soft X-ray region of the electro-

magnetic spectrum [44]. Many applications of this radiation to biology,

solid-state physics and nonlinear optics can be envisaged. Fluorescence by

K-shell vacancies has been induced in light elements by harmonic pulses [45].

Besides the excellent temporal properties of compressed pulses, the hollow fiber

technique delivers diffraction-limited beams with good spatial properties. The

intensity profile of the output beam has a strong relevance for the harmonic

emission yield; improved performances in harmonic generation were demon-

strated using pulses emerging from the capillary with respect to free-propagat-

ing laser pulses [46].
The development of novel cross-correlation techniques [47] has made possi-

ble tomeasure XUV pulse duration down to the sub-fs range and the generation

of attosecond pulses by harmonic emission was demonstrated [48], thus boost-

ing the ultrafast laser technology beyond the femtosecond barrier. It is worth

pointing out that the generation of isolated attosecond pulses requires the use of

5-fs (or shorter) driving pulses with high peak power [49]. Therefore, the

introduction of the hollow fiber compression technique has proven to be

essential in the rapidly evolving field of attophysics. In this contest, a key

parameter of the light pulse electric field, which significantly influences the

strong-field interaction, is the phase of the carrier frequency with respect to

the envelope (the so-called carrier-envelope phase, CEP).
The first experimental evidence of the CEP role of few-cycle pulses has been

obtained in strong-field photoionization [50]. For few-cycle pulses, depending

on the CEP, the generation of photoelectrons violates inversion symmetry [51].

The CEP is expected to cause an anticorrelation in the number of electrons

escaping in opposite sides orthogonally to the propagation direction of the laser

beam. In the experiment, two electron detectors were placed in opposite direc-

tions with respect to the laser focus. For each laser pulse, the number of

electrons detected with both detectors was recorded. A clear anticorrelation

was measured using 6-fs pulses with random CEP. It is worth mentioning

that CEP effects completely disappear for light pulse duration exceeding 8 fs.

Much stronger CEP effects have been measured in high-order harmonic

generation [52,53].
Perspectives in the use of the hollow fiber technique are related to its energy

scalability. The technique can be easily employed up tomJ-level laser pulses; the

upgrade toward higher energies (tens ofmJ) is hindered by fiber damage and gas

ionization, thus appearing to be problematic. It must be mentioned that a

careful control of laser beam profile should be performed, in order to keep a

good coupling with the capillary and avoid damage of the fiber entrance; light

noble gases (helium or neon) should also be used, in order to increase the optical

damage threshold. As a matter of fact, novel compression techniques for very

high pulse energies, based on nonlinear laser–plasma interaction, have been

proposed [54], but are still far from routinely operation.
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5 Conclusions

Compression of high-energy pulses down to the sub-10-fs regime is nowadays a
well-established technology, essentially based on the hollow fiber technique.
Thanks to this tool, significant steps forward have been performed in nonlinear
optics and ultrafast physics, in particular in the field of attosecond pulses.
Numerous applications can be already envisaged and the apport of ultrafast
technology to scientific production seems far to be completed.
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52. A. Baltuška, Th. Udem, M. Uiberacker, M. Hentschel, E. Goulielmakis, Ch. Gohle,

R. Holzwarth, V. S. Yakovlev, A. Scrinzi, T. W. Hänsch, F. Krausz, Nature 421, 611
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Ultrafast Laser Amplifier Systems

Gilles Chériaux

1 Introduction

Since the beginning of the 1990s the generation of high-intense laser pulses has

known an unprecedented evolution, thanks to the conjunction of the possibility

of the chirped pulse technique and the availability of spectrally broadband laser

media. Lasers capable of producing petawatt pulses can now be built on few

optical tables in a small laboratory. We review the generation and the amplifi-

cation of ultrashort pulses by the chirped pulse amplification technique.
The application of the chirped pulse amplification (CPA) technique [1] to

solid state lasers has made possible the generation of energetic few optical cycles

pulses. Nowadays, nearly all high peak-power, ultrafast laser systems make use

of the CPA technique, followed by optical pulse compression, as illustrated in

Fig. 1.
The application of CPA to lasers originated with the work of Mourou and

his co-workers [2,3]. This is a scheme to increase the energy of a short pulse,

while avoiding non-linear effects and optical damages that could occur with

very high peak power in the laser amplification process itself. This is done by

lengthening the duration of the pulse being amplified by applying a chirp

to the spectral components. This chirp is obtained in such a way that it is

reversible, using the technique of optical pulse compression, developed by

Treacy and Martinez [4,5,6,7,8]. By lengthening the pulse in time, energy

can be efficiently extracted from the laser gain medium, while keeping the

intensity below the level of non-linear effect. CPA is particularly useful for

efficient utilisation of solid-state laser media with high stored energy density

(1–10 J/cm2), where full energy extraction in a short pulse would lead to

intensities above the damage threshold of the amplifier materials. The CPA

scheme works as follows. Ultrashort pulses are generated at low pulse energy
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through the use of an ultrashort-pulse mode-locked laser (oscillator). This

mode-locked laser typically generates light pulses at a high repetition rate

(�108 Hz) with pulse energy in the range of few nanojoules (10–9 J), and with

pulse duration in the range of hundreds to only few femtoseconds depending

on the laser gain medium. These femtosecond pulses are then chirped using

an optical stretcher consisting of a set of optical components generating a

time delay between the different wavelengths of the initial short pulse. The

pulse is stretched in order to reach tens of picoseond to nanosecond depend-

ing on the final energy reached. One or more stages of laser amplification are

used to increase the energy of the pulse by several orders of magnitude. After

optical amplification, a grating pair (optical compressor) is then used to

‘‘recompress’’ the pulse back to femtosecond duration. To achieve this

recompression back to near the original input pulse duration without tem-

poral distortions, proper optical design of the laser system is very important

and especially the pulse stretcher.
In the following sections, we discuss in detail the various components of

high-power ultrafast laser systems.

2 Ultrashort-Pulse Laser Oscillators

The CPA scheme separates the ultrashort-pulse generation process from the

amplification process. The demonstration of the self-mode-locked Ti:sapphire

laser by Sibbet and his group in 1990 [9] made possible the generation of very

short pulses in a quite simple optical layout. Titanium-doped sapphire is a

solid-state laser material with extremely desirable properties: a gain bandwidth

Stretcher

Femtosecond pulse
generator

Amplifiers

Compressor

ΔΤ

10000    ΔΤ
Δλ

ΔΤ

10000    ΔΤ
Δλ

Δλ

Δλ

Fig. 1 Schematic diagram of a chirped pulse amplification–based laser system
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spanning the wavelength region from almost 600 to 1100 nm, very high thermal

conductivity, and an energy storage density approaching 1 J/cm2. This last
property, although desirable for high-energy amplification, was thought to
prohibit the use of Ti:sapphire in femtosecond mode-locked lasers. Existing

passively mode-locked dye lasers relied on the low-energy storage density of the
laser dye to facilitate the mode-locking process and thus passive mode-locking
is not feasible usingmost solid-state gainmedia. However, the self-mode-locked
Ti:sapphire laser relies on a different mechanism to facilitate short-pulse gen-

eration; the Kerr non-linearity of the laser crystal. Since this non-linearity is
instantaneous and independent of the energy storage density of the laser med-
ium, it made possible an entirely new class of reliable, high average power,
ultrashort-pulse (�6 fs) lasers [10,11,12,13,14,15,16]. The basic cavity config-

uration is quite simple, as shown in Fig. 2.
The energy source for the laser is a continuous wave (cw) laser – typically an

argon-ion laser or a cw diode-pumped frequency-doubled Nd:YVO4 lasers.
The cw light is focused into the Ti:sapphire crystal, collinear with the mode of
the laser cavity itself. The only other cavity components are an end mirror and

an output coupler, together with a set of optical components (prisms pair or
negatively chirped mirrors) to compensate for group velocity dispersion of
the Ti:sapphire crystal. Mode-locking in this laser is achieved through the
action of the Kerr lens induced in the laser crystal itself. If the laser is operating

in a pulsed mode, the focused intensity inside the Ti:sapphire crystal exceeds
1011 W/cm2 sufficient to induce a strong non-linear lens which quite signifi-
cantly focuses the pulse. If this occurs in a laser cavity which is adjusted for
optimum efficiency without this lens, this self-focusing will simply contribute to

loss within the laser cavity. However, modest displacement of one mirror away
from the optimum cw position by only 0.5–1mm can result in a decrease in loss
in the laser cavity when Kerr lensing is present. Thus, the Kerr lensing couples

the spatial and temporal modes of the oscillator, resulting in two distinct spatial
and temporal modes of operation, i.e. the cw and pulsed one. The laser can be
simply aligned to be stable in either mode.

The most significant advance in Ti:sapphire oscillator design since its
original demonstration has been a dramatic reduction in achievable pulse
duration. This was accomplished by reducing overall dispersion in the laser

by using physically shorter Ti:sapphire crystals and optimum prism materials
or mirrors [17,18,19,20,21]. It is now routine to generate pulse duration of 6 fs
directly from such a laser at a repetition rate of�80MHz, with pulse energy of

Pump Laser

2 nJ

TiSa
crystal

GVD compensation
prism pair

Output couplerFig. 2 Schematic diagram of
a Kerr-lens mode-locked
oscillator
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approximately 5 nJ, and with excellent stability. Such a laser is an ideal front-

end source for a high-power, ultrafast amplifier system.

3 Pulse Stretching and Recompression

Before injection into the amplifier, the short pulse (10 fs–1 ps) is stretched in

time by introducing a frequency chirp onto the pulse, which increases the

duration by a factor of 103–104. The duration of the stretched pulse is deter-

mined by the need to avoid damage to the optics and to avoid non-linear

distortion to the spatial and temporal profile of the beam. A frequency-chirped

pulse can be obtained simply by propagating a short pulse through optical

material, such as a fibre. In the fibre, self-phase modulation (SPM) can broaden

the bandwidth of the pulse; however, the distortion due to high-order phase

terms introduced by fibres makes it difficult to use this design for femtosecond

pulses.
To obtain even greater stretching factors, a grating pair arrangement can be

used which separates the spectrum of a short pulse in such a way that different

colours follow different paths through the optical system. Martinez realised

that by placing a telescope between a grating pair, as shown in Fig. 3a, the

dispersion is controlled by the effective distance between the second grating and

the image of the first grating [7]. When this distance is optically made to be

negative, the arrangement has exactly the opposite dispersion of a grating

compressor [4], shown in Fig. 3b if one does not take into account the aberra-

tions of the telescope. This forms the basis for a perfectly matched stretcher/

compressor pair.
To avoid the wavelength-dependent walk-off (spatial chirp), a pair of

mirrors are used in a roof geometry to direct the output above and parallel to

the input beam. The parallelism of the grating faces and grooves must be

carefully aligned to avoid spatial chirp on the output beam. For good output

beam quality and focusing, the grating surfaces must also have high optical

flatness (l/4–l/10). In fact, neglecting aberrations in the telescope used to

project the image of the first grating, the stretcher phase function is exactly

the opposite sign of the compressor.

Lstretcher < 0

G1
G2

Image of G1

F1
F′2Telescope

Roof prism

Output Input

Gratings

Fig. 3a Femtosecond pulse
stretcher
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For the particular case of an aberration free optical stretcher, the second
derivative of the spectral phase is given by

d2�s
d!2

� �
!0

¼ Lsl
3

pc2d 2 cos2 �
¼ �ð2Þsð!0Þ

where Ls is the distance between the two gratings at the central wavelength, l is
the central wavelength, d is the grating grooves spacing and � is the diffracted
angle.

With this expression the stretched pulse duration is given by

�T ¼ �T0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 16 ln 2ð Þ2�ð2Þs2

�T 4
0

s

or if one considers that �ð2Þ is large

�T ¼ �
ð2Þ4 ln 2

�T0

In the real case, the telescope can introduce some geometrical or chromatic
aberrations leading to spectral or temporal phase distortions. These alter the
temporal shape of the pulse after the recompression. The duration is lengthened
and some wings, containing a non-negligible part of the total energy, appear. In
order to obtain a very low-level pedestal pulse, an aberration-free stretcher
configuration has to be used. That means that the stretcher telescope has to be
aberration free since it directly translates into spectral phase distortions, which
produce poor recompression and a low dynamic range onto the temporal pulse
profile. Thus, the design of the telescope has to be carefully investigated. A
solution that is now widely used is an all-reflective stretcher design [22] based
on an aberration-free Öffner triplet (see Fig. 4). The telescope is composed of a
concave and a convex mirror whose focal length is half of the concave one.

Lcomp > 0

Grating

OutputInput

Fig. 3b Femtosecond pulse
compressor
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These mirrors are in a concentric geometry. Such an optical system allows large

stretching factor and the short pulse is recompressed to its Fourier limit.
Other schemes of pulse stretcher are used and especially when the stretched

pulse duration is in the range of 10 ps the pulse stretcher can be a set of bulk
material with chirped mirrors to compensate for third-order phase distortions.

This kind of optical scheme has the advantage of being insensitive to the beam

pointing. The recompression is therefore accomplished with a prisms pair. This

solution has also the advantage of the very low loss throughput of the com-

pressor. The main drawback of this scheme is the relatively low stretched pulse

duration that can be obtained, which means that it is not usable for multitera-
watt or PW laser systems [23,24,25].

4 Amplification

Since the late 1980s (following the availability of ultrashort-pulse solid-state

laser sources at the appropriate wavelengths), most high-power ultrafast las-

ers have used solid-state amplifier media, including titanium-doped sapphire,

Nd:glass, alexandrite, Cr:LiSAF and others [26]. These materials have the com-

bined advantages of relatively long upper level lifetimes, high saturation fluen-

ces (from 1 J cm–2 to few tens of J cm–2), broad bandwidths and high damage
thresholds. To date, most high-power ultrafast lasers have used either frequency-

doubled YAG and glass lasers or flashlamps as pump sources for these ampli-

fiers. Of all potential amplifier media, titanium-doped sapphire has seen the most

widespread use in the past 15 years. It has several very desirable characteristics,

which make it ideal as amplifier material, including a very high damage thresh-
old(�8–10 J cm–2), a high saturation fluence (�1 J cm2) and a high thermal

conductivity (�46W/mK at 300K). Moreover, it has a broad gain bandwidth

(�200 nm), and thus can support an extremely short pulse. Finally, it has a broad

Grating
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Roof prism 1

Top view

Center of curvature
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mirrors

Side view

Input

Output

Roof prism 2

Roof prism 2

Grating

Fig. 4 Set-up of the Öffner triplet-based stretcher
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absorption bandwidth with a maximum at 500nm (�abs at peak�6.5�10–20 cm2),
making it ideal for frequency-doubled Nd:YAG or Nd:YLF pump lasers.

Since few years, optical parametric chirped pulse amplification (OPCPA)
technique is developing. This technique has several advantages such as the very
large spectral gain bandwidth and absence of thermal effect in the amplifiers.
This technique is fully discussed in a following chapter of Ross.

In order to calculate the amplified energy in the configuration of different
amplifiers configuration, the Frantz and Nodvik model can be applied to CPA.
It is therefore a modified model that takes into account the chirp of the seed
pulse. This model is well described in different literature [27,28].

We will now describe the different types of amplifiers that allow the increase
in pulse energy.

Most high-power ultrafast laser systems use a high-gain preamplifier sta-
ge, placed just after the pulse stretcher, which is designed to increase the
energy of the nJ pulses from the laser oscillator to the 1–10mJ level [24,25,
29,30,31,32,33,34,35]. The majority of the gain of the amplifier system
(�107 net) occurs in this stage. The preamplifier is then followed by several
power amplifiers designed to efficiently extract the stored energy and to increase
the output pulse power to the multiterawatt or even petawatt level. There are
two basic preamplifier designs, regenerative andmultipass. These are illustrated
in Figs. 5a and 5b.

Regenerative amplifiers are very similar to a laser cavity. The low-energy
chirped pulse is injected into the cavity using a time-gated polarisation device
such as a Pockels cell and thin film polariser. The pulse then makes �20 round-
trips through a relatively low-gain medium, at which point the high-energy
pulse is switched out by a second time-gated polarisation rotation. A low-gain
configuration is typically used in the regenerative cavity to prevent amplified
spontaneous emission (ASE) build-up. With high gain, ASE can build up quite
rapidly in a regenerative configuration and deplete the gain before the short
pulse can extract it. The beam’s overlap between the pump and signal pulse is
usually quite good in such an amplifier, which results in extraction efficiencies
of up to 15%. Regenerative amplifiers are typically used as front ends for
commercially available intense laser systems. This amplifier scheme tends to
limit the pulse duration to 30 fs because of the relatively long optical path
lengths associated with the multiple passes in the regenerative cavity together
with the presence of high-index materials due to the Pockels cells and polari-
sers. This adds high-order dispersion, making the recompression more difficult
for very short pulses. Nevertheless, regenerative amplifiers have also been used
to generate 20 fs pulses [36,37] by the use of etalon or Fabry–Perot in the
regenerative cavity in order to flatten the gain. Nevertheless such a technique
introduces spectral modulations that lead to satellite pulses after recompres-
sion. This effect is prejudicial for laser–matter interaction at very high
intensity. This contrast issue will be detailed thereafter.

A multipass preamplifier configuration (Fig. 5b) differs from the regenera-
tive amplifier in that, as its name suggests, the beam passes through the gain
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medium multiple times without the use of a cavity. The particular geometry for
accomplishing this can differ from system to system [30,31,38,39]. In a multi-
pass amplifier, since the optical path is not a resonator, ASE can be suppressed

to a greater degree than with a regenerative amplifier. Thus, multipass amp-
lifiers typically have higher gain per pass (7–10) compared with regenerative
amplifiers, and fewer passes through the gain medium are needed. As a result,

there is less high-order phase accumulation in multipass systems, and shorter
pulses are easier to obtain upon recompression. Moreover, non-linear phase
accumulation due to theB integral is also less in multipass amplifiers. Multipass
preamplifiers are not as efficient as regenerative, since the pump – signal over-

lap must change on successive passes through the gain medium in order to
extract the beam (by separating it spatially). However, multipass preamplifier
efficiencies can reach �10%. Multipass amplifiers are also used not only as

preamplifier but also as power amplifiers. With a set of multiple amplifiers
(e.g. regenerative or multipass as preamplifier and multipass as power ampli-
fiers), a laser system based on the titanium-doped sapphire crystal can provide

Fig. 5 (a) Regenerative amplifier layout, (b) Multipass amplifier layout

24 G. Chériaux



pulses with a duration of 25–30 fs with energy in excess of several joules at a
repetition rate of 10Hz [40] or tens of joules at a repetition rate of a fraction of
hertz [41].

The layout of a 10Hz intense laser system is depicted in Fig. 6.

5 Limitations in Intense Laser Systems

The generation of multiterawatt or even petawatt peak power pulses is now
obtained in many places, but many effects can affect the system output char-
acteristics. The different limitations are discussed.

5.1 Thermal Effects

Although Ti:sapphire has extremely high thermal conductivity, significant
attention must still be devoted to reducing thermal distortion effects associ-
ated with the fact that tens of watts of average power are deposited in the laser
amplifier to obtain sufficient gain per pass. These include thermal lensing, bire-
fringence and stress. A flat top pumping profile results in a parabolic thermal
gradient and index of refraction variation across the beam, which acts as a lens
whose focal length varies with pump energy. Local thermal expansion stress and
bowing of the crystal surface add to the lensing effect, as well as to thermally
induced birefringence. In multipass or regenerative amplifier systems, thermal
lensing accumulates from successive passes through the amplifier, causing a rapid

Fig. 6 Layout of a 10Hz, 100 TW laser system [40]
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change in amplified beam size that can lead to optical damages. In regenerative
amplifiers, the cavity can be designed to compensate for the thermal lens in a
manner similar to that in laser oscillators. This can be done also in multipass
amplifiers by adding a negative lens between the successive passes into the amp-
lifier medium but this solution does not allow pump power changes. Another
solution that allows these changes while keeping the same divergence of the
amplified beam is to cool the crystal to a temperature below –1408C, since at
low temperature the thermal conductivity is increased by almost one order of
magnitude as shown in Fig. 7 [42,43].

The focal length of the thermal lens increases in such a way that no more
geometrical changes in the beam happen during the amplification. This techni-
que can be applied to high-repetition-rate (kHz to multi-kHz) low-energy
system [44] as well as lower repetition rate (10Hz) systems that exhibit a lot
more energy per pulse [40].

5.2 Pulse Duration Limitations

In the development of amplifier systems for high-power pulses with dura-
tion below 30 fs, there are two major effects that may limit the final pulse
duration.

First, as discussed above, the finite bandwidth of the gain medium results
in narrowing of the pulse spectrum during amplification. Assuming infinitely
broadband input pulses injected into a Ti:sapphire amplifier with a gain of 107,
the amplified output spectrum is�47 nm FWHM. This bandwidth is capable of
supporting pulses as short as 18 fs at millijoule pulse energy. For tens of
millijoules energy, the gain-narrowing limit is �25 fs. For all other materials,
the gain-narrowing limit is more severe. In order to reduce the effect of gain
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narrowing, some techniques have been used. One solution is based on generat-
ing gain-losses for the wavelength supporting the highest gain [45]. The spec-
tral gain is modulated by the spectral transmittance of a Perot–Fabry inside
a regenerative amplifier. This technique has lead to the production of 17 fs
amplified pulses. Another solution is to shape the spectrum coming into the
preamplifier with an acousto-optic device [46]. This modulator has improved
the pulse duration from 30 fs to 17 fs for an amplified energy of 1mJ. This
technique has the advantage of being on-line and therefore is easy to implement.
Another spectral modification in the case of a long-duration chirped pulse is
that the leading edge of the pulse depletes the excited-state population so that
the red leading edge of the pulse can experience a higher gain than the blue
trailing edge of the pulse. That is the spectral shifting. It should be noted that
gain narrowing, spectral shifting and gain saturation occur in all amplifier
media, and are least severe for broadband materials such as Ti:sapphire.

The second limiting effect on pulse duration is the group velocity dispersion
(GVD) that is due to the different components of the laser chain. The GVD
introduces some spectral phase distortions that are harmful for the final pulse
duration and shape. The pulse can be lengthened and can exhibit somewings. The
temporal pulse profile is distorted because of its associated spectral phase. The
spectral phase distortions arise from the material present in the laser chain and
from the stretcher. These distortions are partially corrected by adjusting the
length and the angle of incidence of the compressor and by cleverly choosing
the number of grooves per millimetre of the compressor gratings. These compen-
sations are valid for pulse duration greater than 30 fs. For shorter pulse duration,
high-order phase distortions will limit the pulse duration and the temporal profile
will exhibit somewings. Different techniques have been developed to compensate
for the residual distortions [46,47,48,49,50,51,52]. They are based on active
optical component; i.e. liquid-crystal spatial light modulator (SLM), acousto-
optic modulator (AOM) or deformable mirrors (DM). The SLM and DM have
to be placed in a spectral Fourier plane. An example of aDM system is illustrated
in Fig. 8 [47]. The deformable mirror acts on the optical path length of the
different spectral components to minimise the delay between each of these.

Deformable mirror in
the Fourier plane.

Retro-reflector

in

out

Concave mirror

Diffraction gratings

Fig. 8 Layout of an
adaptive stretcher [47]
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The compensations available with such a set-up allow a good control of the

temporal profile as shown in Fig. 9. In such experiment it should be noticed that

an optimisation parameter has to be used in order to quantify the improvement

in the temporal pulse profile. A phase measurement tool is necessary and two

types are widely used. Chronologically these are the FROG [53] (frequency

resolved optical gating) and the SPIDER [54] (spectral phase interferometry for

direct electric-field reconstruction).
The other solution is the use of an acousto-optic programmable dispersive

filter (Fig. 10) placed on-line in the laser system [46].
This solution presents the advantage of controlling the spectral phase distor-

tions and also to shape the spectrum of the input pulse in order to compensate for

the spectral gain narrowing. This component presents interesting capabilities in

generating large chirp allowing using it as a stretcher in low-energy systems.

5.3 Temporal Contrast of Intense Pulse

The development of laser chains based on the chirped pulse amplification

leads now to peak powers higher than 100 TW. The focused intensity can reach

1022 W/cm2 [55]. To keep the laser–matter interaction in the femtosecond regime,

the pulse has to exhibit a high temporal contrast. The most important problem
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consists in the presence of an amplified spontaneous emission (ASE) background

coming from the amplification process. At the output of the laser the ratio between

the femtosecond pulse intensity and the ASE level is about 106–107 leading to an

ASE intensity as high as 1016 or 1015 W/cm2, far above the ionisation threshold of

most materials and susceptible to strongly modify the interaction process.
A classical CPA laser is seeded by a nJ energy level pulse originated from

mode-locked oscillator. The temporal contrast of such a pulse when charac-

terised on a high dynamic range is free of ASE pedestal and structures on at

least 9 orders of magnitude.
So the ASE is usually rising up in the preamplifier where the total gain is 106.

The measured contrast level (ratio between the maximum pulse intensity level

and the ASE level) at the output of such an amplifier is of 7–8 orders of

magnitude. This contrast is lowered in the power amplifiers leading to 6 or 7

orders of magnitude at the output of a 100 TW laser chain.
Different possible solutions for improving the contrast consist in seeding the

preamplifier withmore energetic pulses, amplifying these energetic pulses via a low

ASE preamplifier and also temporally filtering the ASE versus the femtosecond

pulse in a non-linear interferometer before the power amplifiers. This non-linear

filter seems to be nowadays the most powerful technique to increase the contrast.

The methods used are numerous: saturable absorber [56], non-linear Sagnac

interferometer [57], non-linear-induced polarisation rotation in hollow fibre [58]

or in air [59] and cross-polarised wave generation [60].With this last technique also

named XPW, a contrast improvement of almost 5 orders of magnitude at the

millijoule level with 40 fs pulse duration has been demonstrated (Fig. 11). This

technique is achromatic so that shorter pulse duration can be efficiently filtered.
The need for having clean temporal pulses at the output of the ultrafast

system leads then to a change in the design of the laser. In order to implement

the temporal filter, a double CPA scheme is relevant [61]. The pulse coming

from the oscillator is amplified up to the millijoule level and temporally
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recompressed. It is cleaned by passing through the non-linear filter. The second
CPA system is then a power CPA system. The clean pulse is temporally
stretched to few hundreds of picosecond (depending on the final energy level)
and amplified allowing the possibility to have a pulse contrast in the range of 10
orders of magnitude after final recompression.

5.4 Focusability of Intense Femtosecond Lasers

The spatial quality of intense femtosecond pulses from chirped pulse ampli-
fication (CPA) systems is of great importance in order to reach very high peak
intensity on target. In CPA laser systems, geometrical aberrations and surface
quality from optical elements, clipping onmirrors, thermal effects and doping
inhomogeneities in TiSa crystals affect the beam focusability. In other words,
every effect than can degrade the spatial characteristics, i.e. energy distribu-
tion and wavefront, will lead to different propagation pattern and so to a
poor focusability. Large part of the energy will be spread out into the wings of
the focal spot. This will lead to an increase in focal spot dimensions and so to
the decrease in intensity. A brief look at the theoretical definition of the
intensity shows the importance of spatial quality:

I ¼ E

pr2 ���

E is the energy of the pulse, r the radius of the focal spot at 1/e2 of
the maximum intensity and �� the pulse duration. The focused intensity
has a quadratic dependence with the radius of the beam compared to a
linear dependence with the energy and the pulse duration. Then, it is more
efficient to reduce the size of the focal spot than increase the energy by
adding another amplifier stage to the laser chain or decreasing the pulse
duration.

The efficient solution for wavefront correction is also like in the temporal
domain in the use of adaptive optic. Either a deformable mirror (DM) [62] or a
liquid-crystal spatial light modulator (SLM) can be used [63]. The DM has the
advantage of being positioned at the end of the laser chain, thanks to its damage
threshold, but the possibility to modulate the wavefront is low because the
number of actuators is relatively small; i.e. �40–100. The SLM presents the
advantage of a high spatial resolution (few hundreds of actuators), but it can
only be placed at the beginning of the laser because the damage threshold is very
low.

The potentiality of the correction with a DM is illustrated in Fig. 11. This
shows the wavefront correction on a 10Hz–100 TW TiSa laser delivering 25 fs
pulse duration with an energy of 2.5 J. The wavefront before correction
exhibits mainly astigmatism with distortions of 0.7 mm peak to valley (PV)
that gives a Strehl ratio of 35%.After the correction, the distortions are reduced

30 G. Chériaux



to 0.22 mmPV (43 nm rms) and the Strehl ratio is higher than 90% [64] (Fig. 12).
The Strehl ratio is the ratio between the experimental peak intensity and the
calculated peak intensity of the experimental distribution associated to a flat
wavefront.

The correction is very efficient in the far field, but nevertheless some draw-
backs of that technique appear in the mid-field. The remaining phase distor-
tions exhibit the frame of the actuators of the mirror even if the mirror is not
segmented. This is due to each influence function of each actuator. These very
low distortions have a relatively high spatial frequency that leads to a deteriora-
tion of the energy distribution during the beam propagation [64]. Figure 13
shows the evolution of the calculated energy distribution for different propaga-
tion lengths (Z).

Modulations appear in the beam profile with modulation in the range of
50% for a distance Z=10m. This is a very negative effect for all the compo-
nents that are in laser chain after the deformable mirror.

6 Conclusion

Progress in high peak-power ultrafast lasers has been rapid in the 1990s, and
new developments promise to continue to create exciting progress for the
foreseeable future. Nowadays, the titanium-doped sapphire crystal technology
allows for gain medium of 12 cm in diameter. Pulses of hundred joules with
pulse duration less than 30 fs can be generated leading to a peak power of few

Z = 2 m Z = 5 m Z = 10 m

Fig. 13 Evolution of the
energy distribution as a
function of the propagation
length [64]

Fig. 12 Corrected
wavefront of a 100 TW laser
system [64]
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petawatts. After focusing with high-aperture off-axis parabola, intensity higher

than 1023 W/cm2 can be used for completely new physics of laser–matter

interaction.
The capabilities of laboratory-scale laser systems will continue to improve in

terms of available average and/or peak power and in terms of control and

characterisation of the electromagnetic field of the pulse on a cycle-by-cycle

basis. Developments in other areas of laser technology, such as diode-pumped

lasers and adaptive optics for spatial and temporal wavefront control, can

readily be incorporated into ultrafast systems.
Scientifically, these developments may make possible optical ‘‘coherent con-

trol’’ of chemical reactions and quantum systems and will extend ultrafast

optical science into the X-ray region of the spectrum. Ultrafast X-ray techni-

ques will allow us to observe reactions on a microscopic temporal and spatial

scale and to develop a fundamental understanding of the most basic processes

underlying the natural world. On a more applied level, the cost and complexity

of ultrafast lasers will decrease, making feasible the widespread application of

ultrafast technology for industrial and medical applications such as precision

machining, thin film deposition, optical ranging, ophthalmological surgery and

oncology.
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Optical Parametric Amplification Techniques

Ian N. Ross

1 Introduction

From the very early days of lasers, the non-linear interaction between optical
beams and transparent media was recognised as an important process, starting
with the demonstration of second harmonic generation in 1961 [1], and the
theory for this as well as for other three- and four-wave mixing processes was
already well established in 1962 [2].

One of these processes was optical parametric amplification (OPA), or differ-
ence frequency mixing, and with the development of Q-switching techniques,
intensities sufficient to generate significant gain in an OPA became available. It
was soon realised that a key property of the OPA was that energy from a fixed
wavelength source could be transferred onto a beamwith a tunable wavelength.
The prospect of tunable coherent pulses opened up a major development of the
techniques of OPA and the growth of new non-linear crystals in the mid-1960s,
and laid the foundations for many applications in spectroscopy. However,
because the optical parametric amplification process contains initially one
strong and two weak beams (in contrast to harmonic and sum frequency
generation with one weak and two strong beams), high intensities are required
for the strong pump beam and the development became limited by laser damage
which prevented very high intensities being used at the then available pulse
durations.

With the advent of mode-locking techniques and the resulting sub-ns pulses
this difficulty was removed and it became possible to realise high gain and with
it all forms of devices including optical parametric oscillators (OPO), optical
parametric amplifiers (OPA) and even optical parametric generators (OPG)
which could achieve significant pump depletion in a single pass with no input
signal or idler beam.

A second difficulty in the early development arose because spectroscopic
applications generally required very narrow bandwidth and this proved difficult

I.N. Ross
CLRC Rutherford Appleton Laboratory, Chilton, Didcot, Oxon OX11 0QX, UK
e-mail: I.N.Ross@rl.ac.uk

T. Brabec (ed.), Strong Field Laser Physics,
DOI: 10.1007/978-0-387-34755-4_3, � Springer ScienceþBusiness Media, LLC 2008

35



with optical parametric devices, since their gain bandwidths were generally

much larger than the transform limit of the pulse duration. With the develop-

ment of techniques for generating sub-ps pulses, however, this ‘difficulty’

became a major benefit, and there has been a resurgence of development in

optical parametric devices from the 1990s to the present. This work was boosted

both by new group velocity matching geometries [3, 4, 5, 6, 7, 8, 9, 10, 11] which

greatly increased the gain bandwidth of the OPA and by the appearance of new

crystals such as BBO and LBO, and has even led to the possibility of amplifying

pulses of duration close to a single cycle.
It was also realised that, using the OPA as a chirped pulse amplifier [12]

(CPA) in a technique we will refer to as optical parametric chirped pulse

amplification (OPCPA) [13] and applying the technique to large aperture

crystals such as KDP with high damage thresholds, it should be possible to

achieve simultaneously high energy and large bandwidth (the latter leading to

short pulse duration) and hence ultra-high power operation. Such systems

would be expected to be focusable to intensities orders of magnitude higher

than current laser systems, and would offer exciting new prospects for high field

physics.
This article will concentrate on the recent short pulse, high-power applica-

tions of the OPA and will include the following:

(a) An analytical description of the OPA to provide tools for the design of OPA
systems

(b) Considerations which are useful for achieving optimum designs
(c) A description of a number of designs exemplifying systems which are either

in use or demonstrated, or which point to their future potential

2 The Principles and Analysis of Optical Parametric Amplifiers

Figure 1 shows the basic principle of an OPA. A strong pump beam incident on

the medium creates a non-linear polarisation through the second-order polari-

sability and leads to the occurrence of gain in the medium at a ‘signal’ and an

‘idler’ wavelength. Conservation of energy requires that the sum of the signal

and idler frequencies must equal that of the pump, and this of course allows

continuous tunability over a wide spectral range. A second condition, that of

conservation of momentum or ‘phase matching’, is usually required to achieve

high gain and significant energy transfer, and it is this condition which controls

the wavelengths of amplified signal and idler. The phase-matching condition,

unlike the conservation of energy, has a tolerance, and this determines the

respective spectral bandwidths of the signal and idler.
The reader is referred to the literature on non-linear optics for amore general

description of the OPA and to several recent theoretical treatments of OPAs [14,

15, 16, 17]. A simple analysis, which extends that in the literature, is presented
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below, with the results in a form which is convenient for use in designing and

optimising OPA systems.
The operation of a non-linearmixing process can be described by the coupled

wave equations. We use the analysis of Armstrong et al. [2] which describes the

optical parametric process for the case of plane monochromatic waves in the

slowly varying envelope approximation for which the coupled wave equations

become

dA�s
dz
¼ þiK!

2
s

ks
A�pAi exp i�kz;

dA�i
dz
¼ þiK!

2
i

ki
A�pAs exp i�kz;

dAp

dz
¼ �iK

!2
p

kp
AsAi exp i�kz

(1)

where K ¼ 2p
c2
�
ð2Þ
eff , with �

ð2Þ
eff the effective second-order non-linear susceptibility,

Ap, kp and !p are the amplitude, wave vector value and angular frequency of the

pump wave respectively, with corresponding symbols for signal and idler waves

and �k=Ikp – ks – kiI= phase mismatch.

2.1 Intensity Solution

Armstrong derives an analytical plane-wave solution for the development of the

intensity of the three waves, including the effects of both significant depletion of
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Fig. 1 Principles of
operation of the optical
parametric amplifier (OPA)
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the pump and imperfect phase matching. In terms of physical quantities and

assuming no idler input, this solution becomes

2gz ¼ �
ð f

0

dfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� f Þðfþ �2s Þ f� �k=2gð Þ2f 2

q (2)

where g ¼ 4pdeff
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ipð0Þ
2"0npnsniclsli

q
f ¼ 1� Ip

�
Ipð0Þ= fractional depletion of the pump beam

�2s ¼
!p

!s

Isð0Þ
Ipð0Þ= input signal to pump photon intensity ratio

p ¼ Ipð0Þ
�
Ipð0Þ þ Isð0Þ= pump to total input intensity ratio

�ðtÞ ¼ �pðtÞ � �sðtÞ � �iðtÞ= OPA phase (with �(0) inserted for the input
value)

The form of this solution is demonstrated in Fig. 2 which shows the evolution

of pump and signal intensity as they propagate through a non-linear crystal.

The example is for a type I BBO crystal operating near degeneracy with a pump

wavelength of 532 nm. Curves are shown for the exactly phase-matched signal

wavelength and for a wavelength (or angular) de-tuning giving a phase mis-

match of 3p at z=zA.
The cyclic nature of the process is at once apparent and indicates that

100% depletion of the pump is possible; however, this can only be achieved

for beams of uniform intensity and at specific values of crystal length and

beam intensity.
Real beams are not normally flat top in space and time, and this will result in

reduced efficiency as illustrated in Fig. 3, which shows the input and output

pump and phase-matched signal for a propagation distance giving maximum

efficiency. The maximum pump depletion is now 48%. The input Gaussian

temporal shape is seen to be both reduced in duration and severely modified in

shape by saturated amplification in the OPA. This may be an important con-

sideration in assessing performance for an OPCPA.
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For small pump depletion, the solution reduces to the more familiar form:
Signal beam gain,

G¼ 1þ ðgzÞ2
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgzÞ2 � ð�kz=2Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgzÞ2 � ð�kz=2Þ2

q
2
64

3
75
2

(3)

or, for exact phase matching (�k=0):

G ¼ cosh2ðgzÞ (4)

For example, a type I BBO OPA near degeneracy with a 532 nm 1ps pump
can operate without damage at pump intensities of 100GW/cm2 giving a gain of
106 for a 1.5mm length of crystal. This illustrates the very high gains possible
with very short path in the gain medium and represents a significant advantage
of OPAs since, for ultra-short pulse amplification, material dispersion can be a
major limitation.

2.2 Phase Solution

The contribution to phase during OPA has not received as much attention as
intensity because in most instances it has not been important. However, as
interest grows in the application of OPAs to ultra-short pulses, the amplified
signal or idler phase becomes increasingly important. A solution similar to that
for intensity is possible for the phases of each of the three waves and is similarly
derived. The imaginary parts of the coupled wave equations can be written:
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where the amplitude of each wave has been written in the form � expði�Þ.
Equation 5 is readily combined and integrated to give [2]

cos � ¼ � �þ �k

2
ffiffiffiffiffiffi
!p
p

g
u2p

 !,
upusui (6)

where a new variable is defined such that u2p ¼ Ip
�
!pI0 where

Ip ¼
c2kp
8p!p

�2p

and where analogous relations apply for the signal and idler, also I0 ¼ Ip þ Is þ Ii
and � is a constant of integration determined by the initial conditions.

Equation 6 can be used to eliminate � from equation 5 and if there is assumed

to be no input idler,

d�s
dz
¼ ��k

2
1� �2

fþ �2s
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 !
;

d�i
dz
¼ ��k

2
;

d�p
dz
¼ ��k

2

f

1� f
(7)

where, as also required for the intensity analysis, use has been made of the

Manley–Rowe relations.
The initial phases of pump and signal are determined by the input beams and

the input phase of the idler adjusts itself to maximise the signal gain. By

inspection of the coupled wave equation for the signal, it can be seen that this

occurs at sin �= –1 or �i(0) = �p(0) – �s(0) – p/2.
Finally, by integrating equation 7, we can write down the equations for the

phase of the three waves as

�s ¼ �sð0Þ �
�kz

2
þ�k�2

2

ð
dz

fþ �2s
; �i ¼ �pð0Þ � �sð0Þ �

p
2
��kz

2
;

�p ¼ �pð0Þ �
�k

2

ð
f dz

1� f

(8)

Inspection of these equations allows one to make the following statements

about the phase relationships in an OPA.

(a) The phase of the amplified signal is independent of the initial phase of the
pump. This has the important consequence that it is possible to maintain the
optical quality of the signal while using for example a pump with both
spatial aberrations and temporal phase variations resulting from a chirp.

(b) Phase changes resulting from amplification of the signal and idler only occur
at wavelengths for which there is a phase mismatch (�k 6¼ 0).

(c) The phase of the idler is particularly simple (see equation 8), depending only
on the initial pump and signal phases and the phase-mismatch term �kz/2.
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(d) A very good approximation to the phase of the signal can be obtained if the
input signal intensity is small compared to the input pump intensity. In this
case �2 « f and there is only a small contribution to the integral part of the
equation for �s from the region of significant pump depletion. We can then
use, after somemanipulation, the low-depletion solution for the signal phase
(see, for example, Ross et al. [13]):

�s ¼ �sð0Þ �
�kz

2
þ tan�1

�k

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � ð�k=2Þ2

q tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � ð�k=2Þ2

q
:z

2
64

3
75 (9)

(e) The OPA is a phase-sensitive amplifier, and the direction of energy flow is
determined by the phase term �. When there is no input idler field, the initial
idler phase self-adjusts so that �(0) = –p/2 and energy is transferred from
pump to signal and idler. By combining equations 2 and 6, it can be shown
that at maximum depletion, cos �= 1, or �= 0. With further propagation,
� becomes positive and the direction of energy flow is reversed.

An illustration of the OPA phase is given in Fig. 4 which plots both the
intensity gain and the phase of the amplified signal beam as a function of the
signal wavelength in our BBO example. The phase variation is close to quad-
ratic (linear chirp) with a swing of about 1.5p over the bandwidth of significant
gain. If, as is often the case, the optical system is designed to compensate for the
quadratic and cubic spectral phase, the residual phase error falls to a very small
value (0.024p). The peak gain in this example was 106.

2.3 OPA Spectral Bandwidth

The spectral bandwidth or ‘gain bandwidth’ is taken to be the FWHM of the
gain against wavelength curve, and it is useful initially to consider the band-
width in the absence of pump depletion. At wavelengths increasingly distant
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Fig. 4 The OPA spectral
gain and phase for a BBO
collinear OPA designed for
maximum bandwidth at a
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operated at degeneracy with
a pump wavelength of
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from the phase-matched wavelength, the phase mismatch (�k) increases

according to the material dispersion, and the gain reduces as given by

equation 3. The 50% gain points correspond to a particular value of �kL and

this leads to a FWHM bandwidth inversely related to the length of crystal. The

gain, however, as indicated in equation 3, increases with increasing pump

intensity (g �
ffiffiffiffi
Ip

p
) as well as with increasing crystal length. Consequently, it

is possible to satisfy a requirement for high gain and high bandwidth by using

a maximum pump intensity and hence a minimum crystal length. This is in

contrast to a conventional amplifier for which the gain bandwidth always

decreases with increasing gain. Figure 5 illustrates this feature of OPAs by

showing, for a BBO OPA at degeneracy, the variation of gain bandwidth with

gain for either constant pump intensity or constant length.

2.4 Limiting Processes

This requirement to maximise the pump intensity to achieve maximum band-

width leads us to look at the limits to this parameter. As with a conventional

amplifier there is a ‘power limit’ for short pulses, usually determined by the

B-integral parameter [18] characteristic of self-focusing, and an ‘energy limit’

for long pulses determined by the damage fluence. These limits for a BBO OPA

are illustrated in Fig. 6, which also shows the line representing a gain of 106.

This shows that if, as is normally accepted as the limit for chirped pulse

amplification systems, we require the B-integral to be less than 1 then we can

only achieve a gain of 106 for crystal lengths greater than 1.5mm and this length

sets a limit to the gain bandwidth. To achieve this bandwidth the energy limit

also requires that the pulse duration must be below 2 ps in order to keep the

fluence below 0.3 J/cm2. It is only possible to increase the fluence and energy at
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the same gain by increasing the pulse duration at a greater crystal length and
this results in a reduction in bandwidth.

Note that in the example shown a high gain is achieved with a very short
crystal length and the resulting ‘power limit’ is much greater than that for a
conventional amplifier. Similarly short length ensures that material dispersion
effects are small and this make the OPA attractive for ultra-short pulse
applications.

2.5 Maximum Bandwidth Options

The example used above was BBO in collinear geometry at degeneracy (equal
signal and idler wavelengths) and assumed a narrow bandwidth pump and for
this case the gain bandwidth of the signal can be particularly high. For the
optimised crystal length and intensity given by Fig. 6, the spectral gain curve is
shown in Fig. 4 together with the OPA phase, both calculated using equations 3
and 9, respectively. The Fourier transform of the corresponding spectral ampli-
tude and phase, assuming correction of the quadratic and cubic phase, is shown
in Fig. 7 and indicates a potential pulse duration of 8.6 fs.

This does not however represent the maximum bandwidth and hence short-
est pulse possible with a BBO OPA. A number of publications [3, 4, 5, 6, 7, 8, 9,
10, 11] present options for high bandwidth, and to briefly illustrate these, we
consider the two separate cases: (i) a short broad-bandwidth pump pulse and
(ii) a long narrow bandwidth pump pulse.

The main principle to be followed in all cases is to match the group velocities
for pump, signal and idler since this ensures that, to first order, short pulses at
the three wavelengths remain in step over the maximum length of crystal. To
satisfy this requirement, it is usually necessary to operate the OPA with
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non-collinear geometry and, as a consequence of this, to tilt the pulse front of

one or more of the input pulses. This is best illustrated with a short pump and

signal pulse example as shown in Fig. 8.
In this case by adjusting the pump to signal beam angle and the signal beam

wavelength all the group velocities can be matched in one direction through the

OPA. In addition, to maintain the synchronism over each pulse front it is

necessary to apply a different pulse front tilt to the input pump and signal.

Since a pulse front tilt corresponds to a dispersed pulse (generated, for example,

using a prism or grating), care must be taken to ensure integrity of the pulses in

the OPA and the dispersion must be compensated after the OPA. If the group

velocity matching is not satisfied over the length of the crystal, the generated

pulses are stretched in time and hence narrowed in spectrum. If the group

velocities are well matched, the process only breaks down when the integrity

of one or more of the pulses is affected by group velocity dispersion. The same

principle applies if the pulses are chirped although the pulse duration is now

OPAPUMP
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Fig. 8 Group velocity and
pulse front matching for
maximum bandwidth
operation of an OPA
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longer than the transform limit. Imperfect matching will also result in a spectral

narrowing and consequently in this case in a shortening of the stretched pulses.
We separate out the special case of a narrow bandwidth pump because it is

the preferred option for the highest powers where the OPA is used as a chirped

pulse amplifier (CPA) in the technique known as OPCPA [13]. In this case, the

group velocity mismatch between pump and signal is only significant if tem-

poral slippage is a fraction of the chirped pulse duration (in contrast to the case

above for which slippage relative to the shorter bandwidth-limited pulse duration

is important). The group velocity matching condition now reduces to [19, 20]

cos� ¼ ngi
�
ngs (10)

where � is the internal angle between signal and idler beams and ngs; ngi is the
group index of signal and idler, respectively.

The pulse front condition now allows a normal (undispersed) pulse front on

the signal and generates an idler with a tilted pulse front (dispersed).
Figure 9 shows the variation of the optimum non-collinear angle with signal

wavelength for a pump at 532 nm in BBO. The gain bandwidth at this optimised

geometry can be estimated by evaluating the phase mismatch (�k) as a function

of signal wavelength using the material dispersion relation and finding the

values (using equation 3) for which the gain is reduced by a factor 2.
Examples are shown in Fig. 10 for a number of pump wavelengths and

materials.
One further option for generating ultra-high-gain bandwidth is through the

use of a ‘chirp compensation’ technique [21]. This is best illustrated by Fig. 11

which gives for a fixed crystal angle the pairs of pump and signal wavelengths

whichmaintain phase matching. If both pump and signal are chirped so that the

correct wavelength pairs are maintained in synchronism during the pulses, then

extreme values of gain bandwidth are possible. The technique requires the use of

a chirped pump, often possible using a CPA pump laser, but the pump is not

required to have as large a bandwidth as the signal. The ratio of chirps is also

shown in Fig. 11 for the given example.
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2.6 Energy Capacity

Non-linear crystals are widely used for frequency upconversion at high
energies, when the energy limit is determined by the onset of damage at the
fundamental wavelength for long pulses or by competition with other non-
linear processes such as self-focusing at short pulse duration. Excellent quality
large-aperture crystals are available and can equally be used as optical para-
metric amplifiers, although the limits are somewhat reduced since the strongest
beam is now at the shortest wavelength. Typically we can use high-gain high-
bandwidth crystals such as BBO and LBO up to energies of a few joules. For the
highest energies, we must use KDP (or KD*P) which has lower gain and
bandwidth but can be grown to sizes capable of operation at kilojoule energies.

2.7 Beam Quality

The attractive optical properties of optical parametric amplifiers can be
reviewed as follows:

(a) There is no transfer of pump beam phase aberrations onto the amplified
signal.

(b) The optical parametric amplification process involves no deposition of
energy in the crystal, and in most applications there is very low linear
absorption at the operating wavelengths. In consequence, there is little
thermal distortion of the amplified signal beam.

(c) Passive optical distortions are generally small because high-quality crystals
are available and it is possible to achieve the desired gain with a small
thickness of material. Furthermore, amplifier schemes can be kept short to
minimise air distortion, and this may even be eliminated by operating the
OPAs in a vacuum.

2.8 Background Noise for an OPA (‘ASE’)

The issue of background noise (amplified spontaneous emission or ASE for
conventional laser amplifiers) becomes increasingly important the higher the
requirement for intensity on target. Current state of the art laser systems are
capable of focused intensities of 1020 W/cm2 or more, but these intensities are
not useful for some experiments because it is not possible to keep the back-
ground intensity below the threshold for pre-damage to these targets. The
source of this background for conventional lasers is spontaneous emission
and the polarised ASE on target is then given by

Iase ¼
Fs

32F2�rad
:
�lase
�lfl

:Gss (11)
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where Gss is the small signal gain; Fs the saturation fluence; F the F.No. of
focusing optic; � rad the upper state radiative lifetime; �lfl the fluorescence
spectral bandwidth; and �lase the output ASE spectral bandwidth.

For the OPA, spontaneous emission is not a useful concept. Instead the
background noise can be considered to build up from the so-called vacuum
fluctuations (one photon per mode) and the intensity on target is now given
by [22]

Iase ¼
pn2

4F2
:
h	c�lase

l4
:Gsat (6)

where Gsat is the saturated gain.
A comparison between these two in equivalent systems leads to the conclu-

sion that OPAs offer a significant reduction in the background intensity.
Examples will be given below.

3 OPCPA Schemes and their Optimisation

The coupling of chirped pulse amplification with optical parametric amplifica-
tion is a powerful technique capable of generating extremely high powers with
very short pulses. The following sections consider how best to achieve the
highest performance with this scheme and illustrates the discussion by reference
to several designs ranging from ultra-short mJ pulse generation to the future
potential for multi-petawatt pulses.

3.1 The Amplification of Chirped Pulses

A chirped pulse is one with its spectrum dispersed in time with a monotonic
increase (negative chirp) or decrease (positive chirp) of the wavelength with
time. Generally, there is a close to linear chirp, but the small departure from
linearity must be taken into account in assessing short pulse systems. Since, in
an OPA, each wavelength corresponds to a value of phase mismatch as calcu-
lated from the dispersion relation, the amplification of a chirped pulse can be
calculated by introducing into the analysis a time-dependent phase mismatch.
Equations 2 and 8 can then be used to assess the intensity and phase perfor-
mance, and these may also include a time and even a spatial dependence of the
pump and signal intensities.

Wemay illustrate the OPA chirped pulse performance for a BBOOPAwith a
narrow bandwidth 526 nm pump and a chirped 140 nm broad bandwidth
1053 nm signal. Both pulses are assumed to have a flat-top spatial and a
Gaussian temporal shape with equal duration. Figure 12 shows the calculated
output signal intensity temporal profile for a crystal length giving maximum
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pump to signal conversion efficiency. Since the signal pulse is assumed to be
linearly chirped, these curves also represent the spectral profiles. This efficiency
is 30% and the output signal bandwidth is 80% of the input signal bandwidth.
Also shown is the intensity profile at a greater crystal length which now gives
maximum spectral bandwidth and reflects that in general optimisation requires
a compromise choice between the desirable parameters.

The curves in Fig. 12 also represent a typical amplified spectral shape under
conditions of high efficiency. This is seen to be much squarer than the input
pulse and consequently results in temporal wings on the re-compressed pulse
which reduce the pulse contrast. Again a choice must be made. High contrast is
possible using spectral profiling but generally comes with a reduction in both
efficiency and output spectral bandwidth.

It is clear that, although often close to the actual shape in practise, the
Gaussian profile does not represent the optimum temporal shape for pump
and signal beams. Consideration of how best to optimise the profiles has
been addressed [23, 24], with the conclusion that there are pairs of signal/
pump pulse shapes which are matched for maximum pump depletion. The
simplest pair is of course flat top for both signal and pump, but this may be
difficult to realise in real systems. The characteristic of other complementary
shapes is that the input signal should be an inverted version of the pump and
intuitively this must be so since lower intensities of pump (reduced OPA gain)
should be compensated by higher input signal intensities. Spectral filtering in
a CPA pulse stretcher may be one route to appropriate shape control, but an
approximation may also be effected in a multi-OPA-amplifier sequence by
overdriving the earlier stage or stages to generate the inverted signal shape
for the important final amplifier. An example is shown in Fig. 13 for an
optimised three-stage PW OPCPA which has highly saturated initial stages to
enable an output signal profile with both reasonable shape and higher values
for efficiency and bandwidth.

It is a good working principle to strongly saturate all OPAs not only to
optimise the beam profiles as indicated above but also because this results in a
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high level of stability for the output pulses, unlike the case of small signal gain,
for which the amplified signal intensity is extremely sensitive to changes in the
pump intensity. Under conditions of strong pump depletion, it is even possible
to operate in a regime with a signal output variation less than the pump
variation.

3.2 Tunable 10 fs High-Repetition-Rate OPCPA

A number of groups have developed kHz OPCPA systems [25, 26, 27]. The
second harmonic of a high average power Ti:sapphire femtosecond system with
a pulse duration of perhaps 150 fs is used to pump the OPA (usually BBO). The
signal beam is generated by focusing a small fraction of the Ti:sapphire output
into a material such as sapphire to generate a white light continuum. If the
power of this fraction is adjusted to form a single self-focusing filament in the
material, a stable continuum is generated having a linear chirp over typically a
spectral range from 400 to 700 nm. One scheme for achieving short duration
pulses which are spectrally tunable is to adjust the duration of this continuum to
be longer than the OPApump pulse so that only the bandwidthwithin the pump
pulse duration is amplified and the centre wavelength can then be tuned by
adjusting the delay between the pump and signal. The amplified signal is finally
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re-compressed using typically prisms and/or chirped mirrors to achieve the

shortest pulse corresponding to the amplified spectrum. A typical arrangement,

taken from Cerullo et al. [25, 26, 27], is shown in Fig. 14.
Examples of their spectra obtained by amplifying different regions of the

continuum are shown in Fig. 15, together with corresponding autocorrelation

traces indicating pulse durations less than 10 fs over the spectral range

425–575 nm. Typically energies of 2 mJ are obtained at kHz repetition rate.
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Fig. 14 Schematic of the
arrangement used by
Cerullo et al. [25, 26, 27] for
generating amplified sub-10
fs tunable kHz pulses. The
seed signal pulse uses white
light generation in
sapphire(S), amplification
occurs in a BBO OPA and
compression is achieved
using chirped mirrors
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3.3 Broadband OPCPA Pre-amplifier

The OPCPA can offer significant advantages as a first-stage high-gain amplifier
in many short pulse laser systems, from modest systems with no further ampli-
fication to large systems in which the output is fed into a further amplifier chain.
Typically theOPCPA is pumped by a commercial frequency-doubledQ-switched
Nd:YAG laser and can provide a gain up to 10,000 per stage over a bandwidth of
greater than 1000 cm–1 and tunable from approximately 700 to 1064nm (Fig. 16).

A three-stage OPCPA [28, 29, 30], as shown for Collier et al. in Fig. 17, forms
an excellent pre-amplifier for a large Nd:glass laser, amplifying a sub-nJ pulse
up to 20mJ with sufficient pump depletion to provide a highly stable output
pulse. A further advantage of the OPCPA used in this mode is its potential to
reduce the level of background noise from a large system. When the output of a
laser is focused onto target, the source of this background is dominated by that
of the first-stage amplification and this is reduced by the substitution of an
OPCPA, which has a lower level and duration of background noise than the
ASE of a conventional amplifier.

For example using equations 10 and 11, a factor 20 reduction in background
is estimated for an OPCPA amplifier in comparison to a typical saturated
Ti:sapphire amplifier over the same ASE bandwidth and at the same
wavelength.

3.4 A High Gain OPCPA for Amplification up to Joule Energies

The development of OPCPA systems up to ultra-high power and intensity
[31, 32] is possible through the availability of large crystals of suitable non-
linear materials. LBO and BBO, available in sizes up to 2 cm, are capable of
amplifying up to energies of a few joules, while KDP can be grown up to tens of
centimetres and allow amplification up to the kJ level. Initial tests up to the

Commercial Q-switched
Nd:YAG laser + SHG
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Fig. 16 Design schematic for a mJ 10Hz OPCPA using a commercial Nd:YAG pump laser
showing a gain bandwidth in excess of 1000 cm�1 over almost the entire tuning range of the
OPA
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joule level have been conducted [31] and show that at this energy the perfor-
mance is well matched to analytical simulations. Figure 18 shows the two-stage
OPCPA pumped by a few joules at 527 nm and amplifying a chirped signal
beam at 1050 nm. The measurements demonstrated a saturated gain of 1010

(Fig. 19a), a pump depletion of 40% and high-quality amplified beams with low
spatial and spectral phase aberrations. Figure 19b demonstrates that the ampli-
fication resulted in only a modest increase of 15% in re-compressed pulse
duration. These tests provided data for planning towards ultra-high power,
the next stage being the demonstration of PW capability with an OPCPA
system.

3.5 A PW OPCPA

The design schematic for a proposed PWOPCPA system pumped by aNd:glass
laser is given in Fig. 13. Oscillator pulses of 30 fs at 1050 nm are stretched to
300 ps and amplified in a three-stage OPCPA pumped by 175 J 750 ps pulses at
the second harmonic of a 150mm aperture Nd:glass laser system. LBO is the
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optimummaterial for the first two amplification stages, while only KDP can be
grown to the aperture size required for the final stage. Pump and signal beams
are spatially flat in the OPAs with Gaussian and sech2 temporal distributions
for input pump and signal, respectively. Strong saturation in the first two stages
leads to an optimised input signal beam to the final amplifier and hence to a
maximised re-compressed peak power. Taking into account losses in the com-
pressor and phase effects in the OPAs a power of 1 PW is predicted at a pulse
duration of 27 fs. Using equations 10 and 11 the background noise on a target at
the focus of the re-compressed pulses is expected to be a factor of about 10 less
than that for a PW Nd:glass laser.

3.6 Future Potential for a Multi-PW OPCPA

Perhaps the most important incentive of the OPCPA idea is that it is not limited
to 1 PW and so it is of interest to estimate the maximum power that can be
generated by anOPCPA system using current technology, and a scheme, similar
to the above ‘PW’ design, and based now on a multi-beamNd:glass pump laser,
is proposed. The limiting factor in the OPCPA design is, in common with
conventional CPA systems, the energy capacity of the compressor gratings.
This design calls for square gratings with a groove density of 800 l/mm and an
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Fig. 18 Experimental arrangement for a joule level OPCPA pumped by the second harmonic
of a Nd:glass laser
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incident angle of 208 (diffraction angle= 308) and current technology dictates a
maximum size of 100 cm, and at a maximum fluence of 0.5 J/cm2 the maximum

energy capacity for a square incident beam is 4.7 kJ.
Figure 20 presents a schematic of this high-power design and includes the

results of a simulation of its performance. Current glass laser technology [33]

can provide an energy of approximately 3.4 kJ per beam in 1 ns at the pump

wavelength of 526 nm and in a square 34� 34 cm beamwith flat profiles in both

space and time. One beam drives a three-stage OPCPA to amplify a 1 nJ signal

pulse which has been stretched from 20 fs to 400 ps. An output signal energy of

1.4 kJ is anticipated from the third stage. Two subsequent KDP booster ampli-

fiers, each pumped by a second and third beam from the glass laser, enable

further amplification of the signal up to 4.45 kJ, which is close to the capacity of

the compressor. The peak power is calculated by taking the Fourier transform

of the predicted output spectral amplitude and phase distribution and assumes

that phase terms up to cubic can be compensated. A value of 22 fs was obtained

giving finally an estimated power for this scheme of 163 PW.
The fluence in the OPAs is kept below 3 J/cm2 forKDP and below 5 J/cm2 for

LBO, and with a total path in LBO andKDP of 29 and 57mm, respectively, the

effective overall B-integral on the signal beam is estimated to be less than 1.
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Fig. 19 (a) The 2-amplifier gain as a function of the pump intensity. Measured points (circles)
are compared to the calculated curve (continuous line). (b) Re-compressed pulse autocorrela-
tion traces for unamplified and amplified pulses. Estimated pulse durations are 250 and 300 fs,
respectively
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The angular tolerance on the pump beams requires them to have a divergence
no greater than 0.1mrad which is more than 30� the diffraction limit. In
addition, the OPCPA system could be placed in vacuum to minimise beam
distortion on the amplified signal, and with the implementation if needed of an
adaptive optic an output beam quality close to the diffraction limit can be
expected. Focusing this beam to a focal spot size of say 3 mmwould then provide
intensities in excess of 1024 W/cm2.

3.7 Phase-Preserving Chirped Pulse OPA

Carrier-envelope phase-stabilised pulses are of great importance for metrology
and attoscience. For further information see the chapter of Krausz and Cundiff.
Recently phase-preserving OPA was demonstrated [34, 35]. Phase-stabilised
12-fs, 1 nJ pulses from a commercial Ti:sapphire oscillator were directly ampli-
fied in an OPCPA [34] and re-compressed to yield near-transform-limited 17 fs
pulses. The amplification process was demonstrated to be phase preserving. In
another work [35], the angular dispersed idler output of an OPA, with a
centre wavelength of 1 mm, was compressed to below 5 fs. The resulting

Nd:glass

~20 fs seed pulse
stretched to 400 ps

1000ps

527 nm
SHG

KDP
3.8 cm

4452

 163 PW

41 %

LBO
1.4 cm

KDP
1.1 cm

KDP
0.8 cm

3400 J 3400 J 3400 J

44 % 46 %η
0.2 mJ 4J

compressed

–80 –60 –40 –20 0 20 40 60 80

time (fs)

in
te

ns
ity

FWHM = 22 fs

0

0.5

1

1.5

2

–600 –200 200 600

time (ps)

in
te

ns
ity

 (
a.

u) signal out

depleted pump

seed in

LBO
1.5 cm
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phase-stabilised quasi-monocyclic pulse was characterised by non-linear cross-
correlation frequency-resolved optical gating.

4 Conclusion

The optical parametric amplifier is an important alternative and additional
amplification technique in the generation of optical pulses. As well as being
tunable it can also have high gain, high bandwidth, high energy and high beam
quality, and is particularly suited to the generation of ultra-short and ultra-high
peak power pulses.

Straightforward analytical equations governing the operation of the OPA
enable a simulation of many practical designs. Optimisation of these designs is
possible with due consideration to features of operation such as pump deple-
tion, the maximisation of efficiency and bandwidth and operational limits due
to self-focusing and damage.

Several schemes based on OPCPA show that OPAs will have a major role to
play in current and future applications of ultra-short pulse ultra-high power
systems.

5 Parameter Set

Ai = complex field
deff = effective second-order coefficient
�k = phase mismatch
�l = spectral bandwidth

� = gain bandwidth
f = fractional depletion of pump beam

Fs = saturation fluence
F = F.Number (optical)
g = amplifier gain parameter
G = signal gain
g = photon intensity ratio
I = intensity
k = wave vector
L = length
l = wavelength
ni = refractive index
ngi = group index
p = intensity ratio
�= wave amplitude

� rad = upper state radiative lifetime
�= optical parametric amplifier phase parameter
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ui = normalised intensity
!i = angular frequency
’i = phase of the ‘i’ beam
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Carrier-Envelope Phase of Ultrashort Pulses

Steven T. Cundiff, Ferenc Krausz, and Takao Fuji

1 Introduction

The phase of the electromagnetic field has typically not been a quantity of

physical meaning in optics because all measurements are of intensity. Relative

phases, for example, between two arms of an interferometer, can readily be

measured and controlled, but not the phase of a single field. Recently, there has

been significant progress in measuring and controlling the phase of the electro-

magnetic field of ultrashort pulses by using the envelope of the pulse as a phase

reference [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. If we write the electric field of the laser

pulse as

EðtÞ ¼ AðtÞ cosð!ltþ ’Þ; (1)

then ’ determines the carrier-envelope phase (CEP) (see Fig. 1).
At high intensities [11], where electrons are responding to the electric field

itself, rather than the intensity, ’ can become significant. Typically, this arises

when there is a threshold such as occurs for tunneling. This is shown schema-

tically in Fig. 1b.
Currently, it is possible to measure and control the pulse-to-pulse change in

’, which we designate at �’, for the pulse train emitted by a mode-locked

oscillator. Measurement, based on above threshold ionization [8], of ’ itself has

been demonstrated for amplified pulses and the influence of’ on high harmonic

generation demonstrated [9].1

1 The term ‘‘absolute’’ phase is often used in referring to ’. This can be misleading as there is
nothing absolute about the peak of the envelope used as a reference. This terminology has
probably arisen to help distinguish between ’ and �’ and to emphasize the fact that ’ is not
relative to a second reference beam.
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In this chapter, we first discuss how control of �’ in mode-locked oscillators
has been achieved using frequency domain techniques. We then discuss the role
of ’ in high-intensity physics. Finally, we mention how control of �’ con-
tributes to other areas.

1.1 Evolution of the Carrier-Envelope Phase

Because of dispersion, the group and phase velocities will differ and cause ’ to
evolve rapidly when propagating through any material except vacuum. For
example, propagation through 10 mm of fused silica will cause ’ to change by
1 rad for an 800 nm pulse. Correspondingly, 10mm of air will have the same
effect. In addition, phase shifts can occur due to diffraction or focusing of the
pulse.

The evolution of ’ during propagation inside the cavity of a mode-locked
laser has the important consequence that the phase of each pulse in the emitted
train will increase by an amount �’. If �’ happens to be a rational fraction of
p, then ’ is periodic; otherwise each pulse has a unique ’.

2 Measurement and Control of Carrier-Envelope Phase

from Mode-Locked Lasers

Most high-intensity experiments use pulses that are originally produced by a
mode-locked oscillator and subsequently amplified. Although the phase can be
adjusted externally to the oscillator, it is desirable to start with a pulse train of
constant ’, or at least evolving in a well-controlled manner. Thus, controlling
�’ and ultimately ’ is an important prerequisite for high-intensity experiments
that are sensitive to ’.

Typically, an amplifier runs at a rate of 1-100 kHz, whereas the oscillator
produces pulses at a repetition rate of 10-100MHz. Thus, one pulse out of
102�105 is used from the pulse train emitted by the oscillator. This means that ’
must be coherent for at least this many pulses, for systematic control to be
achieved.

Fig. 1 Schematic showing
the carrier-envelope phase.
(a) Definition of ’ of an
ultrashort laser pulse. (b)
Depending on ’, the field
may not exceed a threshold,
barely exceed it, or
significantly exceed it

62 S.T. Cundiff et al.



2.1 Cross-Correlation

Time domain measurement of �’ is performed by using a cross-correlator [1, 2].
A cross-correlator is similar to an interferometric autocorrelator, except that one
arm of the scanning interferometer is longer than the other by amultiple, n, of the
time between pulses (see Fig. 2). This means that pulse i in the pulse train is
compared to pulse iþ n, rather than with itself as would happen in an auto-
correlator. In the resulting nonlinear interferogram, the shift of the interference
fringes with respect to the peak of the envelope is due to �’. As noted above,
propagation through air will shift ’. This is a significant effect in a cross-
correlator because one arm is significantly longer, typically by �5 m. This
means that either the path traversed by this arm must be evacuated [1] or the
entire correlator must be evacuated [2]. Fortunately, only a rough vacuum is
required.

The first cross-correlationmeasurements byXu et al. [1] were performed on a
laser that did not have active stabilization of �’, but coarse control was
obtained by changing the insertion of a glass wedge in the laser cavity. This
work also provided the important observation that �’ depends on intracavity
power. Two typical correlations demonstrating a p shift in �’ from later work
by Jones et al. [2], where the laser was actively stabilized as described below, are
shown in Fig. 2.

2.2 Frequency Domain Description of Carrier-Envelope Phase
Evolution in a Mode-Locked Pulse Train

Precision long-term stabilization of �’ can be achieved using the powerful
tools developed for stabilization of single frequency lasers. To understand how
�’ can be detected and stabilized using frequency domain techniques, we first

Fig. 2 (a) Schematic of a cross-correlator. The second harmonic crystal and detector can be
replaced with a nonlinear photodiode. (b) Two typical cross-correlations showing a p phase
shift in �’
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need to describe the optical frequency spectrum of a train of ultrashort pulses,

including �’.
If the spectrum of a mode-locked laser is measured using a typical spectro-

meter, a broad continuous spectrum will be observed. This spectrum is just that

of the individual pulses. However, if a very high-resolution spectrometer were

to be used, it would be observed that the spectrum actually consists of a comb of

closely spaced lines, where the spacing corresponds to the repetition rate, frep, of

the laser. Fourier analysis of a train of identical pulses easily shows that the

frequency spectrum is indeed a comb, with the comb frequencies being integer

multiples of frep. However, the phase evolution of the pulses means that the

pulses are not identical. A more sophisticated analysis [12, 13, 14] yields the

result that the optical frequencies of the comb lines are given by

�n ¼ n frep þ f0; (2)

where the offset frequency, f0, is connected to �’ by

�’ ¼ 2pf0=frep: (3)

This correspondence between time and frequency is shown schematically in

Fig. 3. The important result shown in (3) is that the pulse-to-pulse phase

evolution causes a rigid shift of the frequency comb by f0. Thus, if we can

measure f0, we can accurately determine �’ because frequency measurements

can be very accurate.

Fig. 3 Connection between
time and frequency
domains. (a) Train of
ultrashort pulses in time
showing pulse-to-pulse
phase change �’. (b)
Spectrum showing comb of
lines separated by frep and
offset by f0
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2.3 Frequency Domain Detection of Dj

Given our understanding that �’ is manifest in the frequency domain as a rigid
shift by f0, we are faced with the question of how to measure f0. It might be
imagined that a very accurate absolute optical frequency reference could be
used. However, this turns out to be impractical; instead, as we will discuss
later, the techniques described here can be used to measure absolute optical
frequencies. Measurement of f0 is possible using a technique known as ‘‘self-
referencing’’ [2, 15].

Self-referencing obtains f0 by comparing the low- and high- frequency extremes
of the spectrum. If the spectrum is sufficiently broad, the second harmonic of
the low-frequency end of the spectrum will overlap with the high-frequency end.
The heterodyne beat between these will yield a difference frequency given by

2�n � �2n ¼ 2ðnfrep þ f0Þ � ð2nfrep þ f0Þ ¼ f0: (4)

Thus, f0 can be determined directly given a spectrum that spans an octave,
i.e., a factor of 2 in optical frequency, which we designate as �-to-2� self-
referencing. For narrow spectra, a higher-order version of this technique can
be used. For example, if the second harmonic and third harmonic are com-
pared (2�-to-3�), then a spectrum that spans only a half octave is required [15,
16]. The higher-order nonlinearities represent a disadvantage as higher inten-
sities are needed, although the relaxed requirements on spectral width are an
advantage.

2.4 Generation of an Octave-Spanning Spectrum

A transform-limited Gaussian or sechðÞ2 pulse with a full width at half max-
imum (FWHM) spectral width of an octave would have a temporal width of one
cycle. Although sub-two-cycle pulses have been generated [17, 18], single-cycle
pulses have not been achieved. However, the ‘‘octave’’ does not have to be at the
FWHM, but rather can be significantly below that. In addition, it is not the
temporal profile that counts, but rather the spectrum; thus strongly nonmono-
tonic spectra can be used. This allows the use of spectra that have been strongly
broadened by self-phase modulation.

Using a low-repetition-rate laser (so that the pulse energy is correspondingly
high) that generates 9 fs pulses, it is possible to achieve such an octave-spanning
spectrum using self-phase modulation in standard optical fiber [3]. The dis-
covery of strong spectral broadening of nanojoule pulses in microstruc-
tured fiber [19, 20] made it possible to achieve sufficient bandwidth from
ordinary Ti:sapphire lasers. The spectral broadening in microstructured fiber
occurs because it has a group-velocity-dispersion zero point within the spectral
region of Ti:sapphire. In addition, microstructured fiber has a very strong
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confinement, thereby increasing the effective nonlinearity. Similar effects have
been observed in fiber tapers [21].

As discussed in Section 2.8, it is also now possible to generate an octave
directly from a mode-locked oscillator.

2.5 Frequency Domain Stabilization

The heterodyne beat signal obtained with a �-to-2� interferometer can be used
to stabilize the laser to produce a given value of f0 and hence �’. Typically, a
phase-locked loop is used to eliminate small frequency errors that could result
in accumulated phase error. It is very important that the reference signal be
coherently related to the repetition rate, either by deriving it from the repetition
rate [2] or by using two synthesizers with a common timebase and locking the
repetition rate to one and f0 to the other [4].

To close the loop, there must be a laser parameter that controls f0, which is
determined by the difference between phase and group velocities inside the
cavity. In a standard 10 fs Ti:sapphire laser [22], a prism sequence is used to
compensate for group-velocity dispersion in the laser crystal. This results in the
spectrum being spatially dispersed on the flat mirror at one end of the linear
cavity. By making small rotations of this mirror, a linear phase shift with
frequency, which is equivalent to a group delay [23], can be generated [13].
This has successfully been used to lock f0 [2].

An alternative scheme is to use the pump power to control the intracavity
power. This has been shown empirically to alter �’ [1, 4], although the exact
mechanism remains unclear, with nonlinear phase shifts [1], nonlinear changes
in the group velocity [24, 25], and spectral shifts [1, 26] all playing a role.
Theoretical analysis has also shown that management of the intracavity disper-
sion, i.e., that consists of distinct regions with opposite signs of dispersion,
affects the sensitivity of �’ to changes in intensity [27]. This technique has the
advantage over the previous method of higher speed and also has been shown to
reduce the amplitude noise [4].

2.6 Phase Noise and Coherence

As mentioned above, most high-intensity experiments use amplified pulses, and
only a small fraction of the pulses emitted by the oscillator are actually ampli-
fied. Thus, coherence of’must bemaintained sufficiently long so that the phase
of the pulses that are actually amplified is controlled. Clearly the longer phase
coherence can be maintained, the better.

One obvious concern is that the highly nonlinear nature of the broadening in
microstructure fiber will result in conversion of amplitude noise on the input
to phase noise on the output. Measurement of this conversion using a pair of
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�-to-2� interferometers yields a conversion coefficient of 3784 rad/nJ for 4.3 nJ

of coupled pulse energy and a 4.5 cm long fiber [6]. For a well-designed laser, the

amplitude noise is sufficiently small so that this process results in � 0:5 rad or

less of phase noise.
The phase coherence of ’ is directly reproduced in the phase of the hetero-

dyne beat signal at f0. By measuring the power spectrum of the phase noise, or

the frequency noise, it is possible to determine the root-mean-square (RMS)

phase fluctuation from the relationship

�’RMSj�obs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Z �1=2p�obs
�1

Sf0ð f Þ
f 2

df

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Z �1=2p�obs
�1

S’ð f Þdf

s
; (5)

where Sf0ð f Þ and S’ð f Þ are the power spectral density of the frequency noise
and phase noise, respectively, and �obs is the observation time. Note that these

expressions are only valid so long as �’RMS52p. This can be verified by

measuring the power spectrum of the frequency noise using a frequency-to-

voltage converter.
Measurement of Sf0ð f Þ is shown in Fig. 4 [7]. Both in-loop (using the same

signal as used to lock the laser) and out-of-loop (using a second length of

microstructure fiber and a second �-to-2� interferometer) results are shown.

The latter is important because of the aforementioned conversion of amplitude

to phase noise in the fiber. In principle, the in-loop measurement does not

properly account for this because the feedback can compensate for amplitude

induced phase errors by adjusting the phase of the laser. Amplitude-to-phase

conversion actually results in a degradation of the phase coherence of emitted

pulses, but an improvement of the in-loop signal.
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Fig. 4 Linewidth of f0 (offset
for clarity) as measured on a
dynamic signal analyzer
(FFT). The in-loop
measurement (solid) was
taken with a resolution
bandwidth of 0.976mHz,
while the out-of-loop
(dashed) measurement was
taken at 0.488mHz. Note
that measurements of the
linewidths are still resolution
limited [7]
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The measurement-limited linewidths in Fig. 4 are 0.976mHz (0.488mHz)

out of loop (in loop). These results are confirmed by separate measurement of

the phase noise spectrum, which is integrated as per (5) to yield an out-of-loop

coherence time of at least 163 s, again measurement limited (coherence time is

defined to be the time it takes to accumulate 1 rad of phase fluctuation). Earlier

measurements suggest that nonlinear beam steering inside the cavity might

contribute to the phase noise [5].
These long coherence times show that �’ of mode-locked oscillators is

sufficiently stable so that the pulse train provided to an amplifier will indeed

have reproducible phases. This enables high-intensity experiments sensitive to’
using phase-controlled pulses.

2.7 Detection of f0 Using Quantum Interference

An alternative method of detecting ’ is to use quantum interference rather than

optical interference. Quantum interference occurs between m-photon and

n-photon absorption pathways. When both photons come from the spectrum

of a single femtosecond pulse, ’ determines whether the interference is con-

structive or destructive. The simplest case is for m ¼ 1 and n ¼ 2, which is

closely analogous to the �-to-2� interferometer. For a system in which parity

is a good quantum number, it is forbidden for two states to be simultaneously

coupled by both one- and two-photon transitions. Simultaneous one- and two-

photon transitions are possible for continuum states that do not have parity as a

good quantum number. Transitions between valence and conduction bands in a

semiconductor are an example of a system in which such quantum interference

can be observed.
Quantum interference control (QIC) of injected photocurrents in semicon-

ductors was demonstrated using a two-color pulse consisting of a 100 fs pulse

and its second harmonic, with the relative phases being controlled by dispersion

or by a two-color interferometer [28, 29]. In this realization of QIC, an injected

current is generated, despite the absence of a bias field because the interference

depends on k. Specifically, when the interference is constructive at þk, it is
destructive at �k and vice versa. An imbalance in carrier population with

respect to k represents a current. A conceptual diagram of how QIC of injected

photocurrents can be used to measure ’ is given in Fig. 5.
The use of QIC tomeasure�’was demonstrated by Fortier et al. [30]. In this

demonstration, a mode-locked oscillator with f0 locked to a known value was

used to generate an oscillating photocurrent in a sample of low-temperature-

grownGaAs. The photocurrent was collected with gold electrodes and detected

by an electronic spectrum analyzer or lock-in amplifier. The signal to noise and

bandwidth of the f0 detection were limited because a simple load resistor was

used for current-to-voltage conversion.
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By designing a custom transimpedance amplifier, it was possible to improve

both the signal to noise and bandwidth of the f0 signal produced by QIC of

injected photocurrents. These improvements in turn enabled stabilization of the

f0 using QIC [31]. The obtained phase noise spectrum is shown in Fig. 6. The

integrated RMS phase fluctuations are comparable to those obtained with a

standard �-to-2� interferometer.

2.8 Phase Stabilization with Octave-Spanning Ti:Sapphire
Oscillator

As mentioned in the previous section, a source of CEP noise is amplitude-phase

conversion in microstructured fiber. Therefore, it is helpful to obtain an octave

spectrum by self-phase modulation in a nonlinear crystal instead of microstruc-

tured fiber, or even directly from oscillator, to improve phase-locking quality.

–

–

–

Fig. 6 Phase-noise power
spectral density (solid lines)
and integrated phase noise
(dotted lines) measured when
the laser is locked using QIC
(dark lines) and unlocked
(lighter lines) [31]

Phase-Coherent
Octave-Spanning

Pulse

E

Conduction
Band

Valence
Band

k

Fig. 5 Conceptual schematic showing quantum interference between one- and two-photon
absorption in a direct-gap semiconductor. The interfering absorption pathways are driven
by the spectral wings of a single octave-spanning pulse. The interference can cause an
imbalance in the carrier-population distribution in momentum space (represented by
ovals), resulting in a net flow of carriers. The direction and magnitude of the resulting
photocurrent are sensitive to ’
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An octave-spanning spectrum was demonstrated by moving the nonlinear

medium inside the laser cavity [32, 33]. In this work, a glass plate was placed at a

second waist inside the laser cavity. By managing the intracavity dispersion, it

was possible to generate simultaneous time and space focii, and thus produce

the high peak intensity needed for strong self-phase modulation.
Recently, broadband chirped mirror design and manufacturing techniques

for multilayer mirrors have rapidly improved. Broadband chirpedmirrors with

high reflectivity from 600 to 1000 nm are now commercially available. Using

these mirrors inside a Ti:sapphire cavity, the intracavity spectrum becomes

broad, and the peak intensity of the pulse inside the cavity becomes so high

that substantial white-light generation happens in the Ti:sapphire crystal. As a

result, nearly one octave spectrum is generated directly from the oscillator

(see Fig. 7) [17, 18, 24]. Locking f0 without spectral broadening in microstruc-

tured fiber has been demonstrated [16, 35, 36]. Recently, the out-of-loop phase

noise of such a system has been reported [37, 38]. The RMS phase fluctuation

was 0.016�2p rad, which is one order of magnitude better than the system with

microstructured fiber. The phase-noise power spectral density and the inte-

grated carrier-envelope phase error are shown in Fig. 8.
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2.9 Phase Noise After Pulse Selection

When the carrier-envelope offset frequency is f0, every Rthð¼ frep=f0Þ pulse has
the same ’. When only such pulses are selected for amplification (pulse pick-
ing), an amplified pulse train with constant ’ may result. As the phase-locked
loop used for controlling and stabilizing ’ of the seed oscillator will always have
a finite bandwidth and the system used to detect ’ will always be subject to
noise, ’ will fluctuate. Pulse picking can be understood as sampling of the seed
oscillator ’ and is therefore subject to aliasing.

It is very important to know how the CEP noise properties of the picked pulse
sequence relate to those of the seed oscillator and how to estimate the power
spectral density (PSD) of CEP fluctuations of the picked pulse train. Integrating
this function within appropriate bounds yields the RMS phase error for a given
integration time and bandwidth, which is the relevant metric for the quality of
the CEP stabilization when considering experiments that are sensitive to ’ [39].

From discrete Fourier transform theory, for the pulse train picked by a
certain frequency, f 0rep, the original noise at higher frequency than f 0rep contri-
butes to the noise of picked pulse train, S0�. The lowest frequency �low is defined
by the inverse of observation time, �obs:

S0�ðn�lowÞ ¼
X
m

S�ðmf 0rep þ n�lowÞ: (6)

This equation shows that the phase-noise PSD of the original pulse train is
moved blockwise into the Nyquist range of the picked train and stacks up there.
As a result, the RMS phase noise after picking the pulse train is identical to the
original RMS phase noise. Therefore, the phase noise up to Nyquist frequency
( frep=2) should be taken into account even if the pulse train picked much lower
frequency than the original repetition rate for further applications.

3 Phase Stabilization of Intense Few-Cycle Pulses

As is discussed in the previous section, when the CEP frequency of an oscillator
has been stabilized to f0, every Rth pulse has the same phase. Normally in an
amplifier system, the repetition rate of the pulse train is reduced to be compar-
able to the energy storage time of amplifier media. Then it is possible to have a
phase-stabilized amplifier system just by seeding with an f0-stabilized oscillator
and adjusting the frequency of the Pockels cell to the fraction of f0.

3.1 Phase-Stabilized Ti:Sapphire Amplifier System

The first phase-stabilized amplifier based on this concept was realized by
Baltuška et al. [40] (Fig. 9). The phase-stabilized amplifier system delivers
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�1mJ, 20 fs, at a 1 kHz repetition rate. The output of the amplifier system was

focused into a hollow wave guide and compressed by broadband chirped

mirrors. The final output is �0.5mJ, 5 fs.

3.2 Self-Stabilized j from an Optical Parametric
Amplifier

In the previous sections, only active CEP stabilization schemes are intro-

duced. As an alternative approach to stabilize CEP, difference-frequency gen-

eration can be used. When we define the comb frequencies as �n, the difference
frequency between combs lines of the spectrum becomes

�n � �m ¼ ðnfrep þ f0Þ � ðmfrep þ f0Þ ¼ ðn�mÞ frep; (7)

which is independent of f0. Therefore, ’ of the difference frequency is always

constant even if ’ of the original pulse train is not stabilized. It is demonstrated

with a similar system to a �-to-2� interferometer [41]. Additionally, phase noise

PCF SP

Multipass
Ti:Sa amplifier

Hollow-fiber-
chirped-mirror

pulse
compressor

Cw pump
laser

f 2f-to-
interfero-
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pump laser synchronization

“fast” feedback “slow drift” feedback

fcep

Sslow Sfast

f 2f-to-
interfero-
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Divider
80000/

Divider
/4

Measurement
& control of
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Phase-
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electronics
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Ti:Saoscillator
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Phase
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Vout    Sfast+Sslow

Fig. 9 Schematic of the phase-stabilized amplifier. AOM, acousto-optical modulator; PCF,
photonic crystal fiber; MZ, Mach-Zehnder; SP, 2mm sapphire plate; FDC, frequency-dou-
bling crystal. The’ of the pulses delivered by the Ti:sapphire (Ti:Sa) oscillator is controlled by
tracking the �-to-2� signal in interferometer I and controlling the pump power through a
feedback based on the AOM. Frequency dividers /4 and /80,000 are used to derive, respec-
tively, the reference frequency for the stabilization of �’ behind interferometer I and the
repetition rate of pulses amplified in a multipass amplifier. The residual drift of ’ behind the
laser amplifier is monitored with interferometer II and pre-compensated by shifting ’ of the
oscillator [40]
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is canceled by the difference-frequency process; hence the CEP stability may be

better than active feedback CEP stabilization [42].
The same principle can be applied for the idler wave of an optical

parametric amplifier(OPA) system [43]. The system is based on noncollinear

OPA pumped by the second harmonic of the output of a Ti:sapphire regenera-

tive amplifier. The seed pulse is white-light continuum generated by the second

harmonic. The experimental phase stability is shown in Fig. 10. The

phase stability is p=10, which is comparable to an active phase stabilization

scheme. The idler wave can be compressed down to 4.3 fs with sub-micro-Joule

energy [44].
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Fig. 10 Experimental results of self-stabilization measurements. (a),(b) Spectra of residual
fundamental, idler, and its SH beams. (c),(d) Solid curves show interference pattern averaged
for 1000 shots, while dotted curves represent single-shot interferograms. (e),(f) Relative
CEP jumps wrapped on a �p interval. Note that the stable phase pattern obtained
from the interference of the idler and its second harmonic is a direct proof of CEP self-
stabilization [43]
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3.3 Cavity Buildup

The ability to stabilize and control the phase evolution of the pulse train pro-
duced by mode-locked lasers provides an alternate approach for achieving high-
intensity femtosecond pulses. By controlling �’, successive pulses in the train
can be coherently superimposed in an optical storage cavity [45, 46]. Recently, it
has been demonstrated that sufficiently intense fields can be achieved in the
buildup cavity to ionize atoms and produce harmonics [47, 48]. This technique
has the advantage of not needing an amplification stage and pump laser(s) and
operating at the repetition rate of the oscillator; thus the comb structure of the
oscillator occurs in the generated harmonics [47]. However, the achieved inten-
sities are much lower so far, which limits how high a harmonic can be generated.
The limits on intensity are still under investigation.

4 The Role of j in Strong-Field Interactions, Measurement of j

Atoms exposed to high-intensity radiation tend to ionize. If the intensity is
sufficiently high and the laser frequency sufficiently low, the laser electric field
suppresses the Coulomb potential to an extent that allows the wave function of
the most weakly bound electron to overcome the ionization barrier within a
fraction of the laser oscillation cycle. This results in a microscopic current that
near-adiabatically follows the variation of the optical field. Hence the motion of
the detached electron wave packet, and thereby the induced macroscopic polar-
ization, is directly controlled by the strong laser field. Microscopic processes
occurring under these conditions tend to become increasingly sensitive to ’ as
the pulse duration approaches the field oscillation period [11].

Products of strong-field interactions include high-energy free electrons and
photons. If the driving laser radiation is confined to a few cycles, the basic
characteristics of these products, such as yields, energy, and momentum dis-
tribution, are affected by ’. Once fully characterized and with their carrier-
envelope phase stabilized, few-cycle light pulses provide a unique means of
controlling strong-field interactions. Single-shot measurements drawing on
the self-referencing technique [49, 50] and optical parametric amplification
[43] will constitute helpful diagnostic tools for phase-sensitive nonlinear optical
experiments, with the latter even providing an output (idler) wave with a self-
stabilized carrier-envelope phase.

4.1 Optical-Field Ionization of Atoms

Within the quasi-static approximation, the instantaneous optical-field ionization
rate (i.e., electronic current) is a function of the instantaneous laser electric field
strength. The instantaneous ionization rate is sensitive to ’ as shown by
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computations for ’ ¼ 0 and ’ ¼ p=2), corresponding to cosinusoidal and sinu-
soidal carrier fields, respectively. Somewhat surprisingly, the time-integrated
ionization yield (i.e., the number of ionized atoms or free electrons the intense
light pulse leaves behind) has been found to be independent of ’ even for a pulse
comprising less than two cycles within their full width at intensity half maximum
[11], at least in the quasi-static approximation. Recently, an investigation based
on the full numerical solution of the time-dependent Schrödinger equation
indicated a slight dependence of the integrated ionization yield on ’ [51].

The phase sensitivity of the integrated optical-field ionization yield can be
substantially enhanced by ionizing atoms with a circularly polarized light wave
and resolving the angular distribution of the photoelectrons [52]. If the ionizing
few-cycle light is circularly polarized, the direction of the photoelectron
momentum determining its drift motion after the laser pulse left the interaction
volume depends on ’. Because electron rescattering off the parent ion is pre-
vented in a circularly polarized field, the motion of the electrons subsequent to
ionization can be accurately determined from Newton’s equations. The final
direction of the electron momentum rotates with the electric field vector. For
long pulses, electrons are being detached over many optical cycles, and the
electron distribution is isotropic because ionization is equally probable for any
phase. In the case of a few-cycle pulse, significant ionization occurs only on a
sub-cycle timescale because of the sensitive (exponential) dependence of instan-
taneous ionization rate on the electric field. As a consequence, ’ determines the
direction of the field at the moment of ionization and hence the direction of the
freed electrons.

Figure 11 shows the angular distribution of the strong-field-ionized electrons
produced in heliumwith a 800 nm pulse. The ionization rates were calculated by
using a quasi-static model [53], while the electron trajectories were determined

θ

Fig. 11 Angular distribution of electrons freed by a strong circularly polarized 4.8 fs laser
pulse (EðtÞ ¼ AðtÞ½ex cosð!Ltþ ’Þ þ ey sinð!ltþ ’Þ� with a peak field 6� 1010 V/m�1) in the
plane perpendicular to the propagation direction of the pulse for ’ ¼ 0. Inset: Time-depen-
dent electric field vector rotating around the direction of propagation. A change in ’ changes
the electric field direction at t ¼ 0
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analytically by integrating the classical equations of motion. For ’ ¼ 0, the
angular distribution of the electrons peaks at � ¼ 270�, a change �’ of ’
rotates the electron trajectories by the same angle, i.e., shifts the angular
distribution shown in Fig. 11 by �’ [52]. At moderate peak intensities, where
ionization occurs only at the peak of the pulse, amplitude fluctuations do not
change the direction of the electrons, which is hence unambiguously related to’.
These results suggest that ionization of atoms by a strong circularly polarized
few-cycle light pulse may allow the determination of ’ and thus the evolution
of the electric and magnetic fields in the light wave packet. First experimen-
tal corroboration of these findings was obtained with 6 fs, 800 nm circularly
polarized pulses [54].

4.2 Optical-Field-Induced Photoemission from a Metal Surface

Many applications call for linearly polarized light. However, changing of the
polarization becomes increasingly difficult for bandwidths approaching the
carrier frequency in the few-cycle regime. Hence, techniques for directly mea-
suring ’ of linearly polarized pulses are desirable. ‘‘Switching off’’ optical-field
ionization for one of the two directions of the electric field vector, as it occurs on
a metal surface (photoemission), is an option. In fact, the total number of
photoelectrons emitted from a photocathode irradiated with p-polarized few-
cycle laser pulses impinging at oblique incidence has been predicted to depend
sensitively on ’ [55].

This prediction, based on a simple model, has been recently corroborated by
simulating photoemission for a metal (jellium) surface using time-dependent
density functional theory [56]. The conduction-band electrons of a metal were
modeled as a free electron gas confined in a rectangular potential well (jellium).
Figure 12 depicts the predicted temporal evolution of the number of ejected
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Fig. 12 Calculated
instantaneous photocurrent
emerging from a metal
photocathode ( jellium)
upon exposure to an intense
5 fs pulse for different values
of ’ in the tunneling regime
of ionization. The time delay
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photoelectrons if a 5 fs, 800 nm p-polarized pulse with a peak intensity of
2� 1013W=cm2 impinges at an angle of 45� on the jellium surface. The inset
in Fig. 12 reveals that the photocurrent integrated over the temporal extension
of the laser pulse appears to remain sensitive to ’, in contrast to the ionization
yield of a gaseous medium by the same radiation. The different behavior might
be attributed to symmetry breaking due to the surface: only one half of each
oscillation cycle contributes to the overall yield. As a result, the number of
photoelectrons per laser pulse (readily measurable as a macroscopic current)
provides access to ’ and thus to the electromagnetic field evolution of linearly
polarized few-cycle light pulses.

CEP detection with a metal was experimentally demonstrated by Apolonski
et al. [57]. The schematic of the experiment is shown in Fig. 13. The photoemis-
sion signal ismodulated by the stabilized f0. As only’was varying periodically at
f0 in the laser pulse train, the modulation SðtÞ ¼ S0 cosð2pf0tþ �Þ of the photo-
current observed with sub-5 fs pulses clearly indicates the phase sensitivity of the
nonlinear photoeffect. As a further check, a pair of thin fused silica wedges were
introduced (see Fig. 13) in the laser beam and the variation of S0 cos � measured
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Fig. 13 Schematic of the experiment demonstrating ’ sensitivity of photoemission from a
metal surface. A 10 fs phase-controlled pulse train passes through a 1.5mm long single-mode
fiber and a dispersive delay line consisting of ultrabroadband chirped mirrors to produce
sub-5 fs pulses at a 24MHz repetition rate. The carrier-envelope phase difference of the
pulses can be shifted by known amounts by translation of one of a pair of thin fused silica
wedges. They are focused with an off-axis parabola onto a gold photocathode. The multi-
photon-induced photocurrent is preamplified by an electron multiplier and selectively
amplified by a lock-in amplifier triggered by the reference signal RðtÞ at fref=1MHz
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with the lock-in amplifier as a function of the change �L in the path length

through the plates. A representative series of measurements are depicted as

triangles in Fig. 14. The sinusoidal variation of S0 cos � can be accounted for

by � varying linearly with the path length, � ¼ �0 þ pð�L=LÞ. Lfit was evaluated

as Lfit;A ¼ 20:3ðþ2:0=� 1:5Þ mm and Lfit;B ¼ 19:3ðþ2:8=� 1:9Þ mm from least-

square fits (lines in Fig. 14) to the measured data obtained in two independent

measurements depicted in panels (a) and (b) of Fig. 14, respectively. The experi-

mental conditions and modeling of the experiments are described in the caption

of Fig. 14.
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Fig. 14 In-phase component, S0 cos �, of the modulation of the photocurrent, SðtÞ, as a
function of the change in path length through the fused silica glass wedges shown in Fig. 13.
(a),(b) Photoemission signal recorded with pulses of a peak intensity of Ip � 2� 1012 W/cm2

and a duration (full width at half maximum) of �L=4.5 fs and 4.0 fs, respectively. The
experimental data (triangles) are corrected for a constant (nonoscillating) phase offset of
electronic origin. The lines are obtained by modeling the decrease of the photocurrent using
the power law S0 � I xp with x ¼ 3:0 and taking into account dispersive pulse broadening.
Although the pulses broaden only by a few percentage upon traveling a distance of a few tens
of micrometers in fused silica, the resulting decrease in their peak intensity is sufficient to
notably decrease the photocurrent owing to the rapid Ixp scaling. S0 decays faster in (b) simply
because the shorter pulse broadens more rapidly upon propagation
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4.3 Generation of High-Order Harmonics and Attosecond Pulses

Atoms exposed to intense, linearly polarized femtosecond optical radiation

emit coherent, high-order harmonics of the incident laser light [58, 59]. In a

semiclassical approach, the microscopic origin of high-order harmonic radia-

tion can be understood and described in terms of three elementary processes

[52, 60]. An atom is ionized via tunneling ionization in the optical field and the

freed electron gains energy from the laser pulse. As the direction of the linearly

polarized electric field vector is reversed, the electron is driven back to the

proximity of its parent ion and, with some probability, can radiatively recom-

bine into its original ground state. This recombination gives rise to the emis-

sion of a high-energy photon in the extreme ultraviolet and soft X-ray (XUV)

region. The dynamics outlined here take place within one oscillation cycle of

the driving laser and is repeated each half laser cycle, forming a train of bursts

for a multicycle driver laser pulse. The spectrum of this quasi-periodic emis-

sion is discrete, consisting of high-order odd harmonics of the pump laser

radiation. Filtering the highest-frequency, shortest-wavelength part of the

harmonic spectrum has been predicted to result in a train of bursts of attose-

cond duration [61]. This prediction has been recently confirmed experimen-

tally [62].
Light pulses in the few-cycle regime benefit the process of ultrafast XUV

pulse generation in several respects. They are capable of generating harmonics

extending into the water window [63, 64] and enhance the harmonic photon

yield as compared to longer-duration drivers. Most importantly, they are able

to generate isolated XUV pulses of sub-femtosecond duration [65, 66]. Never-

theless, the time structure of the sub-femtosecond XUV emission is sensitive to

the carrier-envelope phase.
If the driving laser pulses have a random’, only a few percentage of them are

able to generate a comparatively energetic XUV pulse with a clean sub-

femtosecondtemporal structure. The overwhelming majority of laser pulses is

unable to make a useful contribution to attosecond pump-probe measurements

or even severely compromise temporal resolution. With ’ stabilized, intense

few-cycle laser pulses reproducibly and efficiently produce attosecond XUV

pulses for time-resolved atomic spectroscopy.
High harmonic generation using a CEP-stabilized few-cycle pulse was

demonstrated by Baltuška et al. [9] Coherent soft X-rays were generated by

gently focusing the phase-stabilized 5 fs pulses (described in Section 3) into a

2mm long sample of neon gas. Figure 15 shows a series of soft X-ray spectra

produced under the conditions described in the caption for Fig. 15 for different

values of ’ of the 5 fs pump pulses. For ’ ¼ ’0 (Fig. 15b), a broad structureless

continuum appears in the cutoff region (�h! > 120 eV). Notably, with a change

of the phase, the continuous spectral distribution of the cutoff radiation gra-

dually transforms into discrete harmonic peaks, with the maximummodulation

depth appearing for the settings of ’ ¼ ’0 � p=2. This behavior is in agreement
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with the intuitive picture presented above and allows us to identify ’0 as zero

with a residual ambiguity of np, where n is an integer. This ambiguity in the

determination of ’ relates to the inversion symmetry of the interaction with the

atomic gas medium. In fact, a p-shift in ’ results in no change of the light

waveform other than reversing the direction of the electromagnetic field vec-

tors. This phase flip does not modify the intensity of the radiated X-ray

photons, but it becomes observable in photoelectron experiments explained in

Section 4.5.

Fig. 15 Measured spectral
intensity of few-cycle-driven
soft X-ray emission from
ionizing atoms. (a), (b), (c),
(d), Data obtained with
phase-stabilized pulses for
different ’ settings. (e)
Spectrum measured without
phase stabilization. The
coherent radiation was
generated by gently focusing
5 fs, 0.2mJ laser pulses into a
2mm long 160mbar neon
gas. The on-axis peak
intensity of the pump
pulse was estimated to be
7� 1014 W/cm2
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4.4 Attosecond Pulse Generation and Application

When the generated soft X-ray in the cutoff region is isolated, an XUV attose-

cond pulse is obtained. Using the XUV attosecond pulse, the photoelectron

spectrum change due to electric field was measured with attosecond time resolu-

tion [10, 67]. The momentum of electron change �p by electric field ELðtÞ is

�pðtÞ ¼ e

Z 1
t

ELðt0Þdt0 ¼ eALðtÞ; (8)

where e is the electron charge and ALðtÞ is the vector potential in the Coulomb

gauge. As a result, the photoelectron spectrum ejected from an atom by XUV

light (here it is an isolated attosecond pulse) shifts because of the vector potential.
The experimental system is shown in Fig. 16. The generated XUV and the

laser beams collinearly propagate, and the inner part (�3mm) of the beam is

Fig. 16 Attosecond two-color sampling technique for probing electron emission from atoms.
An extreme ultraviolet or X-ray pulse excites the atomic target and induces electron emission.
A delayed probe light pulse transfers a momentum �p to the ejected electron after its release.
pi and pf represent the electron’s initial and final momentum, respectively. (a) The transferred
momentum sensitively depends on the phase and amplitude of the light field vector ELðtÞ at
the instant of release resulting in a time-to-energy mapping on an attosecond timescale. For
processes lasting less than a light cycle, the oscillating light field constitutes a sub-femtosecond
probe, whereas processes lasting longer than a cycle are sampled by the amplitude envelope of
the laser pulse. In both cases, a sequence of light-affected electron energy spectra is recorded at
different delays, �t, from which the time evolution of electron emission is reconstructed. (b)
The experiments use a 97 eV, sub-femtosecond soft X-ray pulse for excitation and a 750 nm
(1.6 eV), sub-7 fs few-cycle light pulse for probing electron emission. The two pulses are
collinearly focused into a krypton gas target by a two-component mirror similar to that
used in Ref. [66]. The kinetic energy distribution of the ejected photon and Auger electrons
was measured by the time-of-flight spectrometer
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filtered with a zirconium filter (transmitting the XUV pulse and blocking the
visible pulse). The inner (XUV) and the outer parts (visible) are delayed with a
two-component Mo/Si broadband multilayer mirror (radius of curvature =
�70mm) placed 2.5 m downstream from the source and focused into a neon gas
jet. The ejected photoelectron is detected by a time-of-flight spectrometer.

Figure 17 summarizes representative streaked neon photoelectron spectra
recorded with the XUV and laser pulse impinging with a fixed relative timing
set in the XUV generation process. For a cosine driver waveform (’ ¼ 0), cutoff
radiation (filtered by the Mo/Si multilayer) is predicted to be emitted in a single
bunch at the zero transition ofELðtÞ following the pulse peak. The photoelectrons
knocked off in the direction in the peak electric field at this instant should gain the
maximum increase of their momentum and energy. Figure 17 corroborates this
prediction. The clear upshift is consistent with the XUV burst coinciding with the
zero transition of the laser electric field. Possible satellites would appear at the

Fig. 17 Streaked photoelectron spectra recorded at a fixed delay of the probe laser light.
Energy distribution of photoelectrons emitted from neon atoms excited by a sub-fs
XUV pulse carried at a photon energy of �h!XUV < 93.5 eV (selected by the Mo/Si mirror).
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adjacent zero transitions of ELðtÞ and suffer an energy downshift. The absence of
a downshifted spectral peak of substantial intensity indicates a clean single sub-
femtosecond pulse generation. With the phase adjusted to yield a sine waveform
(� ¼ p=2), cutoff emission is predicted to come in twin pulses (Fig. 17c). The
double-peaked streaked spectrum (Fig. 17c) clearly reflects this time structure.
High-energy XUVphotons are now distributed in two bursts, each of which is less
than half as intense as the isolated burst produced by the cosine waveform
(Fig. 17d). These measurements demonstrate how light waveform control allows
shaping XUV emission on a sub-femtosecond timescale.

The series of photoelectron spectra obtained by scanning the delay between
the visible pulse and the XUV pulse is shown in Fig. 18. Since the shift of the
photoelectron spectrum is proportional to the vector potential of the electric
field, the field oscillation is clearly observed. The delay uncertainty of the
measurement is estimated as 250 as.

4.5 Carrier-Envelope Phase Measurement with Above
Threshold Ionization

Above threshold ionization (ATI) means that an atom absorbs more photons
than necessary for ionization [52], which results in the generation of photoelec-
trons with kinetic energy. It is an extremely nonlinear process (8–10th order) to
ionize rare-gas atomswith visible pulses. Therefore, the phenomenon is extremely
sensitive to the peak-field strength of the optical pulses. Since the peak-field
strength of few-cycle pulses strongly depends on ’, the spectra of the photoelec-
trons from ATI can be ideal for determining ’. Measurement of ’ with ATI has
been demonstrated by Paulus et al. [8]. The experimental setup is shown in Fig.
19. By using a stereo detection system for the photoelectron, it is possible to
measure the phase without �p ambiguity. The measured ATI spectra corre-
sponding to different ’ are shown in Fig. 20. In particular, the high-energy
parts of the photoelectron spectra show clear dependence on the CEP. By using
this system, Lindner et al. directly observed the Gouy phase shift [68].

Fig. 17 (continued) The photoelectron spectrum peaks at W0 ¼ �h!XUV �Wb �72 eV in the
absence of ELðtÞ, whereWb ¼21.5V is the binding energy of the most weakly bound valence
electrons in Ne. The spectrally filtered cutoff XUV bursts and the 5 fs, 750 nm driver laser
pulses are depicted by blue and red lines, respectively. (a), (b) Streaked spectra obtained with
‘‘cosine’’ and ‘‘�cosine’’ laser pulses of a normalized duration of �L=T0 ¼ 2.8 and of a peak
electric field of E0 ¼ 140 MV/cm. The green lines on the right-hand side depict spectra
computed with an XUV burst derived from the measured asymmetric XUV radiation filtered
by themirror under the assumption of zero spectral phase. The satellite pulse is notmodeled in
this way because the corresponding modulation of the spectrum is not considered in the
calculation. The difference in broadening of the up- and down-shifted spectral features
appears to be a consequence of the quadratic temporal frequency sweep resulting from the
asymmetric spectral distribution of the XUV burst. (c, d) Streaked spectra obtained with
‘‘sine’’ and ‘‘cosine’’ laser pulses characterized by �L=T0 ¼ 2 and E0 ¼ 75 MV/cm
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Fig. 18 A series of kinetic energy spectra of electrons detached by a 250 as, 93 eV XUV pulse
from neon atoms in the presence of an intense 5 fs, 750 nm laser field, in false-color represen-
tation. The delay of the XUV probe is varied in steps of 200 as, and each spectrum is
accumulated over 100 s. The detected electrons are ejected along the laser electric field vector
with a mean initial kinetic energy of p2i =2m � �h!XUV �Wb =93 eV�21.5 eV=71.5 eV. The
energy shift of the electrons versus the timing of the XUV trigger pulse that launches the
probing electrons directly represents ALðtÞ

Fig. 19 ‘‘Stereo-ATI’’ spectrometer. Two opposing electrically andmagnetically shielded time-
of-flight spectrometers are mounted in an ultrahigh vacuum apparatus. Xenon atoms fed in
through a nozzle from the top are ionized in the focus of a few-cycle laser beam. The focal
length is 250mm (the lens shown in the sketch is in reality a concave mirror), and the pulse
energy is 20 mJ. The laser is linearly polarized parallel to the flight tubes.Note that the laser field
changes sign while propagating through the focus. Slits with a width of 250 mm are used to
discriminate electrons created outside the laser focus region. A photodiode (PD) and micro-
channel plates (MCP) detect the laser pulses and photoelectrons, respectively

84 S.T. Cundiff et al.



100

101

102

103

104

100

101

102

103

104

0 20 40 60 0 20 40 60 0 20 40 60

electron energy [eV]

Δx = 4 μm

Δx = 43 μm

Δx = 17 μm Δx = 30 μm

Δx = 56 μm

stabilization
turned off

ϕ = 0 ϕ = π/2 ϕ = π

ϕ = 3π/2 ϕ = 2π

–200 –100 0 100 200

–8π –4π 0π 4π

0.9

1.0

1.1

0.1

1.0

10

Δx [μm]

carrier-envelope phase

Fig. 20 (Upper panels) Photoelectron spectra for different ’ controlled by fine movement of
one of the wedges in Fig. 19. �x indicates the added glass. Black curves correspond to
emission to the right (positive direction); red curves to the opposite direction. The inset
shows the deduced corresponding real-time variation of the electric field. Without phase
stabilization, identical spectra were measured to the left and right as expected. (Lower
panel) Left–right ratio of the total electron yield (circles) and high-energy electrons (squares)
as a function of glass thickness �x added or subtracted by moving one of the wedges. �x ¼ 0
corresponds to optimal dispersion compensation, i.e., the shortest pulses. Maximal left/right
ratio for the total yield does not coincide with that for high-energy electrons. Note the
different scales for low- and high-energy electrons. The upper x-scale indicates the ’ of the
pulse, as deduced from comparison with theory
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5 Summary and Outlook

Clearly, ’ is an important new parameter that can be explored in high-field
experiments. Recent progress has shown that it can be ‘‘tamed’’ inside mode-
locked oscillators and preserved through amplification. Many of the first
experiments in these directions have been described in this chapter.

In addition to high-field experiments, control of the evolution of ’ has
already had a big impact on optical frequency metrology, the measurement of
absolute optical frequencies referenced directly to cesium. Prior to the intro-
duction of mode-locked lasers, absolute optical frequency measurement
required the use of complex phase-coherent frequency chains [69, 70]. Although
the potential of mode-locked lasers was recognized more than 20 years ago [71],
only with recent improvements in the technology have significant measure-
ments with mode-locked lasers been made. The enormous simplification made
possible by self-referencing and related techniques [2, 72, 73] has led to an
explosion of measurements and significant improvement in precision. For a
review of optical frequency metrology with mode-locked lasers, see Ref. [74].

Closely related to optical frequency metrology has been the development of
optical atomic clocks based on mode-locked lasers. An optical atomic clock
uses an optical frequency transition as its ‘‘oscillator’’ instead of a microwave
transition used in traditional atomic clocks. This significantly reduces the
uncertainty in a given averaging time because of large frequency. The first
demonstration using a trapped single Hgþ ion yielded stability results compar-
able to the best cesium clocks [75]. An optical clock has also been demonstrated
using I2, which could lead to transportable clocks [76].

Remarkable advances have resulted from the synergy between precision
optical techniques used in metrology and parallel progress in the generation
of high-intensity pulses. Cross-fertilization between these seemingly disparate
areas of research has resulted in truly remarkable strides over the past 5
years [77].
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Free-Electron Lasers – High-Intensity

X-Ray Sources

J. Feldhaus and B. Sonntag

1 Introduction

Extending the range of lasers into the X-ray regime will open up many new and

exciting areas of basic and applied X-ray research [1,2,3,4,5,6]. Free-electron

lasers (FEL) based on the self-amplified spontaneous emission (SASE) are

expected to generate laser-like X-ray radiation within the next years

[6,7,8,9,10]. The principle of operation of a SASEFEL is schematically depicted

in Fig. 1. Electron bunches with extremely high charge density, small energy

spread and low emittance pass at GeV energies through the periodic magnetic

field of a long undulator. The spontaneous emission of the transversely accel-

erated electrons builds up an intense electromagnetic wave, which acts back on

the electron bunches leading to a longitudinal density modulation. This micro-

bunching causes the electrons to emit coherently giving rise to an exponential

growth of the power of the radiation. Optical elements, hard to manufacture for

the X-ray regime, are not required since saturation can be reached in a single

pass.

2 The Motion of a Relativistic Electron Through an Undulator

Under the Influence of an Electromagnetic Wave

An electron moving with relativistic velocity v!e along the axis (z) of an

undulator is forced to oscillate in the transverse direction (x). Energy can be

transferred from the electron to a superimposed radiation field if the time

average of the scalar product E
!� v!e is positive along the undulator as depicted

in Fig. 2. This occurs close to the undulator resonance where the electron falls
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back by one wavelength l during one undulator period lu (see e.g. [10]). Let us
assume an undulator field

B
!¼ ð0;B0 sin kuz; 0Þ; (1)

with ku ¼ 2p=lu, and an electromagnetic wave

E
!¼ ðE0 cosðkz� !tÞ; 0; 0Þ; (2)

Fig. 1 Sketch of the
self-amplification of
spontaneous emission
(SASE) in an undulator. In
the lower part of the
figure the longitudinal
density modulation
(microbunching) of the
electron bunch is shown
together with the resulting
exponential growth of the
radiation power along the
undulator
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Fig. 2 The electron orbit in a periodic undulator field (undulator period lu). An electron and
the field of an electromagnetic wave (wavelength l) are shown at (a) z= 0, (b) z= lu/2, and
(c) z = lu
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with wavenumber k ¼ 2p=l. The motion of the relativistic electron obeys the

following equations:

dð� �!Þ
dt

¼ � e

mc
ðE!þ c �

!� B
!Þ; (3)

d�

dt
¼ � e

mc
�
!

E
!
; (4)

with � ¼ Ee

mc2
and �
!¼ ve

!
c . Ee is the electron energy. In a normal undulator and

in the low gain regime of a FEL E
!��� ��� << c �

!� B
!��� ��� , we can approximate

Eq. (3) by

�
d �
!

dt
¼ � e

mc
�
!� B

!
; (5)

yielding

�x ¼
eluB0

2p�mc
cos kuz: (6)

Inserting Eq. (6) into Eq. (4) results in

d�

dt
¼ � eE0K

2�mc
cos ku þ kð Þz� !t½ � þ cos ku � kð Þzþ !t½ �f g; (7)

with the undulator parameter

K ¼ eluB0

2pmc
: (8)

Optimum energy transfer from the electron to the electromagnetic wave is

obtained for

ðku þ kÞz� !t ¼ 0: (9)

For a highly relativistic electron Eq. (9) is equivalent to the synchronisation

condition

l ¼ lu
2�2

1þ K2

2

� �
(10)

that also can be derived directly from Fig. 2. Note that in this case the second

term in Eq. (7) oscillates rapidly along the undulator and averages out.
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3 Microbunching

Comparing Eq. (7) and Eq. (4) we find that the interaction of the electron with

themagnetic field of the undulator and the electromagnetic field is equivalent to

an interaction with an effective axial electric field:

E eff
z ¼

eB0E0lu
4pmc��z

cos½ðku þ kÞz� !t�: (11)

The corresponding ‘‘ponderomotive potential’’

Vpond ¼
e2B0E0lu

4pmc��zðku þ kÞ sin½ðku þ kÞz� !t� (12)

is propagating like a wave along the undulator axis. The synchronisation

condition given in Eq. (10) states the requirement that for optimal energy

exchange the axial velocity of the electron is equal to the phase velocity of the

ponderomotive potential. The longitudinal motion of the electron in the pon-

deromotive potential can be described by a pendulum equation

d2�

dz2
¼ � 2e2B0E0

ðmc�Þ2
; (13)

with � the phase of the electron relative to the ponderomotive potential and �
given by the synchronisation condition, Eq. (10). Figure 3 shows the result of a

numerical solution of the pendulum equation for an extended electron

bunch [11]. The electrons are initially spread uniformly over �p< � < p (left

part of Fig. 3). This distribution is deformed along the undulator until most

electrons are nearly vertically placed at saturation. A simulation of the real-

space development of microbunching of the electron beam along the undulator

is shown in Fig. 4 [3,4].

–

–
– –

–

–

–

–
– – – –

Fig. 3 Longitudinal phase space distribution of the electrons at (left to right) the entrance, in
the middle, and close to the end (near saturation) of the undulator
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The electrons concentrated within a microbunch emit coherently. Since the

power of the emitted radiation is proportional to the square of the number of

electrons within a microbunch, the microbunching is driving the exponential

growth of the radiation power shown in Fig. 1.
Beyond saturation the microbunching is destroyed and the radiation power

drops. In the one-dimensional description assumed so far, the exponential

growth of the radiation intensity is given by

IðzÞ ¼ Ið0Þez=Lg ; (14)

with the gain length

Lg ¼
lu

4p
ffiffiffi
3
p

�
(15)

and the FEL parameter

� ¼ I

IA

�l2

16p2�2t

K2

1þ K 2

2

� �2 J0
K2

4þ 2K 2

� �
� J1

K2

4þ 2K 2

� �� 	2( )1=3

: (16)

I is the peak current of the electron bunch, IA = 17.045 A is the Alfvén

current, J0,1 are Bessel functions, and �t is the transverse root-mean-square

size of the electron bunch. The one-dimensional linear description of the FEL

process is based on the assumption that the amplitude of the electromagnetic

wave changes slowly on the scale of the undulator period, i.e.Lg>> lu, which
requires

� << 1: (17)

–2 0 2 –2 0 2 –2 0 2
–0.2

0

–0.1

0.1

0.2
y 

(m
m

)

z/λ

Fig. 4 Example of the development of microbunching of the electron beam along the undu-
lator. The electron density is represented by the density of the dots (left: at the undulator
entrance, middle: in the middle of the exponential growth regime, right: at the undulator exit,
i.e. for saturation)
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Saturation is reached at the saturation length

Lsat ¼ 4pLg: (18)

The fraction of the electron beam power PB converted into radiation at
saturation, Psat, is approximately given by the FEL parameter �:

Psat ¼ �PB: (19)

For high gain the one-dimensional theory requires for the relative energy
spread

��

�
< �: (20)

The finite energy spread, angular divergence, and transverse size of the
electron beam, the diffraction of the electromagnetic wave, and space charge
effects cause an increase of the gain length. This increase can be kept small if the
emittance of the electron beam is smaller than that of the electromagnetic wave:

" <
l
4p
: (21)

This ensures optimum overlap of electron and photon beam along the undu-
lator, provided that the electron beam is perfectly aligned on the undulator axis.

4 Start-Up from the Spontaneous Emission

At present there are no X-ray sources capable of providing a monochromatic
coherent photon beam of sufficient intensity and spatial and temporal para-
meters well matched to those of the electron beam to be used as an input seed
radiation. Therefore X-ray FELs are based on the amplification of the noisy
spontaneous emission generated at the entrance of the undulator. In this case a
large number of transverse radiation modes are excited in the entrance section
of the undulator. The modes experience very different amplifications along the
undulator, and if saturation is reached at the end of the undulator only a limited
number of modes are expected to survive, leading to a high degree of transverse
(or spatial) coherence. In the linear gain regime, i.e. before saturation is
reached, the statistical nature of the photon beam manifests itself in very
spiky spectra in the frequency and the time domain [9]. For an electron bunch
of sufficient duration T, with �!T>>1, i.e. the electron bunch is much longer
than the slippage of the radiation with respect to the electrons, the spectral
width of the radiation, �!, close to saturation is approximately

�! � �!: (22)
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The characteristic width of the spikes, �!spike, is given by

�! spike �
1

T
: (23)

From Eqs. (22), (23) the number of spikes can be estimated

nspike � �!T: (24)

The radiation consists of a superposition of wave trains, or modes, of
coherence length

lc � �cc; (25)

with the coherence time

�c �
1

�!
; (26)

Which are randomly distributed over the length of the electron bunch. Based
on the assumption that the amplified spontaneous emission is completely ran-
dom, the probability P of the radiation energy per pulse, W, can be approxi-
mated by the gamma distribution [9]

PðWÞ ¼ MMWM�1

�ðMÞ Wh iM
exp �M W

Wh i

� �
: (27)

The parameterM can be interpreted as the number of modes contributing to
the radiation. Figure 5 shows the probability distribution of the pulse energy
measured at a wavelength of 109 nm during the first tests of the SASE FEL at
the TESLA Test Facility at DESY, Hamburg [12]. The experimental result can
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Fig. 5 Probability
distribution of the radiation
pulse energy E at 109 nm
wavelength measured in the
linear gain regime of the
SASE FEL at DESY [12]
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be well approximated by a gamma distribution withM=14.4. The parameters

of the FEL are given in Table 1.
The stochastic nature of the SASE process is also reflected in the spectral

distribution. The Fourier transform of the random intensity distribution along

the radiation pulse results in narrow spikes in the spectral domain whose widths

�! are given by the pulse duration �! ’ 2p=�rad. The upper panel of Fig. 6

shows the spectral distribution of a single radiation pulse measured at max-

imum electron bunch compression, corresponding to an average number of

M=2.6 modes. The pulse duration �rad ’ 50 fs derived from the spectral line

width is consistent with that estimated from the statistical intensity fluctuations

and the measured gain length [13]. The lower panel of Fig. 6 shows the spectral

distribution of a single radiation pulse for a somewhat weaker electron bunch

compression. The pulse duration is now �rad ’ 100 fs which is reflected in the

narrower line widths and the larger number of modes, M=6. The average

spectral envelope �!avg is not much changed since it is determined by the

Table 1 Parameters of the VUV FEL FLASH at DESY

Parameter Unit
Test facility
(2000–2002)

User facility
(expected)

Electron beam

Beam energy MeV 182–272 �300–1000
Energy spread (RMS) MeV 0.3 – 0.2 1

Bunch length (FWHM) mm �300 <120

Bunch diameter (FWHM) mm 240 – 70 160

Normalised emittance mm mrad (6 – 3)p 2p
Electron bunch charge nC 1 1

Peak electron current A 400 – 200 2500

Number of bunches per train 1–1800 1–7200

Bunch separation ns 444 or 1000 1000 (>111)

Repetition rate of pulse trains Hz 1 up to 10

Undulator

Undulator period lu mm 27.3 27.3

Peak magnetic field B0 T 0.46 0.46

Undulator gap mm 12 12

Effective undulator length m 13.5 27

Photon beam

Wavelength l nm 180–80 6.4b

Spectral bandwidth % 0.6a 0.36b

Beam size at undulator exit (FWHM) mm �250a 190b

Beam divergence (FWHM) mrad �300a 24b

Pulse duration (FWHM) fs �1000a 200b

Peak power GW �0.05a 2.8b

Pulse energy mJ �0.05a 0.56b

Number of photons per pulse �2�1013a 2�1013b
a Experimental values for wavelengths close to 100 nm.
b Design values for 1GeV electron beam energy.
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coherence length. However, themeasured value of�!avg is approximately twice
as large as that estimated from the gain length, and the profile is also distinctly
asymmetric for the shortest pulses. More recent FEL simulations are in full
agreement with these results [14]. They use a more realistic electron distribution
based on the so-called start-to-end simulations of the electron bunch from the
electron gun to the entrance of the undulator, revealing strong space charge
effects which result in a large correlated energy spread.

A realistic, quantitative description of a SASEFEL is only possible bymeans
of three-dimensional time-dependent numerical simulation codes. Several such
codes have been developed over the last years (see e.g. [9,11]). They allow one to
study the influence of all relevant electron beam parameters such as charge
density, emittance, energy spread, the axial and transverse profiles of the
electron bunch, and the finite pulse duration and may even include the interac-
tion with the walls of the vacuum chamber and undulator field errors and
misalignment. These codes have provided the basis for stringent tests of existing
FELs and for optimising the parameters of future facilities.

5 Soft X-Ray SASE FEL Facilities

Proof-of-principle experiments on a short-wavelength SASE FELwere success-
fully performed at the TESLA Test Facility (TTF) at DESY [12,13,15]. Satu-
rated SASE operation was achieved in the vacuum ultraviolet at wavelengths
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Fig. 6 Spectra of single FEL pulses. The CCD image of the horizontally dispersed FEL
radiation is shown in a false colour code on the left. The spectral profiles scanned along the
horizontal centre line of the CCD image are shown on the right. The upper spectrum is that of a
short pulse (�50 fs) with an average ofM=2.6 modes, the lower spectrum belongs to a longer
pulse (�100 fs) with M=6 [13]
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between 80 and 120nm. TheGW radiation pulses were used for first exploratory

experiments on clusters [16] and solids [17] demonstrating the unique properties

of this new radiation source. Subsequently this FEL has been completely rebuilt

and converted into the first FEL user facility for VUV and soft X-ray radiation,

now called FLASH (Free electron LASer in Hamburg). The schematic layout of

FLASH is shown in Fig. 7.
A low-emittance electron beam is generated in a laser-driven radiofrequency

(RF) electron gun. Subsequently the electrons are accelerated in superconduct-

ing cavities operated at 1.3GHz. In order to achieve high peak current the

electron bunches are longitudinally compressed in bunch compressors. At

FLASH this is done in two steps in order to preserve the high electron beam

quality. The undulator, providing the periodic magnetic field for the generation

of the FEL photon beam, is a planar permanent magnet structure with a fixed

gap. Quadrupoles are mounted between the 4.5m long undulator modules in

order to keep the electron beam diameter small over the whole length of the

undulator. Various devices for the diagnosis of the electron and photon beam

are installed along the FEL and behind the undulator exit [18,19].
The superconducting cavities of the accelerator imply a special timing of the

electron beam and thus of the FEL pulses; 1.3GHz radiofrequency (RF) power

from 5 and 10MW clystrons fills the cavities with a strong electromagnetic field

for up to �1ms at a typical repetition rate of 1, 5, or 10Hz. Electron bunches

can be accelerated only during these high-field periods. In principle the electron

bunch structure can be rather flexible within a RF burst, up to a certain

maximum total charge determined by the cryogenic power available for cooling

the cavities to a temperature of 2K. The FEL pulse structure of the VUV FEL

FLASH at DESY at maximum current is displayed in Fig. 8.
The commissioning of the VUV-FEL has started in September 2004 at an

electron beam energy of �450MeV. First lasing at 32 nm wavelength was

observed in January 2005 with pulse energies around 10 mJ and pulse durations

RF gun

photon beamundulator

collimator

bunch
compressorLaser

accelerator modules
electron beam

dump

4 MeV 125 MeV 380 MeV 440 MeV

bunch
compressor

Fig. 7 Schematic layout of the FLASH facility at DESY. The electron beam energies indi-
cated in the bottom line have been used during the commissioning of the facility at �30 nm
wavelength

up to 7200 electron
bunches of 1 nC

t800 µs 800 µs

Fig. 8 The pulse structure of
FLASH running at
maximum current
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of �25 fs [20]. This is the shortest wavelength that has so far been reached by a

SASE FEL. The FEL beam has been transported to the new experimental hall

where it can be switched between five experimental stations. High-quality X-ray

optics is used to guide the radiation beam to the experiment and focus it on the

sample. The layout of the experimental area is shown in Fig. 9. Since August

2005 approximately 50% of the time has been scheduled for scientific experi-

ments, the remaining time is mainly used for improving the performance of the

facility towards routine operation in an extended wavelength range.
It will be possible to tune the photon energy of the FLASH FEL radiation

from approximately 20 to 200 eV. Figure 10 compares the peak brilliance of the

VUV FEL FLASH at DESY with that of the X-ray FELs proposed at DESY

Fig. 9 The layout of the FLASH experimental hall at DESY
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[3,4] and Stanford (LCLS) [21], the spontaneous radiation emitted by these FEL

undulators, and the undulator radiation of present third generation synchro-

tron radiation sources. The parameters of the electron beam, the undulator, and

the photon beam are summarised in Table 1.

6 Hard X-Ray SASE Free-Electron Lasers

Free-electron lasers based on SASE are excellent candidates for extremely

bright sources emitting femtosecond pulses of coherent hard X-ray radiation.

The main components, such as the laser-driven RF electron gun, the super-

conducting linear accelerator, the bunch compressors, and the undulators will

be very similar to those discussed for the soft X-ray FELs. To reach photon

energies of 10 keV the electron energies have to be raised up to�20GeV and the

length of the undulators increased to the order of 100m.
There is growing excitement worldwide for the development of such unique

X-ray sources. Several X-ray FELs have been proposed in Asia, Europe, and

the United States. The best source for the current status of FEL projects is

http://sbfel3.ucsb.edu/www/vl_fel.html. The first FEL for hard X-rays with

wavelengths down to 1.5 Å will be the Linac Coherent Light Source (LCLS)

Fig. 10 Peak brilliance of
proposed X-ray FELs and
present undulator sources
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which is under construction at Stanford. It will use part of the existing LINAC

at the Stanford Linear Accelerator Center [21]. The European XFEL in Ham-

burg will employ a superconducting linear accelerator, the construction of

which is expected to start in 2008 [22]. This facility is designed as a multi-user

facility with initially three different SASE FELs between which the electron

beam can be switched. The photon energy of each FEL can be tuned by varying

the undulator gap. The XFEL design parameters are collected in Table 2. The

peak brilliance of LCLS and XFEL are included in Fig. 10. The commissioning

of the two facilities is scheduled for 2009 and 2014, respectively.
A fundamental limit for the shortest obtainable wavelength is imposed by the

growth of the uncorrelated energy spread of the electron beam due to the

quantum fluctuation of the undulator radiation. The minimum wavelength is

approximately

lmin �
4p"n½mm mrad�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I½kA�Lu½m�
p ; (28)

where en is the electron beam emittance normalised to the electron energy, I the

peak current, and Lu the undulator length [9].

Table 2 Design parameters of the European X-FEL

Performance goals for the electron beam

Beam energy range 10–20GeV

Emittance (norm.) 1.4mrad mm

Bunch charge 1 nC

Bunch length (1s) 80 fs

Energy spread (uncorrelated) <2.5MeV rms

Main Linac

Acc. gradient @ 20GeV 23MV/m

Linac length Approx. 1.5 km

Beam current (max) 5mA

Beam pulse length 0.65ms

# Bunches p. pulse (max) 3250

Bunch spacing (min) 200 ns

Repetition rate 10Hz

Avg. beam power (max) 650 kW

Performance goals for SASE FEL radiation

Photon energy 15–0.2 keV

Wavelength 0.08–6.4 nm

Peak power 10–20GW

Average power 40–80W

Number photon per pulse 0.5–4 � 1012

Peak brilliance 2.5–0.08 � 1033*

Average brilliance 1–0.03 � 1025*

* In units of photons/(s mrad2 mm2 0.1% bw)
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7 Seeding with Coherent Radiation

Since the process of amplification in a SASE FEL starts from noise the output

radiation consists of a number of independent wave packets. Consequently the

temporal structure and the spectral distribution of the radiation display a large

number of uncorrelated sharp spikes (see Eqs. (22), (23), (24), (25), (26)) [23,9].
Figure 11 shows the spectrum calculated for 6.4 nm wavelength radiation

from FLASH at DESY. For many scientific applications the removal of this

random spiking is essential. It would be much more elegant if the FEL process

could be controlled in such a way that Fourier-limited radiation pulses with

adjustable duration could be produced. This is possible if the FEL is used not in

the SASE mode (where it amplifies the shot noise in the electron beam), but

rather as an amplifier seeded by coherent radiation. Since seed pulses of

sufficiently intense, coherent radiation are presently not available at very

short wavelengths, two different routes to achieve coherent seeding have been

investigated.
One is to produce the coherent seed radiation in a SASE FEL tuned to the

same wavelength [24]. This concept, also called self-seeding, has the advantage

that it is independent of any external radiation source (which must be very

stable, continuously tunable, operate at short wavelengths, and must be pre-

cisely matched to the electron beam in space and time, synchronised to<100 fs).
The schematic layout of a self-seeded FEL for the soft X-ray region is shown in

Fig. 12.
The first undulator, a short SASE FEL operating in the linear gain regime,

produces radiation pulses with the characteristic features of SASE (Fig. 11) at a

power level approximately three orders of magnitude below saturation in order

not to spoil the electron beam quality. The electron beam is then sent through a

magnetic chicane which is designed such that it destroys the density modulation

introduced in the first undulator and delays the electron beam by the same
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Fig. 11 Spectrum of a single
radiation pulse close to
saturation for a Gaussian
axial profile of the electron
beam
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amount as the radiation pulse. The radiation pulse is spectrally filtered by a
narrow-band grating monochromator which stretches the pulse and provides a
coherence length longer than the electron bunch length. This radiation is the
seed for the second undulator which amplifies it to saturation.

The output radiation exhibits a narrow spectral line with only a small back-
ground of spontaneous radiation. The pulse energy is the same as that of a FEL
operating in SASE mode, thus the spectral brightness has increased by almost
two orders of magnitude. Due to the saturation in the FEL amplifier, the
intensity of the single-line output radiation is rather insensitive to the fluctuat-
ing input seed intensity. The hardware components for a self-seeding mode of
FLASH at DESY, covering a range of 6–60 nmwavelength, are currently under
construction and will be installed and tested in the near future.

The other possible route to a temporally coherent X-ray FEL is to use an
optical seed laser (or a higher harmonic generated in a nonlinear crystal or a gas)
for the first stage of an FEL cascade making use of high-gain harmonic genera-
tion (HGHG). The schematic layout of a HGHG FEL is shown in Fig. 13. The
first, short undulator, called the modulator, is tuned to the frequency of the
coherent seed laser whose interaction with the electron beam introduces a small
longitudinal energy modulation. The magnetic dispersion section converts this
energy modulation into a density modulation. The second undulator, called the
radiator, is tuned to the nth harmonic of the seed frequency. When the modu-
lated electron beam passes the radiator, the radiation produced by the nth
harmonic component is amplified to saturation. This concept was demonstrated
in the mid-infrared by seeding with a CO2 laser and generating the second
harmonic in the radiator [25]. Later this scheme was employed to generate

Fig. 12 Principle layout of a two-stage FEL providing full temporal and spatial coherence of
the output radiation

Fig. 13 Principle layout of
the high-gain harmonic gen-
eration (HGHG) scheme
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intense, coherent ultraviolet radiation at 266nm wavelength as the third harmo-
nic of 800 nm using a Ti:sapphire seed laser [26]. The radiation pulse energy at
saturation was typically 100 mJ with a pulse duration of �0.6 ps. The third
harmonic of the output radiation at 88 nm wavelength, still at the 1 mJ level,
was successfully used for first experiments probing the superexcited-state
dynamics of methyl fluoride [27].

HGHG can be used to generate radiation pulses with <20 fs duration, and in
principle theHGHGFEL can be cascaded to reach still shorterwavelengths. This
concept is currently being discussed for the next generation of VUV and X-ray
sources (see e.g. [28]). However, simulations and theoretical investigations have
shown that the beam quality will eventually be degraded by noise which is also
amplified [28,29]. At the present time it is not clear where the physical and
technical limits are, therefore intensive research and development is ongoing.

8 Outlook

Recent advances in linear accelerators, new developments in laser-driven low-
emittance electron guns, and the feasibility of ultra-precise long undulators open
up the exciting possibility of building single-pass free-electron lasers based on
self-amplified spontaneous emission. These FELs promise to provide extremely
intense, polarised, ultra-short pulse radiation in the soft and hard X-ray regimes.
Their high peak and average brilliance, the tunability of the photon energy, and
the coherence of the radiation will make the FELs into unique sources for many
areas of research. The discussions on the research with X-ray FELs have just
started and we are sure there is exciting science waiting for us.

Acknowledgments The authors are indebted to many colleagues for stimulating discussions.
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Part II

Laser–Matter Interaction – Nonrelativistic



Numerical Methods in Strong Field Physics

Kenneth J. Schafer

1 Introduction

The numerical solution of the time-dependent Schrödinger equation (TDSE)

for an atom or molecule in an intense, pulsed laser field is one of the most

important theoretical tools available for the study of strong field phenomena.

The reason for this is that in the regime where strong field effects occur the

laser–electron interaction which tends to ionize the system is comparable in

strength to the intra-atomic forces which bind the it. The presence of two

equally strong, competing pieces in the Hamiltonian leads to an array of

unexpected effects which are the subject of this book. It also necessitates a

non-perturbative approach for its accurate description, and grid-based solu-

tions of the TDSE allow us to treat the interactions on an equal footing, without

making assumptions about the relative importance of the forces. They also have

the flexibility to treat a wide range of physical systems and laser parameters,

meaning that they can address a broad range of experimental data.
In this chapter we review some of the numerical methods available for solving

the strong field TDSE on a space–time grid [1,2,3,4]. Our treatment is not

comprehensive.We focus instead on introducing themain concepts thatmotivate

the numerical methods that are most widely used; we give a brief introduction to

thesemethods; andwe illustrate some of the numerical tools that are available for

extracting information from the time-dependent wave function for comparison

with experiment. Throughout we wish to emphasize the relationship between the

physics of strong field processes and the numerical methods used to describe

them, how that physics determines which numerical methods will be most fruit-

ful, and how the numerical methods can in turn be used to elucidate the physics

of strong field processes in greater detail and even discover new phenomena.
The ‘‘three-step’’ model of strong field processes [5,6], though an oversim-

plification, nicely serves to illustrate the problem we wish to treat and the
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numerical challenges we face. For now and in much of what follows, we assume
that there is but a single electron in the system which strongly interacts with the
laser. This electron is initially in a spatially localized bound state when it
encounters a laser field of sufficient strength to cause some significant ioniza-
tion. As the amplitude of the laser field rises and falls periodically, part of the
bound state wave function evolves into a continuum wave packet, initially with
very little energy. These wave packets can continue to interact with the ion core
but they can also gain energy from the laser field. Part of each wave packet will
move away from the ion core never to return. Another part will be driven back
toward the ion core, returning after about one optical cycle.When it reaches the
vicinity of the core several things can happen. The wave packet may scatter off
the core, changing direction and possibly gaining additional energy from the
laser field in the process. The wave packet can also coherently overlap with the
remaining bound state amplitude, which leads to a time-dependent dipole
moment and stimulated photon emission. The returning electron can also
interact with another bound electron, leading to multiple ionization.

Even in this highly simplified picture, one that ignores, for example, resonant
excitation pathways or complicated driving fields, one can appreciate the numer-
ical challenges involved in solving the strong field TDSE. Themethods usedmust
be able to accurately represent a solution which is, at any given time, a super-
position of bound motion, oscillating wave packets near the ion core, and purely
outgoing ionizing wave packets. In addition to this, we are most often interested
in calculating the dependence of various observables on the laser intensity, and
the level of effort required to integrate the TDSE rises rapidly with increasing
intensity or wavelength. For these reasons, the numerical methods employed in
strong field physics, and the ones we will concentrate on, tend to be very simple
and robust. The wave functions and the operators that make up the Hamiltonian
are described by their finite difference representations, and the propagators that
evolve the wave function in time are unitary approximations to the full propa-
gator that are second-order accurate in the time step dt. It cannot be over-
emphasized that all of the elements of the calculation, from the choice of
potential and electromagnetic gauge, to the representation of the operators and
the propagator, must work together to produce the most efficient algorithm.

The numerical methods commonly used in strong field physics have been
developed primarily to treat interactions of rare gas atoms with near-infrared
radiation at a wavelength of about 800 nm, corresponding to the Ti:sapphire
lasers currently found in most laboratories. Through relentless development
these lasers have been pushed to their performance limits: they can produce
amplified pulses with peak intensities above 1015 W/cm2 and pulse durations
barely longer than an optical cycle, which is about 2.5 fs [7]. The last few years,
however, have seen a proliferation of new sources with the potential for driving
strong field processes. These include mid-infrared lasers with wavelengths
between 2 and 4 mm, which will also operate in the high-intensity, few cycle
regime [8], and attosecond sources, available as both single attosecond pulses [9]
or a train of sub-femtosecond pulses [10], in the XUV regime. XUV or soft X-ray
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free-electron lasers are also developing toward shorter pulse durations and higher
peak intensities [11]. Looking further ahead, facilities such as the Linear Coherent
Light Source at Stanford, scheduled to open at the end of the decade, promise to
eventually deliver intense coherent X-ray pulses with a duration of a few femto-
seconds. All of these sources will require that the numerical methods that are so
well adapted for IR lasers be greatly extended and improved.

2 Single Active Electron Approximation

We begin with the TDSE for a one-electron atom in strong laser field. We use
atomic units, e ¼ �h ¼ me ¼ 1. For wavelengths much larger than the atomic
length scale and non-perturbative intensities we can use the classical electron–
field interaction in the dipole approximation. In the length gauge this is

i
@

@t
 ðr; tÞ ¼ � 1

2
r2 þ VðrÞ þ ðm̂ � rÞEðtÞ

� �
 ðr; tÞ; (1)

where VðrÞ is the binding potential, E(t) is the time-dependent laser field, and m̂
is the polarization which is constant for linear polarization and varies with time
for elliptic or circular polarization. Eq. (1) is essentially exact for one-electron
atoms. Its solution for that case is an important benchmark for both the per-
formance of numerical algorithms and comparisons among different strong
field methods. Experiments on hydrogenic atoms are very difficult to carry out,
however, and so there have been few comparisons of such exact calculations to
experimental data [12,13].

Equation (1) can be used to treat a wide variety of multielectron systems with
a suitable choice of the one-electron potential VðrÞ. This model, known as the
single active electron approximation or SAE [14], assumes that only one elec-
tron at a time interacts strongly with the laser field. For systems such as the
alkali metal atoms or a negative ion, this approximation makes intuitive sense
since the valence electron sits outside a closed shell. The SAE is more widely
applicable than this, however, because it can be applied whenever the prob-
ability of simultaneous, multiple excitations of the system is small. For the rare
gases, where the valence electrons are part of a filled shell, extensive calculations
have found it to be a good approximation when the photon energy is much
smaller than the energy necessary to remove one electron from the system
[1,15,16]. In this case the ionization is dominated by sequential processes in
which one electron is completely removed before another is excited. The con-
tribution of different electrons to observables such as the time-dependent dipole
moment or the photoelectron spectrum can therefore be calculated separately
and added together (either coherently or incoherently as is appropriate). It is
also often the case that the electron orbitals that are aligned along the field (such
as the m ¼ 0 orbitals for a laser linearly polarized along the z direction)
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experience a much higher ionization rate than the other electrons, and sufficient
accuracy can be obtained by considering only these orbitals.

The most obvious shortcoming of the SAE is that it ignores the simultaneous
interaction of more than one electron with the laser field. For the laser wave-
lengths most often employed in experiments (� 800 nm) this turns out to be an
excellent approximation except in situations where a doubly excited state is
resonantly coupled by the laser to the ground state. The largest practical short-
coming of the SAE in strong field physics is that it ignores the possibility that
the active electron may interact with other electrons in the system, a non-
resonant process that can lead to non-sequential multiple ionization, a topic
which we will discuss in the section on multiple electron effects.

The great virtue of the SAE is not only the reduction in complexity that it
provides as a one-electron approximation but also the fact that it is a linear
equation which automatically allows for the kind of superposition (bound +
continuum) solutions which are the hallmark of strong field processes. SAE
calculations can also be done exactly to within numerical error. This means that
they can be used as a benchmark in determining the extent of one-electron
versus multielectron effects in an experiment. Since it is often not possible
to calculate non-sequential processes with high accuracy, proof that a non-
sequential process has in fact been observed may come from the departure of
the experimental results from the calculated sequential results [17]. Conversely,
in reference [18] a highly accurate match between SAE theory and experimental
data was used to rule out what were initially assumed to be multiple electron
effects in high-energy photoelectron spectra [19].

2.1 SAE Potentials

The potentials used to model intra-atomic forces in SAE calculations may be
divided into two classes, model potentials and pseudopotentials. Model poten-
tials are used for their simplicity, which allows for fast computation in one
dimension or for a tractable treatment of electron–electron interactions in
multiple dimensions. They can also be used to examine the effect of certain
features of the atomic system, for example, by eliminating excited states from
the calculation. Pseudopotentials are constructed to facilitate detailed compar-
ison to experiment and so strive for as accurate as possible a representation of
the active electron wave function.

2.1.1 Model Potentials

By far the most commonly used model potential in strong field physics is the
one-dimensional ‘‘soft Coulomb’’ potential

VðxÞ ¼ �qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ a2
p : (2)
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It contains no singularity, which would be difficult to treat numerically in one

dimension, and supports a Rydberg series of states close to threshold [2]. The

form of the potential can be motivated by considering the hydrogenic potential

in cylindrical coordinates Vð�; zÞ ¼ �q=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ z2

p
and replacing �2 with a

constant, a2. By choosing q and a2 appropriately the ionization potential of

different systems can be reproduced, which allows for a qualitative match to

three-dimensional ionization rates when the ionization is non-resonant. As an

example, if we use q¼1 and take a2 equal to h�2i in the hydrogen ground state

(a2 ¼ 2) we obtain the hydrogen ionization potential of EI ¼ 1=2 au. For this

value of the softening parameter there is also an analytic wave function available

[20] which can be used as an additional check on the accuracy of the one-

dimensional discretization. Of course, matching the ground state energy does

not guarantee that the excited states energies will be correct, and indeed they are

overbound. The first excited state is typically bound by approximately EI=2.

2.1.2 Pseudopotentials

For three-dimensional SAE calculations we use a one-electron pseudopotential

that has as its ground state the valence state that we are interested in. The

potentials take the form

Vðr Þ ¼
X
‘

V‘ðrÞj‘ih‘j � 1=r; (3)

where the short-range potentials V‘ can depend on the angular momentum of

the electron. This form of the potential, which is non-local in space, allows for

great flexibility in treating different atomic systems when spherical coordinates

are used.
We have done extensive SAE calculations on both the rare gases and the

alkali metals. For the rare gases the potentials are constructed from the valence

orbitals of the atoms obtained from aHartree–Slater calculation for the ground

and singly excited states of the atom. The exchange correlation parameter is

adjusted so that the orbital energy agrees with the experimentally determined

value. We also modify the Hartree–Slater equations to incorporate the correct,

long-range Coulomb attraction. The valence orbital, of angular momentum ‘, is
then used to construct the ‘-dependent potential for that value of the angular
momentum [14]. For example, for the xenon 5p orbitals we obtain the ‘ = 1

potential from a ground state calculation and the ‘= 0 and ‘ = 2 potentials

from 5p56s and 5p55d calculations, respectively. For ‘4 2 we use the ‘ = 2

potential. The effective potential used in the TDSE calculations is constructed

by removing the nodes from the valence orbital of interest and then inverting

the single-particle Schrödinger equation for this pseudo-orbital to obtain V‘(r).

Further fine adjustments of the individual potential in each ‘ channel allows us
to achieve excellent agreement with experimental excitation energies.
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For alkali metal atoms, use semi-empirical pseudopotentials given by Stevens
in [21] to describe the valence electron–ion core interaction. The short-range
potentials include a core potential term which accounts for the shielding
of the nuclear charge by the core electrons, as well as the orthogonality con-
straints imposed by the exclusion principle, and a polarization term which
accounts for the polarization of the ion charge cloud through dipole and
quadrupole potentials proportional to r�4 and r�6, respectively. To obtain the
correct energies and transition matrix elements, the short-range terms Vc and
Vpol are in general dependent on the angular momentum channel. Since the
pseudopotential is ‘-dependent it is non-local; however, the range over which it
is non-local is restricted to distances close to the ion core. The potential is
effectively local for distances greater than about 5–10 au. As an example, Fig. 1
shows the pseudopotential for potassium in the lowest three angular momen-
tum channels. We plot the sum of the pseudopotential and the centrifugal term
‘ð‘þ1Þ=2r2. The corresponding hydrogen potentials are shown for each chan-
nel. For distances greater than about 5 au the two potentials agree, whichmeans
that the short-range potentials have become negligible.

2.1.3 Modifying the Pseudopotentials

The pseudopotentials and model potentials discussed above can often be mod-
ified to either illuminate the physics of some strong field process or reproduce a
known spectroscopic feature which is not already well described by the poten-
tial. The latter example is the well-known Cooper minimum which occurs in all
the alkali metal atoms at an energy below 1 eV. If one calculates the one-photon
matrix element using the Stevens potentials as published, they all exhibit a
Cooper minimum in the s!p channel as they should. The energy of the mini-
mum in the cross-section, however, ranges between 1 and 10 eV for the various
atoms. The precise position of the minimum depends sensitively on the details of
the short-range part of the potential. By making small changes to the polariza-
tion term in the Stevens potential, the Copper minima can be well reproduced
without changing the excitation energies by more than a fraction of a percent.
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Fig. 1 Solid line: potassium SAE potential for ‘ ¼ 0� 2 after reference [21]. We plot the sum
of the pseudopotential and the centrifugal term. The corresponding potential for hydrogen is
shown as a dashed line
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2.2 Choice of Gauge

The choice of electromagnetic gauge has a large influence on the numerical
effort involved in strong field calculations, through both the number of sphe-

rical harmonics ‘max and the time step dt required for convergence [22]. In the
length gauge the TDSE in the dipole approximation for an electron in a time-
varying field polarized along the z axis is

i
@ l

@t
¼ H0 þ EðtÞzð Þ l; (4)

whereH0 is the field–free ion–valence electron Hamiltonian and EðtÞ is the laser
electric field.

This gauge is preferred near the ion core where the interaction is reasonably
small, even for intense fields. When the electron is ionized, however, it travels
far from the ion core where the interaction grows rapidly. This has two undesir-
able consequences. First, the large interaction requires that a small time step be
used in the time integration. Second, the oscillations in the electron’s motion

induced by the field, which are on the order of the free-electron oscillation
amplitude� E=!2, require the use of a very large number of angularmomentum
functions.

If we define the vector potential AðtÞ and an auxiliary function FðtÞ by the
relations

� @AðtÞ
@t
¼ EðtÞ; @F

@t
¼ 1

2
A2ðtÞ; (5)

then for local potentials we can use the gauge transformation

 lðr; tÞ ¼ e�iðAðtÞzþFðtÞÞ vðr; tÞ (6)

to write the TDSE in the velocity gauge as

i
@ v

@t
¼ H0 � iAðtÞ @

@z

� �
 v: (7)

In this gauge the phase factor that describes the free-electron-like oscillations
in the ionized electron’s wave function is mostly removed, which results in a
large reduction in the number of angular momentum channels needed for
convergence. The interaction is also bounded when the electron travels far
from the ion core. This has the practical effect that the size of the angular

momentum basis no longer scales with the box size. Close to the ion core,
however, the interaction AðtÞpz can be very large which again makes the
equation hard to integrate. The two interactions are comparable in strength
at a distance from the ion core on the order of the free-electron oscillation
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amplitude. Calculations that employ a small computational box, such as those
used to describe ionization rates or high harmonic generation, can generally be
done in the length gauge. Calculations of photoelectron spectra, which require
large box sizes so that the ionizing wave function can be analyzed at the end of
the laser pulse, may be more efficient in the velocity gauge.

2.3 SAE Calculations

Once we have an SAE potential and have chosen an electromagnetic gauge for
the interaction term, we solve the one-electron TDSE by integrating Eq. (1) for
a particular laser wavelength, peak intensity, and pulse duration [1]. The laser
pulse usually takes the form

EðtÞ ¼ FðtÞE0 sin !tþ ’ðtÞð Þ; (8)

where E0 is the peak amplitude of the electric field, ! is the central frequency of
the laser, and FðtÞ is an envelope function. The phase ’ðtÞ is a constant for
transform-limited pulses and varies in time for chirped pulses. For few cycle
pulses, even a constant value of ’, known as the carrier envelope offset (CEO)
phase, has important consequences for the ionization dynamics [23]. When
carrying out calculations in the velocity gauge we begin by specifying EðtÞ,
which can be directly measured in an experiment [24], and calculating AðtÞ
from it. The important requirement is that both E andAmust be zero at the end
of the calculation. Furthermore, care should be taken in specifying the envelope
function FðtÞ so that AðtÞ oscillates around an average value of zero during the
pulse. Though this requirement is not strictly speaking necessary, it is very
difficult to integrate the TDSE accurately otherwise.

We start from a well-defined initial state which may be a combination of
eigenstates. It is important that the initial state consist of a superposition of
eigenstates of the discrete field-free Hamiltonian. Use of analytic approxima-
tions introduces spurious couplings between the grid eigenstates. For the time
integration we use a short time approximation to the full (time-ordered) evolu-
tion operator to propagate the wave function from time tn to time tnþ1 ¼ tn þ dt:

j  ðtnþ1Þi ¼ e�iĤ�ndt j  ðtnÞi: (9)

For a time-dependent Hamiltonian such as we typically encounter in laser–
matter interactions Ĥ�n is the Hamiltonian at the intermediate time tn þ dt=2.
Since we have ignored the time-ordering operator that appears in the full
propagator, the short time propagator is itself second-order accurate in time.
This means that there is little advantage in evaluating the short time propagator
to higher order than this, unless it is required for some other reason, such as
maintaining unitarity.
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Knowing the time-dependent wave function we can calculate time-dependent

observables such as the dipole moment h�̂ � ri responsible for photoemission

[25,26,27,28,29] and asymptotic quantities such as the probability to find the

electron in an excited state or with a particular outgoing energy (photoelectron

spectrum) [30,31,32,33,28,34], the angular distribution of the emitted electrons

[35], etc. We can also calculate time-dependent quantities which, while not

directly observable, can give us insight into the dynamics. An example is

projecting onto a particular dressed state while the laser is on as a means of

identifying resonant pathways into the continuum [36].

2.4 Discrete Form of the TDSE

In this section we discuss the discrete form of the TDSE in both the length and

velocity gauges. In one dimension computational efficiency is rarely a crucial

issue, and a variety of methods can be employed to obtain numerical wave

functions. As a concrete example, we consider a finite difference representation

of the wave function on a uniform grid xj ¼ ðj�N=2Þdx fj ¼ 1 . . .Ng. The
time-dependent coefficients  jðtÞ describe the amplitude of the wave function

 ðx; tÞ at the grid points xj. A three-point finite difference treatment of the

TDSE results in an equation of motion for these coefficients:

i
@ j

@t
¼ Ĥ0  
� �jþ ĤI  

� �j
; (10)

where the field-free (electron–ion) term is

Ĥ0  
� �j¼ � 1

2ð�xÞ2
 jþ1 � 2 j þ  j�1
� �

þ Vj j (11)

with Vj � VðxjÞ and the electron–laser interaction term in either the length (L)

or velocity (v) gauge is

ĤL
I  

� �j¼ EðtÞxj j or Ĥv
I  

� �j¼ �iAðtÞ
2�x

 jþ1 �  j�1
� �

: (12)

The boundary conditions for the solution are that  j ¼ 0 at the left and right

boundaries of the grid. Higher accuracy at a given grid spacing may be obtained

by using either a higher-order finite difference discretization or a spectral

method for evaluating the derivative terms [37].
In three dimensions the interaction in the length gauge for a laser linearly

polarized along the z direction is proportional to r cosð�Þ / rY0
1 which strongly

suggests that we begin by expanding the time-dependent state vector in a mixed

basis of discrete radial functions times spherical harmonics,
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j ðr; tÞi !
X‘max

‘¼jmj
 ‘ðrj; tÞj‘;mi; (13)

where h�; �j‘;mi ¼ Ym
‘ ð�; �Þ. For now we restrict ourselves to linear polariza-

tion which means that the m‘ quantum number is conserved. For this reason,

the m‘ label is suppressed in the following equations. We discuss elliptically

polarized driving fields, for which m‘ is not conserved, below. It is usually

convenient to make a transformation to the scaled coefficients �j‘ ¼ rj 
j
‘

which satisfy the normalization condition

�r
X‘max

‘¼jmj

XNr

j¼1
j� j
‘j
2 ¼ 1: (14)

We could substitute this form of the wave function into the TDSE directly and

use a point finite difference representations of the operators on a uniform radial

grid rj¼ j�r f j ¼ 1 . . .Nrg to obtain equations ofmotion for the coefficients �‘
j.

A characteristic feature of spherical and other non-cartesian coordinate systems

is that the initial state in the calculation has significant amplitude near one of the

boundaries (r ¼ 0 in this case). Finite differencing schemes can incur large errors

near the r ¼ 0 boundary (where the order of the method may not be preserved

due to an inconsistency in the application of the boundary conditions), and this

requires a small grid spacing to counteract. The errors associated with using low-

order finite difference operators in spherical coordinates can be greatly reduced

by avoiding discretizing the TDSE directly. Instead we begin by inserting the

discrete wave function (13) into the Lagrange-type functional [3,38,39]:

L ¼  ji @
@t
� T� V�HIj 

	 

; (15)

whereHI is the electron–laser interaction in either gauge, and requiring that  �

obey the Euler–Lagrange condition

d

dt

@L
@ _ �

� �
� @L
@ �
¼ 0: (16)

This is equivalent to requiring that the action associated with this functional be

stationary with respect to small variations of the time-dependent coefficients. In

the limit �r! 0 this procedure leads directly to the usual TDSE for ðr; tÞ. For
a discrete wave function, the procedure leads to a discrete version of the TDSE

that consistently accounts for the boundary conditions imposed on  at small r

because the functional includes the r ¼ 0 boundary condition explicitly.
We use a uniform radial grid that is offset by �r=2 from the standard grid:

rj ¼ ð j� 1=2Þ�r f j ¼ 1 . . .Nrg. We note that the variational procedure can
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also be used to derive discrete versions of the TDSE on a non-uniform grid [40].
Carrying out the angular integrals in Eq. (15), discretizing the kinetic energy
with a three-term finite difference formula, and making the transformation
�j‘ ¼ rj 

j
‘, we derive equations for the time evolution of the coefficients. We

omit the details of the derivation, which are fairly involved and are given in full
in reference [3], and quote the result first in the length (L) gauge:

i
@�j‘
@t
¼ Ĥ0 �
� �j

‘
þ ĤI �
� �j

‘
; (17)

where the atomic term is

Ĥ0 �
� �j

‘
¼ � 1

2ð�rÞ2
�j�

jþ1
‘ � 2�j�

j
‘ þ �j�1�

j�1
‘

h i
þ Vj

‘�
j
‘ (18)

and the interaction term is

ĤL
I �

� �j
‘
¼ EðtÞ rj c‘�‘þ1 j þ c‘�1�‘�1

j
�

�: (19)

The dimensionless radial coefficients �j and �j are

�j ¼
r 2jþ1=2
rjrjþ1

¼ j 2

j 2 � 1=4
; �j ¼

r 2jþ1=2 þ r 2j�1=2

2r 2j
¼ j 2 � jþ 1=2

j 2 � jþ 1=4
: (20)

The angular coefficients c‘ are just the usual 3j coefficients

c‘ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð‘þmþ 1Þð‘�mþ 1Þ
ð2‘þ 1Þð2‘þ 3Þ

s
: (21)

The field-free Hamiltonian matrix, Ĥ0, is diagonal in the ‘ quantum number
and tridiagonal in the radial index j. Likewise, ĤL

I is diagonal in j and tridiago-
nal in ‘. Far from the r ¼ 0 boundary both �j and �j approach 1, and we recover
the standard second-order finite difference equations. Setting all the �s and
�s =1 and using a grid that is not offset we recover the ‘‘naive’’ second-order
accurate discretization of the TDSE alluded to above. The variational formula-
tion reduces the error in the ground state energy by about a factor of 5 over the
naive discretization for the same grid spacing (typically, we use �r ¼ 0:25 au
with a variety of pseudopotentials). An exception to this rule is the ‘ ¼ 0
Coulomb problem. In this anomalous case, the naive discretization gives a
better energy than the variational derivative. The problem comes at the r ¼ 0
boundary and can be fixed by the replacement �1 ! �1 þ d�1 where

d�1 ¼
Z�r

8
ð1þ Z�rÞ: (22)
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This simple re-scaling of the first diagonal coefficient in the kinetic energy
matrix yields an excellent quality wave function with an error of about 10�5

in the total energy.
In the velocity gauge the interaction is proportional to

@

@z
¼ cosð�Þ @

@r
� sinð�Þ

r

@

@�
: (23)

This more involved form might suggest using cylindrical coordinates, but the
resulting simplicity will be overwhelmed by the need for a much greater number
of grid points. Continuingwith the spherical basis, the variational procedure yields,
after some additional effort, the interaction Hamiltonian as the sum of two terms

Ĥv
I�

� �j
‘
¼ Ĥv

1�
� �j

‘
þ Ĥv

2�
� �j

‘
;

Ĥv
1�

� �j
‘
¼ iAðtÞ

rj
ð‘þ1Þc‘� j

‘þ1 � ‘c‘�1�
j
‘�1

� �
;

Ĥv
2�

� �j
‘
¼ iAðtÞ

2�r
c‘ �j�

jþ1
‘þ1 � �j�1�

j�1
‘þ1

� �
þ c‘�1 �j�

jþ1
‘�1 � �j�1�

j�1
‘�1

� �h i
:

(24)

The first term, weighted by 1=rj, is tridiagonal in the ‘ coordinate. The second
term couples the radial and angular coordinates and is tridiagonal in both. This
increased complexity makes time propagation in the velocity gauge more diffi-
cult than in the length gauge. As discussed above, however, for large box
calculations the gain in efficiency from using fewer angular functions and larger
time steps more than compensates the additional complication.

2.5 Time Propagation

The Hamiltonian in both the length and velocity gauges consists of two pieces:
Ĥ0, the atomic Hamiltonian which is diagonal in the ‘ quantum number, and
the interaction piece ĤI. In both gauges we use a split-operator expansion of the
full short time propagator which is unitary and correct to OðdtÞ3:

 ðtþ dtÞ ¼ e�iðĤ0þĤIÞdt  ðtÞ � e�iĤIdt=2 e�iĤ0dt e�iĤIdt=2 ðtÞ: (25)

The interaction term is evaluated at the midpoint of the time step. The
action of the exponentials on the time-dependent wave function cannot be
calculated directly due to the non-diagonal nature of the matrices represent-
ing Ĥ0 and ĤI. We therefore resort to approximations to the full exponen-
tials which are themselves unitary and correct to the same order in dt as the
split-operator method. The propagator for Ĥ0 is approximated by the
Crank–Nicolson form [40]
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e�iĤ0dt � 1þiĤ0dt=2
� ��1

1�iĤ0dt=2
� �

þOðdtÞ3: (26)

The application of this operator requires the solution of a sparse set of linear
equations at every time step:

z n � 1� iĤ0dt=2
� �

�n; (27)

1þ iĤ0dt=2
� �

�nþ1 ¼ z n: (28)

Gaussian elimination and back substitution work well due to the diagonal
dominance of the matrices. Each value of the ‘ index can be handled separately
and the solution of the linear equations can be greatly speeded up by making
this the inner loop in the computation.

The interaction propagator could also be handled via the Crank–Nicolson
method as was done in references [1,4], but the purely off-diagonal nature of the
angular coupling also makes it possible to use an explicit method, a 2	 2
splitting technique previously used by Richardson and others [41,42] for carte-
sian grids. We demonstrate this method in the length gauge and leave the
slightly more involved treatment necessary for the velocity gauge for an appen-
dix. In the length gauge, ĤL

I is diagonal in j and so we may solve

e�iĤIdt=2� j ¼ e�iL̂
j

� j (29)

at each radial point separately. We use � j as a shorthand for the column vector
composed of the coefficients � j

‘ f‘ ¼ 0 . . . ‘maxg. The matrix that must be expo-
nentiated, L̂j, is tridiagonal in the ‘ index. It can be split into even and odd pieces
L̂j ¼ L̂e þ L̂o as shown below:

0 a0

a0 0 a1

a1 0 a2

a2 0 a3

a3 0

. .
.

2
66666666664

3
77777777775
¼

0 a0

a0 0

0 a2

a2 0

. .
.

. .
.

2
666666666664

3
777777777775

þ

0

0 a1

a1 0

0 a3

a3 0

. .
.

2
66666666664

3
77777777775
;

(30)
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where the matrix elements are a‘ ¼ EðtÞc‘rjdt=2. The even and odd matrices
consist of 2	 2 block-diagonal pieces which can be exactly exponentiated using

exp �i
0 a

a 0

� � �
¼

cos a �i sin a
�i sin a cos a

� �

A single propagation step in the length gauge is accomplished via

e�iĤ
ldt ¼ e�iL̂

edt=2e�iL̂
odt=2 1�iĤ0dt=2

� �
1þiĤ0dt=2
� � e�iL̂odt=2e�iL̂

edt=2: (32)

Although the matrices L̂e and L̂o do not commute, the symmetric placement of
the operators makes this approximate propagator unitary and correct to
OðdtÞ3. The computation scales linearly with the total number of grid points.

2.6 Advanced Topics

2.6.1 Elliptic Polarization

The algorithms we have been considering are specifically adapted to doing
calculations on linearly polarized light. This means the wave function has two
non-trivial dimensions. Three-dimensional calculations are needed to treat
elliptical or circular polarized light. For these cases, the m dimension becomes
a non-trivial index to our wave function since the laser field couples the various
m states. In principle we need up to 2‘max m states, but if the polarization vector
rotates in a plane, then only half of the values need to be explicitly calculated.
Muller [4] has proposed an efficient scheme for treating elliptic polarizations
with the same two-dimensional code used for linear polarization calculations.
At each time step the coordinate system is counter-rotated to the laser field,
meaning that the laser polarization is always parallel to the z axis at every
propagation step. The rotation operation can be carried out more efficiently
than the laser coupling can be calculated, which makes this method attractive.
As an alternative, Madsen and co-workers [43] use a weighted representation of
the spherical harmonics to cover the whole range of the angular coordinates
with an optimal (for a given value of ‘) number of points.

2.6.2 Mixed Gauge Propagation

To take maximum advantage of both the length and velocity gauges, we have
developed a mixed gauge time propagation technique for solving the TDSE
which uses the length gauge near the ion core and the velocity gauge at large
distances. We switch gauges in a transition zone that is located away from the
ion core. This insures that the potential is strictly local in the transition zone (the
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short-range ‘-dependent terms having decayed) and the local gauge transfor-
mation Eq. (6) can be used. The mixed gauge approach allows us to use non-
local pseudopotentials near the ion core, which give a superior description of
the atomic potentials as compared to local pseudopotentials, while minimizing
the numerical effort.

To implement the mixed gauge time propagation we use two partially over-
lapping radial grids. The length gauge grid extends from r ¼ 0 to rL and the
velocity gauge grid extends from rv toR, which is the maximum grid radius. The
grids overlap, rv5rL, and the midpoint of the transition zone is r0. At each
time step tn we propagate both wave functions forward in time to tnþ1 ¼ tn þ dt
on their separate grids. Due to the presence of the artificial boundaries, some
error accumulates in  L near rL and in  v near rv. Before taking the next
propagation step we replace the ‘‘bad’’ part of the wave function on each grid
with ‘‘good’’ wave function that we obtain by using the gauge transformation on
the wave function from the other grid. For instance, after every time step, the
portion of  L between r0 and rL is replaced by the gauge-transformed  v at
the same radial grid points. Typically, rL = 30 au and rv = 20 au. The key to
this method is that the errors at each propagation step are localized near the
artificial boundaries. This is due to the fact that we use a finite difference
discretization of the TDSE.

2.7 Computational Scaling

For grid-based finite difference calculations the total computational effort scales as
C ¼ NrN‘Nt whereNr ¼ R=�r is the number of radial grid points,N‘ ¼ ‘max þ 1
is thenumberof angularmomentum functions, andNt ¼ Tpulse=dt is the numberof
time steps. This linearity in the computational parameters, even when using non-
local SAE potentials, is an essential element of grid-based SAE calculations. It is
not the whole story, however, since the computational effort is non-linear in
several of the laser parameters. For example, raising the intensity leads to faster
outgoing electrons which requires both a bigger computational box and a
smaller time step to treat with the same accuracy. Similarly, using a longer
pulse requires more time steps and a bigger box. The choice of gauge is crucial
to these considerations, since in general it takes fewer spherical harmonics to
represent themotion far from the ion core in the velocity gauge, and the time step
may also be somewhat larger than for the length gauge.

2.8 Photoelectron Spectra

The most direct way to connect the numerical solution of the TDSE to experi-
mental results is to calculate energy-resolved quantities using the wave function
at the end of the integration when the interaction Hamiltonian has been
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switched off. Measurements of photoelectron spectra, and especially energy-

resolved angular distributions, are sensitive probes of ionization dynamics and

are ‘‘single-atom’’ quantities in the sense that macroscopic effects are usually

avoided in experiments by keeping the gas pressure low (there are, however, still

intensity-averaging effects from the distribution of intensities experienced by

atoms at different positions within the focal volume of the laser). The efficient

extraction of energy-resolved information is not, however, straightforward

given a numerical wave function spread over a large grid. Though it can in

principle be accomplished by projecting j ðr; tfÞi onto states of definite energy,

this requires either the calculation of these states (as eigenstates of the asymp-

totic Hamiltonian) or their approximation by an analytic form. In the general

case neither of these alternatives is attractive since the computation and storage

of eigenstates is prohibitive inmultiple dimensions and analytic approximations

fail if the energy region of interest is close to a threshold or if the wave function

has not yet reached a region where asymptotic states can be used.
As an alternative, we have developed and extensively used a window function

technique that allows for the efficient calculation of energy-resolved quantities

[30,44]. We define the window function of order n with a resolution of 2�
around an energy E as

WðE; �; nÞ ¼ �2
n

H0�Ekð Þ2nþ�2n
; (33)

where H0 is the field-free Hamiltonian. The window around each energy is
almost rectangular (the more so the higher n is) and has a half-width of 2�
independent of n. We apply W to the wave function and obtain the energy-

resolved ket j�ðr;EÞi (we suppress the n and � labels on the kets):

j�ðr;EÞi ¼WðE; n; �Þj ðr; tfÞi ¼
X
‘

O‘ðE; rÞj‘;mi: (34)

Since the field-free Hamiltonian is diagonal in ‘ we can find the coefficients �‘

by solving an implicit equation for the factorized form of the windowoperator.

For instance for n ¼ 1 (which we have found to be adequate) we solve

H ‘
0 � Eþ i�

� �
H ‘

0 � E� i�
� �

O‘ ¼ �2�‘: (35)

This equation has the same form as the Crank–Nicolson propagator we dis-
cussed earlier and can be solved quickly using sparse matrix techniques.

Using the energy windowmethod, the probability to find an electron with an

energy in the range E
 � is given by hOðr;EÞjOðr;EÞi. As an example, energy-

resolved angular distributions are found by integrating over the radial and

azimuthal coordinates:
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FðE; �Þ ¼ �r
X
j

Z
d� hOðE; rj; �; �Þj�ðE; rj; �; �Þi

¼
X2‘max

‘¼0
�‘ðEÞP‘ð�Þ;

(36)

where we have used standard angular momentum algebra to re-express the
result as a sum over 2‘max Legendre polynomials. The angle-integrated photo-
electron probability P(E) is 2�0ðEÞ, but if this is all that is desired it is simpler to
calculate P(E) directly from

PðEÞ ¼ �r
XNr

j¼1

X‘max

‘¼jmj
j�‘ðE; rjÞj2: (37)

Although we most often calculate energy spectra using a uniform grid of
energies separated by 2�, it is also possible to calculate momentum distributions,
Hðp; �Þ, for comparison to momentum-resolved imaging experiments [45]. This
can be done bymaking a transformation from energy tomomentum viaE ¼ p2=2
and accounting for the difference in phase space between the two distributions
using the norm-conserving transformation Hðp; �Þ ¼ Fðp2=2; �Þ=p. Calculating
Hðp; �Þ using values from a uniform energy grid, however, results in a sparsity of
points at low momentum. To obtain a uniform spacing in momentum we use a
non-uniform spacing in energy and take account of the integration weight 2�k
associated with the energy Ek. An example of a theoretically calculated ‘‘velocity
image map’’ using this method is shown in Fig. 6.

2.8.1 Sample Results

In Fig. 2a we show total (angle-integrated) ATI spectra for potassium and
sodium, at a wavelength of 3.2 mm, corresponding to a photon energy of
0.39 eV. Ionization of K requires a minimum of 11 photons at this wavelength.
The laser pulse has a trapezoidal shape, consisting of one cycle ramp and five
cycles of constant intensity. The peak intensity is 1012 W/cm2, which corre-
sponds to a ponderomotive energy of 1 eV. The difference in the ionization
yields is due to the higher ionization potential of sodium as compared with
potassium. These results are representative of calculations over a range of laser
intensities, and they were performed with the mixed gauge propagation code
with ‘max ¼ 16 and dt ¼ 0:1 au. Calculations using the length gauge for the
entire radial grid required ‘max ¼ 200 and dt ¼ 0:02 au for a similar level of
convergence. The difference in numerical effort is a factor of � 100.

Figure 2a illustrates a striking phenomena in the alkali metals. The pro-
duction of high-order photoelectrons is very sensitive to the atomic species.
K exhibits a plateau extending up to about 10Up, whereas the Na distribution
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shows essentially no change of slope beyond 3Up. One way to gain insight into
the physics behind this strong field effect is to investigate its dependence on
specific features of the atomic potential. To investigate the role of the d poten-
tial in producing high-energy electrons, we exchange the K d potential by the H
d potential, leaving the s and p potentials unchanged. This modified pseudopo-
tential reproduces the total ionization rate and the low-energy portion of the
ATI spectrum of the full K atom. In Fig. 2b we show partial ATI rates for K,
Na, and the modified K. The Na spectrum has been scaled so that the total yield
agrees with the modified K yield. The effect of manipulating the K d potential is
remarkable. The high-energy part of the spectrum is reduced by almost two
orders of magnitude when using the H d potential and is now similar to the Na
spectrum. By manipulating one specific feature of the electron–ion potential we
can significantly alter the rescattering process. We note that this change in the d
potential results in only small changes of the d state energies. We have also
tested several pseudopotentials which give correct d state energies and find that
the high-energy part of the photoelectron spectrum is unchanged.

2.9 Photoemission Spectra

The photoemission from an isolated atom in a strong field can be calculated
from a knowledge of its time-dependent dipole moment

dðtÞ ¼ h ðtÞjzj ðtÞi: (38)

We assume in what follows that the laser is polarized along the z direction. In a
gas of atoms the polarization is proportional to the density times the single-
atom dipole moment. The non-linear component of the polarization is the input
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Fig. 2 (a) ATI spectra for potassium (upper curve) and sodium (lower curve) at 1012 W/cm2

and 3.2 mm. The ponderomotive energy is 1 eV and the rescattering cutoff at 10Up is clearly
visible for K. (b) Partial rates for K (black circles), Na (squares), and a ‘‘modified’’ K atom
(white circles), where the d potential has been substituted with theH d potential. In the insetwe
show the d potential for K (short-dashed line), Na (solid line), and H (long-dashed line)
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to the time-dependent Maxwell equation that describes the propagation of the

emitted radiation through the gas. The single-atom spectrum is proportional to

the square of the Fourier transform of the dipole expectation value over the
laser pulse:

jDð!Þj2 ¼ 1

T

Z T

0

dte�i!tdðtÞ
����

����
2

: (39)

Due to the inversion symmetry of the isolated atom, this spectrum is dominated

by odd harmonics of the driving field when no other symmetry-breaking
mechanism is present. These strong field high harmonics, as is well known,

form a broad plateau that can reach into the soft X-ray regime. They also form

the basis for attosecond pulse generation.
In an experiment, a gas of atoms is driven to emit harmonic radiation which

is strongly modified as it propagates through the non-linear medium. A full

description of harmonic generation must also account for these macroscopic

phase-matching effects, which are beyond the scope of this article. We will
concern ourselves with the details of the single-atom calculations and techni-

ques that can be used to extract information from them about the dynamics of
an atom in a strong field.

In practice, it is very hard to calculate the dipole moment directly from the

time-dependent wave function because of the form of the matrix element, which

heavily weights the behavior of the electron far from the ion core. This means
that small errors in the wave function propagation show up as large errors in the

time-dependent dipole. It is better to start by calculating the acceleration of the

electron which is

aðtÞ ¼ d2

dt2
hzi ¼ �h½H; ½H; z��i; (40)

where H is the full Hamiltonian including the laser interaction. The dipole
strength is related to the Fourier transform of the acceleration, Að!Þ, by

Dð!Þ ¼ Að!Þ=!2: (41)

Intuitively we expect the acceleration to be dominated by contributions from

regions near the ion core where the electron experiences a large force. Indeed,
for a spherically symmetric potential the acceleration is proportional to the

expectation value h@VðrÞ=@zi which is z=r3 for hydrogen. This weighting of the
region close to the ion core helps make the calculation more tractable. That
said, individual calculations of the high harmonic spectrum for a specific set of

laser parameters are almost impossible to converge. There are two reasons for
this. The first one is physical and stems from the fact that the individual

harmonics in the spectrum are calculated as a coherent sum over several
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quantum pathways that lead to the same final emission energy. These individual
contributions are rapidly varying with laser intensity and wavelength, which
means that very small changes in the laser parameters or the details of the
calculation can lead to large changes in individual harmonics. Fortunately, such
convergence is hardly warranted. What is of physical relevance is the highly
non-linear intensity scaling of the harmonic’s amplitude and phase, and these
trends can be converged withmoderate effort. Realistically, two different single-
atom calculations that showed the same dependence on laser intensity but
differed in fine details and overall magnitude by a factor of two would not be
cause for great concern.

The second reason high harmonic calculations are difficult to converge is
numerical and stems from reflections of the ionized wave packets from the grid
boundary. The proper damping of these reflections is crucial for calculating, for
example, the characteristic high-energy cutoff of the spectrum. Wave packets
that reflect from the grid boundary gain a great deal of additional energy from
the laser field and completely mask the physical cutoff in the spectrum. Because
of the broad spectrum of energies that make up the wave packets it is not
possible to design ‘‘optimal’’ absorbing boundaries for the grid. Instead we
use a very soft (cos1=8) mask function spread over several hundred grid points
[46]. By using a large enough angular momentum basis we can avoid reflections
in the ‘‘‘ coordinate’’. It is a good idea to remove any flux that reaches the
maximum ‘ value and to keep track of the amount of flux lost via this route. It
should be kept at the level of a few percent of the flux absorbed by the radial
mask function.

When using ‘-dependent pseudopotentials wemust calculate the acceleration
by evaluating the double commutator in Eq. (40) numerically. This is expensive
and requires roughly the same effort as the time propagation. Fortunately,
there are high-quality approximations to the above-threshold portion of the
spectrum available, and we turn to a discussion of these next.

2.10 Approximate Dipole Calculation

A useful way to gain insight into the physics of harmonic generation is to
calculate approximations to the full time-dependent dipole that restrict the
number or character of the states that can participate in the process. For
instance, the role of the bound states can be systematically investigated by
defining a subspace projection operator P̂n:

P̂n ¼ j1ih1j þ j2ih2j þ � � � þ jnihnj: (42)

The projected wave function at a time t is jFnðtÞi ¼ P̂nj ðtÞi, where j ðtÞi is the
full time-dependent wave function. The approximate dipole moment is calculated
by requiring that the transition either begin or end in the projected subspace:
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hdiðtÞ ¼ h ðtÞjzj ðtÞi � h ðtÞjP̂nzþ zP̂nj ðtÞi � h ðtÞjP̂nzP̂nj ðtÞi: (43)

As n!1 and P̂n ! 1, the approximate dipole goes over to the full dipole. The

last term makes up for double-counting of transitions between states in the

projected subspace. An equivalent way to write the approximate dipole that

makes this clear is

hdiðtÞ � hdniðtÞ ¼ h jzjFni þ hFnjzj i � hFnjzjFni: (44)

This applies equally well when we calculate the acceleration form of the

dipole.
In the rare gas atoms it was found that using just P̂1, where the state j1i is the

field-free ground state, is an excellent approximation to the full high harmonic

spectrum, both amplitude and phase, for all harmonics above the ionization

threshold [46]. This provides a validation for the rare gases of the physical

model underlying the strong field approximation, which assumes that excited

bound states play no role in the HHG process [47]. It also provides a very fast

algorithm for calculating the HHG spectrum, because the projection operator

eliminates all of the angular momentum channels except those adjacent to the

channel containing the ground state.
In the alkali metal atoms, on the other hand, there exists a very strong

dipole coupling between the ns ground state and the first excited np state.

This strong coupling, which is absent in the rare gases, can be expected to

play a role in strong field processes at MIR wavelengths [48]. Figure 3 shows

a single-atom harmonic spectrum calculated for a potassium atom in a

3.2 mm, 80 cycle laser pulse with a peak intensity of 1 TW/cm2. The spectrum

exhibits many similarities with the better-known near-IR excitation of rare

gas atoms, especially the general form of the spectrum and the cutoff. As an

example of the role played by the strong ground–first excited state coupling,

we compare the full result to two approximate dipoles calculated using
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Fig. 3 Single-atom
harmonic spectrum for K.
The full calculation is
compared to approximate
dipoles calculated using the
continuum wave packet plus
the 4s and the 4sþ 4p states
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P̂1 ¼ j4sih4sj (45)

and

P̂2 ¼ j4sih4sj þ j4pih4pj: (46)

The black squares in Fig. 3 are the result of including the dipole interaction
between the time-dependent wave function and the ground (4 s) state. This
approximation, which as we said works very well in the rare gases, fails here,
showing differences in both the conversion efficiency and the harmonic cutoff
energy. However, when we include the first excited state in the projected sub-
space, as shown with black circles (inside the white squares), we get agreement
with the full result, demonstrating explicitly the role played by the excited state
in the harmonic generation process.

2.11 Relation to the Strong Field Approximation

As discussed in a separate chapter, the strong field approximation (SFA) is an
chapter of L’Huillier and Lewenstein alternate route to investigating strong
field processes [47]. The SFA is itself a single active electron approximation, but
one that ignores the role of excited states and the effect of the ion–electron
interaction on the continuum dynamics of the electron. Even with these approx-
imations, the full SFA is difficult to solve in the general case of a pulsed laser
interacting with an atom. Its real efficacy derives from its evaluation via a
saddle point method that emphasizes stationary contributions to the rapidly
oscillating integrals that occur in the theory. In this saddle point SFA picture,
the amplitude for any strong field process can be expressed as a coherent sum
over only a few quantum orbits. These space–time trajectories follow a sequence
of release into the continuum (ionization), acceleration in the IR field, and
return to the ion core, where the electron can either rescatter or recombine.
They provide a powerful framework for interpreting strong field processes [47].

The key features in an SFA explanation of any strong field process are the
precise quantum orbits involved, their weights, and the scaling of these with
increasing laser intensity. The quantum orbits and their intensity scalings are
simple to calculate since the continuum dynamics in the SFA are essentially that
of a classical electron in a strong laser field. This tends to be a good approxima-
tion, since the density of states in the continuum is high and the ionizing,
oscillating wave packet spends most of its time outside the steepest part of the
ionic potential. The calculation of the amplitude for a given process, however,
depends sensitively on the details of the electron dynamics, and given the drastic
assumptions in the SFA they can be suspect. TDSE calculations, which include
a much better description of the electron dynamics, lack the powerful inter-
pretive framework of quantum orbits for understanding their results. The two
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approaches can be made much more useful if the quantum orbits and their
weights can be extracted from the TDSE calculations. Sometimes, as in the case
of resonant ionization, this cannot be done since the SFA does not apply. But
often it can, and we briefly review two such cases, one pertaining to HHG and
the second to high-order ATI spectra.

The SFA description of HHG gives a picture of the photoemission on a sub
laser-cycle timescale in terms of the times at which the electrons that follow the
various quantum orbits return to the ion core. The electric field with component
ei!kt will peak at times corresponding to the return of electrons with an energy
Ek at the time of return which satisfies �h!k ¼ Ip þ Ek where Ip is the ionization
potential. It follows that by applying a window function to the full dipole
acceleration spectrum (amplitude and phase) calculated with the TDSE around
a frequency !k and Fourier transforming to the time domain, we can examine
the time dependence of the emission:

EkðtÞ ¼ e�i!kt

Z
d! e�ið!�!kÞt Að!ÞFð!� !kÞ½ �; (47)

where F is the window function. To examine sub-cycle time dependences, we use
a filter that is much wider than one harmonic interval. By sliding the window in
energy we can build up a picture of the time dependence. An example, calcu-
lated by Tate et al. for argon driven by a 2 mm laser, is shown in Fig. 4. The
return times and energies for the classical trajectories predicted by the SFA are
shown as dark lines. The strength of the windowed emission along a given
trajectory can be used to extract the weight of the process. At these wavelengths
the correspondence to the SFA trajectories is very good. In similar calculations
at 800 nm in the rare gases we have found that though the SFA quantum orbits
are themselves very well reproduced in the TDSE calculations, their weights are
often completely different, which can have large consequences for attosecond
pulse generation [49].

Similar to HHG, the semi-classical orbits that give rise to high-energy
electrons in above-threshold ionization spectra can be identified via the SFA.
Bauer [50] has shown that these orbits, and their weights, can be extracted from
a TDSE calculation using the window function technique discussed above.
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Fig. 4 Quantum orbits
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When the energy window used in the analysis is very narrow, as in Fig. 5 (left),

only interferences due to energy-resolved, spatially delocalized states can be

seen. But when the energy window is made much wider than the photon energy,

the classical orbits (again shown as heavy lines) clearly emerge.

2.12 Restricted Ionization Model

In this section we give an example of how a standard SAE calculation can be

modified to gain greater insight into a physical process. We treat the case of an

atom subject to a combined attosecond pulse train and infrared field:

EXðtÞ þ EIRðtÞ: (48)

The intensity of the XUV field is chosen such that the ionization is significantly

enhanced over that due to the IR field alone, which means that the XUV field

dominates the ionization step. We still expect that the continuum dynamics will

be dominated by the IR laser, however, since the ponderomotive energy scales

as l2. We can of course test these assumptions by comparison to exact

calculations.
Our goal is to directly calculate the excited portion of the time-dependent

wave function under the assumptions outlined in the previous paragraph. We

begin with the TDSE

Fig. 5 The emergence of quantum wave packets aligned along the quasi-classical orbits.
In this TDSE calculation the resolution of the energy analysis is either very narrow (left) or
very wide (right). The wide resolution plot is compared to the semi-classical prediction (heavy
lines). The coordinates transverse to the laser polarization have been integrated over
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i
@

@t
j i ¼ HA þH1 þHXð Þj i: (49)

HereHA is the atomic Hamiltonian,H1 is the interaction with the fundamental
IR field, and HX is the interaction with the high-frequency XUV field. The

ground state wave function j�0i satisfies

HAj�0i ¼ E0j�0i (50)

and the XUV field has an average frequency given by �!X such that

HX ¼ eHXe
�i�!Xt þ c:c: (51)

This means that eHX includes the (possibly complex) slowly varying envelope of

the XUV field. We define a detuning � ¼ E0 þ �!X. Next we write the wave
function as

j ðtÞi ¼ e�iHAtj�0i þ e�i�tje ðtÞi: (52)

So far this is still exact, because we have not specified what je ðtÞi is. But the idea
is clear: the full wave function is split into two pieces, a ground state portion that

oscillates at a frequency set by E0 and a ‘‘continuum’’ portion je ðtÞi that has
been formed via one-photon absorption and oscillates at approximately �.
Substituting this form of the wave function into Eq. (1) and canceling terms

gives an equation for the time evolution of je ðtÞi:
i
@

@t
je ðtÞi ¼ eþi�!Xt H1 þHXð Þj�0i þ HA þH1 þHX ��ð Þje ðtÞi: (53)

In the first bracket we drop rapidly varying terms which oscillate at �!X 
 !1

compared to the slowly varying term eHX. In the second bracket we drop the

HXðtÞ term because we expect the time evolution to be dominated by the IR field

once the electron is excited out of the ground state. Making these approxima-
tions gives

i
@

@t
je ðtÞi ¼ eHXj�0i þ HA þH1 ��ð Þje ðtÞi: (54)

This is our main result. The time evolution of je ðtÞi has two components:

an inhomogeneous source term corresponding to the absorption of a single
XUV photon from the ground state and a homogeneous term corresponding to

time evolution in the continuum at the ‘‘average’’ energy D.
In practice HXðtÞ ¼ EXðtÞ m̂ � r, where m̂ is the polarization direction of the

XUV field. If we define a source wave function j�si ¼ m̂ � r j�0i then to take a
short time step we use
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je ðtþ dtÞi ¼ e�iðHAþH1��Þdtje ðtÞi þ dt eEXj�si; (55)

where eEX is the slowly varying envelope (possibly complex) of the XUV field.

As an example of how theXUV envelope is calculated, consider a full XUV field

given by

EXðtÞ ¼ FðtÞ
X
q

Eq sinðq!1ðt� tdÞ � ’qÞ: (56)

FðtÞ is the envelope of the whole XUV pulse, td is the overall time shift of the

attosecond pulse train, and phase locking is determined by the variation of ’q

with q. The slowly varying envelope of the positive frequency part is then

eEXðtÞ ¼
1

2
FðtÞ

X
q

Eq e�iðq!1��!XÞðt�tdÞ eið�!Xtdþ’qÞ: (57)

There are several uses for such a restricted ionization model. One of the

most fruitful is to study the effect of the atomic potential on the ionizing wave

function, by turning on or off the atomic potential in the term HA ¼ Tþ VA

which drives the continuum dynamics. Figure 6 demonstrates this effect for a

helium atom ionized by an attosecond pulse train while subjected to a mod-

erately strong IR field. With this restricted ionization model the interaction

between the continuum wave packet and the ion core can be studied as a

function of the IR field intensity and the delay between the XUV and IR

fields.

(a) (b)

Fig. 6 Comparison of velocity distributions calculated for a helium atom subject to an IR
laser pulse (800 nm, 5	 1013 W/cm2) and attosecond pulse train with one pulse per IR
cycle and an average energy close to the ionization threshold. The radial coordinate is
proportional to momentum, and the polarization of the electric fields is along the
horizontal. In (a) we neglect the atomic potential in the continuum dynamics, in (b) we
include it
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3 Multiple Active Electrons

To calculate strong field phenomena that involve explicit multielectron effects

requires going beyond the SAE. Interest in multiple active electron (MAE)

effects has been driven first and foremost by the discovery of a significant

probability for non-sequential double ionization (NSDI) in helium at IRfre-

quencies and intensities above 1014 W/cm2 [17]. NSDI has subsequently been

studied in all the rare gases and several molecular systems. More recent motiva-

tions include experimental data on the ionization of heavy molecular systems

which requires physics beyond the SAE for its explanation and the use of

attosecond pulses, in combination with few cycle IR pulses, to study correlated

processes such as Auger decay in the time domain [51].
The conceptually simplest approach to multiple electron systems is to simply

solve the full n-electron TDSE. This requires the solution of a partial differential

equation of dimension 3n (without spin and with perhaps some small reduction

in dimensionality due to symmetries). It remains a computational tour de force

even for two-electron systems, especially at the IR wavelengths used in NSDI

experiments [52,53]. The details of such calculations are beyond the scope of this

chapter. The interest in MAE effects, coupled with the prohibitive cost of

solving the TDSE directly, has spawned a number of methods for studying

MAEs in a simplified manner. In this section we discuss a number of these more

tractable approximations.

3.1 The Aligned Electron Model

The simplest approach to studying MAEs in a computationally tractable man-

ner is to reduce the spatial extent of the electron wave functions. The ‘‘aligned

electron model’’ (AEM) restricts each electron to move on a line, which is taken

to be the direction of the laser polarization [54,55,56]. The soft core form of

the Coulomb potential discussed above is now used to describe the electron–

electron interaction as well as the electron–ion interaction. For two electrons

the Hamiltonian in the length gauge is (a slightly different form of this model is

used in reference [54])

H ¼ H1ðx1Þ þH2ðx2Þ þ V12 þ ðx1 þ x2ÞEðtÞ; (58)

Hi ¼ �
1

2

@

@xi
� 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2i þ a2
p ;

V12 ¼
Cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1 � x2Þ2 þ �
q :

(59)
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The single-particle softening parameter a2 and the electron–electron softening
parameter � can be adjusted to mimic chosen parameters of a real system, e.g.,
the ionization potential of helium [56]. The correlation strength, C, can also be
varied to study in a systematic way the effect of varying the amount of correla-
tion between the electrons [57]. The numerical solution is usually carried out on
a uniform cartesian grid on n dimensions, meaning that two- or three-electron
systems can be studied.

The split-operator method is again an efficient choice for time propagation:

e�iHdt ðtþ dtÞ � e�iV12dt=2e�iH1dte�iH2dte�iV12dt=2 ðtÞ: (60)

The electron–laser interaction EðtÞxi can be separated out into its own expo-
nential or grouped with theHi term. The kinetic energy terms can be evaluated
very accurately using fast Fourier transforms. We have found that it is prefer-
able to use the fourth-order finite difference method ofMuller [4] coupled to the
Crank–Nicolson form of the propagator to evaluate the expð�iHidtÞ terms. The
method is faster on the moderately sized grids (1024	 1024) that we have tested
and is as accurate as the FFT for all practical purposes. Given its linear scaling
with increasing number of grid points (as opposed to the non-linear scaling of
the FFT), this advantage will only increase for the larger grids needed to
calculate photoelectron spectra. Though the two-electron AEM is a two-dimen-
sional system, being cartesian it requires many more grid points for its solution
than the two-dimensional SAE problem discussed earlier. For example, a box
size of 256 au discretized using 1024 points along each dimension requires 106

grid points, as compared to the� 32;000 points needed for an r� ‘ decomposi-
tion with the same box size.

Like its single-particle counterpart, the two-electron AEM exhibits many of
the strong field phenomena of full dimensional systems. For example, the well-
known ‘‘knee’’ structure in the double ionization probability as a function of
laser intensity is reproduced. Though it gives qualitatively correct behavior, the
relative amount of, e.g., double versus single ionization differs markedly from
the experimental data on real atoms. The great strength of the model is that it
can be solved exactly and so can be used to evaluate the role of physical effects
such as correlation and to benchmark alternative theoretical treatments such as
mean field theories [54]. Bauer has used the AEM to compare exact, SAE, mean
field, and classical treatments of NSDI [56]. Ruiz et al. have treated a three-
dimensional version of helium by using the two-electron AEM but allowing the
electrons to move off axis in a constrained way [58].

3.2 Orbital-Dependent Potentials

An approach that goes beyond the AEM for treating many-electron systems
while retaining some of the desirable features of the SAE is to use the ansatz that
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the wave function can be approximated by a combination of time-dependent

single-particle orbitals. These orbitals �iðri; tÞ evolve according to a single-

particle equation that looks much like the single-particle TDSE:

i
@

@t
�iðri; tÞ ¼ eHiðtÞ�iðri; tÞ: (61)

This allows us to use all of the SAE machinery discussed above to evaluate the

time evolution of the orbitals. One immediate consequence is that the Hamilto-

nians eHi must depend on the orbitals themselves, which means they must be

calculated at every time step in a self-consistent manner, but this also means

that we can build some correlation effects into the calculation while still solving

n three-dimensional equations instead of one 3n-dimensional equation.
The early pioneering work of Kulander [59,60] used time-dependent Hartree–

Fock (TDHF) theory to study the strong field ionization of helium and xenon.

In TDHF theory the wave function of the system is approximated by a single

Slater determinant

 ðr1; . . . ; rn; tÞ ¼ A
Yn
i¼1

�iðri; tÞ; (62)

where A is the antisymmetrization operator. The Hamiltonian eHi includes

single-particle terms such as the kinetic energy, the interaction with the nucleus,

and the interaction with the field. It also includes a Hartree term, due to the

Coulomb interaction of the ith electron with the charge density of the other

electrons, and an exchange term [1]. The Hartree term depends only on the

density of the individual orbitals, while the exchange term depends explicitly on

the orbitals themselves. This dependence makes the correlation term non-local

and hence expensive to calculate. In practice it is usually replaced by a density-

dependent term, the exchange–correlation term. The calculation of the density-

dependent terms can easily be as time consuming as the propagation itself.
The attractive features of TDHF are that some degree of correlation between

the orbitals is included through the enforced orthogonality of the orbitals, and

that it allows for the possibility that multiple excitations could play a role in the

ionization dynamics. Already in the first studies of strong field phenomena via

TDHF theory, however, it was realized that the TDHF method contains basic

flaws. The wave function, being a single Slater determinant, enforces unphysical

correlations between, for example, single and double ionization probabilities. It

is also unable to smoothly evolve to the final superposition state (bound +

continuum) which is the hallmark of strong field ionization. Furthermore, the

non-linearity of the equations destroys any hope of calculating accurate ioniza-

tion rates when there is a significant probability of ionization. This is because as

the wave function ionizes, the electron density near the core decreases, which

causes the electron repulsion term to diminish. This increases the binding of the
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remaining density to the core, which shuts off ionization. The hallmark of this

effect is a non-exponential decay in situations where it would be expected; see

references [59,1] for additional details and examples. There has been work on

‘‘extended’’ TDHF, in which some of the constraints on the orbitals are relaxed

so that physically desirable superposition states can occur [61]. While there is an

improvement in the sense that single ionization is more sensibly described and

features such as some version of the NSDI ‘‘knee’’ occur, the agreement with

exact benchmark calculations is still insufficient.
Another method which may provide a tractable route to calculating MAE

effects is time-dependent density functional theory (TDDFT) (see [62,63] and

references therein). The basic quantity in DFT is the electron density

�ðr; tÞ ¼
Xn
i¼1
j�iðri; tÞj2: (63)

The theory is implemented via the time-dependent Kohn–Sham equations [64]

which are of the form in Eq. (62). The Hamiltonian includes the Kohn–Sham

potential which is constructed in principle from the electron density alone using

functionals for the correlation and exchange energies. As in TDHF the poten-

tial depends on the orbitals through the density and the equations are non-

linear, though this presents no real problem in the time propagation. In practice

TDDFT also has seemingly severe flaws. First, since TDDFT provides the

electron density (albeit in terms of orbitals) it can be problematic to define

observables such as the photoelectron spectrum or the probability of double

ionization (see reference [56] for example). Second, the construction of high-

quality time-dependent exchange–correlation potentials vxcðtÞ is difficult since
the exchange–correlation functional itself is not known for most systems.

Though there has been some success in using TDDFT to qualitatively study

HHG in molecular systems [63], no TDDFT calculation has been able to rep-

roduce the NSDI ‘‘knee’’ even qualitatively using the best existing exchange–

correlation functionals.
Recently, Lein andKümmel [65] have carried out an ingenious calculation of

the exact vxcðtÞ for a correlated system (the two-electron AEM) undergoing

strong field ionization. Their conclusion is that the failure of TDDFT to

reproduce the NSDI knee can be understood as a manifestation of a basic

flaw in TDDFT which use approximate exchange–correlation functionals.

They find that the exact correlation potential develops a quasi-discontinuous

step as one electron is ionized and moves away from the nucleus. This behavior,

which they argue is related to the known discontinuity in the exact ground state

DFT exchange–correlation energy when the electron number passes through an

integer, is smoothed out when approximate functionals are used, which leads to

the suppression of the NSDI knee. To cement their case, the authors add a

discontinuous piece to vxcðtÞ ‘‘by hand’’ and find that their TDDFT is then able

to reproduce the correct NSDI behavior. This work points to a promising
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future for TDDFT in strong field physics if functionals incorporating discon-

tinuous behavior can be formulated and if they yield reasonable agreement with

experiment.
Finally, we make mention of an extension to TDHF theory that can in

principle provide an exact description of strong field correlated dynamics. Scrinzi,

Brabec, and co-workers have formulated and tested a multi-configuration TDHF

theory for studying strong field ionization from systems with many electrons

[66,65]. In this version of TDHF the single Slater determinant restriction is

relaxed and the ansatz for the wave function now consists of the linear combi-

nation of all the Slater determinants that can be formed from N linearly

independent orbitals �iðri; tÞ. If the set of N orbitals �i form a complete set in

the single-particle Hilbert space then theMCTDFH equations reduce to the full

n-electron TDSE. But the theory may converge to the correct answer with a

much smaller basis set. The reason is that the uncorrelated single-particle

orbitals, which are chosen to optimally cover the initial correlated state of the

system, evolve in time so as to maintain their coverage of the wave function.

Provided that no new, strongly correlated structures appear in the wave func-

tion, the initial (small) basis set can suffice for the whole time evolution.
The most useful properties of MCTDHF are its ability to converge to a

stable answer as the basis size is increased, as demonstrated for the interaction

of up to six active aligned electrons in reference [65], and the way in which

correlation is built in as the basis set size increases. By using more and more

uncorrelated basis functions, the correlation of the full wave function is system-

atically increased. This allows for the systematic study of the role of correlation

in strong field processes, something that has been lacking up to now. As an

example, Caillat et al. [65] have shown that correlation is crucial in the under-

standing of the size dependence of the ionization probability of large ‘‘mole-

cules’’ which are modeled as a one-dimensional system. The method, which will

require large-scale computational resources if it is to describe three-dimensional

systems, remains under active development.
In closing we wish to emphasize what we see as two key aspects of numerical

methods in strong field physics. First, they are a fully integrated part of strong

field theory, widely used along with more approximate theories such as the

SFA, classical simulations, and simple models to explain the wealth of experi-

mental data; and second, the proliferation of new experimental sources over the

next decade, and the resultant flood of new data on strong field processes, will

be the main driver of new theoretical developments.

4 Appendix: Velocity Gauge Time Propagation

Propagation in the velocity gauge is handled in a manner very similar to that

used for the length gauge. Referring to Eq. (24) we use the symmetric splitting
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e�iĤ
vdt � e�iĤ2dt=2e�iĤ1dt=2

1�iĤ0dt=2
� �
1þiĤ0dt=2
� � e�iĤ1dt=2e�iĤ2dt=2: (64)

The terms involving Ĥ1 (Eq. (25)) are of the same form as the interaction term in
the length gauge and are treated in the same way:

e�iĤ1dt=2� ¼ eM̂
j

�j; (65)

where the non-zero elements of the antisymmetric matrix of M̂j are
a‘ ¼ AðtÞr�1j ð‘þ1Þc‘dt=2. Again the full matrix is split into even and odd 2	 2

block-diagonal matrices and the exponentiation is accomplished using the

relation

exp
0 a

�a 0

� � �
¼

cos a sin a

� sin a cos a

� �
: (66)

Exponentiating the terms involving Ĥ2 (Eq. (25)) is more complicated since
they couple � j

‘ to the four adjacent coefficients � j
1
‘
1. To do it, we use the 2	 2

splitting method twice in succession, first in the ‘ dimension and then in the j

dimension. The exponent �iĤ2dt=2 can be written as a super-matrix, eN, which
is tridiagonal in ‘:

eN ¼ �iĤ2dt=2 ¼

0 â0 0

â0 0 â1

0 â1 0

. .
.

2
66664

3
77775: (67)

Each of the elements â‘ are themselves matrices that are tridiagonal in j:

â‘ ¼ c‘
AðtÞ
2�r

dt
2

0 �1 0

��1 0 �2

0 ��2 0

. .
.

2
66664

3
77775 (68)

with �j given by Eq. (20). We now split the super-matrix eN into even and odd
pieces which consist of 2	 2 blocks just as in Eq. (30)

e
eN¼eeNe

e
eNo

: (69)

Before applying each of these exponentials, we diagonalize them using a simi-

larity transformation:
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1ffiffiffi
2
p

1 1

1 �1

� �
exp

0 â‘

â‘ 0

� � �
1 1

1 �1

� �
1ffiffiffi
2
p ¼ eâ‘ 0

0 e�â‘

" #
:

The application of the operators e
â‘ is then made by further splitting the

matrices â‘ into even and odd pieces in the j index as in Eq. (30), and then

using Eq. (66). The various even and odd matrices are placed symmetrically in

Eq. (64) so that it remains unitary.
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Principles of Single Atom Physics: High-Order

Harmonic Generation, Above-Threshold

Ionization and Non-Sequential Ionization

Maciej Lewenstein and Anne L’Huillier

1 Introduction

The physics of atoms in strong laser fields has been a subject of intensive

studies in the last 20 years. Atoms subjected to short-pulse high-intensity fields,

of magnitude comparable to the Coulomb nucleus attraction field, respond

non-perturbatively. Electrons initially in the ground state can absorb a large

number of photons, much more than the minimum number required for ioniza-

tion, thus being ionized with a high kinetic energy. This process has been called

above-threshold ionization (ATI). Atoms subject to strong laser fields can emit

one or several electrons. In some conditions, these electrons are emitted ‘‘simul-

taneously’’, a process called direct or non-sequential ionization. Finally, effi-

cient XUV photon emission in the form of high-order harmonics of the

fundamental laser field (HHG) has been observed.
Our intention in this chapter is not to review in detail these phenomena. There

have been at least three recent books which provide excellent reviews of the

subject of atoms in strong laser fields in general, Refs. [1, 2, 3]. The development

of this field of research is also well described in the Proceedings of the Interna-

tional Conferences on Multiphoton Processes [4, 5, 6, 7, 8, 9], the Proceedings of

the ‘‘Super-Intense-Laser-Atom-Physics’’ meetings [10, 11, 12], and in numerous

review articles (see, for example, [13, 14], as well as [15] for ATI, [16] for bothATI

and non-sequential ionization, [17, 18, 19] for HHG, and [20] for two-electron

atoms in strong laser fields). Our aim is to emphasize the common features of

HHG, ATI, and non-sequential ionization: the experimental conditions and

methods (Section 2), the history (Section 3), and the theoretical description

(Sections 4 and 5).
Our chapter is organized as follows: We begin by a brief discussion of the

experimental conditions for observing HHG, ATI, and non-sequential ioniza-

tion (Section 2). In Section 3, we present some typical experimental results and
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give a historical perspective for each of the phenomena. In Section 4, we review
the theoretical approaches to describe the phenomena in question. In Section 5,
we present a simple formulation of one of these approaches, called the strong
field approximation (SFA) and apply it to HHG, ATI, and non-sequential
ionization. We emphasize in particular its quasi-classical interpretation.
Finally, we conclude in Section 6.

2 Experimental Conditions and Methods

A typical (general) experimental setup for studying atoms in strong laser fields
is shown in Fig. 1. We discuss in turn the different elements of this setup.

2.1 Lasers

Lasers used to study atoms in strong electromagnetic fields have changed
considerably during the past decade. The intensity available has increased
from 1014 W cm�2 to 1019 W cm�2. The pulse duration has decreased from
�10 ps to �10 fs. The shortest laser pulses used today to study atoms in strong
laser fields are about 5 fs (two cycles) long. The advantage of using short pulses
is that atoms get exposed to a higher laser intensity before they ionize. This leads
to electrons with higher kinetic energy, a larger amount of non-sequential
ionization relative to sequential ionization and higher-order harmonics.

The repetition rate of the lasers has increased from a few shots per minute
for the Neodyme-glass lasers to 10–100 kHz for the recent titanium–sapphire
(Ti:S) lasers, allowing experimentalists to improve considerably the statistics of
the data, as well as to have access to a larger dynamical range. For example,
precision measurements of ATI spectra extending over five or more decades
have become possible (see, for instance, [21] and references therein) using lasers
with very high repetition rates.

Laser
XUV
Spectrometer

Atoms

Ion or electron
Spectrometer

Fig. 1 Typical schematic experimental setup in the study of atoms in strong laser fields. An
intense short-pulse laser is focused into an interaction chamber which contains a gas of atoms.
Ions or electrons can be detected, e.g., with time-of-flight techniques. Alternatively, the
radiation which is emitted on axis can be analyzed with an extreme-ultraviolet spectrometer

148 M. Lewenstein, A. L’Huillier



Many types of lasers have been used, ranging from excimer lasers (XeF [22]
or KrF [23], with wavelengths 193 nm and 248 nm, respectively), Nd:YAG,
Nd:Glass (1 �m), Ti:S (800 nm), dye lasers, etc. In addition, the second harmo-
nics of these lasers [24, 25, 26], as well as different sum- or difference-frequency
mixing processes, involving, for example, an optical parametric amplifier [27,
28] or a Nd:YFLmode-locked laser to get into the mid-infrared range [29], have
also been employed. The processes of interest scale roughly as l�2, which make
long wavelength lasers more interesting. In the last ten years, the ‘‘favorite’’ tool
has become the Ti:S laser, providing very short-pulse durations, high laser
intensities at high repetition rates.

The different parameters of the laser pulses, such as the polarization, the
focusing characteristics, the spatial, and temporal profiles, are often varied in
the experiments. For example, the studies of harmonic generation with pulses of
varying degree of ellipticity have been historically important to confirm the quasi-
classical description of the process (see below). Recent experiments do not simply
varya givenparameter, but attempt to shape a laser pulse (by varying, for example,
its phase, or its degree of ellipticity) in order to get a specific result. Bartels and
coworkers [30] have thus managed to enhance the generation of one harmonic
relative to the others by an order of magnitude by varying the phase of the laser
with a deformable mirror. The pulse was shaped using an evolutionary algorithm.

2.2 Ionization Experiments

In the ionization experiments, the atomic gas is usually introduced with a leak
valve, in order to get a uniform gas density in the interaction region. Pressures
varying from 10�8 to 10�5 mbar are optimized in order to get the maximum
number of events, but at the same time to avoid space charge effects in the
interaction region as well as collisions in the detector tube. In the recent cold-
target recoil-ionmomentum spectroscopy experiments [31, 32], supersonic gas jets
are also used, providing cold atoms in the interaction region (30K). Many
different atomic species have been investigated, especially in the early days: alkalis,
alkaline-earths, hydrogen (see, for example, [33]), and rare gases (we do not
discuss here the ionization of molecules or clusters in strong laser fields). The
first two species have relatively low ionization energies and, in the near-infrared
and visible regions, ionize mostly in the so-called multiphoton regime, where the
atom is not much perturbed by the laser field. The atoms that have been most
studied experimentally have been the different rare gases, from He to Xe. The
detection of ions with different charge states requires a time-of-flight spectro-
meter, with an acceleration stage where ions are accelerated, a field-free tube
where ions travel at different speeds, and a detector, e.g., multichannel plates or
an electronmultiplier. The experimentalmeasurement consists in varying the laser
energy and in detecting the number of ions produced as a function of the laser
intensity. Recently, measurements of recoil-ion momenta have been performed
using imaging detectors [31, 32].
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Electron energy spectra have been recorded with many different detectors.
The simplest one is the time-of-flight (TOF) tube, providing good resolution, but
limited efficiency. TOF detectors also allow one to record angular distributions
by varying the laser polarization with respect to the axis of the flight tube. The
detection efficiency can be increased by using a magnetic bottle [34] or a para-
bolic electrostaticmirror [35]. Of course, the information on the angle of emission
is lost but the detection efficiency increases from a few percent to 50%. Imaging
techniques [36, 37, 38] are now becoming more and more popular since they
allow one to get ‘‘the whole picture’’ (energy and angle) at once. Recently,
coincidence techniques have been used to detect only those electrons accompa-
nying a double ionization process [37, 38] (see the chapter ofUllrich andVoitkiv).

2.3 Photon Detection

In the high-order harmonic generation experiments, the gasmedium is provided by
a gas jet, hollow fiber [39, 40], or a (small) gas cell [41]. The atomic density is usually
much higher than that in the ionization experiments, up to a few hundred mbar,
since the number of photons increase rapidlywith the atomic density. This aspect is
described inmore detail in the chapter of Salières andChristov.Rare gases are also
the ‘‘favorite’’ species, for obvious technical reasons. In addition, some work has
been done with alkali ions [42], as well as alkali atoms using mid-infrared lasers
[29]. Photons are separated in energy and detected by an XUV spectrometer,
including a grating, sometimes a refocusing mirror, and a detector (electron multi-
plier). Lately, experimental investigations of high-order harmonics have concen-
trated on the characterization of the radiation in different conditions, in both space
[43, 44, 45, 46, 47, 48] and time [49, 50, 51, 52, 53, 54]. The characterization of the
spatial properties requires imaging techniques. The temporal properties of the
short-pulse radiation are usually measured by a cross-correlation or autocorrela-
tion technique based on photoelectron spectroscopy.

3 Typical Experimental Results and Historical Perspective

We now present a few typical experimental results and give a small historical
background for the three phenomena. Again, our emphasis is not to make a
thorough review but to illustrate the common features of the three phenomena.

3.1 High-Order Harmonic Generation

Harmonic generation in gases in the multiphoton regime have been studied
since the end of the 60’s. In this regime, the harmonic intensity diminishes
rapidly with the harmonic order and only a few orders can be observed.
In contrast, at high intensities, a typical harmonic spectrum exhibits a fast
decrease for the first few harmonics, followed by a long plateau, which ends
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up by a rapid cutoff. An experimental spectrum is shown for example in Fig. 2
[55]. It is the first HHG result obtained in a gas of neon with a short-pulse
(125 fs) 800 nm Ti:S laser. It shows odd harmonic peaks up to the 111th order
(even harmonics are forbidden owing to the inversion symmetry). The increase
of the harmonic efficiency at low orders is simply due to the grating response
not taken into account in the data. The spectrum shows a beautiful plateau up
to the � 87th harmonic. The efficiency then drops rapidly.

Recent experiments using very short laser pulses (in the 10 fs regime) show
even higher orders, corresponding to energies � 500 eV [56, 57]. An example is
shown in Fig. 3 [19]. The spectral range of the harmonic emission as well as the
conversion efficiency is presented for three different rare gases: Ar, Ne, and He.
The efficiency is highest inAr, but the highest photon energies are obtained inHe.

As discussed in more detail in the chapter of Salières and Christov, efficient HHG
requires not only efficient radiation of single atoms but alsomacroscopic constructive
interference of contributions of participating radiation sources, i.e., efficient phase
matching [58, 59]. The properties of the harmonic emission (ultrashort-pulse duration,
high brightness, good coherence)make it a unique source ofXUV radiation, used in a
growing number of applications ranging from atomic [60, 61] and molecular

Fig. 2 Harmonic spectrum
taken in neon with a 125 fs
800 nm titanium–sapphire
laser. The intensity is
1:3� 1015 W cm�2. The first
increase is simply due to the
grating response. The
decrease at high energies is
the harmonic cutoff. The
spectrum extends up to the
111th harmonic (from [55])

10010–12

10–11

10–10

10–9

10–8

10–7

10–6

carbon
K-edge

oxygen
K-edge

He

30030

Ne

Ar

H
ar

m
. c

on
v.

 e
ffi

ci
en

cy

Harmonic order

Fig. 3 Harmonic conversion
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[62, 63, 64] spectroscopy to solid-state [65, 66, 67] and plasma [68, 69, 70] physics.

The harmonic radiation is intense enough to induce non-linear optical processes in

the XUV range, as recently demonstrated by [71, 72, 73]. It can also be used to

generate extremely short (attosecond) light pulses [74, 75, 76, 77] (see the chapter of

Scrinzi and Muller). Recently, it was shown that the process of HHG itself can be

used for attosecond spectroscopy of molecular orbitals. The harmonic radiation is

proportional to the dipole matrix element between the recombining electron and

the molecular orbital of the valence electron. By using a tomographic method, the

molecular orbital could be reconstructed from the measured harmonic spectrum

and information could be gained on the structure of the molecule [78, 79, 80].
One can select the following milestones in the short history of this subject:

� First observations: The first experimental observations of the plateau in the
HHG spectrum were done in Chicago [22] and in Saclay [81] at the end of
the 1980 s.

� Early work: Most of the early work has concentrated on the extension of
the plateau, i.e., the generation of harmonics of higher frequency and shorter
wavelength going progressively from �20 nm at the end of the 1980 s
to �7 nm in the mid-1990 s [23, 55, 82, 83, 84]. Today, harmonic spectra
produced with short and intense laser pulses extend to the water window
(below the carbon K-edge at 4.4 nm) [56, 57].

� Simple man’s theory: A breakthrough in the theoretical understanding of
HHG process in low-frequency laser fields was initiated by Krause and cow-
orkers [85] who showed that the cutoff position in the harmonic spectrum
follows the universal law Ip þ 3Up,where Ip is the ionization potential, whereas
Up ¼ e2E2=4m!2 is the ponderomotive potential, i.e., the mean kinetic energy
acquired by an electron oscillating in the laser field. Here e is the electron
charge, m is its mass, and E and ! are the laser electric field and its frequency,
respectively.An explanationof this universal fact in the frameworkof a ‘‘simple
man’s theory’’ was found shortly afterwards [86, 87, 88, 89]1. According to this
model (also called three-step model) (see also note 1) harmonic generation
occurs in the following manner: first the electron tunnels out from the nucleus
through the Coulomb energy barriermodified by the presence of the (relatively
slowly varying) electric field of the laser. It then undergoes oscillations in the
field, during which the influence of the Coulomb force from the nucleus is
practically negligible. If the electron comes back to the vicinity of the nucleus, it
may recombine back to the ground state, thus producing a photon of energy Ip
plus the kinetic energy acquired during the oscillatory motion. According to
classical mechanics, the maximal kinetic energy that the electron can gain is
indeed ’ 3:2Up. A fully quantum mechanical theory, which is based on a
strong field approximation (SFA) and recovers the simple man’s theory, was
formulated soon after [90, 91].

1 It is worth reminding that the first formulation of the ‘‘Simple man’smodel’’ was proposed in
1987.
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� Ellipticity studies:The simpleman’s theory leads to the immediate consequence
that harmonic generation in elliptically polarized fields should be strongly
suppressed, since the electron released from the nucleus in such fields practically
never comes back, and thus cannot recombine [89, 92]. Several groups have
demonstrated this effect [93, 94, 95], and have since then performed systematic
experimental [96, 97, 98, 99, 100] and theoretical [101, 102, 103] studies of the
polarization properties of harmonics generated by elliptically polarized fields.

� Optimization and control: Progress in experimental techniques and theore-
tical understanding stimulated numerous studies of optimization and con-
trol of HG. These studies involved among others (for more complete
references see [17, 18, 19])

– Optimization of the laser parameters [30]
– Generation by multicolored fields [24, 25, 26, 27, 28]
– Optimization of the generating medium [19, 39, 40, 41]
– Characterization and optimization of the spatial and temporal properties

[43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54]

� HHG and quantum orbits: The microscopic physics (the quantum orbits)
behind high-order harmonic generation was shown in a series of experiments
investigating the temporal coherence of the harmonics [104, 105, 21]. These
quantum paths are easily predicted by the SFA approach, as described in
more detail in Section 5. Analysis techniques to extract these quantum paths
from (more exact) theoretical approaches, in particular the numerical inte-
gration of the time-dependent Schrödinger equation [106, 107, 108], were
also developed.

� Attosecond physics: Future applications of high harmonics will undoubtedly
involve attosecond physics, i.e., the physics of generation, control, detection,
and application of subfemtosecond laser pulses. Three types of proposals for
reaching the subfemtosecond limit have been put forward over the last few
years: those that employ ellipticity effects [109, 110, 111], those that rely on
phase locking between consecutive harmonics [92, 112, 113, 114, 115, 116],
and those that concern single harmonics [117, 118, 119]. The latter two
proposals have been realized in spectacular experiments: trains of 250 as
pulses, corresponding to the coherent superposition of harmonics 11–19
generated in argon, were measured by Agostini et al. [74] (see also [120] for
earlier indications), whereas a single isolated 650 as pulse was observed by
Krausz and his collaborators [75, 121]. These limits have recently been
extended to 170 as for pulses in a train [77, 122] using compression of the
intrinsically chirped attosecond pulses [123] in aluminum filters as well as
250 as for single attosecond pulses [76].

3.2 Above-Threshold Ionization

The phenomenon of ATI was the first characteristic phenomenon of the intense
laser-atom interactions detected experimentally ([124, 125], see also [15]). From
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the fundamental point of view, it is equally important asHHG, but its significance

for practical applications is more limited. It is ‘‘cleaner’’ in a way thanHHG, since

macroscopic effects amount to performing a volume integration and in accounting

for the effect of the laser pulse on the ionized electrons, which is a much simpler

task than accounting for phase matching effects in harmonic generation. The

‘‘gap’’ between single atom (microscopic) calculations and the actual experimental

results is smaller in ATI than in HHG, and comparisons between theory and

experiment are more precise and reliable.
We present in Fig. 4 a typical low-energy ATI spectrum [126], obtained in

xenon,with a 100 ps 1064nmNd:YAG laser. It shows a number of electron peaks

separated by the laser photon energy. The energy of these peaks is given by

E ¼ ðnþ sÞ�h!� Ip; (1)

where n is the minimum number of photons needed to exceed the atomic binding

energy and s is usually called the number of ‘‘excess’’ or ‘‘above-threshold’’

photons carried by the electron.
As in HHG, in themultiphoton regime, the intensity of ATI peaks diminishes

rapidly with the peak order. As the intensity approaches the non-perturbative

regime, the AC-Stark shift of the atomic states begins to play a significant role in

the structure of this spectrum. The first effect is the shift of the ionization

potential given roughly by the ponderomotive energy, Up. If the electron exits

the laser focus while the laser is still on, it is accelerated by the gradient of the

field. The quiver motion is converted into radial motion away from the focal

volume, increasing the kinetic energy by Up and exactly canceling the shift of

Fig. 4 Schematic ATI
spectrum obtained in xenon
with 100 ps 1064 nm pulses
at intensities exceeding 1013

W cm�2. The photoelectron
peaks are labeled by SN
where N is the minimum
number of photons
necessary for ionization of
the Xe ground state leaving
the ion in the 2P3=2 state,
which is expected to be the
dominant contribution
(from [126])
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the continuum. The electron energies are still given by Eq. 1. However, when the

ponderomotive energy exceeds the photon energy, the lower ATI peaks disap-

pear from the spectrum. This has been called peak shifting [125], since the

strongest ATI peak moves to higher order as the intensity increases. An example

of this effect is shown in Fig. 4: the peak labeled S0 has completely disappeared,

while the peak S1 is partly suppressed compared to higher-order contributions.
If the laser pulse is short enough (51 ps), the field turns off before the

electron can escape from the focal volume. Then the quiver energy is returned

to the field and the ATI spectrum becomes much more complicated. The

observed electron energies correspond directly to the energy above the shifted

ionization potential:

Eðshort pulseÞ ¼ ðnþ sÞ�h!� ðIp þUpÞ: (2)

In this case, electrons from different regions of the focal volume are emitted

with different ponderomotive shifts. Any enhancement of the ionization prob-

ability due to resonance effects on AC-Stark shifted states will lead to a

substructure in the ATI spectrum [16, 127, 128, 129].
The above discussion is appropriate to the case of linear polarization where

the excited states of the atom can play a significant role in the excitation. In

a circularly polarized field, the orbital angular momentum must increase one

unit with each photon absorbed so that multiphoton ionization is allowed only

to states which see a large centrifugal barrier. The lower energy scattering

states cannot penetrate to the vicinity of the initial state so that the ATI

spectrum in circular polarization peaks at high energy and is very small near

threshold [130].
The experimental precision in detecting electron spectra increased signifi-

cantly from the mid-1990 s owing essentially to higher laser repetition rates.

Thus, ATI spectra with many decades in number of counts could be recorded.

Amazingly, the spectra exhibit features somewhat similar to the HHG plateau.

After a steep decrease for the first orders, up to 2Up, the intensity of the ATI

peaks varies much less rapidly with a large plateau extending to � 10Up. An

example of such an effect is shown in Fig. 5 [131], obtained in xenon with

800 nm, 120 fs pulses at 1:5� 1014 W cm�2. As described in more detail below,

this effect originates from the rescattering of the electronic wave packet on the

nucleus after some evolution in the laser field. While with linear polarization,

electrons are typically generated along the polarization’s direction, angular

distributions exhibit a much more complex (off-axis) structure at the edge of

the plateau(s), called ‘‘scattering rings’’ [132]. Similarly as forHHGwe point out

the following milestones in the short history of this subject:

� First observations: The first experimental observations of above-threshold
ionization were done by Agostini and coworkers in Saclay in 1979 [124]. The
effect of the ponderomotive potential leading to ‘‘peak switching’’ was
shown by Kruit and coworkers in 1983 [125].
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� Early work:Most of the early work has concentrated on the low-energy part
of the spectrum, with the following important results (for more complete
references, see [13, 14, 15, 16]):

– Effect of the ponderomotive potential for long pulses [125]
– Influence of the laser polarization [130]
– ATI with short laser pulses, AC-Stark shifted resonances [127, 128, 129],

population trapping [133]
– Transition from the multiphoton to the tunneling regime, showing pro-

gressive disappearance of the substructures in the spectrum with increas-
ing intensity, going from Xe to He [134]

� ATI plateaus and scattering rings: Second-generationATI experiments started
in the mid-1990 s triggered by the development of high-repetition-rate lasers.
High kinetic energy electron spectra with an extended plateau [135, 136, 137] as
well as rings in the electron angular emission (in particular at the edges of the
plateau) [132, 138, 139] were observed.

� Simple man’s theory: The better understanding reached in HHG processes,
thanks to the simple man’s model [86, 87, 88, 89],2 made its impact on ATI as
well. ATI could now be understood as a combination of dominant direct
tunneling process (without returning to the vicinity of the nucleus) and
indirect processes in which the electron is rescattered one or several times
onto the nucleus. The ATI plateau and scattering rings were thus interpreted
in terms of rescattering processes, in the framework of the simpleman’s theory
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Fig. 5 ATI spectrum in
xenon with 120 fs 800 nm
pulses at 1:5� 1014 W cm�2.
There are clearly two parts
in the spectrum, a rapid
decrease, due to direct
tunneling, and a plateau due
to rescattering (from [131])

2 See Note 1.
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[140, 141]. More sophisticated quantum approaches [142, 143] showed that
the contributions of the relevant quasi-classical electron trajectories (orbits)
were interfering, so that the orbits were eventually called ‘‘quantum orbits’’.

� Ellipticity studies: Perhaps the most complex and rich structure in ATI
spectra has been obtained in experiments in which the ATI electrons were
generated by elliptically polarized laser pulses. In contrast to ATI with linear
polarization, where the high-order ATI spectrum contains a single plateau
with a cutoff around 10Up, a staircase spectrum with several steps was
observed for elliptical polarization [144, 145, 146].

� Enhancement of ATI peaks: The latest experiments [131, 147, 148, 149] report
an enhancement of groups of ATI peaks at specific values of the laser intensity.
These effects have been attributed to resonanceswith particularRydberg states
[150, 151], to ‘‘channel closing’’ effects [148, 152], and to interfering quantum
orbits [151, 153].

3.3 Non-sequential Ionization

Although ATI and HHG experiments are usually performed on multielectron
systems, the rare gases, they involve essentially the response of a single electron
to a laser field. However, at sufficiently high laser intensities, atoms undergo
multiple ionization. Such processes, observed for the first time in 1975 in alka-
line-earth atoms [154], necessarily involve many electrons. The simplest way to
understand multiple ionization when an atom is exposed to a strong laser field
is via the so-called sequential stripping mechanism, i.e., a sequence of single
electron ionization acts: ionization of the atom, then of the singly charged ion,
then of the doubly charged ion, and so on [155, 156].

The experimental study of the number of multiply charged ions produced as
a function of the laser intensity reveals that sequential ionization is not the
only mechanism responsible for double and multiple ionization. The existence of
a ‘‘knee’’ in the double ionization result observed for the first time in 1983 in xenon
[157, 158] indicates the existence of another process ‘‘direct’’ or ‘‘non-sequential’’
responsible for the double ionization.We show in Fig. 6 results obtained in helium
with a 100 fs titanium–Sapphire laser by DiMauro and coworkers [135]. The
number of singly and doubly charged ions is reported as a function of the laser
intensity in a double-logarithmic plot. The saturation effect observed for the singly
charged ions is due to saturation of ionization, which happens when most of the
atoms in the interaction volume get ionized. The first part of the doubly charged
ion curve follows that of the singly charged ions and saturates at the same
intensity. It means that both ion charges come from the same species, i.e., the
neutral atom in its ground state, so that the double ionization occurs via a non-
sequential process. At higher intensities, the number of He2þ ions increases again,
owing to sequential ionization.

Ion data such as those shown in Fig. 7 remained the only experimental
signature of multiple ionization processes in strong laser fields during a quarter
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of a century. Very recently, however, recoil-ion momentum spectroscopy
measurements, directly reflecting the energy distribution of the electrons
emitted in a non-sequential ionization process, as well as electron–ion coinci-
dence techniques, gave a much better experimental insight into the origin of the
non-sequential process [31, 32, 37, 38, 159]. We show in Fig. 8 a recoil-ion
momentummeasurement, performed in neon [31, 32]. Analysis of the momenta
distribution shows that the most probable explanation for the non-sequential
process is tunneling followed by rescattering leading to emission of a second
electron.

Similarly as for HHG and ATI, we point out below our selection of the
milestones in the short history of non-sequential ionization:

� First observations: The ‘‘knee’’ in the ionization yield of xenon was observed
in 1983 [157, 158].

� Early work: The main effort during the 1980s was to test the limits of the
sequential stripping mechanism with the available laser powers [156, 160]
and to understand the process responsible for the ionization of the different
charge states (multiphoton or tunneling) [155, 156, 160, 161]. The theory of
direct tunneling ionization had been formulated already in the 1960 s by
Keldysh [162], and developed by Faisal [163] and Reiss [164] (KFR theory).

Fig. 6 Ion yields in helium
with a 100 fs 780 nm laser
pulse. The solid curves are
TDSE calculations for
ionization of He and Heþ.
The dashed curve is a
calculation using a tunneling
ADK rate [165] (from [135])
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Ammosov et al. [165] used this theory to derive tunneling ionization rates
(ADK rates) that have been extensively used in comparison with experi-
mental results.

� Experiments with short pulses and high repetition rates: Non-sequential
ionization was ‘‘revived’’ at the beginning of the 1990 s with the development
of short-pulse high-repetition-rate lasers. Beautiful ‘‘knees’’ were observed in
the double ionization of helium using short-pulse Ti:S lasers [135, 166]. It
was rapidly extended to higher charge states and other atoms [167].

� Simple man’s theory and theoretical progress: This model also made its
impact on the understanding of non-sequential ionization. As a consequence
of electron rescattering on a parent ion, a second electron could be ejected
[89]. Another mechanism called shakeoff by analogy with single-photon
double ionization was proposed. In this model, ionization of the second
electron is due to adjustment of the wave functions after the ionization of the
first electron [166, 168]. Finally, collective tunnelingwas also discussed [169].
Several important theoretical approaches were developed in the late 1990 s.
The so-called CRAPOLA model [170], which treats the first electron in the
framework of the single active electron (SAE) approximation [171], but
accounts for the effects of the first electron onto a second electron, was the
first to give evidence for dominance of the rescattering mechanism in
non-sequential ionization. The simple man’s model stimulated further

Fig. 7 Momentum
distributions of Ne ions
irradiated by 30 fs 800 nm
laser pulses at intensities of
1:3� 1015 W cm�2 for Neþ

and Ne2þ and 1:5� 1015 W
cm�2 for Ne3þ ions. The
broad distributions
observed for the multiply
charged ions, compared to
the singly charged ions,
confirm the interpretation in
terms of rescattering (from
[31, 32])
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developments of the strong field approximation (SFA) [172, 173], with, for
example, inclusion of the Coulomb rescattering [174, 175]. Finally, enor-
mous progress has been achieved in numerical simulations of multielectron
ionization processes [176, 177, 178, 179, 180, 181, 182].

� Ellipticity studies: If rescattering is the dominant process leading to non-
sequential ionization, it should be very sensitive to the laser degree of polar-
ization. This was indeed the findings of a series of experiments performed
in the late 1990 s [94, 183, 184].

� Electron and ion momentum distributions: Using cold-target recoil-ion
momentum spectroscopy (COLTRIMS) [31, 32] and electron–ion coinci-
dence [37, 38, 185], it is now possible to get new insights into the physics
of non-sequential ionization and to confirm in particular the correctness of
the rescattering mechanism.

In conclusion, there are obviouslymany common points in the physics (as well

as in the history) behind the three phenomena reviewed in this chapter. A unified

view of HHG, ATI, and non-sequential ionization, originating from simple

man’s model, formulated within the strong field approximation and expressed

in terms of quantum orbits, is slowly emerging [153, 186]. It will be presented in

Fig. 8 Quantum path distributions for the 27th and 15th harmonics in argon. The figures on
the left are obtained from TDSE calculations, whereas the ones on the right are due to the
SFA (from [107])
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more details in Section 5. In the next section, we review the theoretical methods
that have been used to treat the problem of an atom in a strong laser field.

4 Theoretical Methods

The theoretical problem consists in finding the time-dependent wave function
of an atom with several active electrons. Strictly speaking, we need to solve the
time-dependent Schrödinger equation that describes the interaction of a many-
electron atomwith a laser field. Duringmany years, theorists have concentrated
their effort on solving the problem of a hydrogen atom, or more generally, a
single active electron (SAE) [171] atom in a strong laser field. In this SAE
approximation, the role of electronic structure in an atom is to determine an
effective (for instance, Hartree–Fock) static potential felt by the (active) elec-
tron interacting with the laser field (for a discussion of some two-electron
effects, see, for instance, [187, 188, 189]). In this section, we review the main
methods that have been used to calculate the response of a single atom to a laser
field within the SAE approximation.

We can identify four types of methods that have been used to solve the
‘‘one-electron’’ problem: the numerical methods, the classical phase space aver-
aging method, the pseudo-potential model, and the strong field approximation,
which we will present in some detail in Section 5.

� Numerical methods: The aim of these methods is to solve numerically the
time-dependent Schödinger equation (TDSE) describing an atom in the
laser field. Since the laser field oscillates periodically (at least in the adiabatic
case, i.e., for long pulses), one of the possible approaches is to use a Floquet
analysis ([190]; for a recent review, see [14, 191]). However, the direct
integration of the TDSE is far more often used (for a review, see [13, 192]).
In one dimension, such integration can be performed using either the finite
element (Crank-Nicholson), or split operator techniques; in the context of
ATI and HHG, it has been first used by the Rochester group [15, 193], but
then employed by many others as a test method. In three dimensions, the
numerical methods have been pioneered by Kulander [171, 194], who used a
2D finite element (‘‘grid’’) method. Pretty soon it was realized that basis
expansion methods that employ the symmetry of the problem (i.e., the
spherical symmetry of a bare atom, or the cylindrical symmetry of an
atom in a linearly polarized field) work much better [195, 196]. Modern
codes use typically expansions in angular momentum basis and solve the
coupled set of equations for the radial wave function using finite grid
methods (cf. [85]), Sturmian expansions [197, 198], or B-spline expansions
[199, 200]. Most of those codes are quite powerful and allow one to calculate
the atomic response directly in three dimensions [23, 197, 198, 201, 202]
without adiabatic approximation [117]. Many seminal results concerning
especially harmonic generation have been obtained using direct numerical
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methods: For example, the first observation of the Ip þ 3Up law [85], the
importance of pulse shape and blue shifting effects [203, 204, 205], and the
proposal of subfemtosecond pulse generation [19, 117, 206, 207, 208].

� Classical phase space averaging method: A lot of useful information about
atom-intense laser interaction processes can be gained from a purely classi-
cal analysis of the electron driven by the laser field. In order to mimic
quantum dynamics, classical Newton equations are solved for an ensemble
of trajectories generated from an initial electron distribution in the phase
space. This distribution is supposed to reproduce the true quantum initial
state of the system, so that averages over this distribution are analogs of
quantum averages. Such approach has been developed in the context of
HHG by Maquet and his collaborators [209, 210].

� Pseudo-potential model: Many important results in the theory of harmonic
generation have been obtained by Becker and his collaborators who have
solved exactly (and to a great extent analytically) the zero range pseudo-
potential model [211]. In this model, the electron is bound to the nucleus via
the potential

VðrÞ ¼ 2p
�m

�ðrÞ @
@r

r; (3)

where m is the electron mass. This potential supports a single bound state
with the energy�Ip ¼ ��2=2m. This model, originally formulated in the case
of a linearly polarized field, was extended to one-color [101] and two-color
[212] fields with arbitrary polarization and used to study the polarization
properties of harmonics generated by elliptically polarized fields [213]. It also
accounts for the ground state depletion [214]. Structures in the harmonic
spectra are associated in this model to above-threshold ionization channel
closings [215], rather than with quantum interferences between the contribu-
tions of different electronic trajectories [216]. Nevertheless, Becker’s model
leads to the same final formulas for the induced atomic dipole moment as
the SFA theory described below, and essentially to the same results (for a
detailed comparison, see [103]).

5 Strong Field Approximation

In this section, we present the strong field approximation (SFA) to the time-
dependent Schrödinger equation. It is a generalization of the Keldysh–Faisal–
Reiss approximation [162, 163, 164]. A first formulation of the SFA for har-
monics can be found in [217]. We begin by a general derivation and a discussion
of the conditions of validity, before applying the theory to the three phenomena
reviewed in this paper. More details of our version of the SFA can be found in
the series of Refs. [90, 91, 102, 143, 216, 218], and in the review [17, 18].
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5.1 Derivation of SFA

We consider an atom (or an ion) in a single electron approximation under the

influence of the linearly polarized laser field EðtÞ ¼ ðEðtÞ cos ð!tÞ; 0; 0Þ. In the

length gauge, the Schrödinger equation takes the form

i�hj�ðx; tÞi ¼ � �h2r2

2m
þ VðxÞ � EðtÞ cos ð!tÞex

� �
j�ðx; tÞi: (4)

Initially (i.e., before the turn-on of the laser pulse), the system is in the ground

state, denoted as j0i, which in general has a spherical symmetry.
We assume that Ip � 1 in units of the laser photon energy (typically

Ip ’ 5�20 laser photons) and that Up is comparable or larger than Ip. We

start our discussion by considering the case when ionization is weak, so Up

should be large, but still below the saturation level, Usat, when all atoms ionize

during the interaction time. In this regime of parameters, the tunneling theory

[162, 163, 164, 165] becomes valid [156]. The intensities are large enough

(1014�1015 W cm�2) so that intermediate resonances, including dynamically

induced ones (see, for instance, [127]), play no role. The electron undergoes

transitions to continuum states which we label by the kinetic momentum of the

outgoing electron jqi. These are eigenstates of the free Hamiltonian correspond-

ing to outgoing electrons with kinetic momentum q:

� �h2r2

2m
þ VðxÞ

� �
jqi ¼ q2

2m
jqi: (5)

Since we use an expansion into eigenstates of the free Hamiltonian, we account in

principle for the Coulombic correction to the asymptotic phase shift of the states

jqi when VðxÞ is a long-range potential. The electron leaves the atom typically

when the field reaches its peak value. The effect of the force due to the potential,

�rVðxÞ, is then negligible. As the electron is accelerated in the field, it immedi-

ately acquires a high velocity, so that the role of VðxÞ is even less pronounced.

That is particularly true if the electron returns to the nucleus with a large kinetic

energy of the order of Up. At the turning points, the electron velocity might be

quite small but these points are located typically very far from the nucleus.
The above considerations suggest that the following assumptions should be

valid in the regime of parameters that we consider:

(a) The contribution to the evolution of the system of all bound states except
the ground state j0i can be neglected.

(b) In the continuum, the electron can be treated as a free particle moving in the
electric field with no or little effect of VðxÞ.

For intensities much smaller than saturation intensity, we can additionally

neglect the depletion of the ground state. Otherwise, the depletion of the ground
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state has to be taken into account, as discussed in Section 5.2. Assumption

(b) is non-questionable for short-range potentials, but is also valid for hydro-

gen-like atoms, provided Up is large enough. Generally speaking, assumptions

(a) and (b) hold when there are no intermediate resonances and when the

Keldysh parameter � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ip=2Up

p
is smaller than one, i.e., in the tunneling or

over-the-barrier ionization regimes. The latter condition requires Ip � 2Up and

implies that (i) when the electron is born in the continuum it is under the

influence of a very strong laser field and (ii) when it comes back to the nucleus

it has a large kinetic energy, so that the atomic potential force can be neglected.

Obviously, the latter implication concerns only highly energetic electrons,

e.g., in the case of HHG those responsible for the production of harmonics of

order ð2Mþ 1Þ�h! � Ip.
There are, as we mentioned, several theoretical approaches that incorporate

assumption (b) in solving Eq. (4) [162, 163, 164, 165]. We here follow Ref. [219,

220], since this approach is more closely related to standard methods of quan-

tum optics, in the sense that it neglects, or treats as a perturbation, part of the

interaction Hamiltonian. Quite generally (both for short-range and long-range

potentials), the continuum–continuum (C–C) matrix element can be expanded

into the most singular part and ‘‘the rest’’ (less singular or regular), as

hqjexjq0i ¼ ie�hrq�ðq� q0Þ þ gðq; q0Þ: (6)

The first term on the right side in Eq. (6) describes the motion of the free

electron in the laser field. The second term is responsible for electron rescatter-

ing processes. On the energy shell (q2=2m ¼ ðq0Þ2=2m), this term is related to the

scattering amplitude for the potential VðxÞ. If during rescattering the electron

absorbs at least one photon, jq2=2m� ðq0Þ2=2mj � 1. Far from the energy shell

gðq; q0Þ depends on the momentum transfer q� q0.
Assumption (a) implies that the time-dependent wave function can be

expanded as

j�ðx; tÞi ¼ eiIpt=�hðaðtÞj0i þ
Z

d3q bðq; tÞjqiÞ; (7)

where aðtÞ is the ground state amplitude and bðq; tÞ are the amplitudes of the

corresponding continuum states. We have factored out here free oscillations of

the ground state amplitude with the bare frequency Ip. The Hamiltonian

governing the evolution of �ðx; tÞ can then be projected onto the space spanned

by j0i and the continuum states jqi. The projected Hamiltonian can be divided

into two parts:

H ¼ H0 þH1; (8)
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where

H0 ¼� Ipj0ih0j þ
Z

d3q
q2

2m
jqihqj

� EðtÞ cos!t
Z

d3q dxðqÞj0ihqj þ h:c:½ 	

� i�heEðtÞ cos!t
Z

d3q

Z
d3q0jqirqx�ðq� q0Þhq0j;

(9)

while

H1 ¼ �EðtÞ cos!t
Z

d3q

Z
d3q0jqigxðq; q0Þhq0j: (10)

Here dðqÞ ¼ hqjexj0i denotes the atomic dipole matrix element for the bound-

free transition and dxðqÞ is the component parallel to the polarization axis. H0

includes dominant effects of themotion of the electron in the laser field, whereas

H1 takes care for rescattering.
The Schrödinger equation for the amplitude bðq; tÞ reads

�h _bðq; tÞ ¼ � i
q2

2m
þ Ip

� �
bðq; tÞ þ iEðtÞ cosð!tÞ d
xðqÞ

� �heEðtÞ cosð!tÞ @bðq; tÞ
@qx

þ iEðtÞ cosð!tÞ
Z

d3q0gxðq; q0Þbðq0; tÞ:

(11)

In writing Eq. (11), we have neglected the depletion of the ground state, setting

aðtÞ ¼ 1 on the right hand side. The whole information about the atom is thus

reduced to the form of dðqÞ and gðq; q0Þ.
A generalized strong field approximation may now be formulated as a

systematic perturbation theory with respect to H1. Zeroth-order SFA corre-

sponds to the exact solution of the Schrödinger equation generated byH0 only.

The Schrödinger equation reduces to the first two lines in Eq. (11), and its

solution takes the form

b0ðq; tÞ ¼ i

Z t

0

dt0Eðt0Þ cosð!t0Þdxðqþ eðAðtÞ � Aðt0ÞÞ=cÞ

� e
�i
R t

t0
dt}½ðqþeðAðtÞ�Aðt}ÞÞ=cÞ2=2mþIp	=�h;

(12)
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where AðtÞ is the vector potential. Introducing the canonical momentum
p ¼ qþ eAðtÞ=c, we get

b0ðq; tÞ ¼ i

Z t

0

dt0Eðt0Þ cosð!t0Þdxðp� eAðt0Þ=cÞ

� e
�i
R t

t0
dt}½ðp�eAðt}Þ=cÞ2=2mþIp	=�h

:

(13)

The interpretation of this result is straightforward. b0ðq; tÞ is a sum of prob-
ability amplitudes that the electron is born in the continuum at time t0

with the canonical momentum p. These amplitudes are given by the first two
factors in the integrand of Eq. (13). They are then propagated until time t, and
acquire a phase factor expð�iSðp; t; t0ÞÞ, where Sðp; t; t0Þ is the quasi-classical
action:

Sðp; t; t0Þ ¼
Z t

t0
dt}

ðp� eAðt}Þ=cÞ2

2m
þ Ip

 !
: (14)

The effect of the atomic potential is assumed to be small between t0 and t, so that
Sðp; t; t0Þ actually describes the motion of an electron freely moving in the laser
field with a constant canonical momentum p. Note, however, that Sðp; t; t0Þ does
incorporate leading effects of the binding potential through its dependence on
Ip. This zeroth-order solution will be used to describe high-order harmonic
generation (Section 5.2), as well as the ‘‘direct’’ tunneling process in ATI (see
Section 5.3).

Inserting the zeroth-order solution on the right hand side of Eq. (11), we
obtain the first-order correction to SFA with respect to the rescattering term

b1ðq; tÞ ¼ �
Z t

0

dt0
Z t0

0

dt}

Z
d3p0 Eðt0Þ cosð!t0Þ

� gxðp� eAðt0Þ=c; p0 � eAðt0Þ=cÞe�iSðp;t;t0Þ

� Eðt}Þ cosð!t}Þdxðp0 � eAðt}Þ=cÞe�iSðp0;t0;t}Þ:

(15)

The above expression has also a simple physical meaning. The electron makes
transitions to the continuum at t0 with the amplitude

Eðt}Þ cosð!t}Þdxðp0 � eAðt}Þ=cÞ:

The kinetic momentum of the electron is then q0 ¼ p0 � eAðt00Þ=c. The amplitude
is then propagated until t0, when the electron undergoes rescattering, followed
by subsequent propagation until t. The propagation in both cases consists of
accumulation of phase factors, expressed as exponentials of i times the corre-
sponding quasi-classical actions. This first-order correction to the solution of
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the Schrödinger equation will be used in the description of ATI processes
(Section 5.3).

5.2 Strong Field Approximation for HHG

The harmonic components are given by the Fourier transform of the time-
dependent dipole moment exðtÞ ¼ h�ðx; tÞjexj�ðx; tÞi. ex(t) can be expanded
(in the zeroth-order approximation) as

exðtÞ ¼
Z

d3q d
xðqÞb0ðq; tÞ þ c:c:; (16)

where b0ðq; tÞ is given by Eq. (12). The time-dependent dipole moment can be
expressed as

exðtÞ ¼ i

Z t

0

dt0
Z

d3p Eðt0Þ cosð!t0Þd
xðp� eAðtÞ=cÞ

� dxðp� eAðt0Þ=cÞe�iSðp;t;t0Þ þ c:c:

(17)

The integral over p can be approximated using the saddle point method as

exðtÞ ¼i
Z t

0

d�
p

� þ i�=2m�h

� �3=2

� d
xðps � eAðtÞ=cÞ exp �iSðps; t; �Þð Þ

� Eðt� �Þ cosð!ðt� �ÞÞdxðps � eAðt� �Þ=cÞ þ c:c:;

(18)

where � is a positive regularization constant. We have introduced a new vari-
able, the return time � ¼ t� t0, which is the time the electron spends in the
continuum between the moments of tunneling from the ground state and
recombination back to the ground state. The saddle point value of the momen-
tum (stationary point of the quasi-classical action) is given by

ps ¼ psðt; �Þ ¼
Z t

t��
dt0 eAðt0Þ=c�: (19)

Note the characteristic prefactor ð� þ i�=2m�hÞ�3=2 in (20) coming from the
effect of quantum diffusion. It cuts off very efficiently the contributions from
large �s and allows often one to extend the integration range from 0 to infinity.
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This expression (Eq. (18)) can be generalized to an elliptically polarized

field EðtÞ, and ground state depletion can be taken into account (for details,

see [91, 102]):

exðtÞ ¼ i

Z t

0

d�
p

� þ i�=2m�h

� �3=2

d
ðps � eAðtÞ=cÞ exp �iSðps; t; �Þð Þ

� Eðt� �Þ�dðps � eAðt� �Þ=cÞa
ðtÞaðt� �Þ þ c:c:

(20)

The field-free dipole transition element from the ground state to the con-

tinuum state characterized by the momentum p can be approximated by

[91, 221]

dðpÞ ¼ i
27=2�5=4

p
p

ðp 2 þ �Þ3
; (21)

with � ¼ 2mIp, for the case of hydrogen-like atoms and transitions from s

states.
Finally, the amplitude of the ground state fulfills in general the integrodif-

ferential equation:

_aðtÞ ¼
Z t

0

d��ðt; �Þaðt� �Þ;

where

�ðt; �Þ ¼ p
� þ i�=2m�h

� �3=2

E
ðtÞ � d
ðps � eAðtÞ=cÞ expð�iSðps; t; �ÞÞ

� Eðt� �Þ � dðps � eAðt� �Þ=cÞ:
(22)

When the pulses are not too short and not too strong, and the change of aðtÞ on
the time scale of one period of the fundamental frequency is small, we can make

a series of approximations: _aðtÞ ’ �
R t
0 d��ðt; �ÞaðtÞ, so that

aðtÞ ¼ exp �
Z t

0

�ðt0Þdt0
� �

;

where �ðtÞ ¼
R t
0 d��ðt; �Þ. Furthermore, �ðtÞ can be approximated by its

average over one laser period ��ðtÞ ¼ 1
T

R tþT
t �ðt0Þdt0 where T ¼ 2p=!. The inten-

sity-dependent ionization rate is twice the real part of the (complex) decay rate
��ðtÞ.
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Expressions (20) and (22) result from a single active electron approximation.
In the case of rare gas atoms, all electrons on the outer shell can be ‘‘active’’. In
the case of He, with two (equivalent) s electrons in the ground state, the total
dipole moment and the total ionization rate are simply given by twice the above
expressions (Eqs. (20) and (22), respectively). In the case of the other noble gases
(six p electrons on the outermost shell in the ground state, two in each of the
m ¼ �1; 0; 1 states), the procedure is more complex. The two expressions
(Eqs. (20) and (22)) should be replaced by twice the sum of contributions
from each magnetic quantum numberm ¼ �1; 0; 1; each of those contributions
should be calculated by replacing Eq. (21) by an appropriate field-free dipole
matrix element describing the transition from the ‘ ¼ 1;m ¼ �1; 0; 1 states to
the continuum. Fortunately, the dependence of the dipole moment and ioniza-
tion rate on the details of the ground state wave function is rather weak, and
typically reduces to an overall prefactor [91, 102] that determines the strength of
the dipole but not the form of its intensity dependence. For these reasons, in
most of the calculations for noble gases other than helium, we still use the s-
wave function to describe the ground state (Eq. (21)), but multiply the results by
an effective number of active electrons, nel ’ 4. Total ionization rates of helium
and neon calculated with nel ¼ 2;’ 4, respectively, agree very well with the
ADK ionization rates [165].

The two expressions (20) and (22) have the characteristic semi-classical
form that can be analyzed in the spirit of Feynman path integrals: they contain
(from right to left) transition elements from the ground state to the continuum
at t� � , a propagator in the continuum proportional to the exponential of i
times the quasi-classical action, and finally transition elements from the con-
tinuum to the ground state. Applying the saddle point technique to calculate the
integral over � (and t if one calculates the corresponding Fourier components or
time averages), one can transform both expressions into sums of contributions
corresponding to quasi-classical electron trajectories (labeled by n), character-
ized by the moment when the electron is born in the continuum tn � �n, its
canonical momentum pnðtn; �nÞ (see Eq. (19)), and the moment when it recom-
bines tn [91, 216]. Since we deal here with tunneling processes (i.e., where
electrons pass through a classically forbidden region), these trajectories are in
general complex. Typically, only the trajectories with short return times Reð�Þ
contribute significantly to the dipole moment (Eq. (20)); The number of rele-
vant trajectories with, for example, return times shorter than one period is � 2.

The Kth Fourier component of the dipole moment (Eq. (20)) can then be
written in the form

exK ¼
X
n

an expf�iS½pn; tn; �n	=�hg; (23)

where the sum runs over the relevant trajectories (quantum orbits), an is a
corresponding amplitude, and S denotes the action. This corresponds indeed
to a Feynman’s path integral: The sum is, in fact, an infinite-dimensional
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functional integral, which reduces, in the framework of the SFA, to a sum over a

few quantum orbits.
To understand in more detail how this reduction works, we apply the saddle

point technique, not only to calculate the integral over p but also to evaluate the

remaining integrals over � and t. This method is asymptotically exact provided

Up, Ip, and K are large enough. The saddle point equations that arise from the

derivatives of the classical action (Eq. (14)) take the form

rpSðp; t; �Þ ¼ xðtÞ � xðt� �Þ ¼ p�=m�
Z t

t��
dt} eAðt}Þ=mc ¼ 0; (24)

@Sðp; t; �Þ
@�

¼ ðp� eAðt� �Þ=cÞ2

2m
þ Ip ¼ 0; (25)

@Sðp; t; �Þ
@t

¼ ðp� eAðtÞ=cÞ2

2m
� ðp� eAðt� �Þ=cÞ2

2m
¼ K�h!: (26)

The first of these equations indicates, as already mentioned, that the only

relevant electron trajectories are those such that the electron leaves the nucleus

at time t� � and returns at t. Eq. (25) has a somewhat more complicated

interpretation. If Ip were zero, it would simply state that the electron leaving

the nucleus at t� � should have a velocity equal to zero. In reality, Ip 6¼ 0 and in

order to tunnel through the Coulomb barrier the electron must have a negative

kinetic energy at t� � . This condition cannot be fulfilled for real �s, but can
easily be fulfilled for complex �s. The imaginary part of � can then be inter-

preted as a tunneling time, just as it has been done in the seminal paper of

Ammosov et al. [165]. Finally, we can rewrite the last expression (26) as

ðp� eAðtÞ=cÞ2

2m
þ Ip ¼ EkinðtÞ þ Ip ¼ K�h!: (27)

This is simply the energy conservation law, which gives the final kinetic energy

of the recombining electron that generates the Kth harmonic.
These equations can be used to derive for instance the cutoff law. Indeed,

Eq. (27) clearly says that the maximum emitted harmonic frequency is given by

the maximum possible kinetic energy the electron has at the moment t of

collision with the nucleus. Qualitatively, this conclusion is fully consistent

with the classical model of Refs. [88, 89]. Quantitatively, there are differences,

since Eqs. (24) and (25), which have to be considered together with Eq. (27),

naturally account for the tunneling process and its influence on the electron

kinetic energy at the moment it encounters the nucleus again. Perhaps the most

important quantum mechanical effect, however, is implied by expression (23):

the amplitude of the Kth harmonic is a sum of interfering contributions corre-

sponding to different electronic trajectories. The interfering contributions have
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a phase (given by the real part of the classical action) which is intensity

dependent. We can write Eq. (23) as

exK ¼
X
n

an expf�i�nIg; (28)

where the coefficient�n is the factor in front of the laser intensity for each quantum

path labeled by n. To illustrate the meaning of this expression, we present in Fig. 8

quantum path distributions obtained in argon, using TDSE (left) and SFA (right)

for the 27th (top) and 15th (bottom) harmonics [107]. Each vertical line represents a

quantum path, and the color code indicates their respective weight. There are

mainly two of them with the TDSE, whereas the SFA seems to emphasize only

one. The induced intensity-dependent phase, approximately given by S ¼ Up� ,
where � is the electron return time [216, 218], plays an important role in propaga-

tion, phase matching, and attosecond pulse generation (for more details, see the

chapter of Salières and Christov). The fact that several quantum orbits contribute

to harmonic generation has been experimentally shown [104, 105, 21]. As an

example, we present in Fig. 9 an experimental result [104] showing a spatial

distribution resulting from the interference of two (equivalent) 15th harmonic

beams, separated by a time delay of 0 fs on the left and 15 fs on the right. There

are clearly two spatial regions (a central one and an outer ring) with two different

coherence times, since the interferences have disappeared after 15 fs on the outer

ring, but are still present on the central part. This effect is due to the influence of

two different quantum orbits (see Fig. 8), leading to different spatial and tem-

poral characteristics.

Fig. 9 Spatial distribution resulting from the interference of two (equivalent) 15th harmonic
beams generated in Ar, separated by a time delay of 0 fs on the left and 15 fs on the right. There
are two spatial regions, with two different coherence times. This effect has been interpreted in
terms of two contributing quantum paths, with different phase behavior, leading to different
spatial and temporal properties (from [104])
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5.3 Generalized Strong Field Approximation for ATI

ATI is described by the combination of Eqs. (13) (‘‘direct’’ tunneling) and (15)

(rescattering), taken at the end of the laser pulse t ¼ tF. Note that, in the limit

t!1, we can assume Aðt!1Þ ¼ 0 (see [143] for details), so that canonical

and kinetic momenta are the same (p ¼ q). To analyze these expressions in a

quasi-classical sense, we perform the integrals entering those expressions using

a saddle point method. This method [90, 91] is expected to be accurate when

both Up and Ip, as well as the involved momenta p and p0, are large. Since

the quasi-classical actions are proportional to Ip, Up, q2, etc., the factors

expð�iS=�hÞ are rapidly oscillating, and the integrals can be approximated by

the value of the integrands at the stationary points of the quasi-classical actions.

Such a procedure is legitimate provided dx and gx are slowly varying and in

particular are non-singular at the saddle points of the actions (see discussion in

[91]). As shown below, the advantage of our approach is that it captures the

essential underlying physics.
The zeroth order term describing direct tunneling becomes then

b0ðq; tFÞ / i
X
n

AnEðt0nÞ cosð!t0nÞdxðp� eAðt0nÞ=cÞe�iSðp;tF;t
0
nÞ; (29)

where the sum is extended over the saddle points enumerated by n, t0n denotes
the time at which the electron tunnels out, tF is the final time, and An is the

amplitude of the nth saddle point contribution.
The saddle points are derived from the condition

ðp� eAðt0nÞ=cÞ
2

2m
þ Ip ¼ 0: (30)

In general, the trajectories are complex, and there are four families of solutions

of Eq. (30): tþ 2pk;�tþ 2pk; t
 þ 2pk;�t
 þ 2pk, where k is an integer. The

summation over this sequence of saddle points leads eventually to appearance

of peaks in the spectrum at p2=2m ¼ N�h!� Ip �Up, where N is an integer.

Only two of these families contribute to Eq. (29), since the action Sðp; tF; t0nÞ
must have a negative imaginary part to describe appropriately an exponential

decay of the ionization amplitudes.
It is interesting to note that even for Ip ¼ 0, and 	 ¼ 0 (angle between p

and the direction of the field), there does not exist real solutions (real quantum

orbits) for p4
ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
. This indicates that there is a cutoff for electrons of

kinetic energies higher than 2Up. Note also that since there are contributions of

two families of trajectories to each of the ATI peaks, the probability amplitude

of direct tunneling displays in general interference effects. We stress that this is a

generic feature that occurs also when we consider rescattering events.
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A similar analysis can be done for the first-order solution (15). In this case,

the result is

b1ðq; tFÞ ¼ �
X
sp

AnEðt0nÞ cosð!t0nÞgxðp� eAðt0nÞ=c; p0n � eAðt0nÞ=cÞ

� e�iSðp;tF;t
0
nÞEðt}nÞ cosð!t}nÞdxðp0n � eAðt}nÞ=cÞe�iSðp

0
n;t
0
n;t}nÞ;

(31)

where the saddle points are stationary points of the sum of actions

Sðp; tF; t0Þ þ Sðp0; t0; t}Þ, with respect to t0, t}, and p0.
The saddle points are solutions of the following set of equations:

ðp0n � eAðt0n � �Þ=cÞ
2

2m
þ Ip ¼ 0; (32)

p0n�=m�
e

mc

Z t0n

t0n��
Að~tÞd~t ¼ 0; (33)

ðp� eAðt0nÞ=cÞ
2

2m
� ðp

0
n � eAðt0nÞ=cÞ

2

2m
¼ 0; (34)

where we have introduced the return time � ¼ t0n � t}n.
The first of the above equations in the limit Ip ! 0 expresses the fact that

the main contribution comes from the electrons that leave the nucleus at time

t}n ¼ t0n � � with zero kinetic momentum, but with canonical momentum p0. The
second equation determines the value of p0 which allows the electron to return to

the nucleus at t0n. Finally, the third equation describes rescattering at t
0
n and simply

states that the kinetic energy is conserved in this process. Neither the canonical

momenta (p) nor even the kineticmomenta (p� eA=c) have to be conserved at t0n.
The kinetic momenta may undergo a change of sign (backward scattering).

Generally, there are many families of solutions of Eqs. (32, 33, 34). In the

limit Ip ! 0, each of these families contains different values of � corresponding
to trajectories with one or several returns of the electron to the nucleus at t0n.
Due to quantum diffusion, trajectories with a single return are the most relevant

ones. Even when we restrict ourselves to the families of trajectories with single

returns, there are still four families corresponding to different values of t0n. Each
of the families contains an infinite number of solutions t0n þ 2pk, where k is an

integer. Only some of these families contribute, however, to Eq. (31) since they

must also fulfill the condition that the imaginary parts of Sðp; tF; t0Þ and

Sðp0; t0; t}Þ are negative.
For 	 ¼ 0, Ip ¼ 0, the saddle point equations become particularly simple.

For instance, Eq. (34) implies that we deal either with forward scattering

p ¼ p0n (35)
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or backward scattering

p ¼ �p0n þ 2eAðt0nÞ=c: (36)

On the other hand,

t0n � � ¼ arc cosðp0n=
ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
Þ; (37)

i.e., t0n � � is real, provided p0n is real and p0n=
ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
� 1. One may ask how

large p can be to have real solutions of the saddle point equations and thus lack
of decay of probability amplitudes (i.e., plateau structures). For the forward
scattering obviously the condition is p0n=

ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
� 1, i.e., p2=2m � 2Up. For-

ward scattering is expected in this limit to affect most significantly low-energy
part of the ATI spectrum. It is a little trickier to consider the case of backward
scattering. Setting 2eAðt0nÞ=c to its extremal value�2

ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
, we obtain for the

case of backward scattering that p � �3
ffiffiffiffiffiffiffiffiffiffiffiffi
4Upm

p
, i.e., p2=2m � 18Up. This

estimate is obviously exaggerated, but it clearly indicates that backward scatter-
ing might in principle affect the parts of the ATI spectra that correspond to
much higher energies, which indeed is the case (see Ref. [143] for detailed
calculations of ATI spectra using the SFA).

Again, as an illustration of this formalism, we present in Fig. 10 an experi-
mental ATI spectrum, obtained for elliptical polarization [21]. To each plateau

Fig. 10 ATI spectrum in xenon for an elliptically polarized laser field with ellipticity 
 ¼ 0:36
and intensity 7:7� 1013 W cm�2 for emission at an angle with respect to the polarization axis
as indicated. The different steps of the spectrum are shaded differently. For each step (from
left to right), the responsible quantum orbits, calculated from the stationary action principle
(see text) are displayed above (from top to bottom). The crossesmark the position of the atom,
and the length scale of the orbits is given in the upper left of the figure (from [21])
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shown in this figure, it is possible to associate a quantum orbit (or quantum
path), derived from Eqs. (32, 33, 34).

5.4 Generalized Strong Field Approximation
for Non-sequential Ionization

To our knowledge, a time-dependent formulation of the SFA for multielectron
problems such as non-sequential ionization has not been presented in the
literature so far [222]3. A related generalized Ŝ-matrix theory [172, 173, 186]
has been very successful in explaining experimental momentum distributions. It
was also stressed [174, 175] that to get full quantitative agreement with the
experiment, Coulomb refocusing of the electron trajectories has to be
accounted for. In the following, we will not attempt to derive the time-depen-
dent version of the SFA for two electrons, but we will rather follow the ‘‘mini-
mal correlation’’ approach of Becker and his coworkers, which leads to a
description of non-sequential ionization in the form of a Feynman sum over
few relevant electronic trajectories.

Here the process in question involves two electrons, which have the final
momenta p1 and p2, respectively. Let I2p be ionization potential for two-electron
ionization (i.e. �I2p is the ground state energy), and let I1p be the ionization
potential for a singly charged ion (i.e., �I1p is the energy threshold for con-
tinuum states with one electron freed from the nucleus). Let tn � � denote the
time at which the first electron tunnels out, tn the time at which it rescatters on
the nucleus, and � the return time, i.e., the time the first electron needs to come
back to the nucleus. Let pn denote the canonical momentum of the first electron
born in the continuum at tn � � . With this notation the stationary action
equations become

ðpn � eAðtn � �Þ=cÞ2

2m
þ I2p � I1p ¼ 0; (38)

pn� �
e

c

Z tn

tn��
Að~tÞd~t ¼ 0; (39)

ðp1 � eAðtnÞ=cÞ2

2m
þ ðp2 � eAðtnÞ=cÞ2

2m
� ðpn � eAðtnÞ=cÞ2

2m
þ I1p ¼ 0: (40)

Again, there are typically several physically relevant families of solution of these
equations. Summation over such families in the expression of the form Eq. (23)
leads eventually to appearance of peaks in the energy spectrum at

p21
2m
þ p22
2m
¼ N�h!� 2Up � I2p;

3 Some steps toward such formulation have been achieved.
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where N is an integer. The analysis of the above equations. allows both for
qualitative understanding of the non-sequential ionization process and for
quite accurate quantitative description of momentum distributions [172,
173, 186].

6 Conclusion

We have presented a review of the physics of atoms in strong laser fields,
concentrating on the single atom response. We hope that the readers of this
chapter will share our opinion that even the ‘‘simple’’ single atom physics is only
apparently simple, and is in fact very rich and leads to a whole variety of
fascinating phenomena and applications.

We have focused in this chapter on an accurate description and explanation
of HHG, ATI, and non-sequential ionization provided by SFA, which in turn,
when analyzed using the stationary phase principle, leads to a unified descrip-
tion of all of the considered processes in terms of Feynman integrals, or better to
say Feynman sums over few relevant electronic trajectories.

The readers should not get the impression that SFA explains and describes
everything and that there are no more open challenging problems in the physics
of single atoms in strong fields. Our aim was to convince the readers that a lot
has been already achieved in this area, and a lot can be understood using the
elegant language of Feynman’s path integrals. Nevertheless, the area is still full
of open problems and challenges.

In HHG for instance, the problem of optimization of generation process is
far from being solved and may lead to many surprises in the future. Applica-
tions of HHG has just begun to arise, and one expects a lot of activities in this
area. Optimal generation of attosecond pulses, or pulse trains, is another issue.
Attophysics is being now born and there are numerous open questions con-
cerning applications of attosecond XUV pulses, in particular for time-resolved
attosecond spectroscopy (TRAS). The first steps toward this direction has been
recently achieved by Krausz and his collaborators, who have used attosecond
pulses for monitoring an Aug decay [223] as well as for visualizing an optical
light wave [224].

ATI seems to be the area in which many of the fundamental questions have
been already answered. Even this point of view is misleading: for instance, ATI
and more generally electron scattering in the presence of strong laser light is
becoming a test ground for attophysics [76, 122].

Finally, the systematic study of multielectron ionization and electron corre-
lation processes in strong laser fields has just begun. Both in experiments and in
the theory there are fundamental questions, involving for instance control of
rescattering effects, role of laser pulse duration.Wemay expect a lot of activities
in this area in the next future.
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77. R. López-Martens et al., Phys. Rev. Lett. 94, 033001 (2005).
78. M. Lein, N. Hay, R. Velotta, J. P. Marangos, and P. L. Knight, Phys. Rev. A 66, 023805

(2002).
79. J. Itatani, J. Levesque, D. Zeidler, H. Niikura, H. Pépin, J. C. Kieffer, P. B. Corkum, D.
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21, L31 (1988).
82. A. L’Huillier and Ph. Balcou, Phys. Rev. Lett. 70, 774 (1993).
83. M. D. Perry and G. Mourou, Science 264, 917 (1994).
84. Z. Chang, A. Rundquist, H. Wang, H. Kapteyn, M. Murname, X. Liu, and B. Shan,

proceedings of the Applications of High Field and Short Wavelength Sources VII topical
meeting, Santa Fe, March 19–22 (1997).

85. J. L. Krause, K. J. Schafer, and K. C. Kulander, Phys. Rev. Lett. 68, 3535 (1992).

Principles of Single Atom Physics 179



86. H.B. van Linden van den Heuvell in Ref. [5], p. 25.
87. P. B. Corkum, N. H. Burnett and F. Brunel, Phys. Rev. Lett. 62, 1259 (1989).
88. K. C. Kulander, K. J. Schafer, and J. L. Krause, in Super-Intense Laser-Atom Physics,

Eds. B. Piraux, Anne L’Huillier, and K. Rza _Zewski, NATOASI Series B, vol. 316, p. 95
(Plenum Press, New York, 1993).

89. P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993).
90. A. L’Huillier, M. Lewenstein, P. Salières, Ph. Balcou, M. Yu. Ivanov, J. Larsson, and

C. G. Wahlström, Phys. Rev. A 48, R3433 (1993).
91. M. Lewenstein, Ph. Balcou,M.Yu. Ivanov, Anne L’Huillier, and P. Corkum, Phys. Rev.

A 49, 2117 (1994).
92. P. B. Corkum, N. H. Burnett, and M. Y. Ivanov, Opt. Lett. 19, 1870 (1994).
93. K. S. Budil, P. Salières, A. L’Huillier, T. Ditmire, and M. D. Perry, Phys. Rev. A 48,

R3437 (1993).

94. P. Dietrich, N. H. Burnett, M. Y. Ivanov, and P. B. Corkum, Phys. Rev. A 50, R3585
(1994).

95. Y. Liang, M. V. Ammosov, and S. L. Chin, J. Phys. B 27, 1296 (1994).
96. N. H. Burnett, C. Kan, and P. B. Corkum, Phys. Rev. A 51, R3418 (1995).
97. F. A. Weihe, S. K. Dutta, G. Korn, D. Du, P. H. Bucksbaum, and P. L. Shkolnikov,

Phys. Rev. A 51, R3433 (1995).
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100. D. Schulze, M. Dörr, G. Sommerer, P. V. Nickles, T. Schlegel, W. Sandner, M.
Drescher, U. Kleineberg, and U. Heinzmann, Phys. Rev. A 57, 3003 (1998).

101. W. Becker, A. Lohr, and M. Kleber, J. Phys. B 27, L325 (1994); 28, 1931 (1995)
(corrigendum).

102. Ph. Antoine, A. L’Huillier, M. Lewenstein, P. Salières, and B. Carré, Phys. Rev. A 53,
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Ionization of Small Molecules by Strong

Laser Fields

Hiromichi Niikura, V.R. Bhardwaj, F. Légaré, I.V. Litvinyuk, P.W. Dooley,

D.M. Rayner, M. Yu Ivanov, P.B. Corkum, and D.M. Villeneuve

1 Introduction

Ionization is fundamental to many technologies. Mass spectrometry relies on

ionization, as does femtosecond laser machining. Ionization is the fundamental

nonlinearity behind attosecond science – the worldwide effort to generate

optical pulses that last only a single atomic unit of time. Molecular ionization

and the fate of the molecular fragments (ions and electrons) will be the focus of

this review.
Ionization of atoms and molecules in intense, infrared or near-infrared laser

fields is fundamentally different from that in low-intensity fields. The latter

requires either a photon with sufficient energy to directly ionize or an electronic

resonance that aids in the ionization. An example of the latter is resonance-

enhanced multiphoton ionization (REMPI). When the laser intensity becomes

great enough, the need for electronic resonances is removed. Indeed, the elec-

tronic levels are strongly modified by the presence of the intense field, and the

idea of resonances is less applicable.
Intense field ionization can be divided into two regimes that we will discuss

soon – multiphoton vs tunnel ionization. We will concentrate on the latter

regime, since it fits most current high-intensity experiments with titanium:sap-

phire lasers.
The process of removing electrons from atoms and molecules can be divided

into several distinct steps. It starts with the detachment of the electron from the

core, a process which is rich in interesting complications. The freed electron can

then move under the influence of the laser electric field and can possibly

recollide with the core. Recollision leads to well-known phenomena like high

harmonic generation that can be used as a source of short-wavelength sub-

femtosecond pulses. Themotion of the molecular ion in the laser field is another

source of study, leading to methods of controlling chemical bonds.
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Clearly, many of the things that we are learning about molecules have the

potential for application elsewhere, particularly in chemistry. The spectrum of

high harmonics from molecules contains information about the electronic

orbitals that are ionized and their symmetries. The recolliding electrons, after

diffracting from the molecular core, also contain information about the mole-

cular geometry. Both of these effects can be used as probes of molecular

structure in pump-probe experiments, with the possibility of femtosecond and

even sub-femtosecond time resolution.

2 Experimental Setup

Although strong field molecular ionization is being studied in many labora-

tories worldwide [1, 2, 3, 4, 5, 6], we will focus on experiments performed at the

National Research Council of Canada. That allows us to present a unified

experimental section.
A kilohertz Ti:sapphire laser system was used in all the experiments, with a

39 fs pulse duration at 800 nm wavelength and an energy of 800 mJ. The 800 nm
pulse could optionally pump an optical parametric amplifier (OPA) that pro-

duced tunable near-infrared pulses with a duration of 60 fs. The laser was focused

into the vacuum chambers with f/2 50mm focal length on-axis parabolic mirrors.
Several vacuum chambers were used for experiments. One was a simple time-

of-flight mass spectrometer containing molecules at a pressure of 10�6 Torr.

A uniform electric field was applied and ions were observed through a 1mm

diameter hole in one electrode. The signal was detected with a micro-channel

plate detector and recorded with a multichannel scaler. Another chamber had a

constant electric field acceleration region and a time- and position-sensitive

delay line anode detector. This detector system was able to collect multiple ions

per laser shot and to determine their initial three-dimensional velocities.
For experiments in which the ellipticity of the laser polarization was varied, a

sequence of optical elements were used to change the ellipticity while maintain-

ing the direction and magnitude of the major axis of the ellipse. The laser beam

passed through a rotating half-wave plate, a rotating polarizer and finally an

achromatic quarter-wave plate with a fixed vertical optical axis. The fixed

quarter-wave plate ensured that the major axis of the ellipse remained vertical.

The polarizer before it controlled the magnitude of the minor axis. The half-

wave plate was then used to keep the magnitude of the major axis constant. The

ellipticity, defined as the ratio of the two electric field components, was less than

0.02 for linear polarization.
For all wavelengths, the intensity was calibrated by measuring the saturation

intensity of Xeþ and comparing it with that calculated by the ADKmodel. This

provides an intensity reference that allows different laboratories, with different

lasers and focusing geometries, to compare their actual intensities.

186 H. Niikura et al.



3 The Initial Ionization Process

We first consider ionization of atoms by intense laser fields. We then generalize
to molecules with single electrons and then to multielectron systems.

With typical ionization potentials of 12–20 eV, atoms can only be ionized
directly by lasers with wavelengths shorter than about 150 nm. For the more
typical visible or infrared lasers, ionization by strong laser fields can be divided
into two regimes: multiphoton and tunneling. Multiphoton ionization occurs
when an electron gains energy by absorbing a number of photons simulta-
neously. Tunnel ionization occurs when the optical frequency of the field is
low enough that the electron has time to tunnel through the potential barrier, as
seen in Fig. 1.

One can use a classical analysis to estimate the laser intensity that is required to
tunnel ionize an atom, called the ‘‘over-the-barrier’’ threshold, Ith ¼ KI4p=ð16Z2Þ,
where Ip is the ionization potential of the atom andZ is the charge state of the ion
that is produced by ionization. In atomic units, K ¼ 1, but if Ip is in eV and Ith is
in W/cm2 then K ¼ 6:4� 1010. Below this dividing line the electron is bound.
Strong field physics still occurs, for example, the Stark shift can be very large [7] –
and through this very large Stark shift we can control either internal [8, 9] or
external [10, 11, 12, 13, 14] degrees of freedom of a molecule. However, in this
review we will restrict our considerations to ionization phenomena – intensities
above (or near) Ith.

While classical physics can provide an approximate dividing line, ionization
is quantum mechanical in nature. Most femtosecond laser experiments are
performed in an intensity region where tunnel ionization is important. The
parameter that determines if the tunneling approximation is valid is theKeldysh
parameter [15], � ¼ ðIp=2UpÞ1=2, where Up ¼ e2E2=ð4m!2Þ is the ponderomo-
tive potential, e and m are the electronic charge and mass, E is the electric field
strength at which the atom ionizes and ! is the angular frequency of the laser

−5 0 505

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

Fig.1 The combined laser
field and Coulomb potential
of the ion plotted as a
function of the distance
from the ion, illustrating the
barrier suppression
responsible for tunnel
ionization. The potential is
VðrÞ ¼ �1=rþ Ex, where E
is the instantaneous laser
electric field
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radiation. If �51, the tunneling conditions are satisfied [15]. For � � 1 a
multiphoton picture is more appropriate.

A theoretical model was developed by Ammosov, Delone and Krainov, called
the ADK model [16], that has been successful in describing tunnel ionization of
atoms. It has been further improved in the PPTmodel [17, 18, 19] and theYudin–
Ivanov model [20]. All these models predict a steeply increasing ion yield as the
laser intensity approaches Ith.

Since molecules are usually larger than atoms and the atomic tunnel ioniza-
tion calculations assume a short-range potential, it has been thought up to now
that molecules will be easier to ionize than atoms with the same ionization
potential. In reality, neutral molecules at their equilibrium internuclear separa-
tion tend to be more difficult to ionize than equivalent atoms [21, 22, 23, 24],
sometimes much more difficult [22].

The starting point for understanding ionization in molecules is to compare
their ionization with atoms. Early models simply substituted molecular ioniza-
tion potentials in atomic tunneling models such as ADK [16]. It was assumed
that the molecule’s relatively low ionization potentials and lower-lying excited
states would raise their ionization rates beyond tunneling rates. Even an early
adaptation of the atomic tunneling model to molecules, where the extended
range of the molecular potential was taken into account, predicted easier
ionization [25, 26].

The first indication that this was not the case came from diatomic molecules,
where results on HCl [21] and especially O2 [23] began to cast these predictions
in doubt. The O2 results are important because O2 has the same Ip as Xe and
allows direct experimental comparison.

The question is: Are these isolated special cases or is the behavior general and
does it extend to larger molecules with low ionization potentials? Direct com-
parison with rare gas of the same ionization potential is not possible in general,
so a consistent approach for comparing the ionization of molecules and atoms
with diverse ionization potentials is required.

We have developed an experimental approach that allows Isat to be defined in
a manner that can be directly connected to theory and that can be applied
consistently between different laboratories. We refer the reader to [22, 27] for
details. Figure 2 shows Isat plotted as a function of ionization potential. The
solid line is the ionization potential dependence of Isat calculated using ADK
tunneling theory [16]. The inset shows the results on an expanded scale where
the rare gas atomsHe andNe can be included. There is good agreement with the
ADK results for He, Ne and Xe, validating our experimental approach. For
molecules the key observation is that tunneling theory does not provide an
upper bound for the saturation intensity. All the organic molecules studied
show Isat is greater than that predicted by ADK theory, some by as much as a
factor of 4.

As yet there is no clear understanding of the general resistance of molecules
to strong field ionization. It seems that there might be a combination of causes.
Based largely on the results on O2 and the observation that N2 does not show
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suppression, it has been proposed [28] that interference in the exit channel
suppresses ionization in species with anti-symmetrical electronic ground states.
We have observed such quantum interference by studying the elliptical depen-
dence of recollision processes in benzene [29]. However, this mechanism for
ionization suppression is by no means established. The theory predicts suppres-
sion in other molecules with anti-symmetric ground states such as F2. Although
N2 and F2 have similar ionization potentials, due to differences in molecular
symmetry, theory predicts ionization of F2 to be suppressed by two orders of
magnitude relative to N2. Contrary to this, very small variation of the measured
ratio of Nþ2 =F

þ
2 with the laser intensity (Fig. 3) indicates no suppression of

ionization of F2 relative to N2. A similar study comes to the same conclusion for
S2 [30]. Also questioning the role of interference is the fact that we have been
unable to observe the expected ellipticity dependence in the recollision-driven
dissociation of O2.

It is intuitively obvious that ionization probability should depend on the
orientation of the molecule with respect to the laser polarization axis. However,
until recently all the experiments were performed on samples with isotropic
angular distributions, and therefore reported spherically averaged single ioni-
zation rates. Using short laser pulses to dynamically align molecules in the gas
phase, we for the first time measured the angular dependence of the strong field
single ionization probability for N2. We found that a nitrogen molecule aligned
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Fig. 2 One might think that, because molecules are more spatially extended than atoms, their
electrons can pick up more energy from a laser field, and hence that molecules will be easier to
ionize than an equivalent atom. This is not true. Most molecules are more difficult to ionize
than an atom that has the same ionization potential. In some cases, the orbital symmetry of
the highest orbital makes it very difficult to ionize. This graph shows the appearance intensity
for ionization of a number of organic molecules, plotted against their ionization potential.
The curve shows the appearance intensity predicted by the ADK model for that ionization
potential
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parallel to an electric field is about 4 times more likely to be ionized by a 40 fs,

3� 1014W=cm2 pulse than the one aligned perpendicular to the field [31]. This

result is in good agreement with predictions of the theory extending ADK to

small molecules [32]. This theory also predicts that for O2, due to the symmetry

of its outermost orbital, the angular dependence of ionization probability
exhibits a maximum at 45� orientation. That prediction is yet to be tested

experimentally.
The treatments applied to diatomic molecules largely ignore one of the most

important differences between atoms and molecules, especially for larger mole-

cules. This is the multielectron nature of the problem. Single-active-electron
models can treat rare gas atoms successfully because their excited states are well

above their ionization potentials. This is not generally the case in molecules.
In the quasi-static tunneling regime, where the laser frequency is well below

any molecular resonance, multielectron effects can be most simply addressed

through the polarizability of the molecule. In a strong ionizing field, screening
of the ion core by the induced dipole effectively raises the ionization barrier,

resulting in suppression of tunnel ionization [8]. A simple modeling, using

several electrons in a box [33], supports this qualitative picture.
Another significant difference between atoms and molecules is the presence

of nuclear coordinates in the latter. Those degrees of freedom can couple
dynamically to the electric field, resulting in alignment and deformations on

timescales comparable to the pulse duration and affecting the observed

Fig. 3 Measurement of Nþ2 =F
þ
2 ratio as a function of laser intensity for 800 nm light. N2 and

F2 have nearly identical ionization potentials, 15.58 and 15.69 eV, respectively, and have
singlet electronic ground states. F2 has an anti-symmetric configuration compared to the
symmetric configuration of N2. The interference model predicts the ionization of F2 to be
suppressed by two orders of magnitude relative to N2. However, the ratio shown above is very
small, varying from 0.4 to 1.8 with intensity, suggesting no suppression of ionization in F2
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ionization rates. For example, it is clear that light molecules like F2, N2 and O2

can undergo significant alignment before being ionized by pulses of 40 fs or
longer (and H2/D2 molecules even by much shorter pulses). For complete
understanding of molecular ionization, one will have to account for those
dynamic effects as well.

In summary, for small molecules in the adiabatic limit [34], our best under-
standing is that the basic ideas of tunnel ionization are valid, but they must be
adapted to a realistic electronic wave function and the knowledge that tunneling
occurs through a potential barrier that includes the influence of all of the
molecule’s electrons. Thus, H2 will be quite atomic-like while C60 is quite
different from an atom.

4 The Characteristics of the Newly Formed Electron

The act of ionization forms not only an ion, but also an electron. Since the
electron can only be launched during the fraction of each cycle when the field is
strong, electron wave packets are formed [35]. For small molecules and low
charge states, the laser field dominates the motion of the electron after detach-
ment. It is the most important force determining the motion of the wave packet.
After birth, the electron is accelerated away from the parent ion but, as the field
reverses, the electron can be driven back [36]. Depending on the electron’s phase
of birth in the laser field the electron can recollide with its parent, exciting the
second electron or knocking it free. This process is known as non-sequential
double ionization [36, 37].

Although the classical-like motion of the electron in the strong field is most
important, tunneling determines some of the characteristics of the electron
wave packet and studying these characteristics gives insight into tunnel ioniza-
tion. In particular, once the electron passes through the tunneling barrier, its
motion perpendicular to the laser field is not influenced by the field [38].
The electron velocity perpendicular to the laser field is determined by the
uncertainty in the position and velocity at the time of tunneling through the
barrier. This lateral motion is readily observed.

This section concentrates on experiments to measure the lateral momentum.
We use double ionization and fragmentation as a diagnostic. For atoms, it is
known theoretically [39] and experimentally [38] that the lateral velocity dis-
tribution is Gaussian. We show that it can be qualitatively different in mole-
cules. For C6H6, the distribution of lateral velocities has a local minimum at
zero lateral velocity and a global maximum at �3 Å/fs [29]. At still higher
lateral velocities, the distribution function falls rapidly to zero just as in an
atom. We also show that the lateral velocity spread is slightly different for H2

molecule aligned parallel and perpendicular [35].
We now know, in a general way, the probability of the electron emerging

from an atom or molecule as a function of the laser field strength. We next
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concentrate on the characteristics of the newly emerging electron. As it departs

the ion, the electron, which is confined laterally by the structure of the tunnel

region (Fig. 1), acquires a velocity �? in the direction perpendicular to the laser

field, in addition to a parallel velocity �j. The transverse velocity is a character-
istic signature of the intrinsic quantum mechanical nature of strong field

ionization. It determines the subsequent expansion of the electron wave packet

in the lateral direction [36, 38] as long as the electron is distant from the ion. For

atoms, the initial transverse velocity has a Gaussian distribution with 1/e width

given by �? ¼ ðE=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2IpÞ1=2

q
(in atomic units), where Ip is the ionization poten-

tial of the atom and E is the peak electric field amplitude [39].
After the electron is detached, it moves in the laser field as a free electron [40].

Its oscillatory motion can bring the electron back to the ion, where it recollides

with its parent [36]. During this free evolution, the field controls the electron

motion. In elliptically polarized light, the electron is displaced from the ion in

the direction of the minor component of the electric field (Fig. 4). This gives us

the experimental means to measure the transverse velocity distribution [36, 38].
As the laser ellipticity, defined as the ratio of the electric field components

(" ¼ Ey=Ex) increases, the transverse displacement increases. Ultimately the

transverse displacement of the electron wave packet exceeds the wave packet

radius and the electron never returns to the ion. Above this ellipticity, any

phenomena caused by the electron–ion recollision are no longer observed. We

use non-sequential ionization to measure the diameter of the electron wave

packet at the time of recollision, and hence v?.
In atoms, the probability of non-sequential excitation and double ionization

vs polarization ellipticity has a Gaussian distribution and is always a maximum

for linear polarization (� ¼ 0) and falls off rapidly with increasing ellipticity of

the laser polarization. The width of the Gaussian distribution is governed by the

ionization potential and the laser intensity. For a laser intensity of 1015 W/cm2

at 800 nm, double ionization of Ne has a 1/e width of " � 0:13, which

Fig. 4 Illustration of the trajectory of the electron in elliptically polarized light. The left panel
shows how a small amount of elliptical polarization causes the just-detached electron to move
laterally, so that it is less likely to recollide with the parent ion. The right panel illustrates
circularly polarized light, whereby the electron trajectory never returns to the parent ion. By
means of controlling the ellipticity of the laser light, one can control the electron trajectory or
even turn off the recollision process. This technique is important in clarifying the shape of the
electron wave packet and its influence upon recollision
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corresponds to a transverse displacement of 12 Å [38]. Since the effective

collision cross-section is small (�1 Å2), the transverse displacement allows us

tomeasure the spatial distribution of the wave packet when it returns to the ion in

1.77 fs. From this distribution we determine the transverse velocity at the time of

ionization to be 7 fs/Å, in close agreement with the calculated value of 7.5 fs/Å.
Recollision must certainly occur in molecules. However, in addition to

electronic excitation and double ionization, in molecules the nuclear degrees

of freedom can be excited, resulting in fragmentation of the molecule. The

dependence of double ionization (or recollision-induced fragmentation) on

the ellipticity of the laser polarization identifies non-sequential double ioniza-

tion in molecules. We review measurements of the lateral spread of the electron

wave packet in H2 [35] and C6H6 [29]. We show that transverse velocity spread

depends slightly on the molecular alignment with respect to the laser polariza-

tion in H2 [35]. In C6H6 [29], we show that both fragmentation and double

ionization have identical ellipticity dependence. At intensities of 1014 W/cm2,

for 1.4 mm light illuminating C6H6 we show that all fragmentation is due to

recollision.We begin withH2. As a two-electronmolecule it is similar to helium,

but has a nuclear degree of freedom. We study the sensitivity of tunnel ioniza-

tion to the direction of the internuclear axis by observing the expansion of the

electron wave packet.
We infer the alignment direction of the molecule via inelastic scattering.

Ionization results in a vibrational wave packet moving on the field-modified

�g potential energy surface until electron recollision occurs. During the recolli-

sion, the electron can either ionize the Hþ2 ion or inelastically scatter, producing

excited Hþ2 leading to dissociation. In either case, high kinetic energy protons

are produced. Their direction labels the molecular alignment. By selecting only

those fragments that travel in a particular direction relative to the laser polar-

ization axis, we can effectively have an ensemble of aligned molecules.
Figure 5 shows the ellipticity dependence of the recollision yield. At each

ellipticity, the signal count is integrated in the kinetic energy range 4–9 eV. All

high kinetic energy fragments have the same ellipticity dependence. The three

curves in the figure are for argon and for H2 molecules aligned parallel and

perpendicular to the laser polarization. Argon, with almost the same ionization

potential as hydrogen, is used as a reference for which the transverse velocity

can be accurately calculated. For argon (open squares in Fig. 5) the measured

transverse velocity spread is �5:6 Å/fs, in excellent agreement with 5.4 Å/fs

predicted by the atomic tunneling theory.
The ellipticity dependence is slightly different for parallel and perpendicu-

lar orientations of the H2 molecule. The measured transverse velocity spread is

4.2 Å/fs and 5.0 Å/fs for molecules aligned perpendicular and parallel to the

laser field, respectively. It is interesting to note that although Ar has almost the

same ionization potential as H2, the transverse velocity spread of Ar is larger

than that for either orientations of H2. There are no theoretical predictions of

the electron wave packet spread in molecules; however, qualitatively we expect
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a smaller wave packet spread from the broader tunnel that characterizes a
perpendicular molecule.

We now concentrate on C6H6. With 12 atoms, benzene might be expected to
be quite different from an atom. In fact there are differences and similarities.
The overall width of the transverse velocity distribution is similar to that for
atoms. However, interference between different electron trajectories during the
tunneling process results in a structure in the polarization dependence of ion
yields that is not observed for rare gas atoms. Also, fragmentation in C6H6 can
be switched on or off with small changes in the ellipticity of the laser
polarization.

Figure 6 shows the ellipticity dependence of the C6H
2þ
6 signal and the sum of

the most important fragments. Individually every fragment shows the same
ellipticity dependence as the double ionization. We observe C4H

þ
n (n ¼ 2; 3; 4)

and C5H
þ
n (n ¼ 2; 3) fragmentation channels with C4H

þ
4 as the most dominant

channel. Also shown for comparison purposes is the ellipticity dependence of
Xe2þ obtained at 1014 W/cm2. All the measurements were made at laser wave-
length of 1.4 mm instead of 800 nm. At 800 nm, for molecules with relatively low
values of Ip (510 eV), the ionization process is complex and the recollision
energy is low.

The solid curve in Fig. 6 shows the best-fit Gaussian distribution to the
experimental data of Xe. The half-width of the Xe distribution is consistent with
the calculated values from the tunneling model (a width of�0:16 translates to a
measured transverse velocity distribution of 6.4 Å/fs while the calculated dis-
tribution is 7 Å/fs ). For C6H6, a Gaussian fit to the measured data (dotted

Fig. 5 The lateral spreading of the electron wave packet after ionization of H2 can be
determined by varying the ellipticity of the laser light. Here we show the number of Hþ ions
whose kinetic energy is greater than 4 eV. This signal is due to excitation to the Hþ2 �u surface
after an inelastic scattering event from the recolliding electron. As the ellipticity increases, the
electron wave packet is pushed sideways more and more, mapping out the lateral shape of the
wave packet. The ellipticity dependence is shown for H2 parallel (circles) and perpendicular
(triangles) to the laser polarization direction, and also for argon (squares), an atom with
almost the same ionization potential as hydrogen. The narrowest distribution is from the
perpendicular H2
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curve) deviates significantly for "50:1. However, its width of " � 0:25 corre-
sponds to a measured transverse velocity of 5.15 Å/fs. An atom with the same
ionization potential will have a transverse spread of 5 Å/fs. Both double
ionization and fragmentation have the same ellipticity dependence. So, if dou-
ble ionization is due to recollision, then fragmentation must also be due to
recollision. At the intensity of this measurement (�1014W=cm2) and at all
intensities less than this, there is no fragmentation without recollision.

The transverse distribution is estimated by assuming a small cross-section and
ignoring Coulomb focusing [41]. In C6H6, both non-sequential double ionization
and fragmentation are maximum not at an ellipticity of " ¼ 0 (like in atoms) but
at " �0:1. We show that this effect is due to the destructive interference between
the two components of the wave function in the highest occupied molecular
orbital.

The highest occupied molecular orbitals in C6H6 are doubly degenerate p-
orbitals. They both have two nodal planes, one is the plane of the molecule and
the other is perpendicular to this plane. A representation of the two degenerate
highest occupied molecular orbitals is shown in Fig. 7. Dashed lines indicate
nodal planes perpendicular to the molecular plane.

For simplicity, consider C6H6 with its plane perpendicular to the laser
polarization. When viewed in three dimensions, a saddle-like structure of the
potential surface is created by the ionic and laser fields. The saddle point is at a

Fig. 6 Ellipticity dependence of benzene (C6H6) and xenon. The xenon signal is the ratio of
doubly to singly charged xenon ions, a measure of the probability of recollision. The benzene
signal is the ratio of a fragment of benzene, or doubly charged benzene, to the parent ion.
Again, both signals are indicative of recollision. Benzene has a wider ellipticity dependence
compared with a similar atom, xenon. This suggests that the lateral spreading of the electron
wave packet is greater for benzene. Furthermore, there is a dip for " ¼ 0, indicative of the lack
of electrons with v? ¼ 0
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distance of a few Angstroms from the ionic core. For tunnel ionization the

electronmust pass through this restricted region of the saddle. The symmetry of

the wave function should be preserved in the saddle region. Electrons from

either side of the node travel equal distances to the center of the saddle region,

however, with opposite phases. Therefore they interfere destructively.
Themomentum distribution of the electrons�(p) in the transverse dimensions

is given by the Fourier transform of the spatial wave function �ðrÞ in the saddle

region, �ðpÞ ¼
R

�ðrÞe�iprdr. For an asymmetric wave function, �ð0Þ ¼ 0. Since

there are no electrons with zero transverse momentum, none return to the ion in

linearly polarized light. This can be understood in terms of destructive interfer-

ence of the components of the electron wave function after departing the saddle

region. Due to destructive interference, there are never any electrons on-axis, so

theremust be aminimum in the non-sequential double ionization/fragmentation,

as is observed.
In elliptically polarized light, the transverse field component compensates

for the initial momentum, forcing some of the off-axis electrons to return to the

ionic core, increasing the double ionization/fragmentation probability. How-

ever, in near-circularly polarized light, the transverse field imparts so much

momentum that the electrons far overshoot the ionic core and the probability of

double ionization/fragmentation drops to zero.
We have described what we would expect for a C6H6 molecule aligned

perpendicular to the laser polarization. However, our experiments are per-

formed with randomly oriented molecules. Let us now consider two other

Fig. 7 Illustration of the
highest occupied molecular
orbital of benzene. Positive
and negative lobes are
shown in different colors to
illustrate the symmetry of
the wave function. Because
of the wave function
symmetry, no electrons are
detached with zero
perpendicular velocity. This
leads to a hole in the
ellipticity dependence, as
seen in the previous figure
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orientations. (1) If the laser field is in the molecular plane of C6H6 but with
polarization parallel to the nodal plane (dashed line in Fig. 7), the argument
presented above applies. Therefore we expect a minimum in double ionization/
fragmentation probability for linearly polarized light. (2) Since the molecular
plane is itself a nodal plane, we again expect a minimum for linearly polarized
light, when the laser polarization is perpendicular to the nodal plane (dashed
line in Fig. 7).

Any other orientations result in incomplete interference. So, when one con-
siders an ensemble of randomly oriented C6H6 molecules, interference results in
a local minimum of non-sequential double ionization/fragmentation signal for
linear polarization as observed in Fig. 6.

As the molecule becomes still larger, other atomic properties disappear.
Although we do not show it here, in C60 the electron preserves a significant
fraction of its Fermi velocity when it departs from the molecule [8], giving us a
‘‘look inside’’ a large molecule in a strong laser field.

5 The Fate of the Ion: Bond Softening

So far, we have discussed ionization and the characteristics of the departing
electron. Now we have two fragments to follow, the electron and the ion. First
we concentrate on the molecular ion. Compared to atoms, molecular vibrations
and rotations add richness (and another level of complexity) to the interaction
of molecules with strong fields. A strong external field couples the electronic
(ionization and excitation) and nuclear (rotation, vibration and dissociation)
motions. A complex hierarchy of timescales, including response times for
electronic and nuclear motion, field oscillation period and pulse envelope rise
time, determines the dynamics of such a system.

Many features of molecules interacting with strong laser fields can be illu-
strated using the example of the one-electron molecule, the hydrogen ion.
Despite its apparent simplicity, Hþ2 exhibits most of the interesting strong
field molecular physics seen in more complex systems. At the same time, it
possesses a single vibrational coordinate (internuclear separation R) and it is
free of electron–electron interaction. It is also helpful that just a pair of electronic
states is sufficient to account for its behavior in strong fields.

The Born–Oppenheimer approximation allows the electronic and nuclear
degrees of freedom to be separated. A molecule can be described by a set of
potential energy surfaces, with electronic energy levels and wave functions para-
metrically depending on the internuclear separation (see Fig. 8(a)). Since the free-
molecule Hamiltonian for Hþ2 possesses inversion symmetry, all the electronic
eigenstates are either symmetric (g-states) or anti-symmetric (u-states) with respect
to inversion. The two relevant electronic states (attractive 1 s�g and repulsive
2p�u) closely correspond to symmetric and anti-symmetric linear combinations
of the 1 s and 2p orbitals of atomic hydrogen.
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An external electric field breaks the inversion symmetry and modifies elec-
tronic energies (by introducing Stark shifts) as well as electronic eigenstates (by
mixing g- and u- states). For molecules aligned along the field, the resulting
adiabatic electronic states acquire significant dipole moment (see Fig. 8(b)). The
field polarizes the molecule, shifting the electron density towards one of the
nuclei. Such polarization disrupts electron sharing and weakens the chemical
bond. For a constant field, the induced dipole moment increases with inter-
nuclear separation, as does the Stark shift. The lowest potential energy surface
becomes repulsive for large R. For sufficiently strong fields, the local potential
minimum cannot hold any bound vibrational states, and the molecule dissoci-
ates. Classically this means that the polarizability of the molecule in a strong
field increases with internuclear distance, and that dissociation minimizes the
total energy of the system. Now known as bond softening, it was observed in
static fields for Hþ2 many decades ago and in laser fields about a decade ago
[21, 42].

Fig. 8 This figure shows a few of the potential energy curves of H2, both field-free and under
the influence of an intense laser field. There are two states shown, the ground state �g and the
first excited state �u. In the presence of an electric field, these two states are coupled, as shown
by the dotted lines. In (a), the low-frequency, quasi-static model is used, so that bond softening
occurs with the �g state, while bond hardening occurs with the �u state. In (b) the Floquet
picture is shown. Here the �u surface is dressed down by three photons, and an avoided
crossing is formed. In both cases, the laser-dressed state is a superposition of the �g and �u
states, and the electrons will be polarized by the applied field. The induced polarization lowers
the energy of the system, and so the molecule will try to align with the applied laser
polarization
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In the case of a time-periodic electric field, the Floquet picture presents a

framework for understanding molecule–field interactions. In the Floquet pic-

ture, upon an adiabatic turn-on of an oscillating electric field, each eigenstate of

a free molecule evolves into a corresponding eigenstate of the time-periodic

Hamiltonian (field-dressed state). A field-dressed state describes a common

state of molecule and electric field. Upon quantization of the field, the field-

dressed state can be represented by a coherent superposition of Floquet states.

Floquet states are separated by a quasi-energy equal to the photon energy, with

each state corresponding to a different number of photons in the field.

A manifold of Floquet states (Floquet ladder) is formed around each state of

a field-free molecule. The Floquet states possess the same symmetry (g or u) as a

corresponding field-free state. In the Floquet representation the time evolution

of the system is seen as transitions between the Floquet states while absorbing

and emitting photons. Coupling between the electric field and nuclear motion

causes avoided crossings of potential energy surfaces of g and u Floquet states

separated by an odd number of photons (parity conservation forbids two-

photon transitions between g and u states). The coupling depends on the

orientation of the molecule and intensity of the field. At sufficiently high

intensity for molecules aligned along the field, the potential barrier becomes

suppressed and the molecule dissociates into Hþ2 ! HþHþ channel (see Fig.

8(b)). This process is usually referred to as bond softening (BS).
Bond softening was predicted theoretically for Arþ2 ions by Bandrauk and

Sink in 1981 [43] and first observed experimentally in Hþ2 by Bucksbaum and

co-workers in 1990 [42]. The kinetic energy of the BS fragments is low. The

fragments are emitted preferentially along the direction parallel to electric field.
Bond softening can be controlled by modulated laser pulses [44]. A laser pulse

composed of two wavelengths generated by an optical parametric amplifier is

modulated at the difference frequency. If the molecule is ionized at one of the

amplitude peaks, the vibrational wave packet may reach the outer turning point

when the laser intensity is either high (another peak) or low (a node). If the

intensity is low, the wave packet is not able to dissociate. On the other hand, if the

intensity is high, the potential energy surface is been pulled down by the laser

field, and dissociation can occur. By changing the modulation period, it was

shown [44] that bond-softening dissociation could be either turned off or on.

6 The Fate of the Ion: Enhanced Ionization

The difficulty of ionizing neutral molecules relative to atoms is in sharp contrast

with stretched ions [3, 45, 46, 47, 48]. As the molecule dissociates, the ionization

rate of an ion increases until it reaches a maximum at a critical distance. This

distance is approximately the distance where molecular bonds break. At larger

distances, the rate decreases again. This general process is known as enhanced
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ionization. A multielectron molecule exposed to a sufficiently long pulse will
explosively ionize at or near the critical distance [47].

It may seem strange to a reader that, althoughwe are dealing with ultra-short
pulses, we have not discussed dynamics. There are many important dynamics
issues and most are beyond the scope of this review. An early example of the
new opportunities that molecules bring to strong field ionization is seen in
experimental studies of enhanced ionization [46]. In this experiment, a vibra-
tional wave packet was launched in Iþ2 with a pump pulse. A delayed probe
pulse can catch the dissociating molecule at different internuclear separations.
Varying the pump-probe delay allows the ionization rate to be probed as a
function of the internuclear separation.

The coupling of bound states causes bond softening. This coupling also
influences ionization. If ionization occurs in Hþ2 , it produces a pair of protons
repelling each other by a strong Coulomb force. The kinetic energy of the
protons would equal the potential energy of the Coulomb repulsion,
U ¼ 1=ð4p�0RÞ (plus the small kinetic energy gained in bond softening), reflect-
ing the internuclear distance at the moment of ionization.

Experimental kinetic energy distributions of protons measured for high laser
intensities (44� 1014 W=cm2) [49, 50], are dominated by fragments with ener-
gies around 3 eV, as shown in Fig. 9. The experimental kinetic energy distribu-
tions indicate that Hþ2 is ionized at large internuclear distances (R45 atomic
units), exceeding the equilibrium bond length (R ¼ 2 au) by more than a factor
of 2. The angular distribution of the fragments is strongly directional along the

Fig. 9 An experimental spectrum is shown of the kinetic energy release (per Dþ fragment)
from deuterium in an intense 800 nm laser field. The peak intensity was 5� 1014 W/cm2, with
a pulse duration of 50 fs. The laser was circularly polarized so as to turn off electron recolli-
sion. The large peak labeled EI at 3 eV is due to enhanced ionization (also called charge
resonant enhanced ionization, CREI). The smaller peak near 0.5 eV, labeled BS, is due to
bond-softening dissociation. Additional peaks due to fast sequential double ionization would
appear above 5 eV
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laser polarization vector. Similar observations were also made for other dia-
tomic and triatomic molecules [51, 52, 53, 54].

Numerical solution of the time-dependent Schrödinger equation for Hþ2 in
strong field [45, 48] confirms that the ionization rate for molecules aligned
parallel to the field increases by orders of magnitude when the internuclear
distance is increased from the equilibrium value to the critical lengthRc ¼ 6 au.
This phenomenon is known as enhanced ionization.

As with bond softening, enhanced ionization in Hþ2 arises from the coupling
of the 1 s�g and 2p�u states. A strong field mixes the two states, resulting in two
field-modified states �þ and ��. These electronic states correspond to the
electron being localized near the left or right proton. As the laser field oscillates,
these states appear as potential wells that move up and down. The electron
usually moves from side to side in phase with the laser field so as to stay in the
lower well. As the internuclear separation increases, the oscillating field can
effectively trap significant electron population in the upper potential well. In an
alternative view, this can be seen as a non-adiabatic transition between the 1 s�g
and 2p�u states. The electron trapped in the �þ state can reach the continuum
by tunneling through the internal potential barrier. At a critical internuclear
distance, that potential barrier is lowered by the adjacent nucleus and the
ionization rate increases, as seen in Fig. 10. The ionization rate reaches its
maximum for relatively large bond lengths, 2–3 times the equilibrium distance.

Figure 9 shows the kinetic energy spectrum for deuterons resulting from
ionization of D2 by a circularly polarized 800 nm, 50 fs laser pulse with peak

Fig. 10 This sketch shows how enhanced ionization works. The potential energy surface seen
by an electron is influenced by the two ions plus the applied electric field. The electron is in a
superposition of the two electronic states, �þ ¼ �g þ �u and �� ¼ �g � �u. As the laser field
changes direction, the electron will try to follow by staying in the lower potential well.
Sometimes it will not respond quickly enough and will find itself trapped in the upper well.
When that happens, it has a higher probability of tunneling through the barrier that separates
the two wells and will then escape to the continuum. This enhanced ionization occurs
preferentially at a particular internuclear separation
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intensity of 5� 1014 W/cm2. The peaks corresponding to bond softening
(0.6 eV) and enhanced ionization (2.8 eV) can be easily identified. To experience
enhanced ionization, a molecule must first reach the critical distance by under-
going bond softening. Only those dissociating molecules, which fail to ionize at
the critical distance will appear as low-energy bond-softened fragments. Strong
field ionization and dissociation are dynamically coupled, so that the exact
evolution of the system and relative amplitudes of its various channels depend
strongly on intensity and temporal characteristics of the laser pulse.

Current experimental data and numerical simulations suggest the following
sequence of events taking place in a hydrogen (deuterium) molecule interacting
with a 5� 1014 W=cm2, 800 nm, 50 fs laser pulse. First, the molecule is field
ionized, and the resulting molecular ion starts to undergo bond-softening
dissociation. When its bond length reaches the critical value, enhanced ioniza-
tion takes place, followed by Coulomb explosion. As one lowers the laser
intensity, enhanced ionization becomes less and less probable until at intensities
below 1014 W=cm2 only the bond-softening peak remains.

In molecules with many electrons, the dynamics is more complex, with many
more electronic states being involved. However, just like in Hþ2 , initial ioniza-
tion by the field triggers dissociation of the ion. When a dissociating ion
approaches the critical geometry, enhanced ionization turns on, and highly
charged ions are produced through sequential multielectron ionization.

7 The Fate of the Electron: Measuring the Dynamics

of Double Ionization

In this section, we discuss the formation and evolution of an electron wave
packet. We can indirectly infer the few-cycle dynamics of the electron wave
packet [55] using few cycle pulses interacting with atoms. However, we can
directly measure its sub-cycle dynamics using non-sequential molecular ioniza-
tion [35].

Ionization of a molecule simultaneously forms two wave packets. One is the
electron wave packet described above. The other is a nuclear vibrational wave
packet. We introduced the concept of a molecular clock and showed how
nuclear motion in Hþ2 can be used to time-resolve [35] the electron wave packet
formed by ionization of H2. Alternatively, the electron can be used to measure
nuclear motion [56].

Now we proceed to characterize the electron wave packet as it returns to its
parent ion more fully – its time structure and magnitude. In so doing we
measure the dynamics of non-sequential double ionization. We begin by calcu-
lating the electron’s recollision probability as a function of time.

We treat the motion of electron wave packet semi-classically [35, 55, 57]. We
follow many electron trajectories and count the number of trajectories which
can go through the small collision area,�1 Å2 using a hard sphere model. Each
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trajectory is weighted by the ADK ionization probability as a function of

optical phase, and given a distribution of initial velocities. Since we will con-

centrate on H2, we use the lateral velocity of the electron wave packet measured

above as the initial condition for the calculation.
The magnitude of the electron recollision probability is shown in Fig. 11.

Although a single electron, we plot it as a current density – the current density

that gives an equivalent probability of inelastic scattering. The ion sees an

electron current rising to �1011amp=cm2 in a fraction of a fs. The electron

probability passes the ion in a spike lasting �1 femtosecond. However, as the

field reverses, the electron can wash back giving a second (and subsequent) surge

as seen in Fig. 11. The first current peak has a duration of about 1 fs and contains

�50% of the density.
We chose to use the parameters for H2 because it gives us a method to

confirm the current density in Fig. 11. The basic idea behind the experiment is

to use Hþ2 motion as a clock to measure the time structure of the returning

electron wave packet. Tunnel ionization of H2 forms two correlated wave

packets simultaneously at a peak of the laser cycle: one is the electron and the

other is the vibrational wave packet on its ionic surface. Until the electron

returns to the parent ion, the vibrational wavepacket moves on the potential

energy surface of Hþ2 (X �g). The half vibrational period of Hþ2 is�10 fs, which
is somewhat longer than the timescale of electron’s return. We use this well-

known vibrational motion to provide a ‘‘molecular clock’’ against which we can

time-resolve the current pulse with femtosecond resolution.
To read the molecular clock we use the inelastic scattering during the

electron–ion recollision. At a time of recollision the vibrational wave packet

Fig. 11 The electron that is detached from a parent molecule is accelerated in the laser field
and can return to the parent ion with considerable kinetic energy. The electron can (a)
elastically scatter (b) inelastically scatter or (c) recombine and give off an xuv photon.
Although this is only a single electron, it is instructive to estimate the equivalent current
density. This figure shows the number of electrons whose trajectories pass inside the cross-
sectional area for inelastic scattering from the Hþ2 �g to Hþ2 �u potential surface. This is then
divided by the time of the encounter to determine the current density. This enormous current
is significantly greater than what can be achieved with conventional electron guns, because the
‘‘photocathode’’ is the molecule itself
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on Hþ2 (X �g) is promoted to the �u state, leading to the dissociative fragments
of Hþ. The kinetic energy of Hþ indicates the internuclear separation of Hþ2
when the electron collides with the parent ion. We measure the kinetic energy
distribution of Hþ dissociating from Hþ2 followed by ionization only due to
electron recollision. To select this recollision channel alone, we use linear and
elliptically polarized laser light and take the differences between them in the
kinetic energy distribution of Hþ.

We select the laser field perpendicular to the molecular axis in order to avoid
bond-softening or enhanced ionization processes. This configuration ensures us
that there is no laser-induced coupling between �g and �u, allowing us to assess
the motion of vibrational wave packet as a reliable time clock.

Figure 12 is a plot of the observed kinetic energy distribution of Hþ. The
dotted line is the calculated kinetic energy distribution associated with the
contribution of the first electron’s return in Fig. 11. To obtain the curves we
calculate the motion of the vibrational wave packet quantum mechanically on
the field-free potential energy surface of Hþ2 (X �g) and promote it to �u surface
according to the electron recollision probability shown in Fig. 5. The solid line is
the incoherent sum of the kinetic energy distribution of Hþ produced by all five
electron micro-bunches. The agreement between the observed and calculated
confirms the time-dependent electron current density in Fig. 11.

Although we have concentrated on clarifying ionization, the electron is a
valuable tool for probing molecules. It is controlled by the laser field, so it can
be experimentally ‘‘steered’’. The recollision electron, slaved to the field, is the
convenient, short-wavelength probe that has been lacking in laser physics until
now.

Fig. 12 Observed (square) and calculated (solid curve) kinetic energy distribution of Hþ

fragments caused by electron recollision. H2 was aligned perpendicular to the laser polariza-
tion. When H2 is ionized, it goes to the Hþ2 �g state. When the electron recollides a fraction of
an optical cycle later, it can collisionally excite to the Hþ2 �u surface, which then dissociates
into H and Hþ. The motion on the Hþ2 �g surface after ionization and before recollision
occurs at a well-known speed and forms the ‘‘molecular clock’’. The agreement confirms the
time structure of electron current density. The dashed lines show the calculated contribution
from the first electron bunch (long dash) and third electron micro-bunch (short dash)
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8 Conclusion

We have seen that high-intensity (but often very low energy) femtosecond
pulses readily ionize molecules. Ionization is behind many technologies – laser
machining and mass spectrometry are two examples. A better understanding of

molecular ionization will be helpful as lasers play an increasing role in these
applications.

When ionization is driven to extremes, many electrons can be extracted from
amolecule in just a few femtoseconds. If done fast enough, even the lightest ions
are confined by their inertia [58]. Then they Coulomb explode, yielding an
image of the original atomic positions [59, 60]. It now seems practical [58] to
image many small molecules by optically driven Coulomb explosion imaging.

We have also seen that strong laser fields modify the potential energy surface
enough to overcome the strong bonds of many molecular ions. While bond
breaking in neutral molecules by the non-resonant Stark shift will be uncom-

mon, Stark shifts are still quite large. Via Stark shifts, intense pulses can be used
to manipulate and control both the internal and external degrees of freedom of
the molecule.

Finally, we have seen that the newly ionized electrons can be directed and
controlled, making them tools for probing their parent ion [56]. Most impor-
tantly, it appears that the recollision electronmight allowmolecular imaging via
‘‘recollision electron diffraction’’ [35, 61].
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Probing Molecular Structure and Dynamics

by Laser-Driven Electron Recollisions

J.P. Marangos, S. Baker, J.S. Robinson, R. Torres, J.W.G. Tisch, C.C. Chirila,

M. Lein, R. Velotta, and C. Altucci

1 Introduction

We review recent advances in measurement of electronic structure and nuclear
dynamics in molecules using the sub-cycle electron dynamics inherent to high-
order harmonic generation. The mechanism of high harmonic generation
(HHG) is closely tied to the driven electron dynamics in a strong laser field.
A consequence of this is the ultra-fast (few hundred attosecond) duration of
emitted XUVharmonics. This property is the subject of an active programme of
research to find application in attosecond domain measurements. Whilst the
high photon energy and short duration of radiation is a consequence of the
influence of the laser field, the amplitude of emission depends upon properties
of the atomic or molecular system. Thus the HHG signal carries information
about the atomic and molecular structure that, over the last few years, we have
started to understand how to interpret. The aim of this contribution will be to
describe techniques for ultra-fast measurement of molecular structure and
dynamics that are based upon our understanding of the electron dynamics
driven by a laser pulse within an optical cycle and the role of molecular
structure.

In the strong-field limit (intensity> 1014 W cm–2) HHG can be well under-
stood using the semi-classical model proposed by Corkum [1,2], which sepa-
rates the process into three distinct steps. First, an intense linearly polarised
laser pulse ionises an atom or molecule through field ionisation (predomi-
nately quantum tunnelling through the field-suppressed potential barrier)
when the electric field amplitude is near a peak, launching an electron wave-
packet into the continuum. In the next step, the electron wavepacket moves in
response to the laser field: first being accelerated away from the parent ion and
then returning at some later time (typically 0.5–1.5 fs for a laser field at
800 nm) as the laser field reverses direction. During this step the electron
wavepacket gains energy from the laser field, which is then emitted as a
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high-energy photon if recombination occurs on the return of the wavepacket
to the parent ion: this is the third step in Corkum’s model. The spectrum
extends up to a cut-off energy set by the maximum possible electron return
energy which from classical considerations is 3.17Upþ Ip (where Up is the
ponderomotive (quiver) energy of a free electron in the field and Ip the
ionisation potential of the state). In this strong-field limit the excursion of
the laser-driven electron from the atom will amount to many atomic radii and
so there are distinct moments within the optical cycle when an electron on a
given trajectory (energy) is ionised and returns.

A unique feature of this process is that under appropriate (to an extent
experimenter-controlled) circumstances the soft X-ray radiation is emitted for
a duration much less than the optical period (the optical period is 2.67 fs for
a 800 nm laser) and exactly synchronised with the phase of the laser driving
the process. A typical ultra-fast high-power laser pulse might have an energy
of�1mJ and a duration of 30 fs. This will be focussed into a sample of the target
gas to an intensity in the range 1014–1015 W cm–2. For a central wavelength of
800 nm the pulse will comprise�10 optical cycles, therefore there are a number
of cycles near the peak of the pulse that are essentially identical to each other.
A harmonic is emitted within every half-cycle resulting in a train of ultra-fast
XUV pulses, separated by half the optical period, i.e. 1.35 fs, which is referred to
as an attosecond pulse train or APT. Each XUV pulse has a duration given by
the inverse of the available spectral bandwidth. APTs have been extensively
investigated by a number of groups most notably in Lund [3,4] and Saclay [5].
The generation of an isolated attosecond pulse (rather than a pulse train) has
also been achieved by the group of Krausz [6,7]. This is important since it allows
pump–probemeasurements of isolated ultra-fast events to be carried out. To do
this requires laser pulses in the few-cycle limit, i.e. durations�5 fs [8], such that
there is only a single recollision at the highest energy the emission from which
can be spectrally selected to generate the attosecond pulse.

It is also possible to use the laser-driven electron recollision in a more direct
way tomake attosecond domainmeasurements. Because the electrons return in a
brief and well-synchronised moment with an appreciable momentum (returning
with kinetic energy in the 10–100 eV range for typical fields) the recollision can be
used as a probe in several ways. For instance Corkum and colleagues pointed out
that the ionisation event forms correlated electron/nuclear wavepackets in a
molecule; these can be used to measure vibrational or dissociation dynamics
from the kinetic energy released when the molecules are ionised by the returning
electron [9,10].

The emission of harmonics from a molecular target of aligned molecules has
been shown to carry structural information about the molecule with a very high
temporal resolution [11,12,13,14,15,16]. This is possible because the HHG
amplitude is dependent upon the dipole amplitude for the transition between
the continuum state and the ground state. As the return electron energy is in the
range of 10–100 eV the de Broglie wavelengths in the wavepacket span the
spatial scales of interest in the ground state wavefunction and so the dipole is
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sensitive to the electronic structure of the molecular ground state [16]. In the

strong-field limit it is argued that the continuum state can be treated approxi-

mately as a superposition (wavepacket) of plane waves unaffected by the bind-

ing potential [15] and in this case the dipole matrix amplitude takes the form of a

Fourier transform (x-p) of the ground state wavefunction.

2 Laser-Driven Electron Dynamics Within an Optical Cycle

Wewill now examine in a bit more detail the electron dynamics connected to the

HHG process in the strong-field limit. Tunnel ionisation occurs only near the

peak of the electric field amplitude (Fig. 1) due to the exponential dependence of

the tunnelling rate on the factor � 2ð2IpÞ3=2
3EðtÞ [17,18,19] (where Ip is the ionisation

potential of the bound state and E(t) the electric field amplitude, both in atomic

units) and this ensures that (a) the highest energy electronic state is field ionised

first and (b) the ionisation is confined in time to �–200 as (or <1/10th of an

optical cycle) around the cycle peak. The liberated electron wavepacket moves

in response to the laser field: first being accelerated away from the parent ion

and then returning at a later time (typically 0.5–1.5 fs for a laser field at 800 nm)

as the laser field reverses direction. Themotion of the electron in the laser field is

essentially classical motion of a charge in an oscillating electric field taking into

account the constraints on the phase of the field at which the electron first

Fig. 1 This shows the electron trajectory displacement (vertical scale) and return energy
(darker=higher return energy) within the trajectories launched by ionisation in the optical
half-cycle peaking at t=0.0 fs. The laser electric field as a function of time is shown as a
dashed line
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appeared in the continuum and assuming that it appeared close to the parent
ion with an initial momentum close to zero [2,20].

Only electrons tunnel-ionised after the peak of the cycle may return; those
arriving in the continuum before the peak never receive sufficient acceleration
from the field to come back and so they directly ionise. During this step the
electron wavepacket gains energy by virtue of the laser field up to a maximum
value of 3.17Up for electrons born at�1/20th of a cycle (300mrad after the peak
or 133 as for a 800 nm field). This energy is emitted as a high-energy photon if
recombination occurs on the return of the wavepacket to the parent ion giving
the cut-off energy of 3.17Upþ Ip.

Electrons born into the continuum between the peak of the electric field and
1/20th of a cycle follow the so-called ‘‘long trajectories’’, travelling far from the
core before the electric field reverses direction. Electrons launched into the
continuum between 1/20th of a cycle and the zero-crossing of the electric field
follow ‘‘short trajectories’’, that is, their path in the continuum is short since the
electric field reverses direction relatively quickly following their birth. For
electrons born at 1/20th of a cycle after the peak the short and long trajectories
converge and of course this corresponds to the highest energy return and so
gives rise to the highest energy photon emission (the harmonic cut-off). Within
each ‘‘class’’ of trajectories, the energy of the colliding wavepacket varies
depending on its time of birth [5,20]: e.g. for electrons following shorter trajec-
tories, those which follow the very shortest paths return with relatively low
energy since they have experienced little acceleration by the field. Long trajec-
tories have the opposite dependence, with the electrons spending longer in the
field returning with smaller energy. Some long trajectories give rise to multiple
electron returns but their role in HHG is usually insignificant. Thus, there exists
a direct relationship between the wavepacket return time and the energy of the
harmonic photon emitted: for short trajectories, successively higher orders of
harmonics are generated at longer time delays. This property of HHG is
fundamental to the new technique demonstrated in this work, since it allows a
range of pump–probe delays to be accessed by analysis of a single harmonic
spectrum (this will be discussed in Section 4).

It is useful to be more concrete about the properties of the returning electron.
These are determined by the peak intensity (field) of the pulse and the carrier
wave frequency as this sets the scale of the ponderomotive energy:
UP ¼ e2E2

0=4me!
2 (where E0 is the electric field amplitude and ! the angular

frequency of the field). The return electron kinetic energy will range from a few
eV for the very lowest energy electrons up to 3.17Up for the highest returns (to
this should be added the ground state binding energy Ip to get the energy of the
photon emitted). For a 800 nm field focussed to an intensity of 5� 1014W cm–2,
Up=32 eV and so the highest return energy is slightly above 100 eV. Assuming
that the electrons returning in this field have a kinetic energy in the range of
10–100 eV the de Broglie wavelength of the return electron wavepacket spans
the range from 3.9� 10–10 m (for 10 eV electrons) to 1.22� 10–10 m (for 100 eV
electrons); the latter wavelength is close to the size of a typical diatomic

212 J.P. Marangos et al.



molecule. At this same intensity a field of 1.6 mmwill have return energies up to
400 eV, so the shortest de Broglie wavelength in the wavepacket will be
0.61� 10–10 m, i.e. close to the size of a hydrogen atom.

3 Signatures of Molecular Structure in the HHG Signal

The investigation of high-order harmonic generation in aligned ensembles of
molecules [11,12,21] has recently emerged as an important area in strong-field
ultra-fast physics. This is because it may be possible to use the molecular
alignment to control harmonic emission [21] and potentially enhance attose-
cond pulse generation [22]. It has been shown that the dependence of HHG on
the molecular structure [13,14] can give new insights into measuring molecular
structure on a sub-femtosecond timescale. The tomographic reconstruction of
the electronic state of the N2 molecule was recently demonstrated [12]. The
newly developed capabilities for fixing the molecular frame axis in the labora-
tory frame underpin these recent developments [24].

That the molecular structure can be extracted from measurements of the
HHG signal from aligned molecules arises through the nature of the process in
the strong-field limit, i.e. when the Keldysh parameter �� 1 (for 800 nm laser
light this means >1014 W cm–2). To see this we consider the strong-field
approximation. The same effects will show up in other treatments; indeed
several of the effects described here were first found using numerical solutions
of the TDSE for model H2 and H2

þ systems [13,14]. Nevertheless the SFA is the
most transparent formulation in which to understand the connection between
the HHG signal and the molecular electronic structure. The Lewenstein integral
for the electron coordinate along the laser polarisation axis in the stationary
phase approximation performed on the momentum space reads

z tð Þ ¼ 2Re i

ð1

0

d� aG tð Þj j2 p
"þ i�=2

� �3=2

�

8<
:

E0 cos t� �ð Þdz pst t; �ð Þ�Az t� �ð Þð Þ � d �z pst t; �ð Þ�Az tð Þð Þ � exp �iSst t; �ð Þ½ �g

(1)

where t is the recollision time, � is the time spent by the electron in the
continuum, t� � is the ionisation instant, EðtÞ is the electric field of the driving
pulse linearly polarised along the z-direction, AðtÞ is the vector potential, Sst is
the stationary dipole phase, i.e. the phase accumulated by the electronic wave-
packet due to its motion in the electric field. The term pst is the stationary

momentum and is given by pstðt; �Þ ¼ �
Ðt

t��
Aðt0Þdt0 �= while the term p

"þi�=2

� �3=2
derives from the stationary phase approximation over the momentum space
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and takes into account the spreading of the electronic wavepacket. Finally, the

term aðt� �Þ is the ground state amplitude and is calculated taking into account

the ionisation-dependent depletion, i.e.

aG tð Þ ¼ exp �
ðt��

�1

w t0ð Þ
2

dt0

8<
:

9=
; (2)

where the rate w(t) can be estimated by means of ADK theory [17].
In the Lewenstein integral the whole information about the molecule is

contained in the term dz pst t; �ð Þ þ A t� �ð Þð Þ � d �z pst t; �ð Þ þ A tð Þð Þ where dz
and d �z are the matrix dipole elements between the ground state 0j i and a state

of the continuum kj i (which is usually taken to be a plane wave withmomentum

along the laser polarisation):

d kð Þ ¼ kh jr 0j i (3)

The dipole terms are calculated at the ionisation instant t� � (dz) and

recombination instant t (d�z), respectively.
Since in the strong-field limit, the continuum states are close to plane waves

exp(ik.r), for a molecule with well-defined alignment it is in principle possible to

extract the molecular state wavefunction c0 from measurements of the harmo-

nic spectrum [12]. In a simplified picture, this can be seen in the following way.

For z-polarised light a recollision wavepacket can be written as the sum (inte-

gral) over the possible momenta of plane waves:

ccðz; tÞ ¼
ð
aðkÞeikz�iEktdk (4)

where the factor a(k) describes the amplitudes for different k in the super-

position and can be seen to arise from the other terms in Equation (1) describing

ionisation and propagation in the field. The harmonic spectrum from one

such recollision in a single molecule is given by S(w)�!4|D(!)|2 where D(!)
is the Fourier transform of the time-dependent dipole moment D(t)= <cc|–

er|c0>exp[iIpt]þ c.c. so that we have

S !ð Þ � e2!4jaðkð!ÞÞ5 expðikð!ÞzÞjrjc04j
2 (5)

The term within the bracket has the form of a Fourier transform of the

function rc0(r) and can be seen to be the same as the matrix element in

Equation (3). [Under certain conditions, the form of Equation (5) remains

valid even if more than one recollision contribute to a harmonic frequency !,
but the factor a(k) may lose the simple meaning given in Equation (4).] This
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motivates the concept of retrieval from the measurement of the dipole moment

over all k which can be achieved by multiple measurements of the HHG

spectrum (each over all k) for the different orientations of the molecule [12].
Whilst this is a very powerful idea it is not the only way to extract significant

structural information from Equation (5) and instead we will examine here a

simpler to implement idea. This is the measurement of recombination inter-
ference signatures for certain values of k that give almost directly the inter-

nuclear separation. In principle these data can be obtained from a single
alignment angle and in a few laser shots and so can lend itself readily to

measurement of bond length changes in a pump–probe experiment.
Numerical simulations of the HHG from H2

þ and H2 as a function of the

angle � between laser polarisation and the internuclear axis showed for a specific
harmonic order a characteristic minimum of the calculated dipole amplitude and

modulation of the phase at an angle of 308–458 [13,14] as can be seen in Fig. 2a.
This was shown to be due to interference between the dipole amplitudes from the

two atomic centres in the molecule when they were separated by half a de Broglie

wavelength lB, i.e. the modulation arose in the recombination step in the HHG
process. It was shown that a simple calculation of the electron de Broglie

wavelength of a particular harmonic order compared to the internuclear separa-

tion in the direction of the recolliding electron was sufficient to approximately
reproduce the position of interference minimum computed in a full numerical

simulation (see Fig. 2b).
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Fig. 2 (a) Calculated dipole amplitude (upper) and phase (lower) for H2
þ in a field of intensity

5� 1014 W cm–2 (800 nm) shown as a function of the angle between the laser polarisation
vector and the internuclear axis, (b) projected internuclear separation vs electron wavelength.
Lower set of points: interference minima for the 2D model molecules. (r) H2

þ at R=2 a.u.,
I = 1015 W cm–2, various �; (	) H2

þ at R=2 a.u., I=5� 1014 W cm–2, various �; (h) H2 at
R=1.4 a.u., I=5� 1014W cm–2, various �; (}) H2

þ at �=408, I=5� 1014W cm–2, various
R; (~) H2 at �=08, I=5� 1014 W cm–2, various R. Upper set of points (þ): interference
maxima for H2

þ at R=2 a.u., I=1015 W cm–2, various �
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Consider a molecular wavefunction for the HOMO (highest occupied mole-

cular orbital) of a diatomic molecule of the form of a linear combination of

atomic orbitals (LCAO) of two identical wavefunctions ’0 centred at each

atomic core. If this molecule has an internuclear separation R this can be

written as

c0ðrÞ ¼
1ffiffiffi
2
p ’0ðrþ R=2Þ þ ’0ðr� R=2Þð Þ (6)

Now we assume that this molecule is aligned at an angle � to the field

polarisation direction. By substitution of Equation (6) into the velocity matrix

element (not the dipole), which is essentially a Fourier transform of the mole-

cular orbital within the assumption of plane waves for the continuum states as

before, we obtain

dðkÞ � datomðkÞ cos k
R

2
cos �

� �
(7)

This expression provides for the interference between the contributions to

the emission from the atomic centres. For any molecule where the form of the

HOMO is well described by the form (6) we can anticipate two-centre inter-

ference – indeed for multiple-centred wavefunctions we can anticipate a more

complex interference signature.
In summary the conditions for interference were found to correspond to the

simple conditions for constructive and destructive interferences, respectively:

R cos � ¼ nlB

R cos � ¼ nþ 1

2

� �
lB

(8)

where R is the internuclear separation and n an integer. In the case of the

first destructive interference n=0. For anti-symmetric electronic states (þ in

Equation (6) replaced by –) these conditions become reversed so the first

corresponds to destructive interference and the second to constructive inter-

ference. In these expressions it is implicit that a plane wave approximation has

been made. The detailed dispersion relation that is adopted to connect lB to the

electron energy (and thus to the harmonic frequency) is discussed below.
Earlier experiments employing adiabatic alignment showed the modulation

of the HHG yield as a result of partial alignment in the molecular ensemble [11].

A limit in these experiments was that the adiabatic alignment technique as used

was only able to induce relatively weak degrees of alignment in the sample [25].

Recent work using the impulsive alignment technique [26] has shown much

larger alignment-dependent modulations of HHG indicative of higher degrees

of alignment with the added benefit that the alignment is field free at the
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rotational revivals and sub-revivals [12,14,15,21]. In this technique the mole-

cular alignment is controlled by an initial ultra-fast laser pulse that excites a

rotational wavepacket (coherent superposition of rotational states) in the
molecules [27]. The rotational wavepacket exhibits strong molecular axis align-

ment at a regular period corresponding to rotational revivals, half-revivals and
quarter revivals. For a rotational period T these occur at delays of T, T/2 and

T/4 (and integer multiples thereof). A second higher-intensity ultra-fast laser
pulse then produces high harmonic emission from the molecules when they are

close to the maximum degree of alignment. By varying the precise delay of this
pulse the HHG emission intensity for different angular distributions can be

measured. Alternatively the delay can be fixed to correspond to maximum

alignment and the relative polarisation of alignment field and HHG drive laser
can be varied to probe the HHG response for different alignment directions.

The simultaneous observation of the ionisation along with the intensity of

the soft X-ray emission by Kanai et al. [15] allowed the efficiency of the first
(ionisation) step of the process to be separated from the efficiency of the final

step when the electron wave recombines to the initial molecular state. In their
measurements CO2 was found to have a minimum in the harmonic emission

when the ionisation was maximum. Increased ionisation was accompanied by
maximum harmonic emission in the cases of O2 and N2, but in the case of CO2

this was more than offset by the reduced efficiency of the recombination step of
the process. The parts of the molecular electronic state of CO2 located near the

two oxygen atoms make equal but opposite contributions to the X-ray emission
due to the anti-symmetric nature of the pg HOMO. The suppression of the

harmonic emission occurred when the two oxygen atoms in the molecule, which

are a distance of 0.232 nm apart, are separated by exactly one complete wave-
length of the electron wave in the direction of the laser polarisation. The soft X-

ray emission amplitude from each of the two oxygen atoms is then exactly out of
phase which leads to destructive interference in the total emission.

We show in Fig. 3 a robust signature of this interference seen in CO2

measured by our own group and collaborators [16] that illustrates the effect
of two-centre interference upon the HHG spectrum. A strong minimum in

harmonic orders 27–39 is seen; these correspond to the position expected for
the recombination interference and provide information for the dispersion

Fig. 3 Measured harmonic
spectra from CO2 generated
by 30 fs pulses with (solid
curve) and without (dashed
curve) pump beam (pump
and probe pulses with
parallel polarisation).
Pump–probe delay
t=21.1 ps
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relation of the returning electrons [28]. Other effects, e.g. angle dependence of

ionisation rate, can also play a role, as illustrated in recent calculations [29].

However, the experimental results of Kanai [15], where the strong anti-correla-

tion between the ionisation rate and the harmonic signal is shown, the robust-

ness of the dip seen in [16], and other recent experiments support the important

role played by the recombination interference mechanism. These most recent

experiments have observed a phase-jump between harmonics either side of the

dip [30] (as predicted by Lein [13,14]) using the RABITT technique [31] that

further confirms its nature.
The observation of interference dips in harmonic spectra from CO2 mole-

cules is a first step towards developing techniques of wider applicability [15, 16].

Likewise the recent tomographic reconstruction of the HOMO of N2 from the

scans of HHG spectra for different alignment angles [12] is a closely related

advance. The full analysis of the reconstruction of structure by this pair of

techniques for these two simple molecules is still being tackled. For instance the

concept of tomographic reconstruction of a single-electron wavefunction (the

HOMO of N2) as determined in [12] rather than the physically more appro-

priate multi-electron wavefunction of the real molecule has been questioned.

Recently a more sophisticated calculation (including exchange effects) has

shown the reconstructed wavefunction to be still closer to the appropriate

multi-electron than the single-electron wavefunction of N2. At the time of

writing the reconstruction measurements have only been published for N2 but

progress towards performing these for other molecules is being made. It is not

yet clear for two-centre interference measurements how general the two or

multi-centre interference signatures will be and whether their observation will

be confined only to molecules where the wavefunction can be accurately

described as a simple linear combination of atomic orbitals centred at the

atomic locations.
An important issue for both techniques, and for variants built upon these

basic ideas, is the extent to which the SFA is an applicable theory for structural

reconstruction. The great simplicity of SFA in reducing the HHG emission to a

simple mapping of the angle dependence of the transition dipole moment is very

attractive and powerful. SFA, however, neglects the Coulombic binding poten-

tial in the continuum states and the laser field is ignored in the bound states, and

therefore accuracy of the dipole moment calculations and gauge invariance are

compromised. Alternative, more accurate, approaches lose the simple relation-

ship between HHG emission and dipole matrix element and so do not lend

themselves immediately to the retrieval of molecular structure. There is clearly a

lot of work to be carried out in this area both by the theorist, for instance to

examine what can be done to preserve the simple ideas offered by SFA in amore

accurate theoretical framework [32,33], and by the experimenter to learn how to

do these experiments in a way that reduces the reconstruction difficulties, for

instance by ensuring that a large recollision momentum is achieved to improve

the accuracy of the SFA.
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We would argue that despite these difficulties there are considerable pro-
spects to use these techniques as time-resolved probes. Even if there are uncer-
tainties in the retrieval there are certain situations where large structural
changes are happening quickly, accompanied perhaps by symmetry changes
in the electronic wavefunction, and so a time-resolved method even if it is not
exact will provide enormous new insight into chemical physics. The incorpora-
tion of the HHG probe techniques into a pump–probe scenario is envisaged. In
fact two pumps – one to induce alignment and a second to investigate some
photochemical change – are required. The performing of the HHG measure-
ment at knownmolecular axis alignment and with variable delay with respect to
the second probe should suffice to provide a new class of ultra-fast measure-
ments that can follow structural changes. Short laser pulses (of 10 fs or less) in
the second pump and probe will be required to achieve high temporal resolu-
tion, but these are now becoming available over a wide range of wavelengths.
The position in the spectrum of the interference dipminimum can be followed in
time through such a measurement and through this the temporal evolution of
the internuclear separation will be determined. The limits in the SFA affect
primarily the accurate calculation of the amplitude of the dipole moment and
will have a more minor effect upon the position of the interference minimum
making this technique fairly robust against the theoretical uncertainty.

4 Chirp-Encoded Measurements of Proton Dynamics in Molecules

In the case of molecular structure determination considered above it can be
reasonably assumed that the atomic nuclei are too massive to move appreci-
ably during the electron return time. That said, recent data have shown that if
a pump– probe configuration is employed (in which the first pulse creates
vibrational modes in a spherical molecule such as SF6) then the harmonic
signal generated by the probe will modulate as a function of delay time. It has
been noted that the Fourier transform of this modulation includes signatures
of all the active Raman modes indicating that the HHG signal is sensitive to
small changes in internuclear separation (�0.01 Å) caused by the vibrational
motion [34].

If the molecule contains very light nuclei, such as protons or deuterons, then
appreciable motion can occur on the electron return timescale. This is especially
interesting as it is very difficult to see this very fast motion by any conventional
means. We will describe a technique that has allowed us to study the ultra-fast
rearrangement of protons in a molecule following tunnel ionisation in a strong
field.

At recollision of the electron wavepacket with the parent ion the probability
that recombination occurs, and therefore the strength of the harmonic signal
emitted, is related to the quantum mechanical overlap between the wavefunc-
tions of the electron wavepacket and the molecular ground state at the moment

Probing Molecular Structure and Dynamics by Laser-Driven Electron Recollisions 219



of recollision. Lein predicted [35] that the harmonic signal will be weaker from a
molecule whose nuclei move quickly compared to that from a molecule with
slower nuclear motion, since the overlap of the wavefunctions decreases as the
internuclear separation increases. In addition, since successive orders of har-
monics are generated at later times (if short electron trajectories are isolated as
was the case in our experiments) [36], the ratio of the harmonic signal for
instance between D2 and H2 should increase as the harmonic order increases.
The ‘‘rate’’ of increase of this ratio with harmonic order then yields information
concerning the differing nuclear motion in the two species, and thus represents a
measurement of the nuclear motion on an attosecond timescale. We have
studied HHG in gaseous H2 and D2 to confirm this effect, detecting a clear
signature of the nuclear motion that occurs during the time interval between the
ionisation and recombination steps.

In these experiments the ionisation step can be thought of as the ‘‘pump’’
process in this technique, since, in the case of a molecule, a vibrational wave-
packet is simultaneously launched at the moment of ionisation since the nuclear
state makes an instantaneous transition to the ground state potential of the
molecular ion. The ‘‘probe’’ is the recollision of the electron wavepacket with
the parent ion. This is in common with the earlier technique using correlated
electron and nuclear wavepackets of Niikura et al. [9,10]. In contrast the earlier
technique used recollision-induced ionisation, rather than recombination fol-
lowed by emission of radiation, for the probe signal, and requires a variation of
laser wavelength over a significant range in order to obtain the required pump–
probe delays. In the new technique the inherent chirp in HHG emission permits
a range of delays to be simultaneously measured simply by observing the
harmonic spectrum.

In these experiments we choose to study the interaction with a very short
laser pulse so as to isolate other processes that could be excited in a longer pulse
(for instance molecular alignment, vibrational modes and other channels to
ionisation). The intense laser field acting as the pump forHHGwas provided by
8 fs pulses centred at approximately 775 nm. The 8 fs pulses were generated by
the compression of �0.75mJ, 30 fs pulses (Femtolasers CompactPRO), which
had been spectrally broadened through self-phase modulation in a differentially
filled, 0.25mm inner diameter, 1m long hollow fibre. The laser beam was
focused by a 400mm focal length off-axis paraboloid beneath a solenoid gas
jet operating at a repetition rate of 2Hz. The beam waist was located 9mm
before the gas jet to ensure that short electron trajectories dominated the
harmonic signal. The intensity at the interaction region was estimated to be
2� 1014 W cm–2. The harmonic signal was spectrally dispersed in a grazing
incidence flat field spectrometer and made incident upon an imaging multi-
channel plate (MCP) detector. The harmonic spectrum was extracted by spatial
integration of the MCP image. Since the first ionisation potential in the two
species was very similar (15.43 eV for H2, 15.46 eV for D2), it was expected that
the difference in phase-matching conditions for harmonic generation in the two
cases is insignificant. This was confirmed by observation that the harmonics
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generated inH2 andD2 had identical far-field spatial distributions. Tomake the
comparison it was essential that H2 and D2 were delivered to the interaction
region at an equal density which was verified by an independent interferometric
measurement of the electron density through full ionisation of the sample in a
high-power laser pulse.

The calculations for D2 and H2 are based on a model derived from the strong-
field approximation (SFA) for vibrating molecules [35]. The model involves
the propagation of the nuclear wavepacket �(R,�) in the Born–Oppenheimer
(BO) potential of the molecular ion, calculated by numerical solution of the
vibrational time-dependent Schrödinger equation. Here, R is the internuclear
distance and � is the electron travel time between ionisation and recombination
(equivalent to the delay time �t when viewed as a pump–probe scheme). The
initial wavepacket �(R,0) launched in the BO potential of the ion is assumed to
be real and identical to �0(R) (the vibrational ground state ) of the neutral
molecule. The initial state is calculated by imaginary-time propagation in the
BO potential of H2. Following Itatani et al. [12], the intensity of a harmonic
with frequency ! is proportional to !2 a½kð!Þ�v½kð!Þ�j j2, where a½kð!Þ�j j is the
amplitude for finding the active electron recolliding with the core with momen-
tum �hk, and v½kð!Þ� is the recombination amplitude in velocity form (not to be
confused with the velocity gauge for the laser–electron interaction). The wave
vector kð!Þ is obtained using the relation �h2k2=ð2mÞ ¼ �h! (i.e. the photon
energy is equated to the electron kinetic energy). Including nuclear and electro-
nic coordinates, the recombination amplitude reads

v½k� ¼
ð
�0ðRÞ �0ðRÞ kj jeikx�þ0 ðRÞ

� �
�ðR; �ðkÞÞdR (6)

where �0ðRÞ and �þ0 ðRÞ are the electronic ground states of the neutral molecule
and the molecular ion, respectively. The relation determining the travel time
�(k) is taken from the simple man’s model [1], assuming that only short
trajectories near the peak of the laser pulse contribute to harmonic generation.
Denoting as r[k] all independent factors that can be written as prefactors of
the integral over R, we have v½k� ¼ r½k�c½�ðkÞ; k�, where the nuclear correlation
function c½�ðkÞ; k� collects the effects of the nuclear motion.

Assuming isotopic invariance for a½kð!Þ�, i.e. for the ionisation step and for
the dynamics of the free electron before recombination, the ratio of harmonic
intensities in two isotopes is given by the ratio of the moduli squared of the
nuclear correlation functions in the two species.

We compare our experimental results with this calculation based on the
strong-field approximation which collects the effect of the nuclear motion in
the compact nuclear correlation function. The harmonics are approximately
proportional to the modulus squared of the nuclear correlation function,
cð�Þ ¼

Ð
�0ðR; 0Þ�ðR; �Þfðk;RÞdR, where �0ðR; 0Þ and �ðR; �Þ are the initial

and propagated vibrational wavepackets in the molecular ion, R is the inter-
nuclear distance and � is the travel time, which is equivalent to our delay time,
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�t and f(k,R) describes the effect of two-centre interference. The calculated

curve is scaled to account for the slight difference in photoionisation cross-
sections for H2 and D2. We have confirmed in test calculations that the influ-
ence of the Stark shifts in the Born–Oppenheimer potential is negligible for the
present set of parameters. Two-centre interference in H2

þ (or D2
þ) gives rise to

a small but clearly discernable shift which is included through the f(k,R) factor.
As shown in Fig. 4a, we find good quantitative agreement between our mea-

surements and the calculation.
The time evolution of the internuclear separation in each molecule was

reconstructed from the recorded intensity spectra and their ratio by use of a
genetic algorithm. As shown in Fig. 4b the agreement with the exact calculation
is good. Therefore, the measurement of the harmonic spectrum ratio can be used
to determine proton (deuteron) motion in H2 and D2 molecules�1 fs after ionisa-
tion, with a temporal resolution of �100 as (the difference in recollision times
between successive harmonic orders). Here we use the data fromH2/D2 primarily

to test and confirm the method, since the potential surface and so the calculated
dynamics of the proton are known in the case of H2. Therefore the agreement
between the measurement and the calculated ratio of the nuclear autocorrelation
function is confirmation that the chirp of the electron is satisfactorily given by the
semi-classical treatment validating the frequency to time mapping and other
assumptions in the theoretical treatment such as the vertical ionisation.

The above demonstration of the measurement of the proton dynamics in a
H2
þ ion is a proof of principle for the chirp-encoded recollision technique.

A similar experiment was conducted on CH4
þ and revealed the ultra-fast onset

of rearrangement of the protons in the few femtoseconds following ionisation

Fig. 4 (a) Ratio of harmonic intensities for D2/H2 plotted as a return time (black squares with
errors); the dashed curve is the calculated ratio of the square of the nuclear correlation
function. (b) Retrieved mean internuclear separation<R> as a function of time. Retrieved
data from experiment using genetic algorithm (solid lines) exact calculation using potentials
(dashed lines)
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that takes the molecule from the equilibrium tetrahedral structure of neutral
CH4 to the C2v structure of the cation [37].

Further refinements of the technique are now needed. These include a fuller
accounting of effects that may alter the photon energy to return time mapping,
e.g. Coulomb effects, two-centre interference; in principle the mapping can be
checked in situ using the two-colour techniques recently reported by Dudovich
and co-workers [38]. Extension to longer measurement times can be achieved by
employing longer wavelength lasers.

It should be noted that the comparison of deuterated to protonated mole-
cules of the same type was an experimental convenience that circumvented the
need to more fully characterise the order dependence of the returning electron
amplitude and the momentum-dependent factor in the transition dipole; never-
theless this could in principle be dispensed with. For instance measuring the
harmonic spectrum over a range of intensities can in principle give us the extra
information needed to unravel these factors from those depending solely on the
return time. The technique should be extendable to many organic molecules
containing protons, the ultra-fast rearrangements of which cannot be resolved
by existing techniques. In principle the use of the temporal encoding of the
return energy of the electrons might allow us to measure changes occurring
within the states of the electrons remaining within the ion core during the
‘‘probe’’ electrons sojourn in the continuum. So for instance states excited by
the strong field or by the removal of the electron (shake-off processes) might be
time resolved with a temporal resolution of better than 100 as.

5 Conclusion

The techniques set out above are in their infancy. There remains much to do to
explore their limitations and overcome these if a more general applicability is to
be found. Nevertheless the proofs of principle already achieved and the rapid
pace of development are very encouraging. Closely related techniques; for
instance that look at the diffraction of the recolliding electrons after they are
elastically scattered [39,40], are also promising new methods for ultra-fast struc-
tural analysis. Moreover exploration of these techniques is contributing new
knowledge to our understanding of the interaction of molecules with strong
laser fields. What is already clear is that laser-driven electron recollision is a
probe with unique characteristics that can in principle provide sub-femtosecond
temporal resolution and high spatial resolution structural information.
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Intense Laser Interaction with Noble Gas Clusters

Lora Ramunno, Thomas Brabec, and Vladimir Krainov

1 Introduction

The interaction of intense short-laser pulses with atomic clusters has become
an important area of research, particularly for understanding the physics of
laser-generated plasmas [1]. Clusters are small particles of condensed matter,
with sizes ranging from 102 to 106 atoms. As such, they are intermediate to
macroscopic condensed matter and microscopic systems, such as atoms and
molecules. Intense laser–cluster interaction creates small-scale plasmas (nano-
plasmas). While these nanoplasmas are transient, because the clusters eventually
explode, they nevertheless allow the investigation of fundamental laser–matter
interaction processes such as ionization and laser energy absorption mecha-
nisms. Since cluster sizes can span the transition region between microscopic
and macroscopic systems, these processes can be investigated as a function of
system size.

Interest in laser-induced cluster explosion was sparked by the experimental
observation [2, 3, 4, 5, 6, 7] that highly charged, highly energetic ions are
created during the interaction of intense lasers with noble gas clusters. The
charge state and energy of these ions considerably exceeds those resulting
from single-atom experiments with comparable laser intensities. While the
average particle density in cluster experiments (1019 cm�3) is not much higher
than in conventional atomic gas density experiments, the local density inside
the clusters, 1022 � 1023 cm�3, is close to solid state. Thus cluster beams are
near-transparent to laser light, yet they absorb laser energy very efficiently [8],
combining the advantages of both atomic gas and solid density targets.

This efficient energy absorption has now been confirmed by a wealth of
experiments for a broad set of laser parameters, including wavelengths ranging
from 100 nm to 1 mm, intensities ranging from 1015 to 1019 W=cm2, and pulse
durations ranging from 30 fs to 0.5 ps. To date, most experiments were per-
formed in the near-infrared, corresponding to the Ti:sapphire laser wavelength
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of 800 nm [8, 9, 10, 11, 21]; a few were performed at the KrF wavelength
(248 nm) [22, 23]. Free-electron lasers (FEL) will allow the investigation of
nanoplasmas in the vacuum-ultra-violet (VUV) to X-ray wavelength regime.
A first set of FEL–noble gas interaction experiments was performed at 100 nm
[24, 25], and experiments at shorter wavelengths (30 nm) are under way [26].

In contrast to noble gas clusters, there are fewer experimental studies of
metal clusters in intense laser fields [27, 28, 29, 30, 31]. Unlike in noble gas
clusters – where the atoms are bonded via weak van der Waals forces and the
electrons are thus initially localized and bound to the nuclei – the ground state
of metal clusters consists of delocalized valence electrons. As a result, quantum
many-body effects play a role only at low laser intensities (< 1014 W=cm2),
making the theoretical analysis much more difficult. For a review of metal
clusters see Ref. [32].

In this chapter, we review the current understanding of noble gas cluster
interaction with intense lasers. We begin by presenting some of the most
interesting experimental results and possible applications. Next, we outline
the major physical processes underlying the dynamics of intense laser–cluster
interaction, which is followed by a discussion of the mechanisms of laser energy
absorption by electrons. Finally, we show that laser–cluster interaction is an
interesting tool for the investigation of plasmas in the strongly coupled regime
and for investigating the interplay between collective and collisional processes
that take place on a few femtosecond to attosecond time scales.

2 Experiments and Applications

The interaction of lasers with noble gas clusters has many possible applications.
Primarily, these are a consequence of the energetic electrons and ions that are
created though this interaction. For example, at moderate laser intensities
(�1015 � 1016 W=cm2) electrons with energies of a fewkeV [33] and ions of charge
states 10+andhigher,with energies of tens to hundreds of keV, are created [34, 35].

The potential of using highly energetic ions from laser–cluster interaction to
trigger nuclear reactions has been demonstrated recently through the observa-
tion of nuclear fusion in large deuterium clusters [36, 37, 38]. This has generated
considerable interest, especially for the possibility of a tabletop neutron source.
The use of clusters for fusion, however, is limited by several constraints. While
laser-induced cluster explosion does lead to the creation of energetic ions, it also
reduces the density by orders of magnitude, ultimately creating a plasma with
the density of an atomic gas. Thus the requirements of high ion energy and high
ion density are difficult to fulfil simultaneously.

The highly charged ions of laser–cluster interaction can also lead to the
emission of X-ray radiation [39]. Clusters present an alternative to intense
X-ray generation from laser-driven solid-state targets [40], and efforts
have been made to optimize the life time and energy absorption of clusters
and thus the X-ray yield [41]. Intense Ka and Kb emission from krypton at
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12.66 and 14.1 keV was observed in the interaction of 1018 W/cm2 laser pulses
with krypton clusters [42]. The highest laser energy to (Ka) X-ray conversion
efficiency observed is 10�6, corresponding to 45 nJ X-ray pulse energy. This is
close to the conversion efficiency of � 10�5 obtained from intense laser–solid
target interactions [43].

Finally, noble gas clusters can also be used to create plasma waveguides [44,
45] that are suitable to guide high-intensity laser pulses in under-dense plasmas.
Guiding of intense laser pulses in plasmas is important for laser wakefield
accelerators, X-ray lasers and high harmonic generation. The waveguide is
created in the following way. The laser-heated clusters expand on a sub-ps
time scale and eventually merge to form a locally uniform plasma in 10–100ps.
This hot plasma leads to the formation of a shock wave and a subsequent
waveguide structure over a nanosecond time scale. The advantage of using
clusters over atomic gases is a longer and better-quality waveguide.

3 Fundamental Concepts of Intense Laser–Cluster Interaction

Over the past decade considerable effort has been put into understanding the
physical mechanisms driving the dynamics of laser–cluster interaction [46, 47,
48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62]. The dynamics generally
follows three basic steps: (i) ionization creates free electrons within the cluster
(inner ionization); (ii) electrons absorb energy from the laser field, and many
escape the cluster (outer ionization) creating an overall positive space charge
throughout the cluster; and (iii) due to electrostatic and hydrodynamics forces,
the cluster eventually explodes.

While the mechanisms discussed below apply to the long-wavelength (visible
and near-infrared) regime, this overall cycle of ionization, electron heating,
positive cluster charge up, and eventual explosion applies over a broad range
of wavelengths from the infrared to the XUV regime. Of course, the specific
optical field ionizationmechanisms changewith wavelength. For example, tunnel
ionization dominates in the infrared regime, whereas single-photon or multi-
photon ionization dominates in the short wavelength of 100nm and below [24].

3.1 Inner Ionization

At the leading edge of the laser pulse, the weakest bound electrons of the
noble gas atoms are ionized. This happens through optical field (tunnelling)
ionization, beginning when an intensity of around 1014 W=cm2 is reached.
Due to the presence of these (quasi) free electrons, the noble gas cluster
becomes metallic. After the inner ionization of the first valence electron,
other ionization mechanisms, in addition to optical field ionization, become
relevant. These include:
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Impact ionization. When the kinetic energy of a free electron is larger than the

ionization potential of a bound electron, the free electron can share its energy with

the bound electron during an atom–electron or ion–electron collision, resulting in

the creation of two free electrons. Simulations show that impact ionization is very

important for the creation of themost highly charged ions observed in clusters [60].
Charge-enhanced ionization [48, 55]. This effect was first discovered in intense

laser interaction with diatomic molecules. After the first electron is removed,

the field of the ion lowers the Coulomb barrier of the neighbouring atom. This

lowers the ionization potential for the second electron, as illustrated in Fig. 1a,

thereby facilitating optical field ionization. In clusters, a similar process

can occur. However, the total electric field within the cluster is much

++ + +

- - - - ++ + +

- - - -

EL EL

(b)

+

+
+ +

+
+

+

+

(c)

-

++
(a)

Fig. 1 (a) Schematic of charge-enhanced ionization in a diatomic molecule. The dotted line is
the Coulomb potential felt by themost weakly bound electron of an atom in the presence of an
intense laser field, when the adjacent atom has not been ionized. The solid line is the modified
potential felt by this electron when the adjacent atom has been ionized. As shown, the
ionization barrier of the electron has been effectively lowered by the adjacent ion, leading to
enhanced ionization. (b) Illustration of the motion of an electron cloud (dotted circle) relative
to an ion cloud (solid circle) in response to an oscillating laser field. Every half cycle, there is a
region of the ion cloud that becomes unshielded by the electron cloud; shielded regions are
shaded. This leads to amacroscopic field at the cluster poles which augments the laser field and
leads to enhanced ionization. (c) Illustration of a cluster during laser–cluster interaction after
significant outer ionization has occurred. There are not enough electrons to shield the entire
cluster, but they still do shield the core, indicated by the shaded region. This leaves an outer
ring of positive charge which can lead to enhanced ionization in the unshielded region
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more complex due to the presence of many electrons. It thus exhibits

strong fluctuations, which add a stochastic component to charge-enhanced

ionization [58].
Polarization-enhanced ionization [16, 58]. To a first approximation the

metal-like cluster behaves like two uniformly charged spheres: a positively

charged ionic sphere and a negatively charged electronic sphere. Unlike the

much heavier ionic sphere whose motion is practically unaffected by the

laser pulse, the lighter electron sphere can be driven quite strongly by

the laser field in the direction of the laser polarization, as illustrated in

Fig. 1b. As a result, two sections of the cluster can become unshielded by

the electron cloud every half cycle. These cluster ‘‘poles’’ then experience a

very large space charge which adds to the laser electric field and enhances

ionization. The highest charge states are created at the cluster poles lead-

ing to asymmetric Coulomb explosion of the cluster, which has been

experimentally observed [16].
Cluster charge-enhanced ionization. Since outer ionization (described

below) reduces the number of electrons within the cluster, a net positive

cluster charge results and the electrons can no longer completely shield

the ions. Numerical simulations have shown that for large clusters

(�105 atoms), the electrons will shield the core of the cluster, while leaving

a ring around the cluster core unshielded [58], see Fig. 1c. The radius of the

electron cloud is thus much less than the radius of the cluster.1 The resulting

electric field adds to the laser electric field and enhances optical field

ionization.
Enhanced ionization due to ion shielding. In a charge-neutral plasma, elec-

trons can shield the field of an ion. As a result, the long-range Coulomb

potential of the ion is modified to a short-range, exponentially damped

potential. This serves to reduce the ionization potential, enhancing ioniza-

tion [53]. Calculations based on Debye shielding show that the ionization

potential can be reduced by up to a factor of two when the electron–ion

interaction strength in the plasma becomes large (i.e. the plasma is strongly

coupled). However, current analysis so far does not take into account

the field of neighbouring ions, the strong plasma electric field fluctuations

in the strong coupling limit, and the overall positive charge of the clusters.

As discussed qualitatively in Ref. [53], these effects would induce a Stark

shift that increases the ionization potential and may counteract the effect

of Debye shielding. A quantitative calculation of the ionization potential

is one of the open challenging questions in plasma and nanoplasma

physics.

1 In general, the radius of the electronic cloud is determined by both the net postive cluster
charge and the electronic temperature.
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3.2 Outer Ionization

Outer ionization refers to the removal of electrons from the cluster. Near the
leading edge of the laser pulse, when the cluster is quasi-neutral, electrons can
escape easily. Eventually this results in a positive charging of the cluster and a
corresponding build-up of a Coulomb potential outside the cluster. This poten-
tial will act against further outer ionization.

Further electrons will escape, however, if they absorb sufficient energy from
the laser field to overcome the Coulomb barrier. A truly free electron will not
absorb energy from a laser monochromatic field. However, the free electrons
within the cluster experience the combined electric fields of the driving laser and
of the cluster itself, which does result in the absorption of photons. This is
because a third body of some sort is required to fulfil energy and momentum
conservation during photon absorption. Discussion of cluster electron heating
mechanisms is presented in detail in the next section.

3.3 Cluster Explosion

At the trailing edge of the laser pulse the cluster begins to expand. The explosion
is driven by two forces: hydrodynamic and electrostatic. The former results
from the pressure associated with the ideal gas of the heated free electrons inside
the cluster and leads to cluster expansion. This mechanism dominates in the
parts of large clusters that remain neutral due to shielding, as discussed above.
The electrostatic force occurs as a result of the incomplete shielding, which
causes the positive ions to repel each other and Coulomb explosion to take
place. The time for an intermediate-sized deuterium cluster to double in size is
around 30 fs and fora Xe cluster is around 300 fs. After 10–100 ps, depending on
the initial cluster sizes in a given cluster beam, the exploding clusters will merge,
creating a macroscopic low-density plasma.

4 Electronic Heating Mechanisms

In addition to the processes discussed above, the energetic explosion of laser-
irradiated clusters is driven by energy absorption by electrons in the combined
electric field of the laser and the cluster. While crucial to understanding laser–
cluster interaction dynamics, the roles of the various proposed energy absorp-
tion mechanisms are still not well understood. We hope our discussion will
contribute to a better understanding. Again, we focus here on long-wavelength
laser irradiation.

One way to understand the different heating mechanisms is by modelling the
collective electronic motion by means of a driven oscillator model. An equation
of motion can be derived from hydrodynamic (Vlasov) plasma equations [63]
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by modelling the electron and ion distributions as interpenetrating negative

and positive spheres, as introduced in the last section. It is understood that the

parameters introduced below describing the cluster state will change as a func-

tion of time due to both ionization and cluster explosion, but we assume these

changes are relatively small over a single laser cycle. The equation of motion

along the direction of laser polarization for centre of mass xðtÞ of a rigid

electron cloud is

€xþ 2� _xþ !2
mxþ FnlðxÞ ¼ �jQejELðtÞ=Me; (1)

where � is a damping coefficient arising from microscopic collisions (including

both interparticle collisions, and random electron collisions with the cluster

surface); Qe50 and Me are the charge and mass of the electron cloud, respec-

tively;EL is electric field of the laser; and Fnl contains nonlinear force terms. The

dot and double dot refer to the first and second time derivatives, respectively.

Due to the cluster’s spherical geometry, the fundamental plasmon resonance is

at the Mie frequency,

!m ¼ !p=
ffiffiffi
3
p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2Zni=ð3�0meÞ

q
; (2)

where SI units have been used. The bulk plasma frequency is !p,Z is the average

ion charge, ni is the ion density within the cluster, e is the unit charge, me is the

electron mass, and �0 is the vacuum dielectric constant.
The non-neutrality of the cluster leads to a net macroscopic cluster field

which affects the motion of the electron cloud. If the particle distributions are

both uniform, this macroscopic field is harmonic within the cluster radius, and

Coulombic outside. Whenever part of the electron cloud is driven over this

Coulombic region (i.e. the cluster surface) by the laser field, anharmonic oscil-

latory motion will result. This is the case illustrated in Fig. 1b and is a much

different phenomenon than the random electron–surface collisions that con-

tribute to a transferring of energy from collective electron motion to random

thermal motion. Damping via random surface collisions has also been referred

to as Landau damping [62], though it is different from the usual meaning of

pure collisionless Landau damping in bulk plasmas. In the limit of uniform

density distribution and when the electron cloud excursion over the cluster

surface has a length much less than the cluster radius, an expression for Fnl in

Eq. (1) can be found explicitly [64].
Nonlinear motion can also result when the particle distributions are non-

uniform, even if no part of the electron sphere is driven over the cluster

boundary. This can occur, for example, when significant outer ionization has

taken place, and the electronic radius is less than the ionic radius; this is

illustrated in Fig. 1c.
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We can transform Eq. (1) into an equation for the total (kinetic plus poten-
tial) energy EðtÞ of the electron sphere, i.e. the total energy contained in the
collective motion. Multiplying Eq. (1) by _x and integrating over time yields

EðtÞ �Me

2
_x2 þMe!

2
m

2
x2 þ VnlðxÞ

¼ �2Me�

Z t

�1
_x2dt0 � jQej

Z t

�1
_xðt0ÞELðt0Þdt0:

(3)

The first term of the last line of Eq. 3 determines the amount of energy lost from
the collective motion to random, thermal motion via collisions (i.e. dissipation).
The second term of the last line is the total amount of energy absorbed from
the laser field, Etot. The quantity VnlðxÞ ¼

R
_xFnlðxÞdt0 contains the part of the

potential arising from the nonlinear force terms in the cluster. When damping is
present, eventually all the absorbed energy gets transferred from the collective
motion to thermal energy so that Eð1Þ ¼ 0.

Armed with this simple driven oscillator model, we now discuss the heating
mechanisms governing laser–cluster interaction. They can be grouped into two
major categories: (1) collisional heating, governed by the damping parameter �,
and (2) nonlinear cluster heating, governed by the nonlinear potential.

4.1 Collisional Heating

Collisional heating arises from processes that contribute to the damping term
in the equation of motion, Eq. (1). Since collisional heating is present in the limit
of even a linear potential, in the following we neglect the nonlinear terms in
Eqs. (1, 3) for simplicity.

In the absence of damping, � ¼ 0, and the total energy absorption over a
laser pulse in a driven harmonic oscillator model is proportional to the spectral
component of the driving field only at the Mie frequency, j ~ELð!mÞj2 [65]. Here,
the tilde refers to the Fourier transform.

The presence of damping mechanisms broadens the range of frequencies that
can contribute to heating. This can be understood by examining the general
solution of the linear version of Eq. (1) in the Fourier domain. The solution for
the velocity v ¼ _x of the electron cloud is

~vð!Þ ¼ �jQej
Me

~ELð!Þ ~Smð!Þ; (4)

where we refer to ~Smð!Þ � i!=ð!2
m � !2 þ 2i�!Þ as the Mie spectrum. Absorp-

tion of laser energy only takes place when there exists a significant overlap
between the laser spectrum ~ELð!Þ and theMie resonance [7, 55]. For this reason,
collisional heating is also referred to as ‘‘resonance heating’’.
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Assuming that !m and � do not change over time, the expression fromEq. (3)

for the total energy absorbed from the laser pulse can be rewritten as

� jQej
Z1

�1

_xðt0ÞELðt0Þdt0 ¼
Q2

e

2pMe

Z1

�1

<½ ~Smð!Þ�j ~ELð!Þj2d!; (5)

where < refers to the real part of an imaginary quantity. From Eq. (5), we see

that if the laser and Mie spectra do not significantly overlap, then there will be

very little laser energy absorbed. This case is illustrated in Fig. 2a, where we plot

j ~ELð!Þj2 and <½ ~Smð!Þ� for typical laser–cluster interaction parameters. In the

time domain, this means that the electron cloud motion x and the laser field

oscillation are nearly in-phase, giving
R
vEL ¼ 0 over a laser cycle. However, if

there is significant overlap in the two spectra, as illustrated in Fig. 2b, then

collisional heating can become large. In this case, the motion of the electron

sphere will be dephased from the laser field oscillation, and
R
vEL does not

vanish over a laser cycle.
Throughout intense laser–cluster interaction, ionization and cluster expan-

sion cause the Mie resonance to change as a function of time. If at some point

during the interaction the overlap described above becomes large, and if this is

sustained over a long enough time, significant collisional heating may occur. In

the long-wavelength limit (visible and near-infrared), collisional heating does

not play a role in the early stages of the laser pulse. This is because clusters have

solid-state density, which by Eq. (2) gives !m much larger than the laser

frequency. However, if Zni (and thus !m) is decreased sufficiently during the

laser pulse (due to cluster explosion), and if the cluster explosion is at the same

time not too rapid so that the resonance with the laser frequency is not passed

through too quickly, collisional heating may occur to a significant degree.
Finally, we make a connection between the damped harmonic oscillator

model discussed here and the familiar Drude-based model for cluster heating

developed in Ref. [7]. Solving Eq. (1) in the linear regime, we find that the cycle-

averaged rate of total laser energy absorption for EL ¼ Eo cos !t gives the well-
known expression

dEtot

dt
¼ �jQej5 _xEL4 ¼ 3�oVe

!2
m!

2

!2 � !2
m

� �2þ4�2!2
�E2

o; (6)

where Ve is the volume of the electron sphere. The damped harmonic oscillator

model for clusters can thus be understood as the same mechanism behind the

Drude-based model.
Damping mechanisms. Damping of the collective Mie oscillation comes pre-

dominantly from two sources that contribute to �: (1) scattering of individual

electrons by the cluster surface [62] and (2) particle–particle scattering.
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When the ionic charge states are high, electron–ion collisions dominate over

electron–electron collisions [66]. The scattering of individual electrons by ions

in the presence of a laser field can lead to inverse Bremsstrahlung heating (IBH)

[49]. In a recent work it was found that damping appears to be dominated by

electron–ion collisions for shorter (20 fs), moderately intense (1014�1015 W/cm2)

near-infrared laser pulses [67].
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Fig. 2 Laser spectrum j ~ELð!Þj2 (dashed line) and the real part of the Mie spectrum <½ ~Smð!Þ�
(solid line) versus angular frequency !. The amplitudes of the spectra were normalized to one.
The laser spectrum was calculated from a time-domain field envelope profile with sin2 shape,
with a full width at half-max of 30 fs and a wavelength of 800 nm (corresponding to an angular
frequency of 2.4 rad/fs). The parameters for theMie spectrum in (a) areZni ¼ 5:4� 1022cm�3

(giving !m ¼ 7:5 rad/fs) and � ¼ 0:8 fs�1, corresponding to typical laser–cluster interaction
parameters. In this case, there is very little overlap between the spectra, so little collisional
heating is expected. In (b), we set Zni to be an order of magnitude lower, which gives an !m

near the laser frequency. In this case, there is a large overlap, and collisional heating could be a
dominant heating mechanism, if the cluster explosion is not too rapid
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Recently, a new mechanism was proposed that may serve to enhance IBH
[61]. Usual IBH rates are based on the assumption of a Coulombic ion poten-
tial, which is an approximation to the true potential, especially very close to the
ion. A Hartree–Fock analysis of IBH from a noble gas ion shows that the true
potential would enhance large angle scattering events, which yield the strongest
contribution to heating. The analysis is based on a field-free Hartree–Fock
calculation, i.e. it neglects the effect of the strongly fluctuating plasma electric
field on the ionic bound state. In order to determine the IBH enhancement more
accurately, a more detailed analysis taking into account the effect of the plasma
electric field on the ionic bound state will be necessary.

4.2 Nonlinear Cluster Heating

The linear versions of Eqs. (1, 3) are only valid when the ion sphere is
uniformly distributed and infinitely extended with no cluster surface. As
discussed, presence of a boundary and/or non-uniformity gives rise to the
nonlinear (anharmonic) terms in Eqs. (1, 3). The nonlinearity is thus a result of
the macroscopic interaction between the electron sphere and the ion field,
quite distinct from the microscopic interaction of individual electrons with the
cluster surface. As discussed above, the latter phenomenon contributes to
damping and randomizes the motion of the electrons. Instead, the nonlinear
surface interaction gives rise to an energy absorption mechanism independent
of microscopic collisions.

The nonlinear terms in Eqs. (1, 3) lead to (i) dephasing between electron
cloud and laser, even in the case where there would be very little dephasing in
the linear limit, and (ii) nonlinear motion of the electron cloud. Both effects
result in energy absorption. This effect was first identified in Ref. [58], where it
was termed ‘‘laser dephasing heating’’. Unfortunately, this name is not ideal, as
it neither emphasizes the nonlinearity behind the process nor captures its
distinctiveness from collisional/resonant heating. The nonlinearity-based
mechanism due to the surface was confirmed in a subsequent work, where it
was called ‘‘nonlinear resonant heating’’ [68]. This name is also somewhat
misleading, since the nonlinear energy absorption process does not rely on a
vicinity to a resonance. Therefore, we refer to this process here as ‘‘nonlinear
cluster heating’’.

The importance of nonlinear cluster heating is seen in Fig. 3, where the
velocity of the electron cloud (current) of an Ar10000 cluster during laser irradia-
tion is plotted versus time [58]. The driving laser wavelength is 800 nm, the peak
intensity is 8� 1015 W/cm2, and the pulse duration is 100 fs. The time interval
included in Fig. 3 begins approximately 30 fs before the laser pulse peak.
The solid line is the macroscopic current retrieved from numerical analysis.
The dotted line is the current of a free electron in the laser field, which would
be proportional to the vector potential of the laser field, AðtÞ /

R
ELðtÞ.
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The motion of a free electron is in phase with the laser field and does not lead to

energy absorption. Comparison of the two curves clearly shows a strong non-

linear component (higher harmonics) and dephasing. Since in this example the

laser frequency is far from the Mie resonance throughout the laser pulse, the

origin of the dephasing is the nonlinear interaction.2

Both collisional and nonlinear effects contribute to electron heating. Colli-

sional heating plays a role for laser frequencies close to the Mie resonance,

where it may be the dominant absorption mechanism. Whether resonance

occurs or not depends on the specific experimental parameters. Coulomb

explosion limits collisional heating to only a fraction of the laser–cluster inter-

action. Since nonlinear surface heating does not depend on resonance, it heats

electrons over the whole cycle of the laser–cluster interaction. Sorting out which

mechanisms prevail in which regions of parameter space remains an open issue.

5 Collective Versus Collisional Phenomena

Collective phenomena occur when microscopic particles respond to external

perturbations coherently. In laser–cluster interaction, this occurs most strongly

when the laser frequency is near resonance, possibly resulting in the excitation

of a plasmon. Collisions destroy collective motion by transferring energy into

random, thermal motion. If the collision time is small enough, collisional

processes will dominate and destroy any collective motion before it has time

to build.
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Fig. 3 (1) The macroscopic
electron current in the
direction of the laser field
versus time, for a Ar10000
nanoplasma near the peak of
a 800 nm, 8�1015W=cm2

laser pulse with a full width
at half-maximum of 100 fs.
(2) The current of a single
free electron in the same
laser field. Both plots were
scaled to a similar size to
facilitate comparison [58]

2 A recent estimate of nonlinear cluster heating indicated results that were too small to explain
the total energy absorption [61]. The authors used the shielded laser field inside the cluster, Es

[7] for the calculation of the energy absorption,
R t
�1 _xðt0ÞEsðt0Þ, rather than the full laser field,

as required by Eq. (3).
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Collision times are strongly affected by the interaction strength between

particles. In plasmas, the interaction strength between electrons and between

electrons and ions are characterized by electron–electron and electron–ion

coupling parameters, defined, respectively, by [69]

Gee ¼ Vee=kBTe;

Gei ¼ ZG3=2
ee ;

where kBTe is the average electron thermal energy and Vee ¼ 1=a is the average
electrostatic energy between neighbouring electrons. The average distance

between electrons is a ¼ ½3=ð4pneÞ�1=3, where ne is the electron density within

the cluster. The parameter Gei represents the ratio of ion to electron charge

within the Debye sphere. The Debye length ld ¼ ½Te=ð4pneÞ�1=2 determines the

length over which charge fluctuations are screened by the electron plasma.
For Gei � 0:1, corresponding to the limit of low particle density and high

temperature, the plasma is ‘‘weakly coupled’’ and behaves as a macroscopic,

fluid-like ensemble. In the high-density, low-temperature limit (Gei 	 1 and

Gee 	 0:1) the plasma is ‘‘strongly coupled’’. In this regime, collisional processes

dominate since they occur on timescales comparable to or faster than the

oscillation time of collective effects.
We have shown in a recent work [67] that the coupling strength of the

nanoplasmas created through laser interaction with noble gas clusters can be

tailored through varying the laser intensity. This makes feasible both controlled

experimental access to the transition region between strongly and weakly

coupled plamas and a direct numerical analysis through molecular dynamics-

type computational methods.We simulated Xe5000 and Xe500 cluster interaction

with 20 fs, 800 nm laser pulses of varying intensity, and plot in Fig. 4 the

coupling parameters Gei (circles) and Gee (squares) as determined at the end of

the laser pulse [67]. Since higher-intensity pulses create hotter electrons, both
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Fig. 4 Coupling parameters
Gee (squares) and Gei (circles)
for nanoplasmas created
through the interaction of
Xe5000 (filled symbols) and
Xe500 (open symbols) with
20 fs, 800 nm laser pulses for
intensities from 1:8� 1014 to
1016 W=cm2 [67]
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Gee and�ei become larger as the intensity is decreased. Both parameters span the

range from weakly to strongly coupled and are largely cluster size-independent.
Clusters thus present an opportunity for a systematic, combined experimen-

tal and theoretical study of ultrafast electron kinetics in plasmas as a function of
coupling strength. We conducted such a study through a numerical experiment
that measures plasmon decay times for the nanoplasmas of Fig. 2 as a function
of coupling strength in a pump-probe scenario. A plasmon is excited through a

short second laser pulse near resonant to theMie frequency. The plasmon decay
time � is extracted by fitting the electron current within the cluster (parallel to
the laser electric field) to the damped oscillator model.

In Fig. 5 we plot 1=� versus Gei for the Xe5000 (filled circles) and Xe500 (open
circles) nanoplasmas. As coupling strength increases, so does the damping rate,
from 0.1 fs�1 for Gei ¼ 0:04 to�1.5 fs�1 for Gei ¼ 0:9. The latter corresponds to
700 as. For Gei �1, we find 1=� � !m=2p, i.e. collective motion decays over one

oscillation.
As discussed earlier, there are two possible damping mechanisms: particle–

particle collisions and single electron collisions with the surface. Electron–ion
collisions dominate over electron–electron collisions if the average ion charge
state is high [66]. In our case, it ranges from 3.5 to 7.5. Damping via random,
single electron–surface collisions is ruled out here by comparing the results for

the two cluster sizes in Fig. 5. Thus 1=� is the electron–ion collision frequency
�ei. Random surface collisions likely do not play a strong role in this regime for
two reasons. First the average path an electron travels between surface colli-
sions is enhanced for stronger coupling, due tomany particle collisions. Second,
since the cluster is positively charged, the electron distribution within the

clusters thus has a smaller effective radius than the ion distribution. This
leads to fewer random collisions with the cluster surface.

Experimentally, one could probe plasmon decay via loss absorption spectro-
scopy to measure the spectral width of the plasmon resonance. Since the decay
time is comparable to the oscillation period forGei �1, however, a broad source
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spanning the whole spectral range is required. This makes time-domain experi-
ments an interesting alternative. The technology required to extend four wave
mixing pump-probe techniques – the workhorse of nonlinear femtosecond laser
spectroscopy [70] – into the necessary wavelength (vacuum-ultra-violet), time
(attosecond), and intensity regime is starting to be within reach [71].

6 Conclusion

The interaction of noble gas clusters with intense lasers is inherently rich and
complex. While we have presented an overview of the major features of this
interaction as it is currently understood, there are many open issues that remain
due to this complexity. These range from the quantitative determination of the
true ionization potentials in complex cluster fields, to the role of non-Coulom-
bic potentials beyond the field-free approximation, to the determination of
which heating mechanism dominates in which interaction regime. Though our
discussion here was aimed primarily at long-wavelength radiation, first experi-
ments and theoretical analyses in the VUV regime indicate there is much that
needs to be resolved there as well. Understanding the details of laser–cluster
interaction, while interesting in its own right, will also be an important stepping-
stone to understanding the details of strong laser interaction with much larger
systems, such as solid surfaces and bulk media, for which there are a host of
potentially useful applications.
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Laser-Induced Optical Breakdown in Solids

Matthias Lenzner and Wolfgang Rudolph

1 Introduction

One of the unique features of femtosecond light pulses is the high peak power at

moderate pulse energies, which enables many interesting applications in funda-

mental and applied science. When interacting with condensed matter, irrever-

sible material changes occur if the pulse fluence exceeds a certain critical value.

On one hand, such processes severely limit the performance of optical compo-

nents such as coatings and windows (laser damage) and are undesired. On the

other hand, permanent laser-induced material modifications have found inter-

esting applications for laser micro- and nanostructuring as well as for the

production of three-dimensional waveguides.
Laser-induced breakdown has been studied since the invention of the

laser using ever shorter pulses. The underlying physical processes are very

complex as they involve matter far from thermal equilibrium under excita-

tion conditions where perturbative approaches known from nonlinear optics

fail.
The primary energy deposition in dielectric materials with UV, VIS, and

NIR pulses is through the electronic system, followed by energy transfer to the

lattice and resulting in material ablation if a certain excitation fluence is

exceeded. Although the actual damage mechanisms depend on the material

under study and are still an area of active research (and controversy), much can

be learned from the initial excitation of the electrons. As an illustration, Fig. 1

shows the fluence region of a 100 fs pulse for which damage in wide-gap

materials occurs together with some important benchmarks of light–matter

interaction. At low fluences, region A, the interaction leads to anharmonic

oscillations of bound electrons, which can trigger processes like self-phase

modulation. With increasing fluence, the binding potential is changed under

the influence of the external electric field up to a point where the probability
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that the electron can tunnel (ionization) during one optical period 2p=!
approaches unity, region B. At larger fluences, region C, the laser field

approaches the Coulomb field between an electron and nucleus as a result

of which the electron dynamics is driven by the external field with the nucleus

as a perturbation. At even higher fluences, region D, the energy of the

electron accelerated in the laser field reaches the rest mass energy, resulting

in relativistic effects. The damage fluences of most dielectric materials are

within a relatively narrow fluence region close to region B, but well below

regions C and D. If we identify a permanent laser-induced material modifica-

tion with damage, the fluence region can be divided into two parts with a well-

defined boundary. Below this boundary, some material properties, e.g., the

refractive index, are changed without material ablation; at the boundary

(threshold fluence Fth) and at higher fluences the material breaks down and

is ablated.
In this chapter, we review the energy deposition mechanisms that can lead to

femtosecond laser-induced breakdown and ablation in solids. We will concen-

trate on wide-gap dielectric materials and only briefly mention important

features in the interaction with (narrow-gap) semiconductors and metals. We

will conclude with an introduction of fs laser-based material structuring as an

emerging application.
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Fig. 1 Examples of laser pulse–electron interaction for different fluences, see, for example,
[1, 2]. The range of typical threshold fluences for laser-induced damage is indicated. A: The
fluence at which the pulse spectrum approximately doubles in a z = 1mm dielectric plate of
nonlinear index n2 is shown
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2 Damage Induced by Nano- and Picosecond Pulses

Since the invention of the laser, numerous research groups have studied optical
damage with laser pulses at various wavelengths and pulse durations [3, 4, 5, 6].
A large class of commonly used (bulk) optical materials [7], optical coatings [8, 9],
and more recently liquids [10, 11] (important, e.g., for ophthalmic surgery)
have been investigated. In parallel to the experimental work, significant efforts
have been made to develop theoretical models of optical breakdown in dielectric
materials.

Being intrinsically transparent to VIS–NIR pulses, dielectric materials are
excited via heating of electrons in the conduction band (CB) involving quasi-free
electron absorption followed by impact ionization. At a certain electron density,
the plasma becomes highly absorptive for the remainder of the pulse leading to
melting and evaporation of material (ablation). If (linear) absorption centers (as
a source for CB electrons) are absent, the optical pulse acts on background
carriers [12, 13, 14, 15] in the CB. Because of their stochastic distribution, the
threshold fluence for ps and ns pulses exhibits relatively large fluctuations [16].

With ns andps pulses, a dependence of the damage fluence Fth on the pulse
duration �p, Fth / ��p where � � 1=2, was found for bulk materials [17, 18, 19, 20]
and coatings [8, 21]. This

ffiffiffiffiffi
�p
p

dependence is characteristic of situationswhere one-
dimensional transport of the excitation occurs during the pulse. For example, the
pulse is absorbed in a thin surface layer (spot area A), the produced heat propa-
gates normal to the surface (z direction), and lateral diffusion can be neglected
(spot size 44 absorption depth). The pulse deposits an energy �aW, which is
distributed over a volume A

ffiffiffiffiffiffiffiffi
D�p

p
during the pulse, with �a being the absorption

coefficient and D being the heat diffusion constant. The corresponding tempera-
ture change �T ¼ ��aW=ðA

ffiffiffiffiffiffiffiffi
D�p

p
Þ will lead to damage (melting) if a certain

threshold value (melting temperature) is reached. The corresponding incident laser
fluence Fth ¼Wth=A � Q

ffiffiffiffiffi
�p
p

whereQ contains the material parameters exhibits
the

ffiffiffiffiffi
�p
p

dependence. A more rigorous approach involves solving the diffusion
equation for the half space. The solution shows the surface temperature to also
increase as �T / F=

ffiffiffiffiffi
�p
p

[5]. A similar
ffiffiffiffiffi
�p
p

law controlled by heat diffusion was
found when small (linear) absorption centers (impurities or defects) are present
[8, 22, 23] and the absorbed laser power scales as pa2 (a – radius of the inclusion).

3 Damage Induced by Femtosecond Laser Pulses

Adeviation from the
ffiffiffiffiffi
�p
p

-scaling of the breakdown threshold was first reported
for pulses in the range of 4–10 ps [24]. Later, this deviation was confirmed for
the case of femtosecond pulses, see Fig. 2 for example. The damage threshold
with fs pulses is more deterministic as compared with longer pulses; stochastic
background electrons in the CB lose their importance as photoionization of
valence band (VB) electrons takes over owing to the high field strength of fs
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pulses. As a consequence, damage is more likely be controlled by the intrinsic
material properties of bulk and thin-film samples.

Numerous experimental studies dealt with the dependence of the critical
pulse fluence Fth on the pulse duration �p [9, 27, 30, 31, 32, 33], the laser
wavelength l [30, 34, 35, 36], and the material [9, 27, 30, 32, 34, 35, 36]. These
experiments were conducted on fluorides, oxides, and glasses using near infra-
red and visible laser pulses with durations as short as a few femtoseconds.

The actual processes leading to femtosecond laser pulse-induced dielectric
breakdown and ablation are complex and still under investigation. Proposed
mechanisms for material breakdown and removal include Coulomb explosion
[37], plasma formation [38], thermal melting (heterogeneous and homogeneous
nucleation) [37, 38], and material cracking due to thermoelastic stresses [39].
Most of the damage processes occur after the optical pulse for �p5100 fs.

Common to all these scenarios is that a critical amount of energy density has
to be deposited in the material before breakdown occurs. In the sub-ps pulse
regime, the absorption of near IR photons in dielectrics leads to the excitation
of electrons to the CB. Models that identify the onset of damage with the
production of a certain critical CB electron density Ncr were suggested early
on [18] and proved successful in explaining the observed Fthð�pÞ behavior until
today [27, 30, 31, 33]. The exact value of this critical density is not known. One
limit was defined by using an excited electron density at which the energy in the
excited electron system equals the binding energy of the lattice [40]. For alkali-
halides, for example, this requires an electron density of about 1019 cm�3 [7].
Another critical density was introduced by setting the plasma frequency equal
to the excitation frequency [41]. At this point, the material starts to absorb
strongly. For laser pulses at 800 nm this happens at Ncr � 1021 cm�3. After the
critical electron density is reached, melting, vaporization, and ablation start.
There are indications that the critical electron density may also depend on the
pulse duration [42].
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4 Light–Matter Interaction

Figure 3 illustrates the main processes associated with the excitation of dielec-
tric materials with femtosecond pulses.

Photoionization and impact ionization produce CB electrons until a critical
density is reached. One can formally write a rate equation for the CB electron
density n:

dn

dt
¼ �þ � � #; (1)

where � and � are the rates for impact and photoionization, respectively. # is a
relaxation term taking into account electron trapping [9, 43]. The latter term
can explain the pulsewidth dependence of the threshold in dual-pulse ablation
experiments [43].

4.1 Photoionization

In metals and most semiconductors of practical interest, the radiation of
available femtosecond sources is absorbed via linear (one-photon) or free
carrier absorption. In either case, Beer’s law applies and assuming a
certain quantum efficiency, ionization rates and resulting electron densities
can be calculated easily. Saturation effects and plasma shielding have to
be taken into account at high electron densities. The so-excited electron

CB

e-ph

e-D

Imp

PI

D

VB

e-ph-pht

Fig. 3 Schematic diagram of energy deposition and dissipation in wide-gap dielectric
materials through excitation of electrons from the valence band (VB) to the conduction
band (CB) in the presence of defect states (D). Contributing processes are photoioniza-
tion (PI), impact ionization (Imp), electron–phonon–photon scattering (e–ph–pht, free
carrier absorption), electron–phonon scattering (e–ph, cooling of the electron gas),
electron–electron scattering (e–e), and electron-defect interaction (e-D) including the
creation of self-trapped excitons
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system interacts with the lattice, which can be described by the two-

temperature model [44].
The physics of dielectric materials having a bandgap energy that is larger

than the photon energy of the incident laser pulse, Eg4�h!, is more sophisti-

cated. In the absence of states within the energy gap (due, for example, to

defects or traps), the deposition of energy has to take place via a nonlinear

optical process.
Initially, electron–hole pairs are excited by high-field excitation. This

phenomenon was described more than 40 years ago by Keldysh [45].

According to this model, electrons are promoted to the conduction band

by a combination of what is usually called multiphoton ionization (MPI)

and tunneling ionization. Keldysh’s theory emphasized that MPI and tun-

neling are not competing mechanisms but merely two limiting cases of the

same ionization process.
For ionization to occur, the electron has to overcome the atomic potential

modified by the incident electric field. The Keldysh parameter

� ¼ ! � ¼ !

jeEj
ffiffiffiffiffiffiffiffiffiffi
mrEg

p
(2)

roughly represents the ratio of the time � needed to tunnel through the resulting

potential barrier and the period of the oscillating electric field, T ¼ 2p=!. The
quantity Eg is the ionization potential, mr and e are the effective mass and

charge of the electron, respectively. AKeldysh parameter � � 1means that the

electron has enough time for tunneling before the field changes magnitude and

sign (see Fig. 4 C). In this limit tunneling ionization is the dominant excitation

mechanism. In the other limit, � � 1, multiphoton absorption plays the major

role in the ionization (see Fig. 4 A). According to [45], the ionization rate can be

written as

Fig. 4 Band model of high-field laser excitation of a wide-gap solid. The laser pulse
intensity is increasing from A to C. The gradient of the potential (tilt of the band
structure) is caused by the electric field of the laser pulse. EC is the lower boundary of
the conduction band, E

V
is the upper boundary of the valence band, � is the Keldysh

parameter explained in the text
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� ¼ 2!

9p
!mr

�1�h

� �3=2

Qð�; xÞ � exp �phxþ 1iKð�1Þ � Lð�1Þ
Lð�2Þ

� �
; (3)

where �1 ¼ �=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

p
, �2 ¼ �1=�, K, L are complete elliptical integrals of first

and second order, respectively, hzi denotes the integer part of z, and

Qð�; xÞ ¼ p

2K
ffiffiffi
2
p

� �1=2X1
k¼0
�kpKð�1Þ � Lð�1Þ

Lð�2Þ

�

� � p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2hxþ 1i � 2xþ k

2Kð�2ÞLð�2Þ

s !#
;

(4)

x ¼ 2"g
p�h!�1

Lð�2Þ; (5)

with �ðzÞ ¼
R z
0 expðy2 � z2Þdy.

As explained above, the derived formula for the excitation rate reduces to

multiphoton absorption in the high-frequency limit and to the equation for tunnel-

ing at low frequencies and strong fields. Figure 5 shows the ionization rate accord-

ing to theKeldyshmodel as a function of laser intensity. At low fluences (� � 1), a

simple multiphoton absorptionmodel fits the data well. The sudden changes in the

ionization rates occur at excitation intensities where the – now increased–effective

bandgap reaches a value that requires an additional photon for excitation. Even

though the Keldysh model needs to be modified for a more accurate description

(see, for example, [46, 47]), it explains the main features of the excitation well.
Recently, there has been theoretical work about the enhancement of photo-

ionization due to the presence of already ionized electron–hole pairs [48]. The

electrical field of these pairs superposes the electrical field of the light wave and

thereby leads to an exponential enhancement of the photoionization rate as well
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as the impact ionization rate (see below). This additional ionization is supposed

to supersede the traditional avalanche ionization for pulses shorter than �10 fs
which is about the time for an electron to be accelerated to an energy sufficient

for impact ionization [49].

4.2 Impact Ionization

Electrons that are excited into the conduction band are continuously acceler-

ated by the laser field. Energy deposition into the electron system is possible

because momentum conservation is assured by the interaction with lattice

phonons; this process is known as free carrier absorption. After reaching a

critical value, the excess energy of these electrons can be transferred to valence

electrons by impact, promoting these to the conduction band (impact ioniza-

tion) see Fig. 6.
As a consequence, the conduction band electron density grows exponen-

tially. The impact ionization rate from Equation (1) can formally be written as

� ¼ �fðEÞn; (6)

where �fðEÞ is the impact ionization coefficient. This equation stems from the

DC avalanche breakdown in gases and crystals but has been shown to apply to

laser pulse-induced breakdown as well [12, 50].
The dependence of �f on the electric field E is difficult to derive because �f

contains information about two physical processes: free carrier absorption and

impact ionization. In an effort to find an analytical approach that describes a

broad class of dielectric materials, several models have been developed.

A common ansatz is Keldysh’s impact ionization formula:

�f ¼ � ðE � EcÞ=Ec½ �2; (7)

where � is a constant and E is the kinetic energy of the electron [28]. Up to this

point, almost all publications modeling dielectric breakdown with rate

Fig. 6 Two possible paths
of impact ionization. An
electron, highly excited into
the conduction band by free
carrier absorption, ionizes
a second electron from the
valence band, observing
energy and momentum
conservation
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equations agree. However, the size of the assumed constants � differs as well as
the postulated critical energy Ec.

In order to fulfill energy and momentum conservation, the free electron

needs to be promoted to a critical energy Ec [28, 45, 51]:

Ec � 1:5 "g þ
e2E2

4mr !2

� �
: (8)

Equation (8) contains the sum of the bandgap energy and the ponderomotive

potential, i.e., the energy of the electron oscillating in the laser field; the factor

1.5 results from the common assumption that the effective electron and hole

mass are equal at the extrema of CB andVB. The ‘‘flux-doubling’’ model [15, 30,

52, 53] assumes that (i) as soon as an electron acquires the critical energy it
ionizes a second electron and the excess energy is equally distributed between

the collision partners and (ii) the shape of the electron distribution remains

basically unchanged during the laser pulse. This model yields an impact para-

meter that is proportional to the field squared, i.e., �fðEÞ ¼ �iI, where I / E2 is

the pulse intensity. This approach is strictly applicable only for photon energies

sufficiently small compared to the bandgap energy [14].
There is another estimate where the impact ionization coefficient �fðEÞ is

proportional to E in the high-field limit [54]. This model, developed for DC

high-field electronic transport, considers a nonuniform distribution of electrons

in the conduction band. It was used to explain the increasing threshold fluences

for very short pulses (see Fig. 2) [31].
A quantum-mechanical method to calculate ‘‘the rate at which conduction

band electrons absorb energy’’ (i.e., free carrier absorption) is employed in [55].

Here, the calculated absorption rate (which is significantly different from the

classical one) is used as starting point to calculate the avalanche coefficient

using the flux-doubling model.
Because the agreement between these models and experimental results is

sometimes unsatisfactory, more sophisticated numerical models are established

to describe the temporal evolution of the electron gas in the conduction band. In

Ref. [28], for example, Equation (7) was replaced by a completely quantum-

mechanical description. Here, the impact ionization contribution to the devel-
opment of the distribution function in the Boltzmann equation was calculated

from a collision integral. This approach, usually referred to as ‘‘full kinetic

model’’ involves an extensive numerical apparatus but it allows to treat free

carrier absorption and impact ionization separately, quantum-mechanically. It

also considers the energy dependence of these processes [49, 56]. More recently,

a set of rate equations were developed that use discrete electronic levels in the

conduction band to account for the dependence of the impact ionization rate on

the electron energy [57].
In summary, impact ionization in dielectric materials with femtosecond

pulses will remain an interesting research area for years to come because of
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the vast complexity of processes involved. For example, the role of the actual

band structure of the material under investigation is largely unexplored.

4.3 Scaling Laws

Many experimental observations concerning the threshold fluence behavior

and also its order of magnitude could be explained by the rate Equation (1)

when the impact ionization termwas approximated by� ¼ �inI and the PI term

by the multiphoton absorption term � ¼ �mIm. It is instructive to look at the

predictions of this model concerning the dependence of the damage fluence on

the bandgap with the assumption that the Eg dependence stems from �ðEgÞ.
Under certain conditions [58], one can derive from Keldysh’s theory [45]:

�m �
!

9p
mr!

�h

� 	3=2 e2

8!2mrc"0

� �m
expð2mÞ
ðn0EgÞm

; (9)

where! is the carrier angular frequency of the laser pulse,m ¼ modðEg=�h!Þ is the
order of the multiphoton absorption process, mr is the reduced mass, e is the

electron charge, c is the velocity of light in vacuum, and n0 is the refractive index.

In a broad parameter range for the impact ionization coefficients and sub-ps

pulse durations, this �ðEgÞ results in an approximately linear increase of Fth with

Eg [9]. There is experimental evidence supporting these results, see Fig. 7.

4.4 Multiple Pulse Effects

The damage threshold of dielectric materials typically decreases with the number

of pulses that illuminate one and the same sample site. This phenomenon,

Fig. 7 Measured Fth as a
function of bandgap energy.
To illustrate the similar
slopes of the data sets, the
data points were normalized
to the damage fluence at
5.1 eV. Circles–oxide films
[9], asterisks–1053 nm,
400 fs, fluoride bulk
materials [30]
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sometimes called incubation, has been observed for different pulse repetition
rates and pulse durations [4, 31, 32, 33, 53, 59, 60]. An example is shown in Fig. 8.

The international organization for standardization recommends a phenom-
enological fit function that relates the single pulse damage fluence Fth;1 to the
M-pulse threshold

FthðMÞ ¼ Fth;1 þ
Fth;1 � Fth;1

1þ��1 log10ðMÞ
; (10)

where � is a fit parameter [61].
In wide-gap materials, optical excitation can result in the formation of self-

trapped excitons (STEs) and color centers [53, 62, 63, 64, 65], cf. Fig. 3. These
excitations can be long lived with lifetimes up to months at room temperature
depending on the material. The formation of STEs following optical excitation
usually proceeds on a ps or sub-ps time scale [43, 66, 67]. While most likely not
critically important for single pulse exposures, the accumulation of such defect
states that can act as additional absorption centers affects the multiple pulse
damage behavior. Since these defect states are within the bandgap, an absorp-
tion of lower nonlinear order than what is necessary for an interband transition
suffices, increasing the absorption with pulse number. Indeed, a model taking
into account such processes can explain the principal FthðMÞ behavior, cf. Fig. 8.
For a material that can be excited by a three photon absorption, for example,

F3
thðMÞ ¼ F3

th;1 þ F3
th;1 � F3

th;1

h i
1� TVB

TS
B

� �M�1
; (11)

where TS, TVB, and B is the formation time of defects (STEs), the interband
recombination time, and the ratio of Ncr and the maximum possible defect
density, respectively [60].
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5 Applications

The advantage ofmaterial processingwith femtosecond pulses is most obvious for

wide-gap dielectrics, which are transparent to near infrared and visible laser light.

Unlike for (linearly) absorbing materials such as metals and semiconductors, cw-

high-power lasermachining canbe utilized for dielectricmaterials only to a limited

extent. Not only can the high peak power of femtosecond pulses turn these

materials into absorbing targets, but also the involved nonlinear absorption

processes cause a high degree of spatial confinement (in three dimensions) of the

deposited energy. This together with the associated deterministic breakdown

thresholds makes femtosecond machining attractive [25, 27, 29, 34, 68] in parti-

cular for microstructuring. This application field also matches the commercially

available fs laser systemswith limited averagepower, typically not exceeding 10W.
Several noteworthy features of femtosecond laser ablation (as opposed to

machining with nanosecond pulses) have been observed:

� It is possible to process transparent materials.

Fig. 9 Scanning electron micrographs of fused silica ablated by ultrashort laser pulses with a
peak fluence of F0. l ¼ 780 nm, 80 shots. Pulse duration and fluence are (upper left)
�p ¼ 3 ps;F0 ¼ 19:9 J/cm2, (upper right) �p ¼ 220 fs; F0 ¼ 10:7 J/cm2, (lower left)
�p ¼ 20 fs;F0 ¼ 11:1 J/cm2, (lower right) �p ¼ 5 fs; F0 ¼ 6:9 J/cm2
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� More regular damage patterns as well as a higher reproducibility of struc-
tures from shot to shot are found [69].

� High intensities in the focal region at low average power result in low
thermal load to the surrounding material and the material in the beam path.

� The penetration depth of the pulses can be controlled by changing the pulse
duration; it can be as low as 100 nm [27].

� Only a small fraction of pulse energy is converted to heat and momentum
(small heat-affected zone or shock-affected zone) [70].

To qualitatively demonstrate this phenomenon, typical ablation pictures for
fused silica taken from a scanning electron microscope are shown in Fig. 9.
Holes for different pulse durations between 5 fs and 3 ps were machined with 80
pulses from a Ti:sapphire laser system at a repetition rate of 1 kHz. It is obvious
that the 5 fs ablation morphology (Fig. 9, lower right) is much more determi-
nistic than in the case of longer pulses (Fig. 9, upper row). Differences are visible
even when compared with the 20 fs pulses (Fig. 9, lower left). Although the
applied fluence is higher for the picosecond pulses, it amounts to the same
multiple of the damage threshold fluence for all pulse durations. The more
stochastic behavior of long-pulse ablation as explained in Section 2 accounts for
the difference in edge quality.

Femtosecond lasers are not necessarily advantageous for the processing of
linearly (in the NIR–VIS) absorbing materials such as metals or semiconductors
since the energydeposition itself does not dependmuchonpulse duration. Inmost
materials, the electrons transfer the energy to the lattice on a time scale of a fewps,
after which melting and evaporation occur. By carefully choosing the parameter
range (wavelength, pulse duration, fluence) of the processing laser, one can
structure these materials with the same high precision using more cost-efficient,
longer-pulse, laser systems.

Another interesting application of high-intensity laser pulses is processing of
transparent materials within the bulk. Not only can decorative accessories be
produced this way, but also three-dimensional optical waveguides can be writ-
ten within the materials [71]. The physical mechanism of this permanent mod-
ification of the refractive index is not completely resolved. Structural changes of
the atomic network rather than optical breakdown are likely to occur [72]. At
higher intensities, material can also be ablated if the debris is removed by, e.g., a
wetting fluid. Microfluidic devices can bemanufactured using this technique [73].
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Part III

Laser-Driven X-ray Sources



Macroscopic Effects in High-Order Harmonic

Generation

Pascal Salières and Ivan Christov

1 Introduction

The use of powerful ultrashort laser pulses offers new perspectives in light–
matter interaction because the external field may reach very high values before
the atom is fully ionized. Recent experiments have shown that by using 800 nm
laser pulses of duration around 10 fs, harmonics of order higher than 300 can be
generated in noble gases, extending the spectral range of the emission to the
water window [1, 2] and to the keV regime [3] (see the chapter of Lewenstein and
L’Huillier). Moreover, the properties of the macroscopic harmonic emission
(ultrashort pulse duration, high brightness, good coherence) make it a very
unique source of XUV radiation, used in a growing number of applications
ranging from atomic [4, 5] and molecular [6, 7, 8] spectroscopies to solid-state
[9, 10, 11] and plasma [12, 13, 14] physics. The last two properties stem from
the fact that harmonic generation is a coherent process so that the phase of the
harmonic emission at a given time and position is determined by the generating
laser field. This allows (under certain conditions) the coherent growth of the
harmonic field in the nonlinear medium and the ‘‘transfer’’ of the laser coher-
ence properties to the harmonic beam. However, both the physics of the emis-
sion and the generating conditions are very different from the ones relative to
low-order harmonic generation (classical nonlinear optics) and very specific
problems and processes arise in this new situation.

The generation of high harmonics takes place in a gas medium since there
exist no solid-state materials that are transparent to the XUV radiation and that
can stand the high laser intensities necessary to produce these harmonics.
Although the dispersion of the gases is much lower than that of the solid
materials, phase matching is required to achieve significant increase in the
harmonic signal. This means that the driving polarization and the high-fre-
quency light must have the same phase velocity as they travel through the
generating medium. However, since the gases are isotropic the well-established
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phase-matching techniques are not applicable and new ones have to be devel-
oped. Different generating conditions have been tried to optimize the conver-
sion efficiency: laser tightly focused in a gas jet or cell, laser guided in a hollow
core fiber filled with gas. Moreover, the high laser intensity may induce a strong
ionization of the nonlinear medium. The resulting space- and time-dependent
free-electron dispersion has important consequences for the propagation of
both laser and harmonic fields.

In this chapter, we study how themacroscopic harmonic field builds up in the
medium and review the main limiting factors to the harmonic yield. We first
recall the propagation equations in order to introduce the main propagation
effects: they define optimal generating conditions and determine the macro-
scopic properties of the harmonic emission. We then discuss the non-adiabatic
phenomena occurring with ultrashort few-cycle laser pulses and the possibility
of generating macroscopic attosecond x-ray pulses. Finally, we present some
new proposals for phase matching.

2 Propagation Equations

In order to calculate the macroscopic response of the system, one has to solve
the Maxwell equations for the fundamental and harmonic fields. A now stan-
dard approach has been developed by Anne L’Huillier and co-workers in the
case of not too short laser pulses using the slowly varying envelope and paraxial
approximations [15, 16]. Several groups have used similar approaches to study
the effects of phase matching and to perform direct comparison of the theory
with experiments [17, 18, 19]. Recently, the emphasis on ultrashort laser pulses
has led to more general resolutions of the propagation equations [20, 21, 22, 23,
24]. For a review, see [25, 26].

First, we present simplified propagation equations in order to introduce the
relevant parameters and discuss the main phenomena occurring during the
propagation. Starting from the general wave equation describing the propaga-
tion of a linearly polarized electromagnetic field in an isotropic, globally neu-
tral, non-magnetic, dielectric medium, one obtains, in the slowly varying
envelope and paraxial approximations, the following coupled equations:

�?E1ðr; tÞ þ 2ik1ðr; tÞ
@E1ðr; tÞ
@z

¼ 0; (1a)

�?Eqðr; tÞ þ 2ikqðr; tÞ
@Eqðr; tÞ
@z

¼ �q
2!2

1

�0c2
PNL

q ðr; tÞeiðqk1�kqÞz; (1b)

where E1ðr; tÞ and Eqðr; tÞ denote the slowly varying envelopes of the funda-
mental and qth harmonic fields, respectively, propagating in the medium with
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wavevectors k1 and kq. The depletion of the fundamental field is neglected,
considering the low conversion efficiency obtained in gases. The source
term for the harmonic field (right-hand side of Eq. (1b)) is provided by the
envelope of the qth Fourier component of the nonlinear polarization:
PNL

q ðr; tÞ ¼ naðz; tÞdqðr; tÞ, where naðz; tÞ is the atomic density and dqðr; tÞ
denotes the qth harmonic component of the total atomic dipole moment
that includes the contributions of all active electrons (see the chapter of
Lewenstein and L’Huillier). These equations are written in the moving refer-
ence frame, assuming a constant group velocity for the laser and harmonic
pulses, given the low atomic densities used in experiments. The ‘‘slow’’ time
dependence in the above equations accounts for the temporal profile of the
fundamental field that enters Eq. (1a) through the boundary condition for E1.

An important simplification to the problem is obtained by assuming that the
polarization is a local function of the incident electric field, both in space and
time. The field creating a polarization in ðr; tÞ is E1ðr; tÞ. In space, this approx-
imation is valid for the dilute media used in experiments. In time, it implies that
the polarization follows ‘‘instantaneously’’ or adiabatically the changes in the
envelope of the electric field. This is questionable for high intensities and
ultrashort pulses, and a number of non-adiabatic phenomena have been
reported both in simulations and in experiments (see Section 6).

For not too short pulses, it is then possible to propagate independently
temporal slices of the laser envelope, except for the ionization that of course
builds up during the pulse. The amplitude and phase of the fundamental field
are obtained by solving the propagation equation (1a), allowing the calculation
of the nonlinear polarization and the solution of the propagation equation (1b)
of the harmonic field.

3 Main Propagation Effects

The main processes governing the propagation of the harmonic field in the
nonlinear medium – absorption, phase matching and amplification – are
described in the following.

3.1 Absorption

Except for low orders, the harmonic photon energy is larger than the
ionization potential of the generating rare gas, so that a significant portion
of the emitted radiation may be reabsorbed. For low degree of medium
ionization the reabsorbtion by the neutrals sets an upper limit on the
achievable harmonic yield, as will be shown below. It enters Eq. (1b)
through the imaginary part of the refractive index and thus of the harmonic
wavevector: ImðkqÞ ¼ r0l1f2na=q ¼ na�q=2, where r0 is the classical electron
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radius, f2 the imaginary part of the atomic scattering factor, na the atomic
density and �q the photoionization cross-section. One can define an absorp-
tion length Labs ¼ 1=na�q as the length over which a freely propagating field
is attenuated by a factor expð0:5Þ.

3.2 Phase Matching

As is clear when considering Eq. (1b), an efficient energy transfer between the
polarization and harmonic fields requires that they propagate with the same
phase velocity. If this is not the case, destructive interferences between partial
waves emitted at different z-positions in the medium come into play, stopping
the coherent growth of the macroscopic harmonic field. From Eq. (1b), one can
derive a phase-matching condition generalized to the strong field regime [27]:
kq ¼ qk1 þr�q, where �q is the intrinsic phase of the harmonic dipole moment
dq. In the following, we analyze this term and the main dispersion phenomena
that play a role in phase matching.

3.2.1 Dipole Phase

In the strong field regime, the dipole phase strongly depends on the laser
intensity (see the chapter of Lewenstein and L’Huillier), so that the laser
focusing in the nonlinear medium may result in large longitudinal and trans-
verse gradients of this phase, influencing phase matching. The origin of this
intrinsic phase is the action acquired by the electron wavefunction on the
trajectory leading to the emission of the considered harmonic. It can be
approximated by �q ’ �Up� ’ ��I1, where Up is the ponderomotive poten-
tial and � the duration of the trajectory. In a first approximation, it varies
linearly with the laser intensity I1; the slope � depends on the return time and
exhibits a weak dependence on both the laser intensity and the harmonic
order. In fact, it has quite a generic behavior for the high harmonics. When
the harmonic is in the cutoff region, there is a single trajectory giving rise to
the emission, characterized by �cutoff ’ 13:7� 10�14 rad cm2=W. In the pla-
teau region, there are mainly two such trajectories corresponding, respec-
tively, to �short ’ 1:4� 10�14 rad cm2=W and �long ’ 25:7�10�14 rad cm2=W:
Due to these different slopes, the best phase matching conditions will be
different for the different trajectories, as will be shown below.

3.2.2 Geometric Dispersion

The focusing of the laser beam in the nonlinear medium introduces a phase
advance on axis known as the Gouy phase. In the focal region of a Gaussian
beam, the correction to the fundamental wavevector can be written as
�k1;geo ¼ �2=z1 ẑ, where z1 is the confocal parameter. The correction to the
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harmonic wavevector due to the diffraction of the freely propagating harmonic
beam is of the same order of magnitude, so that for sufficiently high orders, one
obtains �kgeo ¼ q�k1;geo � �kq;geo ’ �2q=z1 ẑ.

In the case of the guiding of the laser beam in a hollow-core fiber, the
correction to the propagation constant writes �k1;geo ¼ �l1u211=4pa2 ẑ, where
a is the bore radius and u11 ¼ 2:405 [28], resulting in �kgeo ’ �ql1u211=4pa2 ẑ.
Note that this mismatch is close to the Gaussian one in the case where
a ’ 1:2w0, where w0 is the Gaussian beam waist.

3.2.3 Atomic Dispersion

The linear atomic polarizability may also play a role in phase matching, even
though its role is small for low atomic density. The correction to the funda-
mental wavevector can be approximated to �k1;atom ¼ p�1na=l1 ẑ, where
�1 is the static polarizability. The harmonic wavevector is modified by
�kq;atom ¼ �r0l1f1na=q ẑ, where f1 is the real part of the atomic scattering factor.
The resulting mismatch is

� katom ¼ q�k1;atom � �kq;atom ’ na p�1
q

l1
þ r0 f1

l1
q

� �
ẑ: (2)

3.2.4 Electronic Dispersion

High-harmonic generation is intrinsically linked to ionization. While
the dispersion induced by the resulting ions is negligible due to their lower
polarizability, the one induced by free electrons is a very important parameter
as soon as there is a significant portion of ionization. Indeed, it affects the
fundamental much more than the harmonic wave: �kelec ¼ q�k1;elec�
�kq;elec ¼ r0l1neð�qþ 1=qÞ ẑ ’ �r0ql1ne ẑ, where ne is the free-electron density.

3.2.5 Generalized Phase-Matching Condition

We can now write a detailed phase-matching condition: k0q ¼ qk01 þ�kgeoþ
�katom þ�kelec � �rI1, where jk0qj ¼ qjk01j ¼ 2pq=l1. The way the different
vectors compensate – or not – each other determines how the harmonic field
builds up in the nonlinear medium. The geometric and electronic contributions
are opposite to the atomic contribution. The dipole phase factor has a direction
determined by the r position in the focal volume. It is thus possible to find
different phase-matching regimes depending on the generating parameters: the
gas density influences the atomic and electronic dispersions, the laser intensity
modifies both the electronic dispersion and the dipole phase factor, the laser
focusing or guiding changes the latter as well as the geometric dispersion, the
position of the jet relative to the focus determines the gradients of the dipole
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phase. In order to illustrate these different regimes, we give below two examples:
first in the case of a focused laser beam and second, for a guided beam.

When the laser beam is focused in the nonlinear medium, the position of the
focus can serve as a phase-matching parameter, as illustrated in Fig. 1. When
the jet is placed after the focus, the dipole phase gradient adds to the atomic
dispersion to compensate for the geometric dispersion (and also possibly for the
electronic dispersion, not shown here) resulting in a good phase matching on
axis. If the jet is placed before the focus, the dipole phase gradient is now
directed in the opposite direction preventing phase matching on axis. However,
it is possible by going off axis to achieve a good phase matching thanks to
the transverse gradient of the dipole phase [29, 27]. A signature of the way phase
matching is achieved in the medium is provided by the spatial profile of the
resulting harmonic beam. And indeed, a distortion from a narrow-centered
profile to a large annular distribution has been observed when changing the jet/
focus position [29], as illustrated in Fig. 1: the 39th harmonic was generated in a
1mm long neon jet by a laser beam focused at 3 �1014W=cm2 with a confocal
parameter of 5mm.Note finally that, when the jet is after the focus, only a small
gradient of the dipole phase is necessary to achieve phase matching, which
favors the contribution of the short trajectory that presents the smaller slope
�short. The situation is reversed when the jet is before the focus and more
favorable to the long trajectory.

When the laser beam is guided in a hollow-core fiber, there is no longitudinal
gradient of the intensity and thus of the dipole phase. Therefore, the only way to
balance the net negative dispersion that comes from both the geometric disper-
sion and the free-electron dispersion is to vary the atomic dispersion by playing
on the gas density [30, 31, 32]. Thus, there exists a maximum of the harmonic
yield as a function of the gas pressure inside the capillary, as shown in Fig. 2.

On-axis phase matching

r
z

kq
0

qk1
0

Δkgeo

Δkatom

−θ ∇∇I

−θ ∇∇Ikq
0

qk1
0

Δkgeo

Δkatom

r r

Jet after focusJet before focus

Far-field profiles

Off-axis phase matching

Fig. 1 Illustration of the phase-matching conditions for two positions of the gas jet relative to
the laser focus. The corresponding spatial profiles measured for the 39th harmonic generated
in neon are shown below (from [29])
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The more dispersive the gas, the lower the optimum pressure for phase match-
ing. With this technique, a spatially homogeneous phase matching can be
achieved over long distances (see Section 3.3). Note that this type of optimiza-
tion is only possible for a low degree of ionization (typically below 10%, see also
Section 8) where the electronic dispersion is small.

More generally, if there is no exact compensation of the different dephasing
terms, we are left with a phase mismatch term: �ktot ¼ qk1 þr�q � kq that
determines a coherence length Lcoh ¼ p=j�ktotj, the distance over which the
nonlinear polarization and the harmonic field get dephased by p. This is the
elementary length over which the harmonic field builds up constructively.

3.3 Amplification

Amplification here is understood in the general meaning of an energy transfer
between the laser and harmonic beams. In a focused geometry, the interaction
range between the laser field and the harmonic field is limited to the size of the
confocal parameter. This is because the harmonic generation is a very high
order nonlinear process and as such it is very sensitive to the peak intensity of
the laser pulse. Therefore, the typical lengthLamp over which the amplitude of the
polarization is high enough to contribute to the macroscopic emission is limited
to a fewmm. Moreover, the propagation of the laser field may be affected by a
strong ionization: since the ionization is higher on axis than in the wings of the
laser beam, there is a strong radial gradient of the free-electron density, equiva-
lent to a diverging lens. This induces a defocusing of the laser beam as it
propagates through the nonlinearmedium.The reduced intensity sets a limitation
on the amplification length [33]. This is particularly important when using long
generating media, where Lamp becomes smaller than Lmed, the medium length.

The limitations of the focused geometry can be circumvented by using guided
geometry which ensures quasi-planar propagation of the waves over distances
far exceeding the confocal parameter. Currently there are two basic schemes
which experimentally implement guided-wave high-harmonic generation. One
uses self-guided pulses where the self-guided propagation results from a
dynamic quasi-equilibrium between beam convergence due to self-focusing

Fig. 2 Pressure dependence
of the harmonic yield in a
hollow capillary for several
gases. In order of increasing
optimum pressure, the
curves correspond to xenon,
krypton, argon, and
hydrogen. From [31]
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and beam divergence resulting from the ionization [34, 35, 36]. However, the
self-focusing occurs for a narrow set of parameters of the laser pulse and of the
gas, which limits the interaction length to about 1 cm. Nevertheless, a conver-
sion efficiency �10�6 for the 49th harmonic generated in neon has been
observed, which surpasses by more than one order of magnitude that one in
the focused geometry. More flexible control over the parameters for phase-
matched propagation is achieved by using a hollow capillary. In this way, very
long interaction lengths can be obtained. This is particularly helpful for harmo-
nic orders corresponding to very long absorption lengths (low-absorption cross-
section), like the 29th generated in argon. In addition, the spatial filtering that
results from the guided geometry improves the spatial quality of both the laser
and the XUV beams. An increase in the harmonic signal between two and three
orders of magnitude has been obtained over a distance of 3 cm [31].

4 Optimal Generating Conditions

How will the macroscopic harmonic yield be affected by the various above-
mentioned limitations? A useful insight into this problem is given by a simple
one-dimensional model that allows an analytical solution of the propagation
equation for the harmonic field [32]. The number of harmonic photons emitted
on axis per unit of time and area is given by

Nph ’ n2ad
2
q

4L2
abs

1þ 4p2ðL2
abs=L

2
cohÞ

1þ exp �Lmed

Labs

� �
� 2 cos

pLmed

Lcoh

� �
exp � Lmed

2Labs

� �� �
:

(3)

The value of the photon flux as a function of the ratio of the different char-
acteristic lengths is illustrated in Fig. 3. When Labs becomes much smaller than

Fig. 3 Number of photons
emitted on axis as a function
of the medium length (in
units of absorption length).
The dotted line corresponds
to a zero absorption case.
From [32]
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both Lmed and Lcoh, the output saturates at a value proportional to 4d2q=�
2
q,

independent of the medium density. Note that since an upper limit on dq is set

by ionization when increasing the laser intensity, it follows that there is a
maximum value for the harmonic conversion efficiency. A rule of thumb to
ensure that the macroscopic response is more than half the maximum response
is obtained from Fig. 3 in the form of two conditions: Lmed43Labs and
Lcoh45Labs [32].

Figure 4 illustrates the variation with pressure of these characteristic lengths in
a typical case. For a pressure of 60Torr, the dispersion terms cancel out leading
to an infinite coherence length. If Lmed is too short (0.5mm case shown in dotted
line), it prevents the optimal conditions to be fulfilled simultaneously. In contrast,
this can be realized in a large pressure range (from 55 to 115Torr) if Lmed is large
enough (2.5mm case shown in dashed line). And indeed, a saturation of the
harmonic yield due to absorption has been observed at these pressures in experi-
ments [37]. The influence of the medium length has also been studied in [38].

An absorption-limited emission has been demonstrated by several groups in
different generating conditions (gas jet or cell, hollow-core fiber), rare gases
(xenon, argon, neon) and harmonic orders [30, 31, 32, 35, 37]. Using ultrashort

laser pulses (less than 10 fs), it is possible to achieve such an emission at
wavelengths down to 10 nm [39]. For shorter wavelengths, the coherence length
remains the main limiting factor due to the strong free-electron dispersion
resulting from the high degree of ionization necessary to generate these high
harmonics. Since ionization builds up during the laser pulse, phase matching
may be achieved only transiently and at different times depending on the
position (intensity) in the medium. In order to get the maximum harmonic
intensity, a phase-matched absorption-limited emission must be obtained at the
highest possible laser intensity (that provides the highest dq) [40, 41]. Typical
conversion efficiencies reach a few 10�5 at 55 nm in xenon, a few 10�6 at 30 nm
in argon, a few 10�8 down to 10 nm in neon.

Fig. 4 Calculated
absorption length
(dot-dashed line) and
coherence length (solid line)
for H47 generated in neon at
4�1014W=cm2 (laser beam
(z1=9 cm) focused 2.5 cm
after the jet, ionization rate
0.3%, dipole phase ��I1
with � ¼ 20�
10�14rad cm2=W). Medium
lengths of 0.5mm (2.5mm)
are indicated in dotted
(dashed) lines. From [37]

Macroscopic Effects 269



5 Influence on the Macroscopic Properties

The way phase matching is achieved in the medium determines the harmonic
emission profile, as shown in the preceding section. More generally, it can affect
the coherence properties of the macroscopic emission: the spatial [42, 43] as well
as the temporal [44, 45] coherence. In order to illustrate the latter effect, Fig. 5
presents the spectral profile of the 19th harmonic generated in neon for different
jet/focus positions. When the jet is moved from after to before the focus, the
harmonic spectrum broadens considerably and symmetrically, indicating a chirp
of the emission. Indeed, since the dipole phase varies rapidly with the laser
intensity, the harmonic emission by the short laser pulse presents a temporally
varying phase. This phase modulation is all the more important as the electron
trajectory leading to the emission is long (large slope �long). The long trajectory
being favored when the jet is before the focus, this position leads to a larger chirp
and consequently a larger spectral width. This result corroborates the measure-
ments of the coherence times inside the harmonic beam reported in [46, 47].

Like the intensity-dependent dipole phase, the ionization-induced free-electron
dispersionmay result in a degradation of the harmonic beam coherence, especially
in a focused geometry [48, 49, 50]. Both are time- and space-dependent factors that
degrade the correlation between the harmonic fields, particularly in the focal
region where the intensity is high.

6 Few-Cycle Laser Pulse (Non-adiabatic) Phenomena

When the atom is exposed to a strong fast-increasing field, its response may be
strongly distorted for three main reasons. First, the laser field amplitude vary-
ing significantly over the optical period may modify the electron trajectories
leading to harmonic emission: an electron entering the continuum when the
laser intensity is increasing experiences an additional acceleration before

Fig. 5 Spectral profiles of
the 19th harmonic generated
in a 1mm long neon jet by a
130 fs, 800 nm laser pulse
focused (f/80) at
4� 1014W=cm2. From
bottom to top, the jet is
moved from after to before
the focus, as indicated in the
inset. The color shades, dark
blue vs. light blue, refer to the
contributions of the short
(long) trajectory, resp.
From [45]
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returning, resulting in a blue shift of the emitted harmonic [51, 52, 53]. Second,
the value of the carrier-envelope phase will determine the number of laser half-
cycles contributing to the emission in the cutoff region of the spectrum, and
consequently its shape (see Section 7) [54, 55]. Third, the transient ionization
becomes a dominating mechanism which affects both the single-atom interac-
tions and the propagation of laser pulses through the gas medium, where
macroscopic effects like plasma dispersion take place (a phase-matching
mechanism relying on this effect will be presented in the last section) [23, 56].
To illustrate the distorted ionization dynamics, let us now consider the response
of an atom which is illuminated by a strong laser pulse which consists of only
few periods of the carrier under the envelope. Figure 6(a) compares the time-
dependent ionization calculated by ab initio solution of the three-dimensional
Schrödinger equation (solid line) with the results from the quasi-static theory
(for the quasi-static approximation see, e.g., [57] and the references therein).

The major difference between the quasi-static approximation of light–atom
interaction and the (ab initio) solution of the Schrödinger equation is that the
former relies on the concept of ‘‘ionization rate’’. It is important to stress that
the rate must be a positively defined quantity while the time derivative of the
ionization probability as calculated by the Schrödinger equation is not (see
Fig. 6(b)). This effect can be neglected for pulses much longer than the period of
the carrier frequency because of the time averaging over many periods which
takes place in that case. However, the return of the wavepacket to the core when
the field reverses its sign strongly modulates the ionization yield in the case of a
few-cycle laser pulse (see the deeps in the solid curve in Fig. 6(a)), which in
return reshapes the laser pulse through the medium polarization. In fact, the
negative values of the time derivative of the ionization probability lead to a
negative loss experienced by the laser pulse, which means that the atomic
polarization periodically restores energy back to the pulse at each half-cycle
of the carrier [58]. This is an essentially non-adiabatic effect which is ignored in
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Fig. 6 Time dependence of the ionization (a) and the ionization ‘‘rate’’ (b) for a hydrogen
atom. Solid line numerical results; dashed line quasi-static approximation. The dotted line in
(a) shows the laser field. From [58]
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the quasi-static theory where the ionization rate is always a positively defined
quantity. Moreover, during the propagation the phase of the laser field changes
due to the dispersion, which also reflects on the ionization via the dependence of
the ionization on the absolute phase of the laser field [58, 59]. These non-
adiabatic effects should be taken into consideration when propagation and
phase-matching issues are of importance. It should be noted that there exists
another interpretation of the non-adiabatic response based on the assumption
that the ionization of the atom can be calculated by using a static field ioniza-
tion rate, for each instantaneous value of the electric field [60]. However, by still
using the ‘‘rate’’ concept one ignores the essentially non-adiabatic effect that is
due to the return of the electron wavepacket to the core, as discussed above.

7 Generation of Attosecond X-Ray Pulses

One of the most attractive challenges faced by extreme nonlinear optics is the
generation of short-wavelength pulses with ultrashort duration. Since the har-
monic comb spans hundreds of harmonic orders, its time counterpart should
consist of series of x-ray pulses with unprecedentedly low duration, provided
the different harmonic orders are in phase [61, 62]. In fact, the time dependence
of the harmonic emission can be understood intuitively as ultrashort bursts
emitted by the atom at each re-collision of the electron with the core, which
happens twice per laser period (linear polarization is assumed) [63]. However, a
more detailed analysis based on quasi-classical considerations reveals that the
emission within each half laser cycle is more complex and it consists of the
contributions of the two electron trajectories with the shortest return times [64].
Further, depending on the geometry of harmonic generation, the propagation
may enhance the contribution of only one of these trajectories thanks to a better
phasematching (see Section 3). As a result, the harmonic radiation at the output
of the medium consists of a train of sharp short-wavelength pulses with sub-
femtosecond duration, with only one pulse per half-cycle. Experimentally, a
first indication of this attosecond localization of the harmonic emission was
reported in [65] and more recently, a train of 250 as pulses has been measured,
corresponding to the coherent superposition of harmonics 11–19 generated in
argon [66]. For a detailed discussion see the chapter of Scrinzi and Muller.

Of course, a train of attosecond pulses with a terahertz repetition rate could
find practical applications under some specific conditions. It is evident, how-
ever, that the unique time resolution offered in the attosecond timescale can be
more easily exploited if isolated attosecond pulses are generated. The earlier
proposals for generation of single attosecond pulses are based on the sensitivity
of the harmonic efficiency to the degree of ellipticity of the laser light [67]. By
irradiating the atom with two perpendicularly polarized laser fields of slightly
different carrier frequency, the harmonic emission can be localized to the time
interval where the net polarization is linear. A first experimental attempt in this
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direction has beenmade using two chirped laser pulses delayed in time, resulting
in a temporal gate of duration � 4 fs [68]. More recently, a new scheme for
polarization gating was proposed, based on two time-delayed circularly polar-
ized laser pulses [69, 70]. This technique would allow generating intense isolated
attosecond pulses in the plateau region of the spectrum, as demonstrated in a
recent experiment [71].

A different approach for generation of isolated attosecond pulses makes use
of the fact that when the atom is illuminated by �20 fs laser pulse, the harmo-
nics close to the end of the plateau acquire a quadratic phase modulation (linear
chirp, see Section 4), which allows further compression of these harmonics to
sub-femtosecond pulse duration [52, 21]. However, the time envelope of the
compressed harmonic pulse shows some structure on femtosecond timescale.

A direct method for generation of a clean single attosecond pulse is offered
by the high-harmonic generation with a few-cycle laser pulse [72]. When �5 fs
laser pulse is used (800 nm) such that the maximumof the carrier wave coincides
with the maximum of the envelope (cosine wave under the envelope), the
harmonic emission close to the end of the plateau is localized to only one
half-period near the pulse peak (if the atom is still not fully ionized) or to any
one half-period before if the atom is fully ionized. Therefore, in this case the end
of the harmonic plateau merges in a broad continuous band which is generated
during the re-collision of the most energetic electron with the core. In this way
the detrimental interference that comes from the contributions from the neigh-
boring half-periods of the laser pulse is eliminated (they still contribute but to
much lower photon energies). In other words, the harmonic generation close to
the end of the plateau does not depend on the history of light–atom interaction
in this case. Thus, the generated x-ray continuum at the end of the plateau can
further be extracted by a filter or a x-ray mirror to produce a single attosecond
pulse per laser pulse [72]. This regime of HHG is also favored by the decreased
ionization of the atom when illuminated with a few-cycle laser pulse, which
leads to generation of shorter wavelengths with higher efficiency. Of course, the
quasi-single-cycle regime of HHG requires appropriate intensity and phase of
the laser field (e.g., a cosine wave under the envelope). In case of non-optimal
relation between intensity and phase, the end of the plateau can be modulated
by the contributions from different half-cycles of the laser field (e.g., in case of a
sine wave under the envelope [73]). It should be mentioned, however, that if the
laser field is strong enough, a single attosecond pulse can be generated for
arbitrary value of the carrier phase. In fact, there are two sources of dependence
of the harmonic emission on the carrier phase of the laser pulse. One stems from
the fluctuations of the phase in the femtosecond laser system, while the other
comes from the dispersive phase as the laser pulse propagates through the
ionizing gas, which leads to a slip of the carrier frequency with respect to the
envelope. Experimentally, the generation of isolated 250 as XUV pulses has
been demonstrated using the above technique of few-cycle laser pulses plus
spectral filtering of the cutoff region [74, 75]. For more details, see the chapter
of Scrinzi and Muller.
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8 New Proposals for Phase Matching

In principle, the generation of attosecond x-ray pulses presumes high degree of
ionization of the gas. This, however, limits the conversion efficiency because the
plasma-induced negative dispersion adds to that due to the geometry and
destroys the phase matching between the driving polorization and the harmo-
nics. There exist new proposals to enhance the generation of high harmonics
and attosecond pulses in the high ionization regime.

For laser intensities in the range 1014–1016 W=cm2 where the ionization of the
gas may be very strong, quasi-phase-matching techniques can be used. In the
following, we detail two schemes for quasi-phase-matched regime of HHG and
attosecond pulse generation in modulated hollow waveguides. One scheme uses
thin glass plates with holes positioned periodically along a hollow-core fiber,
which are intended to periodically modulate the phase of the fundamental pulse
to match that of the harmonics [76]. Another scheme uses a weak corrugation of
the walls of a tapered hollow fiber to periodically modulate the peak intensity of
the laser pulse. In this way the harmonics near the cutoff are generated in
selected regions along the fiber [77]. When the period of modulation of the
fiber diameter is close to twice the coherent length of the cutoff harmonics, the
signal builds up along the propagation and an enhancement of about three
orders of magnitude is predicted. However, the bandwidth that can be phase-
matched by using a periodic (sine) corrugation is limited because the frequencies
at the extremes may have significantly different coherent lengths, especially for
HHGwith�5 fs laser pulses for which the continuumnear the end of the plateau
may span more than 20 harmonic orders. To overcome this limitation a corru-
gated hollow waveguide with aperiodic groove spacing (linearly chirped fiber)
can be used [78]. In this way, different portions of the fiber enhance different
groups of frequencies and therefore a quasi-phase-matched regime of HHG can
be achieved for the entire bandwidth of the x-rays generated by the single atom.

The propagation is modeled by a numerical solution of the three-dimensional
scalar wave equations written for the laser field E1ðr; tÞ and for the harmonic
field Eqðr; tÞ in a local frame of reference, moving with the speed of light along
the fiber axis (z) [58]:
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where the first term in the right-hand side of Eqs. (4a, 4b) describes the disper-
sion that is due to the transient plasma, the second term in Eq. (4a) accounts for
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the ohmic power dissipation that is due to ionization and the third term
describes the dispersion by the neutrals. �ðnaÞ is the index of refraction as a
function of the atomic density, na ¼ no 1� P E1ð Þ½ � where no is the initial (neu-
tral) gas density and PðE1Þ the ionization probability of the gas with ionization
potential Ip. Depending on the duration of the laser pulse, the average dipole
acceleration €dq

D E
in Eq. (4b) and the ionization probability PðE1Þ can be

calculated either by a direct solution of the Schrödinger equation or by using
semi-classical theory. The dependence �ðnaÞ above is easily calculated for some
gases by using the approach of Ref.[79]. On the other hand, the absorption of
the neutral gas can be taken into account by transforming the field to the
spectral domain and then applying an appropriate filter.

The most important results on the propagation of an attosecond pulse in a
chirped tapered waveguide are presented in Figs. 7, 8. Curve 2 in Fig. 7 shows
the output harmonic spectrum. It is seen that the harmonic band between
orders 89 and 105 preserves its continuous distribution during propagation
and remains close to the shape of the spectrum generated by a single atom
(curve 1 in Fig. 7).

In time domain, the frequency band at the end of the plateau corresponds to
a single x-ray pulse as short as 200 as (solid line in Fig. 8b), which emerges at the
output of the waveguide. It can be seen from Fig. 8 that at the beginning of the
waveguide the attosecond pulse is generated close to the peak of the laser pulse,
while at the output the attosecond pulse is shifted to the leading front of the
laser pulse. Although the laser pulse is stretched and shifted in time due to
the plasma dispersion, Fig. 8b proves that for an appropriate set of parameters
the regime of single attosecond pulse generation can be preserved during
the propagation in a hollow waveguide (see also [80]). At the same time the
peak enhancement of the attosecond pulse energy is about three orders of
magnitude.

Experimentally, high-harmonic generation in a quasi-phase-matched (QPM)
regime has recently been demonstrated in a hollow-core fiber with periodically

40 60 80 100
–14

–12

–10

–8
2

1

Lo
g 

IN
T

E
N

S
IT

Y

HARMONIC ORDER

Fig. 7 Harmonic spectra for
quasi-phase-matched
generation of an attosecond
pulse in a chirped
waveguide. Curve 1 – at the
input; curve 2 – at the
output. From [78]

Macroscopic Effects 275



modulated inner diameter [81, 82]. These first experiments have proven that the
efficiency of HHG near the end of the plateau can be enhanced significantly
when the period of modulation of the fiber approaches its optimal value (see
Fig. 9). It is important to point out that better operation in QPM regime is
expected for the harmonics that are generated close to the peak of the laser
pump pulse (the cutoff harmonics) because those are propagated under condi-
tions of almost constant degree of ionization, and hence their coherent length is
better defined.

In the case of the generation in a gas jet (focused geometry), different
techniques have been proposed to realize QPM, based on a spatial modulation
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Fig. 9 Experimentally
measured spectra (log scale)
from QPM in He for
different periodicities of the
modulated fibers (2.5 cm in
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of either the gas density [83] or the generating laser beam [84]: a relatively weak

counter-propagating pulse disrupts the generation at the zones with destructive

contribution to the harmonic signal, so that a quasi-phase-matched regime is

achieved. Another manipulation of the fundamental field has been proposed to

control and improve phase matching: when the laser beam is focused to two

separated foci along the propagation axis, a better control of both the geometric

dispersion and the atomic phase is possible [85]. Alternatively, truncated Bessel

beams have been shown to modify phase matching (and consequently the

harmonic spatial properties) as compared to Gaussian beams [86]. Finally,

there is a growing activity on the enhancement of phase matching by adaptive

control of the laser wavefront with a genetic algorithm, for harmonic genera-

tion in a jet, a cell or a fiber [87, 88, 89].
For very high laser intensities (typically above 1016 W=cm2) another

mechanism for phase matching may become dominant. This is the so-called

‘‘non-adiabatic self-phase matching’’ (NSPM) [23, 26] where the influence of

the phase advance of the fundamental wave due to dispersion can be compen-

sated thanks to dynamic changes in the electron density within an optical

cycle. In the presence of ionization, the laser field experiences a linearly

growing phase shift with the propagation. For multi-cycle laser pulses the

change of free-electron density during one laser cycle is negligible and as a

consequence the quasi-classical action along the trajectory leading to the

harmonic emission remains constant. However, for a very short laser pulse

the trajectories of the freed electrons are governed by slightly different electric

field evolutions at different positions along the propagation. Therefore, the

quasiclassical phase changes with the distance and that change is opposite in

sign with respect to the dispersive phase. For a few-cycle laser pulse these

phase contributions may cancel resulting in a growth of the harmonic signal.

These theoretical predictions show that NSPM may enhance HHG signifi-

cantly for very short wavelengths (�1 keV), thus making HHG in the soft

x-ray regime possible.
Another proposal for efficiently generating water-window harmonics at high

intensity is to use the dispersion characteristics of exploding atomic clusters that

can transiently compensate the free-electron dispersion, dramatically improv-

ing phase matching [90]. Finally, let us note that phase matching of high-order

frequency mixing processes is also a field of current research [91, 92].
In conclusion, we have detailed the main macroscopic effects playing a

role in high-order harmonic generation, and in particular phase matching.

This is a rich process, determined by the interplay between the microscopic

atomic response and the propagation of the fields in the medium. It allows

controlling and optimizing not only the conversion efficiency but also the

macroscopic properties of the harmonic emission, and in particular its

attosecond structure. The current trend is toward an improved control of

the nonlinear interaction, through a precise control of both the laser beam

and the gas medium.

Macroscopic Effects 277



References

1. Z. Chang, A. Rundquist, H. Wang, M.M.Murnane, H. C. Kapteyn: Phys. Rev. Lett. 79,
2967 (1997)

2. C. Spielmann, N. Burnett, S. Sartania, R. Koppitsch, M. Schnurer, C. Kan, M. Lenzner,
P. Wobrauschek, F.Krausz: Science 278, 661 (1997)

3. J. Seres, E. Seres, A. J. Verhoef, G. Tempea, C. Streli, P. Wobrauschek, V. Yakovlev,
A. Scrinzi, C. Spielmann, F. Krausz: Nature 433, 596 (2005)

4. J. Larsson, E. Mevel, R. Zerne, A. L’Huillier, C.-G. Wahlström, S. Svanberg: J. Phys.
B 28, L53 (1995)

5. M. Gisselbrecht, D. Descamps, C. Lynga, A. L’Huillier, C.-G. Wahlström, M. Leyer
Phys. Rev. Lett. 82, 4607 (1999)

6. S. L. Sorensen, O. Bjorneholm, I. Hjelte, T. Kihlgren, G. Ohrwall, S. Sundin, S. Svensson,
S. Buil, D. Descamps, A. L’Huillier: J. Chem. Phys. 112, 8038 (2000)

7. M. Bauer, C. Lei, K. Read, R. Tobey, J. Gland, M.M. Murnane, H.C. Kapteyn: Phys.
Rev. Lett. 87, 025501 (2001)

8. L. Nugent-Glandorf, M. Scheer, D.A. Samuels, A.M. Mulhisen, E.R. Grant, X. Yang,
V.M. Bierbaum, S.R. Leone: Phys. Rev. Lett. 87, 193002 (2001)

9. R. Haight, D.R. Peale: Phys. Rev. Lett. 70, 3979 (1993)
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69. R. López-Martens, J. Mauritsson, P. Johnsson, A. L’Huillier, O. Tcherbakoff, A. Zaı̈r,
E. Mével, E. Constant: Phys. Rev. A 69, 53811 (2004)

70. Z. Chang: Phys. Rev. A 70, 43802 (2004)
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Attosecond Pulses: Generation, Detection,

and Applications

Armin Scrinzi and Harm Geert Muller

1 Introduction

The shortest laser pulses that can currently be produced in the visible are barely

longer than a single cycle and are thus approaching the extreme limit for pulses

with such a spectral content. The much higher frequencies available in the UV,

and especially VUV, allow much shorter pulses, and it is a fortuitous coinci-

dence that the short visible pulses can be directly used to generate ultrashort

XUV pulses with durations of a few hundred attoseconds (1as ¼ 10�18 s). Such

pulses may for the first time allow the time-resolved observation of valence and

inner-shell electronic processes in atoms and small molecules, such as the

dynamics of field ionization or complex relaxation processes in hollow atoms.

In this chapter, the status of theory and experiment on generation and detection

of attosecond pulses is given, and first applications are discussed.
Mechanisms for attosecond pulse generation have been investigated theore-

tically for almost two decades, concentrating on highly non-linear laser–matter

interactions for the generation of the required bandwidth on the one hand and

on the complex questions of pulse propagation and phasematching on the other

hand [11,2]. This has led to increasing theoretical confidence about the presence

of attosecond pulses in harmonic generation, but their direct measurement

posed a big experimental challenge. In recent years, attosecond pulses have

been detected [32,16] and pulse duration, time of emission [28], and even chirp

[19] have been measured. Currently attention is focusing on applications, such

as time-resolved spectroscopy of inner-shell dynamics [10], direct imaging of the

electric field of light [14], or the observation of electronic relaxation during

strong field ionization [23]. Other important developments will be the genera-

tion of harmonic pulses with higher energies and higher frequencies as well as

the tools to control and manipulate the pulses.
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The fundamental mechanism for attosecond pulse generation is the sharpen-
ing of the sinusoidal time dependence of a laser field by a highly non-linear
response of a medium. Section 2 discusses these microscopic aspects of attose-
cond pulse generation.

Propagation of pulses in a medium and the important question of phase
matching are discussed in the contribution of Salières and Christov in this book.
Section 3 lists the aspects of propagation that are most important for attose-
cond pulses and presents a numerical experiment, where all essential physical
processes have been included and which shows that surprisingly smooth and
intense harmonic attosecond pulses are generated.

Experiments on pulse detection and alternative methods for pulse character-
ization are the subject of Section 4, and Section 5 reviews pump–probe applica-
tions of attosecond pulses and proposals for the observation of sub-femtosecond
dynamics of electrons.

2 Ultrashort Time Structures in the Non-linear Response

The mechanism for attosecond pulse generation discussed here is based on a
strongly non-linear response of a medium to the laser field. Even a simple,
instantaneously reacting non-linearity produces the additional spectral band-
width needed for short pulse generation. For the time structure of the pulses the
frequency dependence of the spectral phases is crucial. Here it is useful to look
at the problem in the time domain instead, where one can easily see that,
irrespective of the nature of the non-linear response, one may always expect
the transformation of smooth to sharp time structures, if coherence can be
maintained in a strongly non-linear process. Figure 1 illustrates this remark:
high powers of a sine function appear as a comb of Gaussian spikes. This simple
structure has a broad spectrum with phase locking among the spectral

Fig. 1 Generation of sharp
time structures in strongly
non-linear processes: the
functions fðtÞ ¼ sinð2ptÞ
and f 41ðtÞ. The inset shows
the corresponding harmonic
power spectrum
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components. At present, the twomost promising non-linearmechanisms, where

coherence is maintained, are excitation of D2 near a Raman resonance [18,15]

and generation of high harmonics by strong pulses [12]. Here we concentrate on

the latter mechanism.

2.1 High Harmonic Generation

The production of a plateau of high harmonic radiation with constant intensity

was first observed in experiments [12] and later reproduced in numerical simu-

lations [22] and was explained in the time domain by the recollision picture

[24,8]. In brief, harmonics are generated by an electron which is ionized at a

given phase of the laser field, then is accelerated by the electric field, and finally

recollides with the nucleus. Classical considerations show that a maximum

electron energy of 3:17Up is achieved for release at a phase of � ¼ 18� after a
peak of the electric field strength, which leads to recollision 234� later near a
node of the field [24,8,25]. (Up ¼ E2

0=4!
2 is the ponderomotive potential for

field amplitude E0 and laser frequency !.) This means that ionization precedes

recollision and high harmonic generation by more than half an optical cycle.

The mechanism for generating non-linear distortion is far from instantaneous,

but rather involves the integrated effect of the field over the entire time interval

between ionization and recollision. As a consequence, the time structure of the

generated harmonics is likely to be different from, and more complicated than,

the train of Gaussian pulses appearing at the field maxima of the driver laser

depicted in Fig. 1.
The recollision picture has been elaborated into a semiquantitative quantum

mechanical theory within the frame of the strong field approximation [25] (see

the chapter of Lewenstein and L’Huillier in this book). Already the classical

picture shows that the highest frequencies are only produced during very brief

moments and that the highest harmonics must appear with a very sharp time

structure. This is confirmed by a time–frequency analysis of the atomic response

to the laser field. The harmonic spectrum is obtained as the modulus of the

Fourier transform of the acceleration of the dipole expectation value:

€dðtÞ ¼ d2

dt2
h�ðtÞjrj�ðtÞi; (1)

where � is the time-dependent electronic wave function. For the time–fre-

quency analysis the dipole acceleration is multiplied by a narrow window

function g(t) and Fourier transformed:

hgðt; !Þ ¼ F gðt0 � tÞ€dðt0Þ
� �

ð!Þ
�� ��2: (2)
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F denotes the Fourier transform with respect to the t0 coordinate. The window
function was chosen as the Gaussian gðtÞ ¼ expð�t2=a2Þ with a width of

a ¼ 260 as, corresponding to 1/10 of the laser optical cycle. The electronic

wave function was calculated by numerical integration of the time-dependent

Schrödinger equation [37]. The result for a hydrogen atom in a linearly polar-

ized 5 fs laser pulse with a peak intensity of 5� 1014 W=cm2 and wavelength

800 nm is shown in Fig. 2. Harmonic frequencies increase as the laser field

strength rises. The maximum frequency is generated at a delay after the peak

field, which can be related to the trajectory for maximal electron acceleration:

release and recollision times of this trajectory are marked in the plot. The total

harmonic spectrum exhibits the characteristic plateau and a sharp cutoff

around the maximum harmonic energy !cut � Ip þ 3:2Up. Note that because

the time-window is far shorter than the laser period, the laser harmonic struc-

ture seen in the total spectrum is absent in the time–frequency plot.
The highest frequencies are produced only during a very brief period of a few

hundred attoseconds. By separating these highest harmonics from the others by

means of a band-pass filter, one may therefore expect a pulse duration on that

scale, provided filtering can be performed without temporal and phase distor-

tions of the transmitted harmonics. If instead of the 5 fs pulse a longer pulse is

chosen, a train of short pulses separated by 1/2 the optical period is generated.

With the very short pulse, the carrier-envelope offset of the laser plays an

important role for a more detailed discussion see the chapter of Cundiff,

Krausz, and Fuji. In our example, the carrier-envelope offset is chosen such

that the peak field coincides with the maximum of the envelope (cosine pulse).

When the phase is shifted by 1/4 optical period the field has two equal maxima

and maximal harmonic frequencies are generated twice and instead of a single

short pulse a double pulse is generated. In any case, the delay between field

maxima and attosecond pulse generation remains independent of the laser

phase. The time-locking of the XUV pulse to the laser field was a prerequisite

Fig. 2 Atomic dipole,
harmonic yield and
time–frequency analysis for
hydrogen exposed to a 5 fs
laser pulse at wavelength
800 nm and intensity
5� 1014 W=cm2. Peak laser
field strength is reached at
time 0. The arrows mark
start and end time of the
classical electron trajectory
with maximum energy.
Atomic dipole and harmonic
yield are in arbitrary units
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for the first experimental observation of single attosecond pulses [16], which
was performed without control over the laser phase. More generally, it allows
exact timing of the attosecond pulse relative to the laser pulse on a timescale
well below the optical period. This is needed for all attosecond experiments.

The plot also shows that harmonics below the cutoff energy are generated
over an extended period of time with a well-defined time structure. For a given
harmonic frequency, there are two intensity maxima, which can be associated
with a long and a short classical electron trajectory, respectively [25]. The
different lengths of the trajectories create different phases of the harmonics.
In propagation, the different phases lead to different phase-matching condi-
tions, which may lead to amplification of the contributions from one trajectory
and suppression of the other contribution, resulting in a sharp time structure
also for harmonics in the plateau [33,2]. A closer analysis shows that the
harmonics near the short trajectory are emitted with a nearly linear chirp.
This prediction was confirmed experimentally [28]. By compensating the
chirp, trains of pulses as short as 170 as could be generated [27].

3 Propagation Effects

While the microscopic mechanisms of ultrashort pulse generation in non-
linear interactions are well understood and seem to be robust with respect to
variations of the laser parameters, accumulation of the microscopic contribu-
tions and propagation in a medium is a highly complex process, the details of
which are only beginning to be understood. All questions affecting the effi-
ciency of high harmonic generation arise again and in sharpened form for
attosecond pulse generation. The most important problems are temporal
phase matching between the fundamental and the harmonic pulse, intensity
dependence of the harmonic phase, destruction of the fundamental pulse
during propagation in the highly non-linear medium, absorption of the
XUV radiation, transverse spatial coherence of the harmonic pulse, and the
resulting spatiotemporal structure of the harmonic pulse. These and related
questions are discussed in detail in the chapter of Salières and Christov in this
book. The contribution of the separate effects strongly depends on the laser
parameters, most importantly on laser intensity. Non-linear propagation of
the fundamental pulse, rapid ionization, and the transverse coherence of the
harmonic pulse require special attention, since very short and very intense
laser pulses are most efficient for attosecond pulse generation. The XUV pulse
must be propagated over significant distances without losing its temporal
structure and it should be focusable to high intensities for non-linear optics
experiments.

The highly non-linear nature of many of the effects makes it difficult to
estimate their interplay in an experiment. This has motivated large-scale
numerical calculations to predict and interpret experiments for a given set
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of parameters [30,6,38]. In such a simulation it is important to simulta-

neously include all relevant effects listed above as well as the response on

the atomic level. Important simplifications of Maxwell’s equations can be

made, since high harmonic generation experiments are performed in dilute

gases with plasma wavelength much larger than the laser wavelength. This

means that modifications of the laser electric field over a single optical

period remain small and back-propagating waves can be neglected. Based

on this assumption, one derives equations that are first order in time. The

slowly varying envelope approximation was adapted to the special

demands of ultrashort pulses [26,4]. Propagation equations are split into

one equation for the laser pulse and a separate equation for the harmonic

pulse, since the two parts are affected quite differently by the effects listed

above. For the long-wavelength laser pulse, ionization and free-electron

dispersion are most important, while propagation of the short wavelength

remains essentially linear with a source term that depends only on the low-

frequency laser field. After transformation into a frame of reference that

moves at the velocity of light (� ¼ t� z=c, � ¼ z), the propagation equation

for the laser field Elð�; �Þ reads [30]

@�Elð�; �Þ � D̂Elð�; � 0Þ ¼ �
1

2c

Z �

�1
!2
pð�; � 0ÞElð�; � 0Þd� 0

� Ip
2"0c

@�neð�; �Þ
Elð�; �Þ

� �
ð1Þ

c
@� 1� neð�; �Þð ÞElð�; �Þ:

(3)

Here !p ¼ ðe2ne=m"0Þ1=2 is the plasma frequency and c, e,m, "0, Ip, and �
ð1Þ refer

to the vacuum velocity of light, electron charge, electron mass, permittivity of

free space, atomic ionization potential, and linear susceptibility of neutral

atoms, respectively. The free-electron density is denoted by neðtÞ. Diffraction

is generated by D̂ ¼ ðc=2Þr2
?
R t
�1 dt0. The first term on the right-hand side is the

known free-electron dispersion, which leads to a strong non-linearity through

the variation of the free-electron density neðtÞ with time. The second term

represents energy loss by ionization, which is proportional to the increase of

free-electron concentration [13]. Contributions from this term become sizable

when a significant portion of the atoms is ionized during a single laser cycle. The

last term accounts for the linear response of neutral atoms to the field, which

leads to a different refractive index for laser and XUV pulses, where the latter is

set equal to 1. When neutral atoms are rapidly depleted by ionization, this term

effectively introduces significant non-linearity also.
The linear propagation equation for the harmonic pulse, in turn, includes

XUV absorption � h and the source term for harmonics Ph:

@� þ � h

� �
Ehð�; �Þ � D̂Ehð�; � 0Þ ¼

�1
2"0c

@�Phð�; �Þ þ c:c (4)
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Absorption data for a given atomic species can be obtained from experiments.
The source term Ph is the complete microscopic response

Phð�; tÞ ¼ h��ðtÞjrj��ðtÞi; (5)

where ��ðtÞ is the electronic wave function of an atom subject to the field of the
laser Eð�; t0Þ that has passed the given location until time t. Here the evolution
history is fully included, i.e., Ph depends not only on the fieldEð�; tÞ, but also on
all field values before t. As pointed out above, such non-adiabatic microscopic
response is dominant for high harmonic generation, i.e., the frequency, inten-
sity, and phase of harmonic generation at one moment depend, in a non-trivial
manner, on electron release processes preceding it by more than half a laser
cycle.

Numerical solution of the coupled equations above shows that an intense,
spatially well-defined, and smooth single attosecond pulse is generated by a few-
cycle laser pulse in a dilute gas. The pulse depicted in Fig. 3 is for harmonic
frequencies near the cutoff of the harmonic plateau. These highest harmonics
are produced at the peak laser intensity during a very short time (cf. Fig. 2) and
therefore one can explain the smooth structure. More surprising is the observa-
tion of a single pulse below the maximal harmonic frequencies, where many
different times contribute. Similar parameters were used in the first measure-
ment of an isolated attosecond pulse [16]. Numerical and experimental findings
support the theoretical prediction that phase matching favors one single con-
tribution and suppresses all others [2], which leads to ‘‘self-cleaning’’ of the
harmonic pulse.

4 Attosecond Pulse Measurements

Short wavelength, low intensity, and short duration make the measurement of
attosecond pulses a difficult task, since commonly used autocorrelation and
cross-correlation techniques cannot be extended into the attosecond time and

Fig. 3 Spatiotemporal shape
of an attosecond pulse (r is
the transverse coordinate)
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XUV wavelength regime [21,3]. For autocorrelation, there are few non-linear
mechanisms [21] that are efficient enough at short wavelengths. To date, the
only successful autocorrelation measurement of attosecond time structure
exploited a specific range of relatively long harmonic wavelength for the two-
photon ionization of He [41]. The method in principle is limited to photon
energies below the ionization potential of the chosen atomic species. The time
resolution of the more efficient cross-correlation techniques, such as two-color
above-threshold ionization of gases [3], is limited to a few femtoseconds by the
shortest feasible laser pulse duration. Even shortening the effective duration of
the field with which one cross correlates, by using it in higher order, would not
allow sub-cycle resolution [40]. A variety of new measurement techniques for
attosecond pulses have been proposed that mostly rely on cross-correlation
between the laser electric field and the attosecond pulse. In these techniques the
dependence of XUV photoionization and photoelectron spectra on the phase of
the laser field at the instant of XUV ionization is exploited. For XUV pulses
shorter than the laser optical cycle, modulations of the electron spectra are
observed, when the time delay between laser and XUV pulses is changed on a
sub-laser-cycle timescale.

Here we discuss in detail the two methods that have provided experimental
evidence for attosecond pulses to date. The first method is based on interference
of two-photon transitions and it is best understood in terms of non-linear
optics. It is applicable with low-intensity laser fields and also allows the char-
acterization of long XUV pulses. The second method uses a streak camera
principle to map the temporal shape of the XUV pulse into the electron
spectrum. This process can be basically described using classical mechanics. It
is naturally applied to single, sub-femtosecond pulses and requires a strong laser
field for streaking. Since the first experiments it has been realized that both
methods can be interpreted within the same quantum mechanical theory and
that algorithms developed for frequency-resolved optical gating are applicable
for the analysis of both methods [29].

4.1 Interference of Two-Photon Transitions

When the power spectrum of harmonics is known, the temporal structure of the
XUV pulse can be reconstructed by measuring the relative phases of the
harmonics. In the present method, the phase measurement is performed by
observing the phase dependence of side-band peaks in the photoelectron spec-
trum of XUV harmonic radiation, which are generated by an additional laser
field. Such a dependence, as first noticed by Veniard et al. [42], is brought about
by the quantum interference between alternative paths to the side-band peak
between the ð2Nþ 1Þ!IR � Ip and ð2N� 1Þ!IR � Ip ATI photoelectron peaks.
(Ip denotes the ionization potential and !IR is the IR laser frequency.) Note that
harmonic radiation generated in rotationally symmetric media does not contain
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even harmonics and therefore the peak at the 2N!IR position can only be

created by a two-color, harmonic plus laser transition. For large Nthe corre-

sponding matrix element is [32,42]

T2N ¼ IIRIXUV jM2N�1j2 þ jM2Nþ1j2
h

þ2jM2N�1M2Nþ1j cosð2!IR� þ ’2N�1 � ’2Nþ1Þ�;
(6)

where laser intensity is denoted by IIR and it is assumed that both harmonics

have equal intensity of IXUV. The phases of the harmonics are ’2N�1 and ’2Nþ1,
respectively, and � denotes the delay between laser and harmonic pulses. A

small atomic contribution to the phases is omitted for clarity [39].M2N�1 are the
lowest-order perturbative amplitudes for the two alternative transitions

XUV�IR to the same side-band peak. For high harmonics, both amplitudes
are of comparable strength and one obtains a pronounced modulation of the

side-band peak with the relative delay between laser and harmonic pulses. The

delay time �0, where the peak is maximal, gives the phase difference between

neighboring harmonics 2!IR�0 ¼ ’2Nþ1 � ’2N�1.
Measurement of the harmonic phases by this technique (known as recon-

struction of attosecond beating by interference of two-photon transitions,

RABBITT) is in fact a form of spectral interferometry [17]. The side bands to

the harmonics are the sum (XUV+IR) and difference (XUV�IR) frequencies

of the involved fields and could be considered as two frequency-converted
versions of the XUV field. If the IR has sufficiently narrow bandwidth it simply

shifts the XUV spectrum to another frequency without any distortion of the

relative phases and amplitudes of its spectral components. The frequency

difference (shear) between the converted spectra is 2!IR, and the spectrally

resolved interference at electron energy E reveals the relative phase of spectral
components at ! ¼ Eþ Ip þ !IR and !0 ¼ Eþ Ip � !IR.

By determining the relative phase of all pairs of frequencies spaced by 2!IR,

RABBITT thus leads to unambiguous determination of the XUV phases on a

spectral sampling grid with this spacing (i.e., on the central frequencies of all
harmonics). Such a sampling allows complete reconstruction of a pulse that can

be contained within an IR half-cycle. To completely characterize a longer XUV

pulse, correspondingly denser spectral sampling is needed. Under conditions

where the harmonics are spectrally narrow, the single RABBITT measurement

described above does effectively provide complete knowledge of the spectrum
on a much denser spectral grid, since no explicit phase determination is needed

at frequencies where the amplitude is known to vanish. The reconstruction with

the extra zero samples then leads to a train of identical attosecond beatings.
If, on the other hand, one has independent information that one is dealing

with a single sub-cycle pulse comprising a range of harmonic frequencies in its

spectrum, its chirp can be extracted from the phase differences on the coarse

grid provided by the laser harmonics. In the case of a single, sub-laser-cycle
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XUV pulse with a correspondingly broad spectrum, the practical problem
occurs that the two-photon signals start to overlap the one-photon signals in
energy. In that case, intensity dependence or angular distribution of the
photoelectrons can be used to separate one- and two-photon signals. The
interference between the XUV and XUV+IR signals, peculiar to this situation,
contracts the spectral sampling grid to !IR, which provides some compensation
for the extra effort.

When one wants to fully characterize with this method a pulse exceeding the
laser period, one needs a denser sampling also at frequencies between the
harmonics. That, in principle, could be obtained by performing a second
RABBITT measurement with a different IR frequency that makes the spectral
shear such that the central frequency of one harmonic interferes with a fre-
quency component out of the center of the neighboring harmonic [31].

4.2 Attosecond Streak Camera Techniques

A second class of techniques that allows to detect single attosecond pulses goes
by the name of ‘‘attosecond streak camera’’ [7,20]. There the complete informa-
tion about the attosecond pulse duration can be extracted from the shift and
distortion of the XUV photoelectron peak in a simultaneously present laser
field. The essence of this idea can be described in a simple classical model.
Single-photon XUV electrons are set free at a time t with an initial momentum
pðtÞ and are then accelerated by the laser field to a final momentum

p1 ¼ pðtÞ �
Z 1
t

dt0eEðt0Þ ¼ pðtÞ þ e

c
AðtÞ; (7)

where E and A are field and vector potentials of the laser pulse and c is the
velocity of light. The spectrum of electrons released during the whole XUV
pulse is obtained as

bðp1Þ ¼
Z 1
�1

dtfXðtÞai p1 �
e

c
AðtÞ

� �
; (8)

where ai is the initial momentum distribution of XUV photoelectrons and fXðtÞ
is the XUV pulse intensity envelope. Because of energy conservation, the initial
distribution is concentrated around the sphere p2 ¼ 2með!X � IpÞ, where !X is
the center frequency of the XUV pulse and Ip is the ionization potential of the
medium. The angular distribution depends on the chosen medium. Shift and
broadening of the initial electron momentum spectrum leading to the detected
spectrum bðp1Þ are determined by strength and variation of the vector potential
AðtÞ during the ionization process, respectively, see Fig. 4.

The classical picture presented above needs modifications, when XUV ioni-
zation cannot be considered instantaneous compared to variations of the laser
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field. This is the case when the laser field varies significantly during the XUV
optical period, i.e., the condition !X44!0 is violated. Quantum mechanical

calculations show that for currently considered experimental parameters these
corrections are negligible [20].

The proposals for experimental realization of that scheme differ in laser
parameters and experimental geometry. In the original proposal [7] circular
polarization and observation of the angular distribution of XUV photoelec-
trons was favored. In recent experiments streaking was obtained using the same
linearly polarized laser pulse that generated the attosecond pulse. The advan-

tage of that setup is that the XUV pulse is generated at a well-defined phase of
the laser pulse, which allows its exact timing on a sub-laser-cycle timescale, even
when the laser phase cannot be controlled. In the first set of experiments [9,16]
electronmomenta were measured perpendicular to the polarization of laser and
XUV pulses. More recently, a different experimental geometry was proposed,
which significantly improves the electron yield and allows direct experimental

discrimination between single and multiple attosecond pulses [20]. The essence
of that proposal is to observe the electron spectrum in polarization direction.
Depending on the sign of the laser vector potential at the instance of release,
electrons are either accelerated or decelerated. When there is only a single XUV
pulse, a single photoelectron peak is produced, which is shifted to either larger
or smaller energies. When, on the other hand, there is a train of XUV pulses

separated by half an optical period, one of two subsequent electron peaks is
shifted to higher energies, while the energy of the other is lowered, which leads
to the observation of two separate electron peaks. The separation between the
peaks only depends on laser intensity and phase of the laser at the instant of
photoelectron emission. This experiment has been realized and has provided the
final experimental confirmation of single attosecond pulses ([19], see below).

The same geometry also allows to determine the chirp of the XUV pulse. A

positive chirp means that early electrons are emitted at slightly lower energies
than later ones, which causes broadening of the spectrum. Tomeasure the chirp
one uses the different slopes of the vector potential A at two subsequent nodes.
Assume that around the first node A increases during the XUV pulse, which

Fig. 4 Boost of electron
momenta as a function
of release time. The solid
line indicates the vector
potential A of a laser pulse.
The momentum shift is
proportional to A at the
time of release. XUV pulse
duration between t0 and t1
causes broadening of the
momentum distribution by
Aðt1Þ � Aðt0Þ
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causes early electrons to be decelerated, whereas later ones are accelerated. This
further adds to the spectral broadening caused by the chirp. When the XUV
pulse arrives half an optical period later, the vector potential decreases during
the pulse, which compensates for the chirp. This is how measuring streaked
spectra at different time delays allows recovery of the XUV time structure. In
fact, general time–momentum distributions of electron emission can be recov-
ered by a tomographic procedure [19]. A systematic theory of XUV pulse
recovery and its practical implementation was given in Ref. [29].

4.3 Gating by the Laser Field

In a third type of cross-correlation technique [36], single XUV photon ioniza-
tion is gated by strong laser field. The ionizing medium is chosen such that a
single XUV photon is insufficient for ionization. A strong laser field is used to
lower the ionization threshold and open the single photoionization channel
during peaks of the laser field. Calculations show a strong dependence of the
ionization yield on the laser phase. As in the methods discussed above, time
resolutions on the scale of half the laser period can be achieved and, at least in
principle, single pulses can be distinguished from multiple pulses.

4.4 Experiments

The first experiments to unambiguously establish the existence of attosecond
pulses used attosecond cross-correlation techniques [32,16]. More recently,
Tzallas et al. have also measured the autocorrelation of an attosecond pulse
train using two-photon ionization of He as the non-linear process [41].

4.4.1 A RABITT Measurement

The first experimental proof of attosecond time structures was found in har-
monics generated from a 40 fs, 800 nm pulse on argon [32]. Earlier experiments,
using ponderomotive streaking [40], had shown that the XUV pulses emerging
from this process have a time duration of about 11 fs. The XUV spectrum was
determined from the photoelectron spectrum generated by the XUV pulse in a
noble gas. The electron energies translate into XUV frequencies by simply
adding the ionization potential of the ionized atom (in this case also argon).
From the observed width of the electron peaks it follows that the individual
harmonics have rather narrow bandwidth, not far from the limit expected for an
11 fs pulse. Apparently the conditions of this experiment were such that the
individual harmonics were produced without too much chirp, and as a conse-
quence their beating should produce a nearly periodic, 11 fs long beat pattern,
with 1.35 fs (half an optical cycle) periodicity. The exact phases between the
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harmonics were determined by the RABBITT scheme discussed above. The
photoelectrons were produced in the presence of a fairly weak (1010 W=cm2)
part of the fundamental beam, the phase of which could be varied by turning a
glass delay plate through which the IR beam passed. The XUV+IR two-
photon ionization yield wasmeasured as a function of this IR phase and showed
a strong dependence on it (fringe contrast about a factor 2). The periodicity of
the modulation was 400 nm, as expected from interference between quantum
paths differing by two IR photons (emitting vs. absorbing one) and revealed the
relative phase of the two involved harmonics. The relative phases of the 11th to
the 19th harmonic were determined, showing that (except for the last one) they
were almost perfectly phased for producing a single bandwidth-limited, 250 as
wide attosecond beat pulse in the 1.35 fs periodicity interval. Due to the phase
shift of the 19th harmonic a weak second pulse appeared slightly after it.

4.4.2 Attosecond Streak Camera Measurements

The first measurement of attosecond pulses based on the streak camera principle
reported pulse durations of 650� 150 as and produced indirect evidence for a
singlepulsewith less than 10%of the pulse energy outside the central peak [16]. In

that experiment, a light pulse with peak intensity� 5� 1013 W=cm2 at a central
wavelength of l � 750 nm and a 90 eV X-ray pulse (l � 14 nm) were colinearly
focused into a low-pressure krypton gas jet (see Fig. 5). The XUV pulse was
produced from the laser pulse by high harmonic generation in a Ne gas jet with
subsequent filtering. Both pulses were linearly polarized with identical polariza-
tion directions. The delay between the pulses was varied in time steps of 150 as by
a mirror mounted on a piezo-element. Photoelectrons from the Kr 4p shell were
collected from a rather large angle of � ¼ �40� around the axis perpendicular to
polarization. The angular distribution of Kr 4p electrons is nearly isotropic at a
photon energy of 90 eV. Both width and position of the photoelectron peak at
about 75 eV vary with the delay. The width of the electron peak has two distinct
origins: First, electron momenta are spread by the laser vector potential during
the time that the XUV pulse lasts, as discussed above. The second contribution to
broadening is connected to the specific observation geometry chosen, where
electrons were collected with a large aperture perpendicular to the laser polariza-
tion. The large opening angle enhances the total electron yield and amplifies the
variations of width, providing a robust experimental observable (see Ref. [16]).

A periodic variation of the width of the photoelectron spectra was observed
as a function of delay time. The period of the variation was approximately half
the optical period of the laser, but at the center of the laser pulse a pronounced
blue shift by almost 30% was seen, which was as cribed to self-phase modula-
tion of the laser pulse during passage through the Ne gas jet. The fact that
modulations were observed at all provides a save estimate for the XUV pulse
duration of 650� 150 as. Longer pulses would have washed out any modula-
tion of the width.

Attosecond Pulses 293



Fig. 5 Setup of the streak camera measurement of attosecond pulses. A 7 fs laser pulse is
focused into a neon gas jet for harmonic generation. (The photo shows the interaction region).
An ionization detector serves to determine the harmonic flux. The beam is split into a central
part containing a range harmonics and the annular laser beam surrounding it by a Zr filter.
The delay of the harmonic part relative to the laser is varied by moving the central part of a
Mo/Si mirror mounted on a piezo-element. Both beams are focused into a krypton gas jet.
Electron spectra are determined by time of flight (from Ref. [9])

Fig. 6 Measurement of a
single 250 as pulse. Spectra
taken near two subsequent
nodes of the vector potential
(peaks of the field) differ little,
showing that the pulse is
weakly chirped (from
Ref. [19])
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For this first streak camera measurement phase-stabilized laser pulses were

not available yet and intensity was not sufficiently well controlled to decide

whether the measured harmonics were from the cutoff or from the plateau

region. The experiment therefore provided only indirect evidence for produc-

tion of a single pulse, which had to rely on comparison with the numerical

simulation [30]. In experiment [19] the use of phase-stabilized pulses with

known intensity and a measurement geometry where electrons were recorded

in polarization direction rather than perpendicular to it provided the experi-

mental proof for single pulse production. For each time delay between XUV

and laser pulse only a single photoelectron peak was observed, whose position

was modulated in a sine-like shape, which is the signature of a single attosecond

pulse (see discussion above). In the same experiment the chirp of the pulse was

determined by comparing streaked electron spectra obtained with different time

delays. It was found that the pulses from the cutoff spectral region were nearly

transform limited with a pulse duration of 250ð�5þ 30Þ as (Fig. 6).

5 Applications

Processes on the attosecond timescale occur in the bound state electronic

motion of atoms and small molecules, in laser–atom interactions, and in certain

electronic relaxation processes in solids. According to the time–energy uncer-

tainty, the characteristic energies corresponding to attosecond pulses are on the

scale of �10 eV, which shows that even quite energetic excitation dynamics is

accessible to time-resolved observation.
First proposals for the observation of electronic dynamics by means of

attosecond pulses all concern atomic physics problems. Attosecond time-

resolved atomic physics experiments will be most advantageous in complex

dynamical situations, where many states are involved and an understanding

of the physics in terms of a wave packet becomes simpler than the interpretation

by many interfering quantum mechanical states. However, most likely first

attosecond spectroscopy experiments will concentrate on alternative observa-

tions of known spectroscopic processes, such as, for example, atomic relaxation

or the resonant Auger mechanism [5]. Another case where fieldfree electronic

structure is destroyed and a quasi-continuous spectrum is created is in strong

electric fields. Attosecond pulses can be used to probe the electronic structure of

an atom or a small molecule while it is being ionized by a strong field.
Apart from applications to electronic dynamics, attosecond pulses were also

used to fully map out the field of a laser pulse [14], providing the first direct

image of the electric field in a light pulse and giving direct proof of the high

stability of the few-cycle pulses.
Below we first discuss the general problems of an attosecond measurement

on the textbook example of observing quantum beats of an atomic
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superposition state, we give a brief review of a recent attosecond pump–femto-
second probe experiment and outline a possible ionization dynamics
experiment.

5.1 Quantum Beats of Low-Lying States

The most elementary electronic motion in atomic bound states is the quantum
beats of electron density that are generated by the superposition of two bound
states with different energies. For the hydrogen atom, the energy difference
between ground and first excited states is about 10 eV, the corresponding beat
period is about 400 as. Attosecond pulses provide the time resolution to observe
such oscillations. As an observable one can probe the electron density near the
nucleus, since XUV ionization is strongly favored for small distances from the
nucleus. This can be understood in a classical picture, as the XUV field does not
carry any significant momentum, and momentum exchange by collision with
the nucleus is required to accelerate the electron to the rather large XUV
photoelectron energy. In a superposition state, the electron density near the
nucleus oscillates at the beat period and causes an observable modulation of the
ionization yield.

Figure 7 shows the variation of the photoelectron yield from hydrogen atoms in
a 1s–2s superposition state interacting with an attosecond-pulse for different XUV
pulse delays [35]. We have chosen pulse parameters that seem in reach for state-of-
the-art HHG systems [30,34]: XUV intensity IX ¼ 1012 W=cm2; lX ¼ 13 nm, and
full width at half maximum duration �X ¼ 150as. The ratio of populations is
assumed to be Pð1sÞ:Pð2sÞ ¼ 1:1. The coherent macroscopic ensemble of super-
position states is created by the same laser pulse that generates the attosecond
pulse. Since both the quantum phase of the superposition state and the generation
time of the attosecond pulse are locked to the laser phase, timing on a sub-laser-
cycle timescale can be realized. In an experiment, a noble gas rather than hydrogen
atoms would be used and energy-selective detection of photoelectrons would
enhance the signal-to-noise ratio [35].

This elementary example shows the basic requirements for attosecond
experiments: a sufficiently short and intense attosecond pulse, preparation of
a coherent macroscopic ensemble of the target, and timing control of the pulse
on an attosecond scale. Short pulses and the timing control have been achieved
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Fig. 7 Modulation of the
total photoelectron yield by
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in the first attosecond measurements. Techniques for target preparation remain
to be developed.

5.2 Time-Domain Observation of an Auger Decay

The new possibilities of ultra-fast time-resolved spectroscopy were demonstrated
in an experiment, where an Auger decay was observed in the time domain [10] by
techniques similar as in the attosecond pulse detection described above [16]. In
this experiment, a vacancy was created in krypton by ejecting a 3d-electron using
a sub-femtosecondXUV pump pulse. The vacancy is filled from the n=4 shell by
an Auger decay at a rate of about 8 fs. The probe pulse was a 6.5 fs laser pulse,
which created a side band in the Auger electron spectrum. The intensity of the
side band decreases with the delay time of the laser after the XUV pulse at a rate
that corresponds to the Auger decay. By deconvolution of the laser pulse and the
Auger decay, a decay time of 7:9ðþ1:0� 0:9Þ fs was found, corresponding to a
decay width of � ¼ 84� 10meV, in good agreement with the known spectral
width of the transition 88� 4meV.

5.3 Ionization Dynamics Experiments

Ionization in strong fields occurs during fractions of a laser cycle on an attose-
cond timescale. It is an important process, which is only poorly understood in
multielectron systems. Attosecond pulses allow a direct observation of the
ionization dynamics and the subsequent relaxation processes in the ion. It
seems to be a case for time-resolved spectroscopy, since in a strong laser
interaction many states of the system become involved and the wave-packet
picture becomes applicable.

The generic setup of an ionization dynamics experiment is the same as for the
experiments discussed above: cross correlate a laser pulse with an attosecond
XUV pulse on an atomic or molecular target. The strong laser ionizes the
system and the ion is probed by the XUV pulse at various instances during
the ionization process. There are two different, but related observables reflected
in the XUV photoelectron spectrum: first, the change of ionization potential
during relaxation of the ion changes the final XUV energies and, second, the
electron density near the nucleus determines the total XUV photoelectron yield,
as discussed above.

The rather high laser intensities involved in such an experiment cause severe
distortions and backgrounds. Streaking of XUV photoelectron energies by the
laser, which was used for the measurement of pulse durations, here causes
unwanted blurring of the XUV spectrum. The effect can be reduced by using
very short XUV pulses and observing perpendicular to the laser polarization
axis, but in any case a deconvolution of ionic relaxation and laser streaking will
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be necessary. Since laser ionization is investigated, a large background of laser
photoelectrons is generated. Fortunately the bulk of laser electrons has energies
below 2Up [8]. Using large XUV intensities and higher frequencies may serve to
separate the XUV photons from the background.

5.4 Trains of Attosecond Pulses

Even trains of attosecond pulses can be useful tools for probing systems,
especially since they are synchronized with sub-cycle precision to the carrier
of the driving pulse that generated them. They can be used to enhance ioniza-
tion at specific phases of the laser field. This kind of control makes it possible to
investigate the role of various types of trajectories in, e.g., harmonic generation
or non-sequential double ionization [1].

6 Perspectives

All experimental setups described above combine a conventional laser with an
XUV pulse. The simple reason is that correlation experiments need a non-linear
process at their heart, which is facilitated by the strong laser. Even in cases
where this is not obvious, such as pump–probe experiments with single-photon
processes, the pump should be intense enough to significantly change the
system, so that the probe can detect the difference, and the signal is propor-
tional to the intensity of both pump and probe.

The near future will therefore bring more laser–XUV cross-correlations
experiments, which, in principle, are limited in their time resolution to a fraction
of the laser optical period. In the case of the near-infrared Ti:sapphire lasers
mostly used now, the laser optical period is 2.6 fs and it has been demonstrated,
both theoretically and experimentally, that resolutions of about 0.1 fs can be
achieved [19].

To go beyond that limit, one needs attosecond XUV pulses to drive the system
to be observed to a non-linear response, even if this non-linearity is only the
saturation of a resonant process. While for specific systems and longer wavelength
that can be achieved even at presently available attosecond XUV intensities, in
general, there remains strong demand for higher-intensity attosecond pulses.
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High-Order Harmonics from Plasma Surfaces

Alexander Tarasevitch, Clemens Wünsche, and Dietrich von der Linde

1 Introduction

The generation of harmonics of the highest possible order has always been a

major challenge in nonlinear optics. Generally, nonlinear optical processes

become more efficient at higher laser intensities. However, qualitative changes

in the nature of the nonlinearity of the laser–matter interaction take place in

certain characteristic intensity regimes. One is related to the inner-atomic

electric field strength (for the hydrogen atom – 109 V/cm, corresponding to a

laser intensity of about 1016 W=cm2Þ. At this intensity level, perturbative non-

linear optics breaks down [1, 2]. One of the remarkable effects in this intensity

regime is harmonic generation up to the 300th order in noble gases [3, 4].
For intensities exceeding 1016 W=cm2 matter is highly ionized. New non-

linear plasma physics rather than neutral atom nonlinear optics comes into

play. The crucial parameter in this intensity regime is the dimensionless ampli-

tude of the laser field a0 ¼ eE=ðm!0cÞ which is equal to the normalized electron

quiver momentum posc=mc. Here E is an electric field strength of the laser pulse,

m and e are the electron mass and charge, !0 is a laser frequency, and c is the

speed of light. Significant qualitative changes in the nonlinear interaction take

place in the relativistic regime, a0 4 1. The corresponding light intensity is

usually quoted as Il2�1:37� 1018 W=cm2mm2, where I and l are the laser

intensity and wavelength, respectively.
On a femtosecond time scale, the motion of the ions can be neglected and

nonlinearities of the electron current j ¼ �eneu are responsible for nonlinear

optical effects. The electron density ne and the velocity u are nonlinear functions

of the electromagnetic fields, and both sources of nonlinearity contribute to

high-order harmonic generation (HOHG). In underdense plasmas, the two

contributions tend to cancel each other and the resulting harmonic efficiency

A. Tarasevitch
University of Duisbrug-Essen, Institute of Experimental Physics, Lotharstr. 1, 47048
Duisburg, Germany
e-mail: alexander.tarasevitch@uni-due.de

T. Brabec (ed.), Strong Field Laser Physics,
DOI: 10.1007/978-0-387-34755-4_14, � Springer ScienceþBusiness Media, LLC 2008

301



in bulk plasmas is low [5, 6, 7, 8]. The situation is quite different in overdense
plasmas where harmonic generation occurs in reflection geometry.

High-orderharmonic generation fromsolidswasobserved for the first timemany
years ago by Carman et al. [9, 10] who used nanosecond laser pulses. A key point of
the theoretical explanation was the assumption of a step-like plasma density gradi-
ent. Electrons driven across this steep gradient by the laser field perform a strongly
anharmonic motion which leads to the generation of odd and even harmonics.

Recent theoretical work has suggested that HOHG from solid surfaces can be
orders of magnitude more efficient [11, 12, 13, 14, 15] than HOHG in gaseous
media. The crucial point is to carry laser–solid interaction into the relativistic
regime using femtosecond laser pulses of very high intensity. The essential features
of HOHG in this regime have been interpreted by Lichters et al. [16, 17] and von
der Linde et al. [18, 19]) in terms of a phase modulation effect. They have used the
‘‘oscillating mirror model’’ of HOHG, originally developed by Bulanov et al. [20].
Thismodel also offers a descriptive viewofHOHG in the time domain. According
to this picture, the harmonic frequencies result from the anharmonic distortion of
the laser carrier wave upon reflection from a rapidly oscillating surface.

Detailed numerical simulations of the complex collective electron dynamics,
in particular particle-in-cell (PIC) simulations [16, 17, 20, 21], have greatly
contributed to the understanding of harmonic generation at a plasma–vacuum
boundary. In [16], it was shown that the results of PIC simulations and the
predictions of the simple oscillating mirror model are in good agreement.
However, most of the calculations have been carried out at much lower than
solid density and mostly for step-like density profiles. These restrictions make
direct comparisons with experiments difficult because the density and the
density profile of the plasma are key parameters in HOHG from solid surfaces.

Although the generation of femtosecond laser pulses with relativistic inten-
sities is state of the art [22], the conditions for relativistic interaction with a solid
density plasma are rather difficult to actually achieve. Typically, prepulses and/
or a slowly rising leading front of the laser pulse lead to a premature ionization
of the target, and significant expansion of the plasma sheet may occur before the
arrival of the pulse maximum. The plasma expansion lowers the thresholds of
various types of plasma instabilities which can distort the plasma sheet or even
destroy the conditions for harmonic generation [23, 24, 25, 26]. This difficulty
has prevented relativistic interaction in most previous experiments [27, 28, 29,
30, 31]. Only recently has successful HOHG using femtosecond pulses in the
relativistic regime been reported [32, 33, 34, 35].

2 Modeling of High-Order Harmonic Generation

2.1 Oscillating Mirror Model

Harmonic generation by an intense light wave incident on a plasma–vacuum
boundary involves very complex, collective interaction of the electrons with the
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electromagnetic fields. The oscillating mirror approximation [11, 16, 17, 18, 19]

consists of two distinct steps. The first step is to neglect the details of the
electron spatial distribution and to represent the collective electronic motion

by the motion of some characteristic electronic boundary, e.g., the critical
density surface. This surface represents the oscillating mirror from which the
incident light is reflected. The ions are regarded as fixed, positive background

charges. In the second step, the emission from the moving boundary is calcu-
lated, in particular the harmonic spectrum generated upon reflection of the
incident light.

2.2 Oscillations of the Plasma Surface

Let an intense light wave impinge on an overdense plasma with a sharp bound-
ary (L� l). The overdense plasma is highly reflective. The electrons near the

plasma boundary are driven by the total electric and magnetic fields resulting
from the incident and reflected waves. Inside the plasma, the electromagnetic
fields decay exponentially over a distance given by the skin depth.

The equation of motion of an electron near the boundary is

dðm�uÞ
dt

¼ �eEl � eE� e

c
u�H ¼ Fp þ Fem; (1)

where � is the Lorentz factor of the electrons. El is the longitudinal electric field
resulting from the electron–ion charge separation which gives rise to the restor-
ing force Fp ¼ � eEl. The light wave with the electric and magnetic field

strengths of E and H is acting on the electron with the force Fem.
We are interested in the motion of the plasma surface layer. A qualitative

picture of this motion can be obtained by considering the orbit of a single free
electron under the action of the electromagnetic wave of frequency !0, neglect-
ing for a moment the restoring force Fp. The electron performs the well-known

‘‘figure-of-eight’’ motion in a plane spanned by the wave vector and the electric
field [36]. Figure 1a and b illustrate the situation for a slab of plasma for p- and

x

z

y
E

∞H
x

z

y ∞

E

H

a b

θθ

Fig. 1 Directions of the electric and magnetic fields and ‘‘figure-of-eight’’ orbit of an electron:
(a) for p-polarized light, (b) for s-polarized light. The dashed line indicates the incident and the
reflected light
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s-polarized incident light, respectively. For p-polarization, the electron orbit is

in the plane of incidence, and the normal component of the electron motion

oscillates at !0 (Fig. 1a). On the other hand, for s-polarization, the plane of the

orbit is perpendicular to the plane of incidence. In this case, the electron moves

back and forth across the boundary twice during one cycle of the field, i.e., we

have a normal motion of the electron surface at 2!0 (Fig. 1b).
It is quite useful to perform a Lorentz transformation from the laboratory

frame K to a new frame K0 which moves along the y-axis with a velocity of

V ¼ c sin � [37] (see also [16, 20, 21, 38]). Here � is the angle of incidence in the

laboratory frame, as shown in Fig. 1. This transformation allows the general

case of oblique incidence in the laboratory frame to be reduced to normal

incidence in the moving frame. It will considerably simplify the second step,

i.e., the calculations of the emission caused by the oscillating electrons, which

will be discussed later.
In the moving frame, the incident wave propagates normally to the plasma

surface, while plasma itself moves with the velocity �V along the y-axis. The

frequency !0 changes to !00 ¼ !0 cos �. The amplitudes of the electric and

magnetic fields of an incident p-polarized wave are in the K frame given by

Ei0 ¼ ð�E0 sin �;E0 cos �; 0Þ; Hi0 ¼ ð0; 0;E0Þ: (2)

In the K0 frame they take the form [36]

E 0i0 ¼ ð0;E0 cos �; 0Þ; H 0i0 ¼ ð0; 0;E0 cos �Þ: (3)

For s-polarization, the incident fields change from

Ei0 ¼ ð0; 0;E0Þ; Hi0 ¼ ðE0 sin �;�E0 cos �; 0Þ (4)

to

E 0i0 ¼ ð0; 0;E0 cos �Þ; H 0i0 ¼ ð0;�E0 cos �; 0Þ; (5)

respectively.
Let us estimate the amplitude s0 of the electron oscillations along the x-axis

in the nonrelativistic limit. We first find the tangential components Et andHt of

the total field at the plasma boundary (x ¼ 0). For a highly reflective plasma,

the amplitude of the reflected wave is nearly equal to that of the incident wave.

For this reason, the total field Ht at the plasma surface is approximately two

times as big as the tangential component of the magnetic field of the incident

wave. The electric field is given by Et ¼ �ðHt � nÞ [39], where � ffi �ið!0=!pÞ is
the plasma impedance, n is the normal to the plasma surface in x-axis direction,

and !p is the plasma frequency. Correspondingly in theK frame, we have for the

tangential components of the field
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Ey ¼ 2ð!0=!pÞE0 sin!0t; Hz ¼ 2E0 cos!0t

and

Ez ¼ 2ð!0=!pÞE0 sin!0t cos �; Hy ¼ �2E0 cos!0t cos �

for the case of p- and s-polarization, respectively. Here we have taken
E / cos!0t for the incident wave. As one would expect, on the reflective surface
the electric field strength is low due to the factor !0=!p � 1.

Changing to K0 frame, we find according to (2), (3), (4), (5) [40]

E 0y ¼ 2ð!00=!pÞðE0= cos �Þ sin!00t; H 0z ¼ 2E0 cos!
0
0t cos �

and

E 0z ¼ 2ð!00=!pÞE0 sin!
0
0t cos �; H 0y ¼ �2E0 cos!

0
0t cos �:

Now we consider the driving forces for p- and s-polarization at ! 00 and 2! 00,
respectively. Unlike in the laboratory frame (see Fig. 1a), there is no normal
component of the electric field in the moving frame. The equivalent driving
force oscillating at the frequency ! 00 is given by

F 0em !0
0 ¼

e

c
VH 0 ffi 2eE0 sin � cos � cos!

0
0t: (6)

For s-polarization, the driving force at 2!0
0 is given by

F 0em 2!0
0
¼ � e

c
�0H 0 ffi � 2e2

m!pc
E2
0 cos

2 � cos 2!00t: (7)

In the nonrelativistic limit with the plasma restoring force Fp ¼ m!2
px, (1)

reduces to the equation of a driven harmonic oscillator, and the oscillation
amplitude at the frequency ! is

s0ð!Þ ¼
Femð!Þ

m !2
p � !2

� � : (8)

Substituting (6) and (7) into (8) and taking into account !p � !00, we get

s0
l
¼ 1

p
!0
0

!p

� �2

a0 sin � /
ncr
ne

a0 (9)

for p-polarization and

s0
l
¼ 1

p
!0
0

!p

� �3

a20 cos � / ð
ncr
ne
Þ3=2a20 (10)

High-Order Harmonics from Plasma Surfaces 305



for s-polarization, where a0 ¼ eE=ðm!00cÞ. The phase shift  between the elec-
tron oscillations and the driving force is small for !p � !00.

As one would expect, the low plasma density is preferable for efficient
excitation of the plasma oscillations. For p-polarization, s0 scales as
ðncr=neÞa0, while for s-polarization, the similarity parameter is ðncr=neÞ3=2a20.

2.3 Frequency Spectrum of the Emission
from the Plasma Surface

In this section, we deal with the second step of the oscillating mirror model.
Assuming that the motion of the plasma boundary is known, the spectrum of
the radiation generated by the collective electron oscillations is calculated.

In the K 0 frame, the fields and velocities depend only on x. The one-
dimensional retarded vector potential of the radiated field in Coulomb
gauge is

A0rðx; tÞ ¼ 2p
Z1

�1

Z1

�1

� t� t1 �
jx� x1j

c

� �
j 0?ðx1; t1Þdx1dt1 ; (11)

where �ðtÞ is a step function, j 0? is an electron current, and the symbols ‘‘0’’ and
‘‘?’’ indicate the K

0 frame and transverse (y- and z-) vector components, respec-
tively. The electric and magnetic fields of the emitted electromagnetic wave can
be found from (11) as E 0r ¼ �ð1=cÞ@A 0r=@t, H 0ry ¼ �@Arz=@x, and
H0rz ¼ @Ary=@x which gives

E 0rðx; tÞ ¼ �
2p
c

Z1

�1

Z1

�1

� t� t1 �
jx� x1j

c

� �
j 0?ðx1; t1Þdx1dt1 ; (12)

H 0ry ¼ �E 0rz, and H 0rz ¼ E 0ry.
We are interested in the spectrum jErð!Þj2 of the emitted field. The Lorentz

transformation back to the K frame gives Er = (�E0ry tan �; E0ry; E0rz= cos �),
Hr ¼ ðE0rz tan �;�E0rz;E0ry= cos �Þ. It is clear that jErð!Þj2 / jE0rð!Þj

2, and we
restrict ourselves to calculating E0rð!Þ. The thickness of the layer with nonzero
transverse electron current j 0? is very small, as it is determined by the skin depth
c=!p, which is much less than l. Therefore, the current distribution in the
plasma layer is approximated by j 0?ðx; tÞ ¼ � 0�ðx� x0ðtÞÞu 0?ðtÞ. Here � 0 and
u 0? are the charge density and velocity in the plane, respectively, and x0ðtÞ is the
motion of the plane in the x-direction.

For a periodic motion of the plane with period T ¼ 2p=!0
0, the component

of the electric field corresponding to the mth harmonic is obtained by perform-
ing a Fourier transform of (12).With the expression for j 0? given above, we have
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E 0mr ðxÞ ¼ �
2p�0

c

1

T

ZT

0

u0?ðtÞ eimk0ðx�x0ðtÞÞ
h i

eim!0
0tdt; (13)

where k0 ¼ !00=c and x� x0ðtÞ.
In (13), two different sources of harmonic emission can be distinguished: (i)

the nonlinearity of u 0? and (ii) the phase modulation introduced by the oscilla-
tions along the x-axis. The phase modulation is given by k0x0ðtÞ in the exponent.
Under nonrelativistic conditions, the excursion of the plasma boundary is very
small compared with the wavelength, k0x0 � 1, and thus the modulation can be
neglected. The condition k0x0 � 1 corresponds to the normally used approx-
imation of the dipole radiation [36, 41]. In this case, (13) reduces to ordinary
reflection from an optical surface. In the relativistic regime, k0x0 is not negligible
and the dipole approximation breaks down. Since k0x0 � 1 requires vx � c, this
source of harmonic generation can in fact be regarded as being of relativistic
origin.

Below we neglect the nonlinearities in u 0? and x0ðtÞ and use simplified
expressions u 0? ¼ ð0;�Vþ �00y cos!00t; 0Þ, x0ðtÞ ¼ s0 sin!

0
0t for p-polarization

and u 0? ¼ ð0;�V; �00z cos!00tÞ, x0ðtÞ ¼ s0 cos 2!
0
0t for s-polarization (see (6) and

(7)). We have assumed E0 / sin!00t for the driving field and _u 0? / E 0.
By substituting the expressions for �0? and x0ðtÞ into (13) and using the

Jacobi expansion e�iz sin!t ¼
P1

m¼�1
JmðzÞe�im!t, the spectral distributions of the

harmonic intensity can be found. In the case of p-polarization, one obtains

2jE 0mry j
2 ¼ 8p2�02J2mð�mÞ sin2 �þ

þ 2p2�02
v20y

c2
Jm�1ð�mÞ � Jmþ1ð�mÞ½ 	2;

(14)

where Jm are the Bessel functions of the first kind and mth order (m = 0, 1, 2,
3...), and �m ¼ mk0s0.

Before proceeding to s-polarization the following points should be noted:
(i) A p-polarized driving field produces both odd and even harmonics. (ii) For p-
polarized laser light the harmonic emission is also p-polarized. (iii) The first
term in (14) is independent of the transverse velocity. It represents the harmonic
emission due to the current associated with the motion x0ðtÞ of the boundary.

The harmonic distribution for s-polarization is more complicated because in
this case the transverse current u 0? has both a z and a y component. From the
term �0?;z, one obtains

2jE0mrz j
2 ¼ 2p2�02

v20z
c2

J2ðm�1Þ=2ð�mÞ þ J2ðmþ1Þ=2ð�mÞ
h i

; (15)

where m assumes odd integer values, and for the �0?;y ¼ �V term,
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2jE 0mry j
2 ¼ 8p2�02J2m=2ð�mÞ sin2 �; (16)

where m is an even integer.
Expression (15) represents s-polarized odd harmonics. In addition, we have p-

polarized even harmonics from (16). Like the emission represented by the first
term in (14), the harmonic emission in (16) is also independent of the transverse
current, as it is directly caused by the boundary motion. It is quite evident that
the harmonic emission due to the normal motion must disappear at normal
incidence. Figure 2a and b depicts the harmonic intensity as a function of
harmonic order for p-polarization and s-polarization calculated using (14),
(15), (16). The efficiency of HOHG increases strongly with s0=l or vx=c (vx is
the velocity of the plasma surface). Comparison of Fig. 2a and b indicates that
for the same value of s0=l, the high-frequency roll-off of the harmonic spectra
for p-polarized light is faster than that for s-polarized light. However, this
disadvantage of p-polarization can be compensated by the higher values of
s0=l for a given driving field (see (9) and (10)).

2.4 The Time Domain Picture: Generation
of Attosecond Pulses

Very useful insight into the interaction of light with a moving plasma boundary
can be obtained by viewing the process in the time domain. This consideration
also stresses the connection between HOHG and the formation of attosecond
pulses (see the chapter of Scrinzi and Muller).

Imagine an observer looking at a light wave that is reflected from an
oscillating plasma boundary. When the boundary moves toward the observer,
the wave form is compressed. Movement in the opposite direction leads to a
stretching of the wave form. When the reflecting surface oscillates back and
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forth at the frequency of the light, an incident sinusoidal wave experiences an

anharmonic distortion upon reflection. For example, under suitable conditions,

the mountains of the wave may be so strongly compressed that the sinusoid

assumes the form of a train of pulses whose duration is a fraction of an optical

cycle. Of course, the frequency spectra of the distorted waves are the harmonic

spectra calculated in the forgoing subsection.
The emitted field in the time domain is obtained from (12) by integrating

over t1 and x1:

E 0rðx; tÞ ¼
2p�0

c

u 0?ðtrÞ
1� �0xðtrÞ=c

; (17)

where the retarded time tr follows from the relation t� tr ¼ ðx� x0ðtrÞÞ=c.
The actual shape of the reflected wave is critically dependent on the phase

difference  between �0? and �0x, i.e., the phase difference between the driving

field and the oscillating motion of the boundary. For a suitable choice of  , the
maxima of the sinusoidal incident wave can be compressed into a series of

extremely short pulses. This situation is illustrated in Fig. 3. Equation (17)

was used to calculate the intensity of the reflected wave as a function of time

for different values of s0=l and for the oscillation velocities �0xðtÞ ¼ v0 sin 2!
0
0t

and �0z ¼ v0z sinð!00tþ p=4Þ. The dotted curve represents the undistorted sinu-

soidal wave. It can be seen that upon reflection this wave assumes the form of a

series of short peaks. For the highly relativistic case s0=l � 0:07 the compres-

sion is quite substantial. The pulse width corresponds to approximately 1% of

the fundamental optical cycle. For an optical wavelength of 800 nm, the pulse

duration would be 25 as.
Note that the phase difference  can be controlled experimentally by using a

separate pulse to drive the plasma boundary. A variety of different attosecond

wave forms can be generated by changing the phase between the laser pulse to

be turned into an attosecond wave and the pulse driving the boundary motion.
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2.5 PIC Simulations

We reiterate that the oscillating mirror model discussed above is based on two

main assumptions: (i) the details of the electron spatial distribution are

neglected and the collective electronic motion is represented by the motion of

some characteristic electronic boundary; (ii) the motion of the boundary is

considered to be harmonic. Both assumptions are strong simplifications. In

this section, we present results of numerical calculations of HOHG using a

particle in cell code. These results are quite useful for illustrating the limitations

of the described model.
The calculations discussed below were carried out using the fully relativistic

PIC code developed by Lichters et al. [16]. The code treats all three velocity

components and one spatial dimension (1D3V code). The plasma was modeled

as a 6l thick slab within a 10l long simulation box, 3000 cells/l, and 300

particles per cell corresponding to ne0. The light pulse was assumed to have a

sin2-shape with a total width 	 ¼ 20T, where T is the duration of an optical

cycle (2.7 fs for an optical cycle of a titanium sapphire laser).
Figure 4 shows examples of the calculated electron density distributions as a

function of time for p- and s-polarized incident laser pulses with the normalized

amplitudes a0 = 0.5 and 3. The angle of incidence is 450. The initial plasma

density profile is a step function with an electron density n0 ¼ 18:0625nc, where
nc is the critical density.

It can be seen that the plasma boundary shows a periodic density modulation

with a fundamental period corresponding to one optical cycle in the case of p-

polarization and of half a cycle for s-polarization. This is in agreement with the

basic qualitative result of the oscillating mirror model. For p-polarization, the

calculated excursion of the critical density surface corresponds to approxi-

mately 1% and 5% of the wavelength for a0 = 0.5 and a0 = 3, respectively.

This is in reasonable agreement with the predictions of the oscillating mirror

model, s0=l ffi 0.3% and s0=l ffi 2% from formulas (9) and (10).
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Fig. 4 Electron density
distributions for p- and
s-polarized incident laser
light at different field
amplitudes. The initial
plasma boundary is located
at x = 0 with a density
ne0 ¼ 18:0625nc. Angle of
incidence � ¼ 450. The
critical surface ne=nc ¼ 1 is
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For s-polarized laser light, appreciable surface excursions are obtained only

for strong fields corresponding to relativistic conditions. For a0 = 3, we

calculated a surface excursion of approximately 2%. For the same conditions,

we obtain 1.3% from (10) of the mirror model.
The harmonic spectra corresponding to the density distributions of Fig. 4 are

depicted in Fig. 5. The circles show, for comparison, the harmonic intensities

calculated from the oscillating mirror model. There is a good qualitative agree-

ment between the results of the PIC simulations and the simple model.
However, the time-dependent electron density distributions from the PIC

simulations clearly show that the actual densitymodulations are rather complex

and not simply sinusoidal. The nonlinearity of the motion significantly

enhances the efficiency of harmonic emission. There are two principal reasons

for the greater complexity of the density oscillations: First, the plasma restoring

force is highly nonlinear and not simply given by Fp ¼ m!2
px as assumed in the

simple model. Second, relativistic nonlinearities such as the increase of the

electron mass must be taken into account for a041.
In real experiment, the plasma boundary is never step-like. Below we consider

a plasma with a boundary that has an exponential decrease of the density toward

vacuum. The plasma density ne0=49nc corresponds to the case of a fully ionized

polystyrene target interacting with the radiation at the wavelength of 400 nm:

ne ¼
ne0 expðx=LÞ if x 50

ne0 if x 40 .

�

Figure 6 shows the calculated electron density distributions as a function of

time for p-polarized incident laser pulses with a normalized amplitude a0 = 0.3.

The angle of incidence is 450. According to (9) for ne0 ¼ 45:56nc, we find s0=l ffi
0.1%. However, the increase in the plasma scale length reduces the influence of

the plasma restoring force, making the plasma ‘‘softer’’. It can be seen that for
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L=l ¼ 0:04 andL=l ¼ 0:2 the amplitude of the plasma oscillations corresponds
to about 3% and 6% of the laser wavelength, respectively.

The important parameter is the ratio s0=L– the oscillation amplitude normal-
ized to the plasma scale length. In the case of L=l ¼ 0:04 (Fig. 6a) we have
s0=L ffi 1. The electrons are pushed back and forth across the steep plasma–
vacuum interface, and their motion is strongly nonlinear. On the other hand, for
L=l ¼ 0:2 (Fig. 6b) we have s0=L� 1, and the oscillations look nearly harmonic.

The harmonic spectra corresponding to the density distributions of Fig. 6 are
depicted in Fig. 7. The circles show the spectra calculated from the oscillating
mirror model. The normalized amplitudes s0=l (3% and 6%) were determined
from Fig. 6. For L=l ¼ 0:2 the agreement is quite good. However, for
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L=l ¼ 0:04, the harmonic efficiency is strongly enhanced due to anharmonicity

of the plasma oscillations. This enhancement shows a ‘‘cut-off’’ at the plasma

frequency !p corresponding to the maximum electron density.
The spatially resolved spectra of the electron density oscillations shown in Fig. 8

provide deeper insight into the process of harmonic generation. The density plots

represent the gray scale-codedFourier transforms ~ne of electron density plotted as a
function of frequency !=!0 and position x=l. Results for a step function profile

(Fig. 8a, L ¼ 0) and for exponential profiles with L=l ¼ 0:04 and L=l ¼ 0:2
(Fig. 8a and b) are shown. The dotted lines represent the plasma frequency !p

for the electron density distribution given by (18). In the vicinity of this line the local

plasma fluctuations are resonantly enhanced and show up in Fig. 8 as a fuzzy trace.
The horizontal gray streaks atmultiples of the fundamental frequency represent

the laser-induced localized charge density oscillations. These oscillations combine

with the transverse electron velocity v? to give the current density responsible for

the generation of harmonics (see (13)). The dark stripes at the bottomof the figures

correspond to ~ne;!¼0, i.e., the stationary density distribution. The gray noisy

underground on the right in each plot is the plasma density fluctuations.
For the step-like boundary, all the harmonic sources lie in the same plane

x ¼ 0 (Fig. 8a), consistent with the moving mirror model. However, the calcu-

lations for different values of the scale length indicate that plasma expansion

and increase in scale length can lead to situations that cannot be adequately

described by this model. For example, for the short scale length L=l ¼ 0:04,
qualitative and quantitative deviations are quite obvious in Figs. 7a and 8b.

First, the electronic motion cannot be represented by the motion of a single

characteristic electronic boundary. Instead, the sources of the different harmo-

nic frequencies are located at different positions along the x-axis (see Fig. 8b).

Second, the generation of harmonics is resonantly enhanced by the excitation of

the local plasma oscillations (Fig. 7a). Third, there is a high-frequency ‘‘cut-off’’

in the harmonic spectra because the local plasma oscillations can be resonantly

excited only up the maximum frequency given by !p at ne0 (see Fig. 8b).
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Fig. 8 Spatially resolved spectrum of the electron density. (a), (b), and (c) correspond to the
densities shown in Figs. 4a, 6a and b, respectively. The initial position of the critical surface
ne=nc ¼ 1 is indicated by a dashed line. White dotted lines correspond to !pðxÞ
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For the longer scale length L=l ¼ 0:2, the situation is quite different (Fig 8b).
The laser field cannot penetrate much beyond the critical density. The charge
density oscillations localized at the critical density are generated, and the harmo-
nics are radiated from this density region. There is no sharp high-frequency ‘‘cut-
off’’ in the spectrum. For s0=L� 1; the motion of electrons becomes nearly
harmonic. Themechanismof harmonic generation is nowdifferent. The relativistic
retardation effects associated with the large amplitude of the electronic motion are
important, and not the anharmonicity. This is further supported by the fact that a
very similar harmonic spectrum is achieved in the case of a pure harmonically
oscillating mirror with s0=l=0.06 as shown in Fig. 7b. The relativistic mechanism
dominates in this situation, notwithstanding the relatively low value a0=0.3.

In summary, we have seen above two different mechanisms of the HOHG. In
case of a steep plasma gradient, the HOHG can be achieved due to the non-
linearity of the plasma oscillations (analog to [9, 10]), and is additionally
resonantly enhanced by the resonant plasma oscillations. The second one is
due to the phase modulation introduced by the oscillating plasma surface
(oscillating mirror) and is of the relativistic origin.

3 Experimental Observations of HOHG

3.1 Harmonic Spectra, Divergence, and Conversion Efficiency

Experimentally, the key point in HOHG is the use of femtosecond laser pulses
with a very low prepulse level and high-intensity contrast. In this case, a steep
plasma gradient can be formed during the interaction of the pulse with the
target because there is no time for significant expansion during the pulse.
Moreover two-pulse experiments can be performed in which the scale length
can be controlled (Section 3.2).

The experimental set-up used in [33] for studying HOHG is shown in Fig. 9.
High contrast 45 fs pulses at l = 800 nm (Fig. 9a) from a titanium sapphire
laser were frequency-doubled in a 0.8mm thick KDP crystal to produce pump
pulses at 400 nm with even higher contrast. An adaptive mirror compensated
the residual wave front distortions of both beams and ensured diffraction
limited focusing (Fig. 9b). As shown in Fig. 9 the blue beam and the infrared
beam were focused onto the target by the same off-axis parabolic mirror. The
peak intensity on the target for the 400 nm pulses was as high as 2�1019 W/cm2

(a0 ’ 1:3).
Using the infrared beam, a plasma could be generated prior to the arrival of

the intense blue pulse. By changing the delay time between the two pulses, the
plasma scale length could be continuously controlled. The targets (optically
polished glass or polystyrene substrates) were raster scanned to provide a fresh
surface for each laser pulse.

The spectrum of the light reflected from the target was analyzed with the help
of a toroidal grating which imaged the reflected light from the target onto a
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CCD (charge coupled device) camera. The grating and the CCD chip were

protected from the high-power-reflected blue light by a system of apertures and

a 170 nm thick aluminum film.
Figure 10 shows the harmonic spectra recorded with pulses at l0 = 400nm, at

I ’ 2� 1018 W/cm2 (a0 ’ 0:5, Fig. 10a), and I ’ 2� 1019 (a0 ’ 1:3, Fig. 10b).
At a0 ’ 0:5, the harmonic spectra recorded with p-polarization exhibit cut-off at

the frequency corresponding to the plasma frequency !p of the fully ionized

target. This is typical for the resonantly enhanced mechanism described in the

previous section. No harmonics could be detected when s-polarized excitation

was used.
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Two important qualitative changes take place when the intensity is increased
to the relativistic level corresponding to a0 ’ 1:3 (Fig. 10b). First, the spectrum
is no longer cut off at !p and extends significantly beyond the plasma frequency
of thematerial (as one would expect from the oscillating mirrormodel). Second,
harmonics can be also produced with s-polarized pulses [33]. The extension of
the harmonic spectrum beyond !p predicted in [21, 16, 18, 19] for high intensity
is a clear indication of the relativistic interaction (see also [25, 26]). The harmo-
nic generation by s-polarized light indicates that the relativistic term of the
Lorenz force ð1=cÞv� B comes into play. The harmonic divergence was mea-
sured to be within 10� both for a0 ’ 0:3 and a0 ’ 1:3. This is somewhat smaller
than the divergence of the pump beam (� 15�).

Figures 10c and d illustrate a very good agreement between the experimental
results and the PIC simulations. The filled circles in Fig. 10c represent the
experimental data and indicate the transition between the different mechanisms
of HOHG upon increasing the pump intensity.

3.2 Influence of the Plasma Scale Length

It is clear that in the experiments some degree of plasma expansion is always
present. The actual plasma density profile in HOHG is strongly dependent on
the temporal characteristic of the laser pulses. A poor pulse contrast may lead to
suppression of the HOHG [19, 20, 21]. On the other hand, Fig. 10d (dashed
curve) demonstrates that a certain degree of plasma expansion can be even
advantagous. The experimental spectra in Fig. 10c and d agree with the simu-
lated ones only when certain plasma expansion (L = 2% of the laser wave-
length) is assumed.

PIC simulations have demonstrated the very important role of the plasma
scale length L (e.g., see Figs. 7 and 8). Figure 11a [33] shows the calculated
dependence of the fourth and fifth harmonics on L. It can be seen that on the
step-like plasma–vacuum interface, the harmonics are relatively inefficient.
Indeed, the high-target electron density ne0 � 50nc prevents according to (9)
and (10) efficient excitation of the plasma oscillations (ne0 � 100nc is typical for
solid-state targets). Due to plasma ’’softening’’ the harmonic efficiency grows
withL forL=l50:05. The resonant mechanism is suppressed aroundL=l � 0:1
because it is associated with the steep plasma gradient. As a result, the harmonic
efficiency drops and reaches a minimum. With a further increase of L, the
relativistic mechanism comes into play and dominates for L=l40:1, being
only weakly dependent on the scale length.

Experimentally the influence of the plasma scale length on HOHG was
studied in [29, 33] using the two-pulse technique. In [33] (see Fig. 9), the first
pulse (infrared prepulse) generated a plasma on the target surface. The second
(main) pulse at the wavelength of 400 nm was used for HOHG. By letting the
plasma expand for a certain time before the interaction with the main pulse a
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desired plasma scale length could be established. Thus, the influence of the
plasma scale length was studied under controlled conditions.

The experimental results qualitatively agree with the predictions of the PIC
simulations. In Fig. 11b, data points for harmonic generation with 2�1019 W/
cm2 of 400 nm light are compared with earlier experimental results [29] obtained
with much lower intensity. It can be seen that for low intensity the harmonic
generation decreases very rapidly with scale length. In contrast, for high intensity
the dependence on scale length is much weaker, and harmonic generation was
observed up to L=l ¼ 0:5. Thus, the high-intensity data do in fact show the
relatively weak dependence expected for the relativistic mechanism, whereas the
drop in the harmonic generation at low intensity is characteristic of the nonrela-
tivistic, resonant mechanism. The predicted slight increase of the energy with the
scale length for L=l50:1 is not observed in the experiments. However, this
deviation could be due to certain initial plasma expansion at zero delay time.
The decrease of the harmonic energy at L=l40:4 is accompanied by an increase
of the harmonic divergence.

4 Summary

High-order harmonic generation from solid surfaces is an interesting exam-
ple of relativistic nonlinear plasma physics. The process offers a new
means of efficient generation of short wavelength radiation as well as the
production of attosecond pulses and attosecond waveforms. The basics of
HOHG can be understood from a very simple oscillating mirror model. In
general, however, HOHG is determined by the interplay of two different
mechanisms: a resonant (nonrelativistic) associated with a steep plasma–
vacuum interface and a mechanism which is basically of relativistic origin.
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The harmonic efficiency and the transition between mechanisms depend

not only on the pump intensity but also on the plasma scale length. Well-

collimated harmonics can be observed both below and above the relativis-

tic ‘‘threshold’’. Very high harmonic orders and high conversion efficiencies

can be expected when relativistic laser intensities are used. However, for

such interactions very high contrast laser pulses are required.
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Table-Top X-Ray Lasers in Short Laser Pulse

and Discharge Driven Plasmas

P.V. Nickles, K.A. Janulewicz, and W. Sandner

1 Introduction

The first proposal for X-ray lasers (XRL) dates back to 1963 [1]. However, the
enormous requirements of the pump energy for these short wavelength lasers
delayed their experimental realization until 1984when the first soft X-ray lasers
from laser-produced plasmas were demonstrated [2, 3]. The following decade
resulted in numerous successful soft X-ray laser experiments and proof-of-
principle demonstrations of important applications. However, the large size,
complexity and costs of the pump lasers (laser drivers) for these X-ray lasers
made a widespread application impossible. The development of the short pulse
high-intensity lasers based on the chirped pulse amplification (CPA) technology
during the first half of the 1990s helped to make remarkable progress in many
laboratories on the way towards compact so-called table-topX-ray lasers. Now,
the first table-top X-ray lasers driven by ultrashort high-intensity pulses have
been demonstrated and systems with a reasonable averaged coherent output
power are expected to be in use soon.

In the present contribution general features of XRLs, including the most
important excitation schemes of the table-top systems driven by short optical
laser pulses as well as capillary discharges, are described. For additional infor-
mation we refer to the books by R.C. Elton [4], P. Jaegle [5], A.G.Michette and
C.J. Buckley [6] as well as to the review article by J.J. Rocca [7].

1.1 General Properties of X-Ray Lasers

1.1.1 Amplified Spontaneous Emission

Many of the general properties, described in the following sections, are char-
acteristic for most types of XRLs. All these lasers are mirrorless and use the
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amplified spontaneous emission (ASE) as the amplifying mechanism – one of
the fundamental processes present in nearly all lasers. ASE is a phenomenon in
which a group of atoms with a population inversion (active medium) sponta-
neously emits photons. This emission is subsequently amplified by a similarly
excited group of atoms in the stimulated way [8]. If the amplification occurs
along a thin cylinder including the inverted medium, for example a plasma
column, and is sufficiently high, this can result in an output beam from each end
of the cylinder, which can be highly directional, with a reasonable level of
coherence. This radiation may become strong enough to extract most of the
energy deposited in the inverted medium and put it into intense, directed and
coherent beams. Thus, the inverted medium acts as a ‘‘mirrorless laser’’.

1.1.2 Gain Medium

TheX-ray lasermedium is inmost cases a highly ionized plasma. In such a plasma
ion energy levels with allowed transitionswithin the EUV- orX-ray spectral range
can be excited. This plasma is created by a fast ionization process usually by either
a strong optical pump laser pulse or a fast-pulsed current in a capillary discharge
leading to a population inversion between two suited energy levels of ions.

Pump laser intensities in the range between 1012 and 1018 W/cm2 are usually
used in X-ray lasers to irradiate the target, which is mostly a solid- or gas-like
material. This material is ionized and heated by the laser pulse due to inverse
Bremsstrahlung absorption (OFI process ionizes and heats the medium directly
in the same process – see x2.3) leading to a characteristic distribution of the
plasma electron density ne and temperature Te. Typical profiles of the electron
density and temperature in the laser-produced plasma are given in Fig. 1.

Once the plasma is created the pump laser radiation with the wavelength lp
propagates with limited losses through subcritical plasma up to the region
(surface) of critical electron density nec given by

nec ¼ !2
p"0me=e

2 (1)

where "0 is the electric constant (permittivity of free space), me is the electron
mass, e is the elementary charge and !p is the plasma frequency.

!p ¼ ðe2ne="0meÞ

or

nec½cm�3� ¼ 1:11� 1021=l2p½mm� (2a)

and

!p½rd=s� ¼ 5:64� 104ðne½cm�3�Þ1=2 (2b)
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The laser pulse is dominantly absorbed near the critical surface due to high
density of the medium (plasma) and hence the electrons are mostly heated in
this zone (corona zone). The absorbed pump laser energy is then transported by
the electron thermal conduction towards the target and into the corona that
expands into the vacuum (hydrodynamical expansion).Hence, the region where
the X-ray amplification preferentially takes place is the coronal plasma. Exam-
ples of the parameters relevant to this process are given below:

Density of a solid target: �1023 atoms/cm3

Critical electron density nec (pump wavelength lp = 1.06 mm): �1021 cm–3

Electron density ne in the zone of high gain (depending on the atomic number
of the target): 1019–1021 cm–3

Ion density: 1017–1019 cm–3

1.1.3 Emission Wavelength

The wavelength of the lasing transition is given by the difference in the excita-
tion (binding) energy between the two levels involved. In general the wavelength
l of this transition can be calculated using Moseley’s rule:

1=l ¼ R1ðZ� �Þ2ð1=nu � 1=nlÞ (3)

where R1 is the Rydberg constant, Z the atomic number, � the shielding
constant (expresses the shielding of nuclear charge by atomic electrons) and

nc/Z
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Fig. 1 Typical electron density and temperature distribution in a laser-produced plasma (with
the gain region for X-lasing)
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nu and nl are the principal quantum numbers of the upper and the lower
energetic levels, respectively.

For example, the transition nu=3!nl=2 (Balmer� transition) of hydrogen-

like carbon with Z=6 emits photons with a wavelength of l = 182.3 Å or

according to the conversion formula

l½Å� ¼ 12:4� 103=h�½eV� (4)

with an energy of 68 eV.
Usually ions are designated by the number of electrons that have been

removed/left, i.e. C5þ (CVI) is a hydrogen-like (H-like) carbon ion, which has
been produced by removing five electrons from a neutral carbon atom and
leaving only one electron bound to the positive nucleus. This carbon ion belongs
to the hydrogen-like isoelectronic sequence, i.e. the ions having the same
number of bound electrons as a hydrogen atom. In the case of the neon-like
(Ne-like) isoelectronic sequence 10 electrons remain bound to the nucleus, i.e.
neon-like titanium (Z=22) is a 12-fold ionized (Ti12þ) neutral atom. Such
isoelectronic scaling to higher Z shifts the emitted wavelength to the X-ray
region. In principle all atoms from He (Z=2) up to Uranium (Z=92) can be
used as gain medium for an XRL, assuming the required pump energy can be
supplied and the plasma is transparent to the X-rays.

Up to date, XRLs with the wavelengths between 3.56 nm (nickel-like Au)
and 60.8 nm (neon-like sulphur) have been reported (see Table 1.). In the near
future an extension of the emission spectrum to shorter wavelengths seems to be
possible (hydrogen-like Na with lasing transition into the ground state 2p!1 s
at � 1 nm (see Table 4.))

1.1.4 Population Inversion/Gain

The plasma as an active (amplifying) medium, consisting of ions of many
different ionization stages, is very unstable in time and has a typical lifetime
of several nanoseconds. In order to create a population inversion efficiently (a
prerequisite of any gain) a population reservoir should be assigned to a stable
ionization stage. Therefore ions with closed outer electronic shells are best
suited as an X-ray laser medium. In principle a rich diversity of ions could
produce, under special conditions, a reasonable amplification.

The most important closed shell ions following the widely used denomina-
tion of ions according to their numbers of the remaining electrons are shown in
Table 2. Population inversion can be realized in a system where at least three or
four levels are involved.

A simplified case of a three-level scheme is shown in Fig. 2. The upper lasing
level is pumped by electrons from the ground state. The population inversion
can be produced between the two excited levels above the ground state. The
transition from the upper lasing level to the ground level has to be forbidden
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(it should be ametastable or long-lived level), while the lower lasing level should

be rapidly emptied (see collisional excitation).
The gain, g(�), describes the beam amplification in a system without any

considerations on the origin of this amplification. As in the case of an optical

laser the small signal gain coefficient g(�) for an XRL is equal to a product of

the stimulated emission cross-section � and the population inversion density

�N on the lasing transition [4, 9]:

gð�Þ ¼ ���N (5)

with the population inversion

�N ¼ ðNu �Nl fu=flÞ; (6)

whereNu,l are the upper/lower lasing level population densities and fu, fl denote

the corresponding level degeneracy factors. Hence,

gð�Þ ¼ ���N ffi Aull
2=8p��ðNu �Nl fu=flÞ½cm�1� (7)

where Aul is the Einstein coefficient for spontaneous emission and scales along

the isoelectronic sequence as Aul / l2.
The gain coefficient depends on the line profile and for the case of a naturally

broadened transition with �� / Aul it follows that

E
ne

rg
y

Fundamental level
Reservoir of electrons

Excited upper laser level

Excited lower laser level

Fast
decay

Pumping

u

l

Lasing transition

Fig. 2 Principle of a three-level excitation scheme

Table 2 XRL-relevant ionic species with a closed outer shell

Ion type
Closed shell n= main
quantum number

Number of bound
electrons

Fundamental
electronic structure

Helium-like n=1 2 1 s2

Neon-like n=2 10 1 s22 s22p6

Nickel-like n=3 28 1 s22 s22p63 s23p63d10
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gð�Þ / �Nl2 ffi Nul
2½cm�1� (8)

In general, the gain increases as a function of the plasma electron density ne.
Electron collisions that can thermalize the populations of the lasing levels and
under some conditions destroy the population inversion �N, determine the
upper limit for the gain increase. This limit varies for the different excitation
schemes.

1.1.5 Intensity

XRLs operate with a single-pass or a double-pass amplification of the sponta-
neous emission through the gain medium of length l. In such ASE amplifiers the
spectrally integrated intensity of the laser signal increases with plasma length l,
as (so-called Linford formula [10])

Ið�Þ ¼ ðEð�Þ=gð�ÞÞðegl � 1Þ3=2ðgleglÞ�1=2 (9)

where E(�) is the medium emissivity. The emissivity is the spectral density of the
emitted energy per volume and time unit; if applied within a solid angle � it
gives

Eð�Þ ¼ ðNuh��=4pÞAulð�Þ (10)

In experiment, only the intensity integrated over the line emission profile can
be observed. Hence the formula (9) has to be integrated over the spectral profile.
For a Lorentzian line profile it follows that

Ið0Þ ¼ ðp�1=2=2���Eð0Þ=gð0ÞÞðegol � 1Þ3=2ðgolegolÞ�1=2 (11)

where�� is the full linewidth at half-maximum (FWHM), and g(0) andE(0) are
the gain and the emissivity at line centre, respectively.

The line intensity is mostly evaluated from XRL spectra, recorded with
calibrated spectrometers and detectors like X-CCD cameras or multi-channel
plates (MCP) combined with an optical CCD camera (see common arrange-
ment in Fig. 4). A typical spectrum of the emission of a X-ray laser (here of a
nickel-like Ag-XRL at 13.9 nm) registered with a flat-field spectrometer is
shown in Fig. 3. The lineout of this spectrum, demonstrating clearly how a
single emission line of the XRL signal dominates the spectrum of the plasma, is
also given in Fig. 3.

1.1.6 Saturation

The most efficient energy extraction from a laser medium (independent of the
wavelength range) is reached in an operation regime where gain saturation has
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been achieved. Importantly, the saturation effect limits the exponential increase

of the intensity with plasma length up to a certain, arbitrarily defined value

referred to as saturation intensity Is. Above this limit the dependence changes to

a linear one. The saturation intensity in the form of a formal criterion is defined

as the intensity where the actual gain g(�) is reduced down to half of its small

signal value, g0. This intensity restriction takes place if the stimulated emission
rate becomes comparable with the pumping process. In general, the gain factor

at saturation g(�) is given by the expression

gð�Þ ¼ g0ð�Þ=ð1þ I=IsatÞ (12)

The saturation intensity is found by equating the rate of the stimulated

emission to the total exit rate Rout of the upper state [10] and integrating over

the line profile. In real XRLs the saturation intensity is between 108 W/cm2 for

the OFI-XRLs and 1011 W/cm2 for collisionally pumped XRLs. It should be

noted that these are not the upper limits of the output but just the starting point

at which the energy extraction becomes efficient.
In most lasers an optical feedback provided by an optical cavity (mirrors)

helps to reach this saturation intensity by multiple passing of the medium.

However, in the X-ray lasers the duration of the gain (usually <<1 ns) is much

shorter than the time required for the necessary number of round trips in a cavity

(for instance for a cavity length of 50 cm the round-trip time is of�3.3 ns). This
short gain lifetime is a result of either the difficulty in maintaining the stringent

plasma conditions for a sufficient period necessary for amplification in the

quasi-steady-state scheme [11, 12, 13, 14, 15, 16] or a fast self-terminated

Fig. 3 Emission spectra of a nickel-like Ag X-ray laser at 13.9 nm (4d–4p line, target length
4mm, pump energy 1.8 J in a single shaped pulse) taken with a flat-field spectrometer. On the
left side a CCD camera picture shows the spectrum with the X-ray laser line. The vertical dark
lines come from inhomogeneities of the filters used. The signal extension in the abscissa
direction allows estimation of the output signal divergence. On the right side is shown the
corresponding wavelength scan, demonstrating how the XRL signal dominates the plasma
spectrum. The underlying broad, low-level background is due to the incoherent plasma
emission
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nature of the population inversion in transient schemes [17, 18, 19]. Therefore,

present day XRLs normally operate with a single-pass or very seldom with

double-pass amplification in the medium. A typical experimental setup for a

single-pass XRL experiment, used, for example, in the Max Born Institute and

other laboratories, is given in Fig. 4.
There is a general rule also valid for XRLs that gain saturation is obtained

when the gain–length product gl � 15 [13, 15, 16, 20, 21]. Figure 5 shows

amplification of two 3p–3s lines of a neon-like Ti-XRL with the increasing

target length [20, 21]. It is clearly seen that the gl-factor becomes saturated at

target lengths >6mm.

Fig. 5 Gain–length product
(gl) versus plasma length for
two lasing lines of a neon-like
Ti–XRL [20, 21]. Both lines
show a saturation-like
behaviour for plasma lengths
l> 0.6 cm

Target

X-ray beam

Harada´s
diffraction grating

CCD sensor

Autocorrelator

Compressor

Off-axis
parabola

Spherical
mirror

Step mirror for 
pulse front tilt-
traveling wave

Pump
pulses

Mirror

Fig. 4 Typical setup for a transversely laser-pumped single-pass XRL with flat solid target,
travelling wave excitation and a coupled X-flat-field spectrometer
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1.1.7 Pump Power Requirements for Soft X-Ray Lasers in Plasmas

It follows from (8) that in comparison to the optical range the gain (amplifica-

tion) in the X-ray range will be dramatically reduced and requires deposition of

a significantly higher power density in the active medium to obtain the neces-

sary high gain. The minimum pump power density required to maintain a

certain population of the upper level Nu scales with the expected emission

wavelength as

P ¼ NuAulhc=l1Nul
�3 (13)

The actual power density required to obtain a certain gain coefficient

depends also on the line profile. Generally, the relation between the pump

power required and that being at disposal is one of the fundamental constraints

in the realization of an X-ray laser. It limits the volume V of the gain medium

and also the gain–length product, which is the important parameter for any

real XRL.
From a rough estimate assuming that the upper level decay rate is deter-

mined only by radiative transitions and expecting gl =10 the required pump

intensity Ip can be estimated from the expression

Ip ¼ energy=ðduration� areaÞ � 1019=l4½Wcm�2� (14)

with l in [Å].
Equation (14) shows a dramatic increase in the required intensity with

decreasing wavelength. For instance, an estimate assuming an efficiency of

the energy deposition of 1%and a plasma area of 0.1� 10mm2 shows according

to (14) that for the wavelengths of l ¼ 100 Å and l ¼ 10 Å, pump intensities of

Ip = 1013 W/cm2 and Ip = 1017 W/cm2, respectively, are required. This means

that assuming a pump pulse duration of 1 ns one has to supply a pump energy of

102 or 106 J, respectively.
One of the simplest ways to reduce this enormous amount of the energy

needed is applying shorter pump pulses at constant intensity. In the case

of a 1 ps pump pulse, the required energies will decrease to 10–1 J and 103 J,

respectively.

1.1.8 Size and Geometrical Output Characteristics

Very high pump power densities and the usual requirement of a small optical

thickness in the transverse direction of the elongated plasma column [4] result in

gain volumes which are small in comparison to those of longer wavelength

plasma lasers in the optical range. Therefore the lasing media have sizes which

are typically 2w=10–500 mm in diameter and l=0.1–50 cm in length, corre-

sponding to an aspect ratio of 2w/l � 1:1000.
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Generally, it is requested to increase the aspect ratio by lengthening the gain
medium in order to operate the XRL in saturation or – also important – to

improve the transverse spatial coherence (see coherence). The XRL output

signal will create a narrow cone with a divergence determined by the aspect

ratio of the gain medium as shown in Fig. 6. For gain medium size with a length
of l = 1cm and a diameter of 2w= 50 mm the beam divergence is equal to

� ¼ 2w=l � 5mrad (15)

A typical near field distribution of the output of the saturated XRL (Ni-like

silver at 13.9 nm) is given in Fig. 6. It is visible that the output has no TEM 00-

mode distribution as a result of the imperfect homogeneity of the amplifying
plasma in the transversely pumpedXRL scheme. However, the dominating part

of the radiation is contained in a transverse area with a reasonable coherence

and an extension of about 50 mm.
If the plasma column is very tight, so that it has a Fresnel numberNf =w2/ ll

� 1, then the emission from the plasma column face could emerge in a single

transverse mode. This output beam can have a large degree of spatial coherence
(although the total power will not be high, because of the small diameter of the

active volume). In the case of a half-cavity arrangement (with only one mirror

Target
Plasma

X-ray

X-ray

ΘΘ

2w

Plasma

l

X-ray X-ray

Pump pulse

Fig. 6 Output beam of a transversely pumped XRL. � – divergence of the XRL beam, 2w –
diameter of the amplification zone in the plasma, l – length. In the upper right corner it is
shown the transverse XRL beam distribution at the output plane (nickel-like Ag-XRL). The
dark ‘‘hot spot’’ in the distribution has a diameter of about 25mm
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M at a distance lM from the active medium) l in expression (15) must be

substituted by (lþlM) giving a reduction in divergence for the second pass due

to the increased length of the optical path.

1.1.9 Efficiency/Output Power/Energy

The currently available efficiency � for conversion of pump energy to X-ray

laser output energy is in the range of �=EX/EP�10–6 for collisionally excited

XRLs and about 10–8 for OFI systems. The XRL peak output power is in the

range of several MW, assuming peak pumping power in the TW (terawatt)

range. Much effort has been put into increasing the XRL efficiency by optimiz-

ing the excitation conditions. The use of only onemirror of the quality currently

available can increase the total output by more than a factor of two.
The output energy at saturation is approximately equal to the product of the

saturation intensity, the duration of lasing and the cross-section area of the

lasing region:

Eout ffi Isat � �x � areax (16)

1.1.10 Linewidth

The unamplified spectral profile of a plasma emission line is determined in the

most general case by spontaneous emission, electron collision, by ion–ion

interactions and the radiative transport effects. Amplified lines in the X-ray

laser will be narrowed during the amplification process as approximately the

square root of the gain–length product in the small signal regime [22]. As

the laser with mixed broadening mechanisms saturates, the homogeneous com-

ponent cancels any noticeable rebroadening effect which is observed for purely

inhomogeneously broadened lines. Inhomogeneous or Doppler broadening

results typically in a Gaussian-shaped line profile with a width (FWHM)

given by the ratio [4, 23]

�ld=ld � 7:7� 10�15ðkTi=2ZÞ1=2 (17)

where kTi is in eV, Z is the atomic number.
For a high-temperature transient plasma it is �ld/ ld � 5 �10–5. For a

quasi-stationary neon-like selenium X-ray laser at 20.6 nm a line narrowing

with an increase in the gain–length product was measured reaching a minimum

value of 0.4�10–4 at saturation [24] (see Fig. 7). In the case of a low tempera-

ture plasma, as it is expected for optical-field ionization recombination excita-

tion schemes (see OFI laser), further reduction up to �ld/ ld� 10–6 seems to be

realistic.
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1.1.11 Pulse Duration

The duration of the XRL pulse strongly depends on the length of the pumping
pulse and the level population kinetics of the excitation scheme, i.e. on the gain
duration. The latter depends on the temporal behaviour of ions in the ionized
plasma, and the gain duration is proportional to Zeff

–4, i.e. the gain duration
becomes shorter for higher Z-elements [25]. Short pulse pumping with picose-
cond or femtosecond pulses applied to transient or self-terminating ASE
schemes (see transient XRL) as well as to configurations with a travelling
excitation wave can result in emission of picosecond or even subpicosecond
short wavelength pulses. The shortest-to-date measured XRL pulse duration in
a transient Ni-like Ag-XRL pulse at 13.9 nm – was about 2.0 ps [26]. Inner-shell
XRLs (x 2.4.1) should emit even shorter pulses.

1.1.12 Coherence

Spatial Coherence

Spatial coherence in the direction transverse to the axis of an X-ray laser beam
defines the length across the wavefront over which the wavefront changes by a
wavelength. In other words it is the extent of the undistorted wavefront which
can be measured at a plane at a distance Ld from the illumination source with a
diameter ds:

Dcoh � Ldlx=ds: (18)

It follows from (18) that an XRL at lx =10 nm with an output aperture of
ds=100 mm illuminates coherently at a distance of Ld = 1m an area with a
diameter of Dcoh = 0.1mm. Such a spatial coherence is of interest for applica-
tions requiring a small focal region (microscopy or holography).

Fig. 7 Measured and
modelled linewidths
(FWHM) of a 20.6-nm
neon-like Se XRL as a
function of the amplifier
lengths (from [24], Fig. 10)
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The area of coherence is usually smaller than the total illuminated area. The

intensity distribution can consist of q small areas of coherence or transverse

modes with a correspondingly reduced power. Thus, the transverse coherence in

the X-ray beam has dimensions corresponding to �1/q of the beam diameter.

The number q decreases with improvement of the plasma homogeneity in the

amplification zone. Therefore, the spatial coherence as well as the power in a

single transverse mode can be increased by improving the plasma homogeneity,

enlarging the gain length or reducing the diameter of the gain region, which is

equivalent to a small Fresnel number [27]. Other methods to improve the spatial

coherence (or brightness) of an XRL include using either the half-cavity setup

or the injection of a seed (for example high harmonics) signal into an X-ray

amplifier [28]. In the case of capillary discharge XRLs, refraction at a steep

density gradient can also reduce the effective transverse source size, leading to

essentially full spatial coherence [19, 29]. This was demonstrated with a plasma

column length of 36 cm and an aspect ratio exceeding 1000:1 [29].
Very recently it was shown that a saturated transient X-ray laser in nickel-

like Ag with the length of 6mm and pumped by only one single shaped pulse

with the energy lower than 3 J could emit a reasonable coherent output signal

[30]. This result is explained by the improved plasma homogeneity caused by the

special irradiation conditions.
In practice, the spatial coherence is measured by using diffracting elements

like double slits, incoherent slit arrays, knife edges and wires. Young’s double-

slit interferometer setup and the corresponding fringe modulation are pictured

in Fig. 8.

Target

X-rays Vertical double-slit
Typical slitdistance 20–100 μm

slit width ~5 µm,

Spectrometer slit
d = 100 μm

Harada’s
diffraction grating

CCD sensor

λ
Fringes

Fig. 8 Double-slit setup for the measurement of the fringe visibility of a X-ray laser (single
shaped pulse pumped nickel-like Ag at 13.9 nm with 4mm target length [141]), which allows
the estimation of the spatial coherence of the source from the fringe modulation. The insert
shows the fringe modulation for a 20mm slit distance
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The interference patterns are compared to those of an incoherently radiating

circular disk. For ideal double-slit interference, in which both slits are equally

and uniformly illuminated, the modulus of the complex coherence factor is

equal to the fringe visibility, given as

j�j ¼ ðImax � IminÞ=ðImax þ IminÞ (19)

where Imax and Imin are the maximum and minimum intensities of the fringe

pattern.
From the fringe visibility as a function of slit spacing, the equivalent inco-

herent source size of the X-ray lasers can be estimated using the following
formula:

j�ð�xÞj ¼ 2J1ðpds�x=lLdÞ
pds�x=lLd

(20)

where �x is the slit spacing, ds is the diameter of the source, z the distance

from the source to the double slit and J1 is the Bessel function of the first kind,

order 1.

Temporal Coherence

An ASE emitter maintains coherence for a period tcoh that is inversely propor-

tional to the spectral linewidth [4]:
With (lx/�lx)�104

tcoh � ðlx=cÞ � ðlx=�lxÞ � ð3� 10�7Þ � l
xðin cmÞ½s� (21)

if lx = 10–6 cm this is equivalent to a temporal coherence of 0.3 ps.

1.1.13 Refraction

Having produced the amplifyingmedium (plasma), one has to create conditions
for propagation of the X-ray beam over long distances with strong amplifica-

tion, low losses and high directionality. Therefore the plasma should be dense

since gain increases with the plasma density ne. An upper limit on the density is

set, as mentioned earlier, by electron collisions which can destroy the popula-
tion inversion. The other important restriction is often set by density inhomo-

geneities, because any plasma density gradients, rne, result in gradients in the

refractive index rn according to

rn ¼ �ð1=nÞrne=2ne; (22)
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with the plasma refractive index

n ¼ ð1� ne=necÞ1=2 (23)

ne is the plasma electron density and nec the critical density (see (1)).
Typically, in the region of high electron density and high gain the electron

density gradient is given by rðne=necÞ � 10�3 � 10�4mm�1.
Any gradient in the refractive index causes X-ray beam deflection which can

bend it out of the gain medium. The problem of refraction is crucial especially
for X-ray lasers using slab targets where, due to the pump geometry, the
refractive index gradients are directed towards the pump laser beam, i.e. per-
pendicular to the X-ray beam propagation in the plasma.

Since the favourable high density region in the plasma characterized by high
gain has only a narrow spatial extent (about several tens of microns) the X-ray
beam suffering refraction is bent out of this region over a distance which can be
much shorter than the maximum amplification length l, as seen in Fig. 9 [31, 32,
33]. As a result the effective gain is reduced.

The typical distance over which the X-photon travels in the gain medium
before it deflects out of this volume is denoted as the characteristic refraction
length lref and given for a parabolic density profile by

lref ¼ ltrðnec=noeÞ1=2 (24)

where, the maximum electron density noe<nec, and ltr is the transverse extension
of the high gain region. The corresponding angle of refraction 	ref can be
described as

	ref ¼ ðnec=noeÞ1=2 (25)

In the one-dimensional treatment, refraction reduces the gain by a value of 1/
lref. For large plasma length lz>lref the real amplification is then determined by
an effective gain coefficient

geff ¼ g� 1=lref: (26)

Plasma

ne

z

Pumplaser

Target

X-ray

Ltr

Lz

for parabolic density profile: Lref = Ltr(nec / n0e)1/2

Fig. 9 Refraction of the X-
beam in a plasma with den-
sity gradient vertical to the
amplification direction. ne –
electron density orthogonal
to the target surface
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In a cylindrical plasma geometry which reflects well the situation in an
axially (longitudinally) pumped laser plasma (see OFI) or discharge pumped
system (see discharge XRL), the refractive index has a gradient with the same
symmetry. Refraction introduces here the loss term of 1/lref for each direction
and the effective gain is [7]

geff ¼ g� 2=lref (27)

Several different techniques have been successfully introduced into the
experimental practice to reduce the unwanted effect of refraction. They include
the reduction of steep density gradients by the use of foil targets and a prepulse
technique as well as the use of curved targets. A promising scheme for a future
table-top XRL is also a plasma waveguide structure characterized by a density
minimum on axis as in the case of capillary discharge schemes [7, 18, 19, 20, 21,
33] (see recombination and OFI-XRL).

1.1.14 General Kinetics of Active Medium: Steady-State – Transient

State Approach

Laser medium kinetics is determined by temporal changes in the population of
various ionic energy levels in the plasma. In the rate equations describing the
changes in the population NnZ* of the nth electronic level in the ion with the
effective charge Z* different processes in the plasma such as ionization, recom-
bination collisional excitation and de-excitation, as well as a radiative decay [4,
34] have to be included:

dNnZ	=dt ¼
X

i
NiZ	�in �NnZ	

X
i
�ni þ RnZ	þ � RnZ	� (28)

The temporal change of the population of the nth level of the Z*-times
charged ions is described by the four terms on the right side of (28): the first
term describes the income (increase in the population of the level n in the ion
with the charge of Z*) of electrons from other levels of the same ion and the
second one the loss of electrons to those levels. The total rate �in/ni in (28) is the
sum of specific rates of all processes included in the population changes of a
given level n. The third and fourth terms are responsible for the population
changes of a given level due to ionization and recombination.

For practical modelling (collisional excitation schemes) one can simplify the
(28) by taking into account only collisional ionization and recombination and
neglecting the radiative ionization and recombination. A further, often used
simplification relies on choosing only the ion species of interest (for example
Ne- or Ni-like) and separating the level rate equations from those describing the
creation of the given ion species. In this case one can write for these ions the
reduced rate equations as follows:
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dNnZ	=dt ¼
X

i
NiZ	Sin �NnZ	

X
i
Sni (29)

where NnZ* is the population of the nth level of the given ion species, and Sin

=Sin(Z, ne, Te) the total probability of the transition i! n (n!i).
If the ion species concentration "Z is the ratio of the number of a given ion

species and the number of all ions in a volume unit

"Z ¼
X

n
NnZ	=

X
n

X
Z	

NnZ	 (30)

the dynamics of the ion creation (excitation and recombination of different ion
species) can be written as

d"Z=dt ¼ ½"Z�1CI
Z�1 þ "Zþ1CR

Zþ1 � "ZðCI
ZþC

R
Z Þ�ne (31)

where CI
Z is the ionization rate and CR

Z the recombination rate.
The (30), (31) describe fully the ion system. They must be solved in combina-

tion with the hydrodynamics equations for the distributions of ne and Te, which
are difficult to solve in a general case. It is therefore useful to distinguish
between three different approximations for three different limiting cases [35].

1.1.15 The Steady-State, Quasi-steady-state and Transient Approximation

The transient approach is the most general case and relevant for pumping with
short- and high-intensity pulses. Here changes in "Z introduce changes in the
populations Nn:

d"Z=dt 6¼ 0 and dNn=dt 6¼ 0 (32)

The electron density ne and temperature Te are still assumed to be constant
during lasing.

Which approximation is favourable for a given pump scheme depends on the
characteristic times of the processes involved, namely

�hyd: characteristic time of hydrodynamic changes in the plasma parameters
� i: characteristic time of ionization
� r: characteristic time of the relaxation of excited electronic levels.

It is worth noting that all three characteristic times can be considered
partially independent. Since both the ionization as well as the excitation result
from collisions with free electrons, their characteristic times change with the
electron density and temperature. The characteristic time needed for a plasma
to get the necessary ne and Te, �hyd, is determined by the pump laser parameters.
Hence, slowing down or accelerating plasma heating by choosing duration of
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the pump pulse, one can realize different conditions characterized by different
relations between, �hyd, � i and � r.

The transient approximation is the most relevant approach for short pulse
pumping, where neither the populations nor the ionization stages have enough
time to equilibrate on a time scale of the hydrodynamic evolution of the plasma.
Therefore, not only the above-mentioned kinetic equations but also hydrody-
namic equations should be included in the description to determine the tem-
poral dependence of ne(t) and Te(t), i.e. to solve the problem fully. Transient
approximation means that at t = 0 the electron temperature abruptly increases
from Te = const. 1 to Te = const. 2. The characteristic time of this change
should be very short and after this process one can use the approximation of
Te = const., ne= const. and �hyd
 (� i and � r), i.e. the rise time of the excitation
is comparable to the interatomic relaxation time.

The transient regime is characterized by the highest gain. Simulation predicts
values of g � 102–103 cm–1 and experiments have resulted in g values of several
tens of cm–1.

2 Excitation Mechanisms

2.1 Collisional XRLs

The first demonstration of a collisionally excited XRL in a laser-produced
plasma dates back to 1985 (Ne-like selenium [2]). At present, X-ray lasers
using the collisional excitation mechanism are most frequently used in experi-
ments. This excitation method can be generally described by the equation

Ziþ
0 þ electron! Zu

iþ (33)

Here Z0
iþ represents an i times ionized atom of an element Z in which the

transition of interest occurs from the ground state to an excited upper state u.
This excitation is accomplished by energetic free electrons in the plasma that
collide with the ion Z0

iþ and populate, beginning at the ground state, usually
several levels including the upper lasing level. The condition for efficient excita-
tion of an ion is equality or excess of the free electron energy if compared to the
transition energy �E0l,0u. Normally, the lower lasing level with a smaller energy
gap �E0 l to the ground state is more rapidly populated by an 0–1 transition
than the upper level by an 0–u transition. Hence, the lower level l must be
depopulated more rapidly to achieve a quasi-steady-state (cw) population
inversion between the upper u and lower lasing level l. This can be realized if
the lower level l is depopulated by a fast radiative decay to the ground state 0
and the upper level is sufficiently long-lived. The high density is favourable as
the pump efficiency is proportional to the second power of the electron density
ðNoPP / n 2

e Þ. Three electron configurations of ions are well suited for this
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because they fulfil all these conditions as well as they have the required stability
against overionization:

Transition 3p–3s in Ne-like, 4d–4p in Ni-like and 5f–5d in P-like ions.
In reality, the situation is more complex. Taking into account the fine

structure of these levels several lasing lines will be allowed for each ion type.

2.1.1 Ne-Like and Ni-Like Schemes

Ne-Like Scheme

In the neon-like scheme (see Fig. 10) lasing is possible on the 1s22s22p53p!1
s22s22p53s transition. From here on the unchanged core electron configuration
will be neglected and only the configurations of the highest valence electron
shell (Fig. 10) will be discussed.

According to the fine level structure high population inversion can be
obtained for the three transitions: (a) 3p (J=0 )! 3s (J=1), (b) 3p (J=2)!
3s (J=1) and (c) 3p (J=2)! 3s (J=1). Here J denotes the total angular
momentum of the electron in the j–j coupling. The level description in Fig. 10
includes notation (j1, j2)J with j1, j2 being the angular momenta of the core and
valence electrons.

The population inversion between these levels is created by a combination of
electron collisional excitation from the Ne-like ground state 2p6 and dielectro-
nic recombination from the higher lying F-like states followed by radiative–
collisional cascades: the ‘‘J=0–1’’ population inversion is mostly produced by
the collisional excitation, while for the ‘‘J=2–1’’ inversion both effects are
responsible. The lasing wavelengths of these three main transitions in Ne-like
ions with different Z are shown in the Fig. 11 [34]

2p6 J = 0

Ne-like Ground Level

F-like Ground Level

(1/2, !/2) J = 1

(3/2, 1/2) J = 1

2p5 3p

2p5 3s

2p5 4p

2p5

(1/2,  !/2) J = 0

(1/2,  3/2) J = 2

(3/2,  3/2) J = 2

Collisional
excitation

a

b
c

(Fast Radiative decay)

Lasing lines

Fig. 10 Simplified X-ray laser excitation scheme on 3p–3 s transitions in Ne-like ions
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Despite the large gain values and gain–length products realized with neon-
like X-ray lasers, their scaling to shorter wavelengths is not favourable, since the
energy gap between the lasing levels is relatively narrow and ions with higher Z
are necessary for shorter wavelengths. This is usually connected with an enor-
mous pump power requirement.

For example, scaling of the necessary pump intensity of a 500-ps pump pulse
at 530 nm with the expected X-ray laser wavelength lx was empirically deter-
mined as [13]

Ip½W=cm2� � 1:2� 1016ð4:5=lx½nm�Þ3:5 (34)

Approximate scaling of the emitted wavelength with the ion nuclear charge
Z* for neon-like XRLs is given by [4]

lx ½A� ¼ 4:6� 103=z	�9 (35)

Ni-Like Scheme

The laser transition in a Ni-like ion is a direct analogue of the 2p53p–2p53 s
transition in the neon-like ion, but for n=4 (see Fig. 12). This transition is
denoted as 3d94d–3d94p.

The 4d levels predominantly pumped by collisional excitation from the 3d10

ground state are long-lived if compared to the characteristic times of the
radiative decay to the ground level, while the 4p levels rapidly decay back to
the ground state. The quasi-stationary X-ray lasers using this scheme were first
demonstrated in 1987 in a laser-produced plasma of Eu at 7.1 nm [36]. The

3p (1/2, 1/2)0 – 3s (1/2, 1/2)1

3p (3/2, 3/2)2 – 3s (3/2, 1/2)1

3p (1/2, 3/2)2 – 3s (1/2, 1/2)1

Fig. 11 Wavelength scaling
of the Ne-like isoelectronic
sequence for the 3p J=0 – 3s
J=1 transition [34]
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energy gap between the ground state and the upper lasing levels inNi-like ions is
twice as large as the electron energy, which optimizes the abundance of Ni-
like ions. In experiments Ni-like X-ray lasers show significant gain only on
the J=0–1 lines while the J=2–1 and J=1–1 transitions have little or no gain
[37]. Ni-like ions also show a favourable scaling to shorter wavelengths than
Ne-like ones and the spectral range of 4 nm has been reached with high-Z-
atoms (Au) in the quasi-stationary scheme. The wavelength scaling along the
nickel-like isoelectronic sequence for the 3d94d–3d94p transitions is shown in
Fig. 13 [34]

An empirical scaling law for the necessary pump intensity (again for 500 ps,
530 nm pump pulse) is given as [13]

Ip½W=cm2� � 2:5� 1014ð4:5=lx ½nm�Þ3:5 (36)

The required pump intensity for the Ne-like and Ni-like ions differs only by
the multiplication factor that is smaller for the Ni-like ions. Therefore Ni-like
X-ray lasers can in principle work at shorter wavelengths for the same amount
of pumping energy or lower energy at the same wavelength.

Summarizing, the most important requirements that have to be fulfilled for
collisionally pumped X-ray lasers are

Co-like Ground Level

a

b

c

u

l

Lasing lines

(3/2, 3/2) J = 1

(5/2, 3/2) J = 1

(3/2, 1/2) J = 1

3d94p

(Fast radiative decay)

Ni-like Ground Level

3d10 J = 0

Collisional
excitation

3d9 4d (3/2, 3/2) J = 0

3d9

Fig. 12 Simplified X-ray laser excitation scheme on 4d–4p transitions in Ni-like ions. In the
case of a transiently pumped XRL the population inversion between the upper and the lower
lasing levels is nearly independent of the fast radiative decay from the lower level and only
determined by the specific level population kinetics [34]
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– a large abundance of the desired ions (Ne-, Ni- or Pd-like ions [38])
– sufficient electron density, as the collisional pump rate depends on the

collisional rate and hence on the electron density
– most probable electron energy should be comparable with the excitation

energy from the ground to the upper lasing level
– the decay of the lower lasing level population should be very fast
– the electron density gradient should be as smooth as possible in order to

prevent the X-ray beam being refracted out of the gain region.

2.1.2 Realization of Transient Collisionally Pumped X-Ray Lasers

Transient Excitation Scheme

Since 1990much effort has been put in optimization of the pumping process and
reduction of the unwanted refraction effect during the X-ray beam propagation
along the plasma. Several irradiation schemes have been successfully estab-
lished to control the excitation process by irradiating the target with two or
several pulses (multi-pulse pumping) delayed relative to each other to separate
the most important processes responsible for gain. In all these cases the dura-
tion of the pulses was either comparable or equal to at least several tens/
hundreds of picoseconds. In spite of the remarkable reduction in the pump
laser energy to the level <100 J caused by the new pumping technique, these
systems are very far from the class of the compact X-ray lasers.

An important step towards a low-energy-pumped X-ray laser was the pro-
posal to reduce the pump energy by shortening the pump pulse to a ps-level,
since the plasma production is dependent on the pump intensity necessary to
create the desired ion species. The short pulse pumping method has mainly
benefited from the development of the chirped pulse amplification technology

4d (3/2, 3/2)0 -

4p (3/2, 3/2)1

4d (3/2, 3/2)0 -
4p (3/2, 1/2)1

4d (3/2, 3/2)0 -
4p (5/2, 3/2)1

Au XRL
at ~ 4 nm

Fig. 13 Wavelength scaling
(transition 4p J=0 – 4p
J=1) of collisional
XRLs within the Ni-like
isoelectronic sequence [34].
The arrow marks the
shortest collisional XRL
realized (Au-XRL)
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(CPA) in the early 1990s that allowed production of pulses with durations
shorter than 1 ps. As a result, the first transient X-ray laser in 3p–3s Ne-like
Ti was demonstrated in 1995 [39]. This result originated in an earlier proposal to
use ultrashort pumping pulses for collisional XRL schemes [40, 41]. The dras-
tically reduced need of the pump energy in this excitation scheme has shown a
new route to table-top XRLs. Nowadays this short pulse excitation scheme
dominates the research field of X-ray lasers.

The transient collisional excitation scheme utilizes two laser pulses with a
long nanosecond pulse producing a plasma with an abundance of the required
Ne-like or Ni-like ions. After a controlled delay to allow for plasma expansion,
which is necessary for both efficient pumping and optimum propagation along
the plasma column, a short picosecond laser pulse (�1–2 ps) generates a tran-
sient population inversion by fast collisional heating (see Fig. 14).

The short heating time by a very short and intense pumping pulse enables
achieving of a high gain within a few picoseconds – before collisional redis-
tribution (relaxation) of the excited state population takes place. That means,
the population inversion has a transient character and gains higher than
100 cm–1 are predicted. As a consequence saturation for target lengths of less
then 1 cm is possible. After that the system returns to a quasi-steady state with
gain values too low for a net amplification. Therefore the pulse duration of a
transient XRL pulse is intrinsically short (several ps). The main advantage of
this pump scheme is a reduction in the pump energy to the level lower than 10 J
which is sufficient to drive the inversion. Transient collisional pumping has
been used for Ne- and Ni-like ions where gain values up to g=63 cm–1 and
saturation were demonstrated using solid slab targets. Moreover, saturated
gain with gl�16 demonstrated on 4d–4p, J=0–1 transition in Ni-like XRLs
with wavelengths between 13.9 and 20.3 nm was accompanied by a further
reduction in the necessary pump energy down to �7 J. The irradiation condi-
tions with travelling wave excitation have been optimized [42, 56].

Very recently, a newmodified transient scheme was demonstrated using only
one shaped short pumping pulse, in contrast to the common transient schemes
with two pulses. The pulse was deliberately shaped to meet the requirements for
the creation of a preplasma and following rapid heating phase. This method
takes the advantage that the plasma plume created in this way is more sym-
metric and homogeneous. This gave saturated lasing in Ni-like Ag at 13.9 nm
with less than 3 J of pumping energy [43]. One of the specific features of this

Delay

0.5–1 ns

Short (ps) heating
pulse

Long (ns) prepulse Plasma

Target

Fig. 14 Transient excitation
scheme in two steps: first, a
long (ns) pulse creates a
homogeneous preplasma;
subsequently a short intense
ps pulse heats the plasma
and creates the transient
population inversion
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scheme is the optimum duration of the pump pulse (FWHM) within the gap
between 5 and 10 ps. That means, the system can show a moderate transient
behaviour. This has also been confirmed by EHYBRID simulations. The tem-
poral dependence of the gain of a Ni-like Ag-XRL at 13.9 nm for the pumping
parameters, 20mJ in the 2 ns background and 2.6 J in the 6 ps main part of the
pulse, is shown in Fig. 15. It has been easily seen that the gain is very high even
after 20 ps, which is in contrast to the common double pulse pumped transient
schemes. The duration of the output pulse is expected to be of the same order of
magnitude. This was confirmed by the experiments reported [44, 45]. The pump
pulse parameters described are moderate and close to those of commercially
available laser systems with higher repetition rate. Therefore, short pulse table-
top X-ray lasers of reduced size and high repetition rate are now realistic.

Travelling Wave Pumping

The transient excitation produced by a short pump is accompanied by a short
gain duration. Therefore, the finite transit time of X-ray photons as they travel
along the plasma column can reduce the effective gain–length product of the X-
ray laser. It becomes increasingly important to use a travelling wave pumping
scheme in order to increase the effective active medium length that facilitates
extraction of the maximum energy from the medium by a short XRL pulse.

In the travelling wave (TW) pump geometry a front of the incident optical
beam is tilted in such a way that the pumping beam produces an excitation wave
which travels along the target at the same velocity as X-rays propagating
through the plasma. A tilt of an additional grating as shown in Fig. 16 is a
method frequently applied in practice to achieve the described effect. The
grating arrangement is characterized by a tilt angle 
:

tan
 ¼ lp=D cosð	0Þ (37)

with lp the pump laser wavelength, D the groove spacing of the grating, 	0 the
diffraction angle. In an experiment, one has to select the groove spacing and the

Distance to the target surface [cm]
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m
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Fig. 15 EHYBRID
simulations of the history of
the local gain coefficient for a
Ni-like Ag-XRL, pumped by
a single shaped pulse. Note
the long duration of high
gain. (The small distance
between the gain area and the
target surface is caused by
specific theoretical difficulties
concerning the equation of
state treatment that, however,
do not have a remarkable
influence on the gain
calculation)
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angle of incidence 	1 so that the tilted wavefront synchronizes with the transit
time (�33 ps/cm) of X-ray photons in the laser medium.

Travelling wave velocity is given by

v ¼ c= tan� (38)

where � is the angle between the wavefront and the target surface and l is the
target length.

Other alternative methods of travelling wave excitation are based either on
the use of a stepped mirror or prism to divide the beam into separate beamlets
with a variable time delay [46, 47] or on a tilt of a diffraction grating in a CPA
compressor [48]. Normally, in the latter both gratings should be as parallel as
possible to ensure optimum compression of the chirped laser pulse and some-
times an additional grating behind the CPA compressor is used to tilt the
front [49].

Gas Puff

Another variant of the prepulse technique is the use of dense gases irradiated
with double pulses. An electromagnetic valve is used to produce an elongated
homogeneous gas column at high repetition rate. The system can be driven in a
transverse or longitudinal pumping arrangement. In the case of a transversely
irradiated column of argon high gain was demonstrated on the neon-like,

Target with preformed 
plasma

Gain
pulse

X-Photon
Photon v = c

vgGain

Amplified
X-pulse

Pump
pulse

Pumppulse G
rating

0

Beam shear

Fig. 16 Travelling wave
excitation of a transversely
pumped XRL with a tilted
grating. The use of a single
grating that tilts the
wavefront to the necessary
angle is a frequently applied
method. The grating
arrangement is characterized
by a tilt angle 
: f=lL/D cos
(	0), lp = pump laser
wavelength, D= groove
spacing of the grating, 	0=
diffraction angle. Travelling
wave velocity v= c/tan �,
�– angle between the
wavefront and the target
surface and l is the target
length
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3p–3s, J=0–1 transition at 46.9 nm [50, 51]. Very recently transient X-ray lasing
was demonstrated with a similar setup in nickel-like Xe at 9.9 nm [52].

The gas puff setup is very promising for a highly repetitive X-ray laser
supposing the required pump energy can be further reduced.

Fast Discharge Capillary

In comparison to the laser-pumped XRLs the direct excitation of plasma with
an electrical discharge has the advantage of generating compact, cheap, simple
and very efficient X-ray lasers. Fast capillary discharge plasma as a lasing
medium was first proposed in 1988 [53]. The basic capillary scheme is described
in [17, 18, 19], and different capillary setups are now under operation [54].

The capillary discharges that have proven to be most efficient among the
excitation schemes of soft XRLs have a fast current rise, typically 10–40 ns. The
short current rise timeminimizes the amount ofmaterial that is ablated from the
capillary walls before a magnetic field compresses the plasma, detaching it from
the walls [17]. The generated plasma of these fast discharges is not stationary
but rapidly contracts, heats up and subsequently expands. These discharges
with a rapid plasma column compression have several advantages in compar-
ison to efficiently pumped small-scale X-ray lasers [17, 55]:

– high axial uniformity that results from highly uniform initial conditions
during very fast compression [17]

– plasma columns with very large length to diameter (aspect) ratio (up to
1000:1) [17]

– reasonable density level with the radial profile showing its minimum on the
capillary axis

The radial electron density distribution with its minimum on the capillary
axis allows for guiding of the propagating X-ray pulse.

The capillary, typically driven by a very strong pulsed current with the peak up to
�100kAanda rise timeof 11ns (10–90%current) is dedicated to the excitationof an
Ar plasma column with a length of several tens of centimetres. The principle setup is
similar to that of a short pulse-excited capillary dischargeworking in ahybrid scheme
(see Fig. 14) described in details in the following chapter of Rousse and Ta Phouc.

In a 40 cm long capillary with a 4mm diameter saturated lasing in a steady-
state regime on the 3p–3s, J=0–1 transition in neon-like Ar-XRL at 46.9 nm
(26.5 eV) has been shown by single and double passing with one Ir mirror at a
4Hz repetition rate. The output pulse duration was about 0.8 ns. This XRL
delivers spatially coherent pulses with an averaged energy of 0.88mJ
(ffi 2� 1014 photons/pulse), corresponding to an averaged power of 3.5mW
[18, 29]. With a peak spectral brightness of 2� 1025 this table-top laser belongs
to the brightest soft X-ray sources. No other soft X-ray source, independent of
its size, is presently capable of producing simultaneously such a high average
coherent power and peak spectral brightness. However, in order to shorten the
wavelength of the capillary discharge neon-like XRL below the presently
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available 46.9 nm one has to apply much higher discharge currents of more than
100 kA in order to excite the suited neon-like ions. This is a serious technolo-
gical challenge. Shortening of the output pulse duration in this quasi-stationary
excitation system up to several tens of picosecond also seems to be impossible.

Hybrid Pumping of Capillary

Both the short laser pulse pumped transient scheme and the quasi-stationary
capillary discharge excitation are to some extent complementary and together
seem to be very promising candidates for compact and highly efficient XRLs.
Capillary discharge is a very compact and cheap source of a preformed homo-
geneous plasma for transient inversion pumping and it could replace the whole
optical laser system delivering the nanosecond pumping pulse (see x on transient
pumping). The short, guided in the preformed plasma picosecond pulse can
heat it rapidly. Moreover, quasi-travelling wave pumping is inherent for this
scheme and guiding in a symmetric plasma pipe reduces the refraction problems
strongly present in the conventional laser-pumped transient system. Addition-
ally, the high-intensity short pulse could easily improve the plasma ionization
stage by field/multiphoton ionization. The principle scheme of this XRL type is
presented in Fig. 17, where also a coupled spectrometer for the XRL signal
registration, as used in experiments, is shown.

Such a hybrid laser systemwas demonstrated for the first time for a neon-like
3p–3s, J=0–1 transition in the form of a sulphur soft X-ray laser at 60.84 nm
[44]. The preplasma of the hybrid system created by the discharge has to fulfil
two requirements:

– it has to be sufficiently dense to ensure strong energy absorption by the
inverse Bremsstrahlung mechanism

– the elongated plasma column should have the specific density profile that
ensures an efficient guiding of the pumping pulse and possibly uniform
heating over the whole plasma column. The calculated radial density profiles
in a sulphur capillary plasma for two diameters of 0.5 and 1mm are shown in
Fig. 18. For the capillary of 1mm diameter the resulting low electron density
on the axis is prevented from strong amplification and no lasing is to be
expected

Anode

Capillary
CCD

camera

MCP

Trigger

d = 170 µm
focus dia.

Laser: 1–2 ps
EL = 0.1–1.5 J

= 1.05 µm
spectrometer

Capacitor

Fig. 17 Scheme of a short
pulse pumped hybrid
capillary discharge XRL
with a coupled soft X-ray
flat-field spectrometer
[44, 45]
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As a consequence, the original capillary design used in [17] had to be
modified to make it suitable for IR laser pumping. The maximum gain for a
10-mm long sulphur capillary pumped longitudinally by a 1 ps, 1053 nm pulse
with energy lower than 0.5 J was 4.7 cm–1. For a 30mm capillary a gain–length
product of gl=6.68was obtained. The ratio of gain–length product (gl) to the
pumping energy (Ep (J)) was very high and equal to 3.1 J–1 (including pumping
laser energy as well as the total electrical energy dissipated in the discharge).
This value belongs to the highest obtained for collisionally pumped XRLs.
Typically this value is between 1 and 2 J–1.

Presently, the work on higher Z-elements used as a capillary material (Ti,
Mo, Ag a.o.) to shorten the emission wavelength is in progress. This new type of
a transient XRL seems to be a promising scheme for an efficient compact short
pulse emitting soft XRL, supposing the durability of the capillary against the
current pulse can be improved.

2.2 Recombination XRL

2.2.1 General Features

The recombination laser is conceptually very simple: it consists of four basic
processes. The population inversion is produced by electrons from a reservoir of
free electrons in a cold plasma that recombine, relax by collisional–radiative
cascade and populate the upper lasing level, while the lower level remains less
populated. The best efficiency should be obtained if the reservoir is ionized to
the next highest (relative to the lasing ion) ionization stage. The process can be
described by the relation

Z
ðiþ1Þþ
0 þ 2 electrons! Zn

iþ þ electron! Zu
iþ þ electron (39)

The principle level diagram with the mechanisms involved in creation of the
population inversion is shown in Fig. 19.
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Required basic plasma parameters to fulfil the conditions for recombina-
tion XRLs include low electron temperature (Te<50 eV) and high density
(ne�1020 cm–3). In the specific case of the H-like scheme (other approaches
like helium- or lithium-like schemes are direct analogues), the lasing level will
be rapidly excited by three-body recombination processes and a subsequent
collisional–radiative cascade with rates proportional to ne

3/Te
2 [4]). Recom-

bination schemes have the important advantage of more favourable scaling
towards shorter wavelengths and an intrinsically higher quantum efficiency [3]
than collisional systems. This is due to operation of the recombination
schemes on transitions involving a change in the principal quantum number
(e.g. n=3–2 or n=2–1; where n is the principal quantum number, and n=1
denotes the ground state). Gain has been observed in many systems, for
example, expansion-cooled H-like [60, 61, 62], Li-like and Na-like [63, 64,
65] and radiatively cooled H-like systems (see Table 3).

Recombination X-ray lasers require a short pulse pumping since only in this
case a rapid heating close to solid density can be realized that in turn enhances
cooling of the plasma during the following expansion phase. The requirement
that the expansion rate has to be as rapid as possible but with sufficient time for
ionization defines in principle an optimum pulse duration for high gain [66, 67].

Excitation systems working on transitions into the ground state (n= 2–1)
require very high intensity and a very short pulse driving laser in order to create
significant gain. Lasing to the ground state allows emission of much shorter
wavelength, since the shortest wavelengths that can be expected from an elec-
tronic transition between two adjacent levels of a given ion require transitions
between n=2 and n=1. As the energy of the levels scales as 1/n2, the wavelength
of a transition decreases with increasing n. For instance, the wavelength of a
n=2–1 transition in an ion is five times shorter than that of a n=3–2 transition.

u

l

Lasing

Xi+ -ion

X (i+1)+ -ion

Ground level

Collision limit

n0

n`

Electron

Fig. 19 Simplified energy
level scheme for pumping by
electron collisional
recombination, followed by a
cascade. For higher levels
than the collision limit leveln0,
collisional excitation
dominates over radiative
decay. For quantum states
lower than n0, radiative decay
dominates
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In contrast to the transitions to the ground state the systems working on
n=3–2 transitions have the advantage that the pumping laser pulse can be
relatively long (ns range). This is due to the fact that radiative transition
between these levels is about an order of magnitude slower than the transition
to the ground level, and the population inversion can exist between them even if
the population of the ground level is two to three orders of magnitude higher.
This makes it possible in principle to use low power driving lasers (e.g. compact
and quite inexpensive commercially available YAG lasers).

2.2.2 Realization of Recombination Pumped X-Ray Lasers

Thin fibre targets have been successfully used to realize a rapid adiabatic cool-
ing that allowed for a high gain with a small plasma length. The first observa-
tion of a high gain equal to g=12.5 cm–1 on the n=3–2 transition at 18.2 nm in a
C5þ-recombination XRL driven by a 2 ps, 20 J laser was reported in [68].
Carbon fibres of 0.5 cm length and 7 mm diameter supported at one end have
been used as targets. Also lithium-like and sodium-like ions are promising
candidates for lasing. They offer higher quantum efficiency than hydrogen-
like ions. A recombination sodium-like copper XRL with high gain at 11.1 nm
driven by a 2 ps, 20 J laser pulse was reported in [69].

Very promising results on the way to a table-top recombination XRL were
obtained in a fast recombining plasma produced in a capillary. In [70] amplifi-
cation was demonstrated on the n=3–2 transition in hydrogen-like C-ions at
18.2 nm. A preplasma with carbon ions was first created by ablation of the
polyethylene microcapillary wall either by a small prepulse or by the front of the
single driving pulse, while the main part of the pulse heated the plasma to
temperatures at which carbon atoms were totally stripped of electrons. Then
the plasma was cooled very rapidly and fast recombination provided an effec-
tive gain medium. In a capillary with a 350 mm diameter and a 10–15mm length
a laser pulse of approximately 1014 W/cm2 irradiated longitudinally, creating a
concave transverse electron density profile allowing for good guiding of both
the pumping as well as the X-ray pulses. These conditions resulted in amplifica-
tion on the n=3–2 transition in hydrogen-like C5þ ions at 18.2 nm. A more
reliable setup in microcapillaries could create the preplasma by a separate laser
pulse or high-voltage discharge (see also hybrid discharge XRL). It was demon-
strated in [71] that a high gain table-top system with 1Hz repetition rate on the
n=3–2 transition at 26.2 nm in hydrogen-like boron gives a reasonable output.
A 350 mmB2O3-capillary was irradiated end on first with a 0.2 J KrF-laser pulse
followed by a 0.45 J YAG pulse with 400 ns delay. It has been shown that pump
pulse propagation is very sensitive to the irradiation conditions.

In general, the most efficient schemes of the recombination XRLs working
with the transitions to the ground state have used picosecond and subpicose-
cond pump pulses, and the optical-field ionization (see x 2.3) as the ionization
process. This systems with intrinsic travelling wave operating on n=2–1 tran-
sitions show a good scaling to shorter wavelength (see Table 4).
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2.3 Optical-Field Ionization Excitation

2.3.1 General Features

Optical-field ionization (OFI) of an atom occurs when the oscillatory electric
field of an ultrashort laser pulse becomes comparable to (or larger than) the
Coulomb field, attracting the electrons to the nucleus [75]. Under such condi-
tions, optical-field ionization results in multiple-charged ions and plasmas with
controllable temperature. The resulting free electron energies can be predicted
within the tunnel-ionizationmodel (ADK-approach) [75, 76, 77, 78]. Because of
the strong dependence of the ADK-ionization rates (WADK) on the laser
intensity ðWADK / I7LÞ [79], the ion stage produced by optical-field ionization
is controlled by the laser intensity. The energy distribution of the released free
electrons is, however, controlled by the polarization of the pumping pulse [99].
Linearly polarized laser pulses produce relatively cold free electrons which are
suitable for recombination excitation (see x 2.2) of X-ray lasers [76, 77]. On the
other hand, circularly polarized laser pulses produce highly energetic electrons
that can be preferentially used in collisional excitation (see x 2.1) [80, 81].

The OFI-X-ray laser pump scheme has the advantage of strongly reduced
pump energy, since the oscillatory electric field of the driving laser pulse ionizes
the XRL-medium directly. The specific ion stages for X-ray lasing need a
threshold laser intensity Ith which can be estimated by the formula resulting
from the classical barrier suppression model [82, 83, 84]

Ith ¼ ð4� 109=Z	2Þ �UI
4½W=cm2� (40)

whereZ* is the charge stage of the ion andUI is the ionization potential in eV of
the ion with the charge (Z*–1). According to (39a) the required intensity to
create, for example, He-like C4þ is equal to Ith =4.3�1016W/cm2, which can be
produced with a sub-ps pulse of energy far less than 1 J.

These low pump energy requirements (Ein 
 1 J) of this XRL scheme allow
for higher repetition rates (10Hz–1 kHz) if the pulses are sufficiently short.

Table 4 Perspectives for short wavelength recombination XRLs-induced by optical-field
ionization (pumping pulse duration <250 fs) [72, 73, 97, 98]

Ion
Wavelength
[nm]

Radiative transition
time for n=2–1 [ps]

Required pumping
intensity [1018 W/cm2]

Li2þ H-like 13.5 26 0.2–0.3

Al10þ Li-like 5.2 1

B4þ H-like 4.8 3.4 1–2

C5þ H-like 3.4 1.6 2–4

N6þ H-like 2.5 30

O7þ H-like 1.8 0.53 7–10

Na10þ H-like 1.0 0.15 20–30
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A problem for both types of OFI-XRLs is creation in a gas target a suffi-
ciently long excited plasma column with a large gain–length product. A possible
solution is the method of self-channelling applied to a tightly focused ultrashort
laser pump pulse ensuring propagation over distances much longer than its
Rayleigh zone. The interplay between self-focusing and refraction-induced
defocusing in the plasma is responsible for the pump beam confinement.
Hollow waveguides or discharge-ablated microcapillaries [85] also seem to be
promising as guiding structures over the distances longer than 10mm for both
the pump laser pulse as well as the X-ray pulse. Figure 20 shows experimental
results [MBI-group and A. Zigler, Jerusalem (2002)] demonstrating how the
capillary plasma influences the beam profile of a guided ultrashort laser pulse
with an intensity of 1017 W/cm2.

2.3.2 Propagation Issues in OFI-XRL

A crucial problem for longitudinally pumped OFI-XRL is the ionization-
induced refraction (see also x.1.1) of the high-intensity short pump laser pulses.
As the highest intensity of the laser focused into a gas or plasma is on the axis,
this results in the highest degree of ionization, and therefore the largest electron
density appears in the same area. The electron density gradient in the radial
direction associated with the transverse intensity profile can result in a signifi-
cant refraction or defocusing of the ionizing pump pulse.

For a XRL one can define a length ltr which a ray travels before its transverse
deviation doubles (see refraction x1.1, (24) in a medium with gain spread over
the distance lref
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Fig. 20 Guiding of high-intensity fs-laser pulses in low current capillaries: (a) without dis-
charge (b) with discharge. Capillary: plastic, diameter 0.5mm, length 30mm. Laser pulse:
Ti:Sa at 800 nm, 50 fs, Ilaser� 1017 W/cm2, 2w � 40mm
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lref ¼ ltrðnec=noeÞ1=2 (41)

In practice, this means that ionization-induced refraction of the pump beam

causes significant reduction in the length of the high-intensity region along the

plasma axis which is necessary to create and excite the desired charge state.

Therefore a shorter gain–length product will result.
The problem of ionization-induced refraction can be reduced by creating a

plasma channel with a density minimum on axis prior to the field ionization [86]

by the intense and short laser pulse. This configuration is similar to that of the

hybrid collisional system (x 2.1.2 ) shown in Fig. 14 but with an ultraintense and

femtosecond pumping pulse required here for the OFI-excitation. The plasma

channel of a slow capillary discharge has been shown to be essentially fully

ionized and with parabolic radial density distribution [87]. At such conditions

the spot size of a matched laser pulse propagating through the waveguide can be

maintained close to its input value, and the spectral or temporal distortion is

minimized. The waveguide also increases the capillary lifetime.
A Gaussian pump laser beam (radial profile �exp(–r2/rl2)) will be matched

and propagated through the plasma channel with a parabolic density distribu-

tion in the radial direction (ne=noþ�ner
2/rch

2,) without significant distortion if

the beam spot radius is equal to

rm ¼ ½rch2=ðpre�neÞ�1=4� (42)

where re=e2/mc2 is the classical electron radius. For representative parameters

rch =150 mm and n0 ffi �ne ¼ 4� 1018cm�3 the matched beam radius is of

rm�30 mm. Any mismatch between the input spot size rp of the laser pulse and

the matched spot size rm of the waveguide will cause the spot size of the guided

laser pulse to oscillate between rp and rm
2 with a modulation length along the

propagation axis of

zos ¼ p2rm2=lp
2 (43)

where lp is the laser pulse wavelength. If the capillary length is an integer

multiple of zos the spot sizes at the entrance and exit of the capillary will be

the same. If the guiding channel is essentially fully ionized, temporal distortions

of the pulse due to ionization should not occur and pulse stretching by group

velocity dispersion (GVD) in the plasma is restricted.
Guiding of a short and intense laser pulse over several centimetres in plasma

has been primarily caused by an imploding phase of a discharge in capillaries

either filled with a gas or with a material ablated from the capillary wall [44, 87,

88, 89]. In the capillary discharge X-ray laser the density distribution obtained

by radial hydrodynamic expansion of the plasma ablated from the wall guides the

X-ray pulse through the centre of a long plasma column [17, 18, 53] (see x 2.2).
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In the case of ultraintense short laser pulses with an intensity > 1018 W/cm2

required to excite some of OFI lasers (H-like C5þ, N6þ, O7þ or Na10þ) at
wavelengths shorter than 3 nm (see Table 4) the propagation issue becomes
more complicated. Here a relativistic charge displacement in the channel can
cause transverse density perturbations. However, the studies in [90, 91, 92, 93]
have revealed that under certain circumstances the transverse stability can be
strongly increased and a robust relativistic self-channelling in underdense plasma
is possible, if the incident peak laser power exceeds a critical value Pcr with

Pcr ¼ 1:6198� 1010ð!=!poÞ2½W� (44)

where ! and !po are the laser frequency and the frequency of the unperturbed
plasma, respectively.

Another important parameter is the transmission, T, of the capillary plasma
channel. The transmission of such a waveguide can be described by

T ¼ T0 expð��plÞ; (45)

where T0 is the coupling efficiency of the laser pulse into the waveguide, and �p

is the propagation loss (absorption) per unit length. In a hydrogen-filled capil-
lary irradiated by a short fs-laser pulse with an intensity of Il�1017 W/cm2 a

transmission T higher than � 0.8was reached [89]. In principle, gas-filled
capillaries should be scalable to lengths of tens of centimetres (except for the
relativistic case) that together with the channel diameters of 2rch =100–200 mm
could give favourable aspect ratios for X-ray lasers.

For an XRL the capillary must contain a gas (plasma) with the atoms
suitable for lasing (Xe, Kr, Li a.o.), and additionally a reasonable transmission
must strengthen the requirement of efficient (uniform) pumping along the
whole capillary length.

The presence of the ionization effect strongly affects transmission (absorp-
tion) of the ultrashort laser beam in a microcapillary. Figure 21 shows the
principal scheme of a longitudinally pumped OFI-XRL. As already mentioned
above, the electron density profile must have a minimum on axis for guiding of
the pump and the X-ray pulses. It is shown schematically that the absorption in
the plasma causes the pump intensity to decrease along the plasma and as a
consequence also the ion stage. One way to keep a stable ionization balance of
the lasing ions over the plasma length is the pump intensity at the optimum
value.

2.3.3 OFI with Linearly Polarized Pump Pulse-Recombination Excited XRL

This type of OFI laser also requires (similar to the conventional recombination
scheme (x2.2)) a high electron density (ne>10

20 cm–3) and a very low tempera-
ture (Te< 50 eV). In the case of linearly polarized driving laser pulse the field
ionization remains the electrons with a relatively low energy. The most
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important process here in the creation of a population inversion is three-body
electron–ion recombination that strongly depends on electron energy (tempera-
ture). The recombination rate is proportional to Te

–9/2 [94, 95]. In contrast to
the conventional recombination laser (see recombination scheme x 2.2) cooling
in the OFI-XRL-plasma is in principle not required, because field ionization
produces low-energetic rapidly recombining electrons.

OFI-excitation allows for lasing down to the ground state of the lasant ions.
However, nearly complete emptying of the ground state during ionization is
required. Fractional population of 10–3 or greater remaining in the ground state
can significantly reduce the predicted gain [96]. However, since ionization is
strongly dependent on the intensity, only a modest increase in intensity above
the ionization threshold is required to obtain nearly complete ionization. A
disadvantage of lasing into the ground state relies on the slow exit channels out
of the ground state resulting in a short duration of population inversion and
reduction in the saturation intensity. From another point of view this short
lifetime of the population inversion can result in very short XRL output pulses.

One of the drawbacks of the present OFI systems is the low conversion
efficiency being about � � 10�9

In Table 4 the possible wavelengths (down to 1 nm) are given for OFI-XRLs
using short, linearly polarized pumping pulses [72, 73]. The required pumping
intensities of more than 1019 W/cm2 are now available in several laboratories
operating CPA-Ti:sapphire lasers or KrF-lasers.

Realization of OFI-Recombination X-Ray Lasers

A reasonable gain at 13.5 nm on the Lyman-� transition of Li2þ has been
reported in [100, 101]. Material was ablated from a metallic lithium target by
a relatively low-intensity long laser pulse. The resulting plasma plume was then
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longitudinally irradiated by a high-intensity, short pulse laser which generated
Li3þ. The same hydrogen-like lithium system was investigated in [102]. Strong
lasing with a gain of g=11 cm–1 on the n=2–1 transition in hydrogen-like Li
was also reported in [72, 73] (Table 5).

An important advantage of using microcapillaries for XRLs as compared to
gas-filled cells is the fact that they allow for an optimization of the plasma
density for maximum gain by adjustment of the delay between the creation of
the preplasma and the ultrashort pumping laser. Such systems automatically
provide travelling wave gain (see also x 2.1.3) and allow for a very efficient
ionization of atoms. In [72, 73] it was realized that an ionization efficiency of the
Li-atoms was higher than 70–80% in the microcapillary (at only 50% short
pulse laser absorption). However, the problem of the capillary lifetime remains.

2.3.4 OFI with Circularly Polarized Pump Pulse-Collisional XRL

In this approach very intense, circularly polarized pumping pulses produce a
highly ionized plasma. The intense circularly polarized femtosecond pump laser
pulse ionizes by tunnelling a gaseous target with the ionization rate varying
exponentially with laser intensity [76, 77], and produces simultaneously hot
electrons with a non-maxwellian distribution that covers a wide range of
energy. In contrast to the case of linearly polarized pumping pulses the circu-
larly polarized laser pulse remains the ejected electrons with a kinetic energy
that is equal to the quiver energy "q (or ponderomotive potential) at the time of
ionization:

"q ¼ e2Ep
2=ð4me!p

2Þ (46)

where Ep is the average laser field, e is the elementary charge, !p is laser
frequency and me is the electron mass.

The collisional OFI scheme allows for a scaling to shorter wavelength in
accordance with the neon- and nickel-like ions of the conventional collisional
XRLs (see x 2.1). The required intensity will be very high in order to allow for
both the creation of the necessary ion stage and the electron heating. For
example an abundance of a nickel-like Xe26þ-ions lasing at a wavelength of
l�10 nm would require an intensity of 5�1018 W/cm2 [103, 104].

Realization of OFI-Driven Collisional X-Ray Lasers

After modelling of OFI lasers based on collisional excitation in eight-time-
ionized Ne-like Ar at 46.9 nm, and Ni-like Kr at 32.4 nm [103] the first realiza-
tion was demonstrated in 1995 in Pd-like Xe [104]. This result offered a new
route towards table-top, high repetition rate XRLs.

However, it took 5 years to reproduce and improve this original result. Gain
saturation on the 5d1S0–5p

1P1 transition at 41.8 nm has been achieved by the
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focusing of a circularly polarized Ti:Sa laser pulse with an energy of 330mJ and
a 35 fs duration into a gas cell filled with 15Torr of Xe. [105]. A simplified
energy level diagram of Xe8þ is shown in Fig. 22. The kinetic energy varies from
�9 eV for the first electron ionized to �550 eV for the eighth one.

The intensity required to ionizeXe eight times is equal to�1�1016Wcm–2 [75].
Because no collisions occur during the short optical pulse (<50 fs), the ions remain
very close to room temperature. The laser line is therefore expected to be Stark
broadened with the ratio of l/� l being about� 106. However, it is worth noting
that the output pulse energy of the system is relatively low and only slightly higher
than signals from higher harmonics at comparable wavelengths.

Very recently lasing at 32.4 nm on the 4d–4p transition of nickel-like Kr has
been demonstrated by the OFI pump process with an energy of 760mJ in a
circularly polarized 30 fs pulse of a Ti:Sa laser focused on a gas cell filled
with 20Torr of gas lasant. The pump laser intensity was � 1�1017 W/cm2,
and resulted in a small signal gain coefficient of g = 78 cm–1 and signal
saturation [106]. A comprehensive survey of all realized OFI-XRLs is given in
Table 5.

2.4 Inner-Shell-Excitation/Photoionization

Excitation within the inner-shell photoionization scheme (ISPS) was one of the
earliest pumping concepts proposed for XRLs [110]. This is a very attractive
approach for obtaining lasing wavelengths (<5 nm) with very short output

Fig. 22 Simplified energy
level system for Xe8þ,
showing the strong lasing
line at 41.81 nm and two
other observed weak lines at
16.53 nm and 40.02 nm. The
dashed lines indicate the
de-excitation channels and
the dominant collisional
excitation of the upper 5d
laser level (from [103] Fig. 1)
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pulses (<50 fs). The level scheme of an ISPS laser used here as an example and

shown in Fig. 23 is that of carbon [111, 112, 113]. The inner-shell ionization
occurs by incoherent X-rays emitted from a second nearby plasma that is

produced by a high-intensity ultrashort laser pulse heating a high-Z target,
e.g. Au, Ta o.a.

Whereas photons at energy below the inner-shell binding energy of the upper

laser level have to be removed by appropriate filtering to avoid pumping of the
lower laser level, the remaining hard X-rays preferentially photoionize inner-

shell 1 s electrons of the active atoms creating a population inversion and gain
on the (1 s)–1! (2p)–1 transition of singly ionized carbon. A population inver-

sion by this mechanism is possible because at photon energies just above the
threshold for inner-shell photoionization (h�> 273 eV) the photoionization

cross-section of the K-shell is >20 times that of L-shell.
The principal drawback of all up-to-date-analysed ISPS systems is a prefer-

ential decay of inner-shell vacancies (K-shell holes) through the Auger

process rather than through radiative decay. Additionally, electron collision
ionization of the ground state reduces the population inversion by two effects:

populating the lower lasing level (2p)–1 and reducing the neutral population that
feeds the upper laser level. Both effects strongly limit the duration that is

allowed for creating a population inversion and also the duration of the

pumping high-intensity X-ray photon burst. Therefore the gain is also limited
in time.

As depicted in Fig. 23, the lasant material C is pumped by filtered

Bremsstrahlung emission of a second target. Filters made of Li, Be or B with
a thickness of several microns could be effective in blocking the low-energy

X-rays, with only a minimal reduction in intensity of the high-energy X-rays
that can expel the inner-shell electrons.

The advantage of the ISPS approach is a very short wavelength of the output

(l between 0.5 and 5 nm with elements positioned in the periodic table between
C and Cl is possible) [100, 111, 112, 113, 114, 115] and a large gain during the

operation at a very low temperature lower than 1 eV and consequently a small
Doppler broadening (expected relative linewidth is < 10–6).

N0

reguA
yaced

N2
2P

N3

N4
2P

N1
4P

s1 1-

llehs LL

llehs K

CC + C +2

noitazinoi lanoisilloC

noitazinoi otohP

ecruos yar-X

E > 284 eV

gnisaL
noitisnart

λ = 4.5 nm 
E = 273 eV

llehs L

Fig. 23 Energy level
diagram for inner-shell
photoionization X-ray
lasing in carbon at 4.5 nm.
A high-energy X-ray photon
can preferentially
photoionize an inner-shell
electron creating a K-shell
hole, fromwhich aK–L shell
transition can start
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In contrast to the OFI scheme (x2.3), which also requires a high-intensity

short pulse driving laser (but these are now accessible in several labora-

tories (see [105, 106])) the requirements of the inner-shell X-ray lasers are

significantly higher, because the ionization mechanism is more indirect

than that in the above-mentioned OFI scheme or conventional collisional

schemes. The required X-ray pump energy for lasing with a gain coefficient

of �10 cm–1 at the K� transition in Cþ at 4.5 nm was estimated to be 1 J

[114], disposed during 40 fs FWHM. The gain value as a function of time

along with the time-dependent intensity of the optical ultrashort pulse

(divided by 100) and the filtered intensity of the X-ray source are visualized

in Fig. 24 [114].
The gain value in a ISPI XRL can be increased by further shortening of the

X-ray pump pulse. Results of simulations of the gain on the K–L (1 s–1–2p1)

transition in Cþ in dependence on the duration of the incoherent X-ray pump

pulse are shown in Fig. 25 (from [114], Fig. 5).
Although the ISPS-X-ray-laser has not been demonstrated up to date,

the rapid development of multi-terawatt fs-lasers can change the situation

and allows for production of such ultrashort and energetic X-ray pumping

pulses.
Also other experimental approaches are possible and it was proposed in [116]

to use relativistic channelling of a short laser pulse in a cylindrical target in

order to accelerate electrons radially by charge displacement. The channel was

surrounded by a high-Z material converter, which in turn generated the high-

flux X-ray pulse. The X-ray pulse finally photoionized the outer layers of lasing

material in a travelling wave mode.
An excitation mechanism similar to that mentioned above also seems to be

possible for Ni-like ions.

Fig. 24 Gain of the
2P-K-shell to 2P L-transition
on a Cþ-ISPI XRL at 4.5 nm
as a function of time along
with the time-dependent
optical ultrashort pulse laser
intensity divided by 100 and
the filtered intensity of the
X-ray pump source (from
[114], Fig. 4)
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As the system discussed above is very sensitive to the photoionizing radiation

it was proposed in [117] to create an inner-shell population inversion via atomic

processes involving electrons. In this case photoionization pumped XRL

schemes based on the same transitions would be less sensitive to electron

population of the lower level, thus requiring less extreme X-ray pumping. As

a result the inversions could live longer as compared to equivalent photo-inner-

shell ionization pumped by K�-transition.
The necessary ultrashort and high-energy (�keV) electron pulses could be

created via optical-field ionization. This process could be more efficient than

that applying incoherent X-rays of the same energy (Table 6).

Fig. 25 Calculated gain
coefficient for the K–L
(1 s–1–2p1) transition of a
Cþ-ISPI XRL in
dependence on the change of
the duration of the ultra-
short optical pulse from 50
to 10 fs (FWHM) that gen-
erates the incoherent X-ray
pump pulse. The electron
density is kept constant of
1.2� 1020 cm–3 as well as the
source energy of 1 J (from
[114], Fig. 5)

Table 6 Predicted ISPS-XRLs

Target,
Z

Ion,
transi-
tion, J

Wave-
length
[nm]

Gain
[cm–1], gl,
output Type Pumping

Target
config. Lit.

C 6 C1þ,
1s–2p

4.5 10 tr X-pulse,
20 fs,
1 J,

foil [114, 118]

Neon,
10

Ne1þ,
1s–2p

1.46 15

0.4 mJ
tr X-pulse,

100 fs,

5 J, 1017

W/cm2

foil, 5mm�
1 cm
area

[119]

Neon,
10

Ne1þ,
1s–2p

1.46 �10 tr X-pulse,
50 fs,
3 J,

foil,
10mm �
1 cm

[111, 112]

Na, 11 Naþ,
2p53s–
2p6

37.2 
 20 tr X-pulse,

 1 ps,

3� 1013

W/cm2

foil,
100 mm�
1 cm

[120]
[121]
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2.5 Photoresonant Pumping

Photoresonant XRL schemes are an interesting approach that is described by
the relation

Z0
iþ þ hv! Zu

iþ (48)

The level diagram is quite similar to that of electron collisional excitation
(x2.1) with the exciting electron replaced by a photon. It follows that this
scheme requires one source (plasma) of an intense line at a wavelength well
matched to the wavelength of the transition activating laser levels in a second
plasma being the lasing material. In principle this could be an advantage since
the pumping rate and the specific upper laser level could be controlled by the
photon flux and chosen wavelength. Conceptually the separated photon source
resembles the pump laser or flash-lamp, common in conventional optical lasers.

However, in practice the requirements of an exact line matching as well as
high flux of pumping photons are difficult to fulfil. Although numerous line
coincidences have been found (for example, between potential lasing lines in
various ions and strong pump lines from H-like, He-like and Li-like ions listed
in [4]) it was up to now difficult to realize an efficient photon coupling between
both plasmas that could lead to high amplification on the lasing transition.

In the year 1996 another type of photopumping was proposed called self-
photopumping of a strong emission line in an optically thick plasma [122]. It
predicts a strong lasing on a specific transition for neon-like ions (3d1P1!
3d1P1). The same mechanism allows for lasing in Ni-like ions and gain up to g
� 13 cm–1 was demonstrated in nickel-like Mo, Nb and Zr ions [123, 124]. The
level scheme of the self-photopump excitation of the 4f 1P1!4d 1P1 Ni-like Mo
X-ray laser at 22.6 nm is shown in Fig. 26 [124, Fig. 1]. The self-photopumping
rate of the 4f 1P1 level from the ground level 3d 1S0 is one order of magnitude
higher than those for collisional pumping.

However, this new line was never observed to be stronger than the principal,
collisionally excited 4d 1S0! 4p 1P1 line. Up to now no real short pulse pumped

f4 1P1

d3 1S0

mn 45.3d4 1P1

gnisaL
noitisnart

6 nm.22

p4

f4

Fig. 26 Energy level
diagram for a nickel-like
4f 1P1–4d

1P1 Mo-XRL at
22.6 nm. Lasing is caused by
the strong photopumping
from the 3d1S0 ground level
populating the 4f 1P1 upper
laser level [122]
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X-ray laser was realized that uses photo-pumping excitation as the main pump
mechanism (Table 7).

2.6 Recent Developments

Longitudinal pump geometry for collisional soft X-ray lasers was proposed in
1998 [125] and this proposal was further improved by applying oblique or
grazing incidence irradiation geometries with an incidence angle of 838 [126].
This scheme was the starting point to further development and the first colli-
sionally pumped soft X-ray laser in GRIP (GRazing Incidence Pumping) geo-
metry has been demonstrated in 2004with a pump energy of 150mJ at a
repetition rate of 10Hz [127].

2.6.1 Soft X-Ray Lasers in GRIP Geometry

The GRIP arrangement belongs to the double pulse irradiation technique of the
short wavelength lasers with transient inversion. The first, long (a few hundreds
of picoseconds) pulse creates a plasma column and after an optimized delay a
short (a few of picoseconds) pulse irradiates this plasma under grazing incidence
angle and rapidly heats it. The GRIP geometry is characterized by a large
incidence angle of the heating pulse with a value between 60 and 75degrees
(measured to the normal to the target surface). This angle is optimized to avoid
penetration of the pump radiation into the very high-density area in the neigh-
bourhood of the critical surface (ncr�2�1021 cm–3). In the traditional lateral
irradiation a lot of the delivered energy is deposited there and cannot be used in
the amplification process, which occurs in the density range nampl�1020 cm–3. The
GRIP offers, by variation of the incidence angle, a control over the area in
which the major part of the delivered energy will be deposited. Moreover, in
such an irradiation geometry a part of the pump beam is deflected on the plasma
density gradient. The deflected part of the beam overlaps the rest of the incident
beam (see Fig. 27). This can additionally increase the energy deposited in the
active medium.

Three experiments with different pump parameters have been recently con-
ducted [128, 129, 130] but strong irrefragable saturation has been demonstrated
only with a total pump energy of 1.2 J [129]. The other two experiments
performed at lower pump energies helped to define threshold conditions for

Table 7 Realized self-photo-pumpedNi-like XRLs at 4f 1P1!4d 1P1 [122, 34]

Z Transition Wavelengths [nm] Literature

Zr, 40 4f 1P1!4d 1P1 27.10 [122]

Nb, 41 4f 1P1!4d 1P1 26.64 [122]

Mo, 42 4f 1P1!4d 1P1 22.60 [122]

Ag, 47 4f 1P1!4d 1P1 16.05 [35]
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lasing and demonstrated dependence of the output signal on the pump pulse
intensity. The highest measured output energy was about 1 mJ (close to the
theoretical expectation) and this indicates that no dramatic increase in the
conversion efficiency, understood as ratio of the output to the input signals
can be expected. This is, at the first glance, in apparent contradiction with
reduction in the pump energy observed. However, many parameters of the
created plasma depend on intensity/fluence of the pumped radiation and con-
servation of the optimum pump conditions requires reduction in the volume of
the created plasma plume, parallel to the energy reduction. This reduction in the
volume of active medium, on the other hand, reduces output signal and hinders
a significant increase in the conversion efficiency. In fact, this interplay between
reduction in the pump energy and decreasing active volume was observed in the
progress on X-ray lasers during the last decade. The GRIP arrangement offers a
breakthrough in control over the energy deposition. By choice of the incidence
angle the pump radiation can sample the plasma areas of specific optimized
density. As a result of the reduction in required pump energy, titanium:sapphire
laser technology could be, for the first time, used for X-ray lasers pumping and
the same a repetitive XRLwith an energy in a single pulse of 1 mJ and an average
power of 10 mW became the fact.

2.6.2 XMOPA

The limited output energy in the GRIP arrangement, being a consequence of
the pump conditions, has enforced search for new solutions enabling output
energies sufficiently high to be suitable for applications. One of the feasible
solutions is using the X-ray laser active medium as an amplifier seeded by a
short wavelength oscillator. This setup follows the known Master Oscillator-
Power Amplifier (MOPA) arrangement in the optical range. For such a
MOPA in the XUV spectral region (XMOPA) high harmonics (HH) seem to
be an ideal candidate as the oscillator since they have in principle controllable,
bandwidths/pulse duration, polarization, beam profile and relative high
photon numbers. The idea was for the first time tested 10 years ago with
gallium as the amplifying medium [131]. The development in OFI lasers

Fig. 27 The principle of the
GRIP pump arrangement
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caused a revival of this idea [132]. In the latest experiment radiation at a

wavelength of 32.8 nm with the output pulse duration of 500 fs have been

reported. The advent of the GRIP-lasers strengthens the interest in XMOPA

as such lasers offer repetitively driven active medium with a high saturation

parameter and the same high extractable energy. These two techniques

(GRIPþXMOPA) combine efficient pump energy deposition and efficient

energy extraction. The energy extraction is more efficient, as the amplification

process in the amplifier begins at a level significantly higher than the sponta-

neous noise being the starting point of the amplification process in conven-

tional XRLs. For efficient energy extraction the seeding signal should be

significantly higher than the saturation parameter ES. This is a very challen-

ging task in the XUV spectral range well below 20 nm. The saturation intensity

of the laser transitions in collisional soft X-ray lasers is about 1010W/cm2. As

a result, the seed should have a very high photon density over a reasonably big

area to fulfil the formulated requirement. This becomes increasingly difficult

for decreasing wavelengths, as the efficiency of high harmonics scales with the

wavelength as !–5. Moreover, there is a mismatch between the narrow line-

width of the amplifying medium and a broad bandwidth of the injected

harmonic signal. These are severe constraints on the scheme which have to

be solved to realize an efficient XMOPA scheme. An output with a very high

coherence level, defined polarization of the output radiation and subpicose-

cond output pulses make XMOPA arrangement a very advantageous, even if

difficult, scheme.

3 Applications

The large quasi-steady-state X-ray lasers driven by long (<100 ps) and energetic
(> 20 J) pumping pulses were used for longer than one decade in selected single

shot (one shot each 10–30min) applications. The output pulses of these lasers

delivered energy of several tens of millijoules in a wavelength range between 4

and 30 nm. This situation will certainly not change in the near future, because

driving lasers with these parameters and even with a moderate repetition rate

are out of the present technological possibilities. However, it is worth noting

that there are several projects for high-energy lasers with repetition rates in the

Hz-range, which could help to overcome these constraints. In contrast to that a

remarkable progress has been made in the last few years in several important

aspects of the development of compact and practical soft X-ray lasers. A very

compact capillary discharge system has been operated at 46.9 nm (26.5 eV)

producing millijoule level pulses of 50–100 ps with a 4Hz repetition rate and

an average power per unit bandwidth that is comparable to values of third

generation synchrotron beam line, and a peak coherent power that is several

orders of magnitude larger.
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Short pulse-driven transient collisional X-ray lasers pumped with short

pulses of energy lower than 10 J have been demonstrated in saturation at the

wavelength range between 30 and 10 nm. These table-top-like systems have an

output energy exceeding 10 microjoules. Saturated OFI lasers operating at

repetition rate of 10Hz and at the wavelengths of 41.8 and 32.4 nm delivered

coherent pulses with the energy of several tens of nanojoules.
The knowledge of the XRL radiative properties like pulse energy, duration,

source size, beam divergence, bandwidth, as well as spatial coherence or in a

common unit their brilliance (brightness) B is highly important for any kind of the

application. In Fig. 28 a comparison with different X-ray radiation sources is given.
The average XRL-brilliance is presently far from the potential high value.

This is mainly caused by the lack of short pulse pump lasers with the desired

average power of� 100W at pulse energies of several Joules. It is expected that

both the optimization of the excitation efficiency of the X-ray lasers as well as

the development of pump lasers with higher repetition rate that is in progress

will soon lead to further reduction in the size, complexity and costs of XRLs.

Therefore a widespread use of these coherent sources in numerous scientific and

technological applications is expected in the coming years. Some X-ray lasers

have already been used for numerous applications demonstrating their poten-

tial as coherent and (partially) short pulse X-ray sources.
Even though a lot of the applications have been performed with quasi-

stationary X-ray lasers which are out of the scope of this contribution a short

review is given here.
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3.1 Diagnostics with XRL

Owing to their high brightness, X-ray lasers are well suited as a diagnostic tool

in interferometry, microscopy, and reflectometry [132, 133, 134, 135]. Imaging

biological samples requires short wavelengths near the ‘‘water window’’ cover-

ing the range between 2.3 and 4.4 nm. In this wavelength range the contrast

between water and carbon-containing substrates (DNA, proteins, etc.) is very

high and in situ microscopy of wet (living) samples is possible.
Ni-like lasers have been demonstrated [12, 13] in and near the ‘‘water win-

dow’’. Wavelengths just longer than the carbon K-edge are also of interest.

However, for laboratory use the size and cost of the driving laser for the Ni-like

systems must be remarkably reduced. For X-ray holography, the maximum

scattering of carbon-containing structures in water is expected to be just above

4.4 nm [14]. It has been shown that for X-ray holography the X-ray dosage

received by a cell is minimized for a given image resolution if the illumination

wavelength is near to the long wavelength side of the carbon K-edge [14, 136].

This is also a suitable wavelength for imaging of gold-tagged biological speci-

mens [137]. Whereas very interesting biological studies could be conducted

using the presently available XRLs at l =10–20 nm, crystallography and

semiconductors-related research require compact X-ray sources operating at

1 nm or shorter. Scaling of short pulse-driven recombination XRLs on transi-

tion into the ground state could solve this problem and seems to be a promising

alternative to the inner-shell laser in this wavelength range.
With the upcoming EUV-lithography at wavelengths of approximately

13 nm, X-ray lasers emitting pulses in this range (i.e. collisional Ni-like Ag-

XRL at 13.9 nm) could become an attraction as a source for precision reflecto-

metry, interferometry or other domains of metrology on samples at lithography

facilities. Particularly XRLs with high repetition rates could be important here

as well as for most pump/probe experiments and for many material science

experiments, such as photoelectron spectroscopy. In general, for many pump/

probe and time-dependent experiments, a high repetition rate X-ray laser

(transient collisional, recombination or OFI-XRL) would be more useful and

much less expensive than a synchrotron or a FEL. OFI-XRLs of recombination

type could be an interesting tool for time-resolved photoelectron spectroscopy

of surfaces. Continuous tunability, which is not obtainable with XRLs, is not

required, because the energy of the ejected photoelectrons is measured to

determine the binding energy for a given photon energy. The photon energy is

known accurately because of the narrow bandwidth (�l/l = 10–4–10–6) of the

XRL. The output energy of the XRL should be of a mJ-level.
Many experiments like photoelectron spectroscopy or nonlinear optics in the

soft X-ray range need a high X-ray intensity. Therefore, development of suited

focussing optics is necessary and the first adaptive optics for the correction of

the wavefront of X-ray laser pulses for the interesting 13 nm range was reported

recently [138].
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3.2 Interferometry

Short pulse XRLs are required for probing high-density, laser-produced plasmas.

Large plasmas (of 3mm size) with electron peak densities ne � 4�1021 cm–3 can

be probed only by XUV/X wavelengths, because an optical laser radiation

cannot propagate through the plasma at such high densities.
The first XRL-based interferometry of a high-density plasmawas reported in

1995 [139, 140] using a Mach–Zehnder-type interferometer working with a

15.5 nm neon-like yttrium laser. However, this method, based on an amplitude

division technique, needs plane X-ray beam splitters of very high optical quality

(flatness <l/20 over the aperture). This requirement can be fulfilled at present

only for wavelength between 13 and 15 nm due to the Mo–Si multilayer tech-

nology developed for the EUV-lithography. A setup of an XRL Michelson

interferometer is shown in Fig. 29.
Another promising method is the wave front division technique by a shaped

mirror, first realized with XUV synchrotron radiation [141]. This method is

nearly wavelength independent, since the reflection at the mirror is under

grazing incidence. X-ray beam division can also be realized by a Fresnel

bimirror. This, however, requires a high spatial coherence of the beam to

produce interference fringes. A successful experiment was demonstrated in

[142] with a Ne-like Zinc-XRL at 21.2 nm [143] using a Fresnel bimirror con-

sisting of two mirrors arranged as a ‘‘ridged roof’’ with a small angle between

them. An interferometer of this type was used for an in situ investigation of

electric field-induced breakdown on one of the surfaces of a Niobium-bimorph

mirror [144]. In principle X-ray laser-based XUV interferometry appears to be a

powerful tool to investigate any stressed surfaces (with high flatness) and could

be of great importance for thin-layer technology and controlling of electronic

components.

rotcetedD2
DCC/PCM

X-mirror Laser pulse

Plasma

X
-m

irr
or

Target

X-beam
splitter

from X-ray
laser

Fig. 29 Setup of
Michelson-type
interferometer to probe
dynamics of a laser
pulse-driven plasma. The
XRL beam can diagnose
regions of higher electron
density than that of optical
lasers according to nec [cm

–3]
= 1.11�1021/l2 [mm], with
l-XRL wavelength (see
also (2))
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3.3 Reflectometry

An important application of theXRLwould be the determination ofXUVoptical
constants by reflectometry [145]. In this method optical constants at each wave-
length can be found by fitting the measured angular dependence of the reflectivity
with the Fresnel formula [136]. This method can in principle provide not only
optical constants of the bulk material but also information about the surface
characteristics (i.e. additional oxide surface layers) of the sample, and could thus
be well suited for measurement of the reflectivity of EUV-coatings. Using a
high repetition rate table-top capillary discharge Ne-like Ar X-ray laser at
46.9 nm (26.5 eV) with an average power of up to 1mW [18] optical constants
for Si, GaP, InP, GaAs, GaAsP and Ir were determined. The high intensity of a
X-ray laser is an advantage for accurate measurements of the reflectivity at near-
normal incidence, where the reflectivity of most materials is low.

3.4 Excitation of Nonlinear Processes

X-ray lasers can, owing to their high peak power (brightness), in principle cause
efficient excitation processes that cannot be observed with other incoherent X-
sources or high harmonics. Multiphoton processes as well as nonlinear laser
matter interaction in the soft X-ray range need high intensities, which to date
can be delivered in principle only by XRLs (or XUV-free electron lasers).
Multiphoton inner-shell spectroscopy, XUV nonlinear optics to generate new
short wavelength are in the focus of interest. Also application of such processes
to metrology (measurements of ultrashort XUV pulses using correlation tech-
niques) seems to be possible.

An interesting elementary process that needs demonstration is the two-
photon ionization of 4d inner-shell electrons in Xe. Among others, intense X-
ray laser pulses could also be interesting for the study of the ionization
dynamics in clusters. Also macroscopic effects, like the direct pumping of
photoionization XRLs or inner-shell XRLs might be realized using bright X-
ray lasers as pump source (see x 2.4, 2.5), even though the overall efficiency of
this process is expected to be very small.

Study of the excitation of luminescence processes for example in ionic crystals
appears as another interesting application aspect. These crystals have a great
potential for various practical applications, like scintillation detectors for medical
and nuclear applications as also for radiography and crystallography. Studies on
UV luminescence of CsI with 58.4 eV photons of a 21.2nm Zinc-XRL were
reported in [145]. Short XRL pulses could allow for ‘‘instantaneous’’ production
of the luminescence or for study on nonlinear effects in the luminescence efficiency.

With the advent of new state-of-the-art diffractive optics (i.e. Bragg–Fresnel
lenses, which are practically free of geometrical aberrations [146]) or adaptive
mirrors it seems to be possible to focus the X-ray laser beam down to several
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microns, thus improving the spatial resolution and enlarging the intensity.
Therefore, intensities of �1013 W/cm2 should be soon possible in a focal spot
of an XRL. At these intensities very dense plasmas could be produced, with the
properties different from those produced by optical laser pulses allowing studies
on warm dense matter (Table 8).
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5. P. Jaeglé, ‘‘Coherent Sources of XUV Radiation: Soft X-Ray Lasers and High-Order

Harmonic Generation’’, Springer Series in Optical Sciences (2006)
6. A.G. Michette and C.J. Buckley Eds. (Iop Publishing, 1993) ‘‘X-Ray Science and Tech-

nology’’ (1993)
7. J.J. Rocca, ‘‘Table-top soft x-ray-lasers’’, Rev. Sci. Instrum., 70, 3799 (1999)
8. A. Siegman, Lasers, University Science Books, Sausalito (1986)
9. R.C. Elton Appl. Opt. 14, 97 (1975)

10. G.J. Linford. E.R. Peressini, W.R. Sooey, M.L.Spaeth, Appl. Opt. 13, 379 (1974)
11. R.A. London, Phys. Fluids 31, 184 (1988)
12. Mac Gowan et al., Phys. Rev. Lett. 65, 2374 (1990)
13. B.J. Mac Gowan et al., Phys. Fluids B 4, 2323 (1992), and references cited therein
14. R.A. London, M.D. Rosen, J.E. Trebes, Appl. Opt. 28, 3397 (1989)
15. A. Carillon et al., Phys. Rev. Lett 68, 2917 (1992)
16. J.A. Koch et al, Phys. Rev. Lett. 68, 3291 (1992)
17. J.J Rocca, V. Shlyaptsev, F.G. Tomasel et al., Phys. Rev.Lett. 73, 2192 (1994)
18. B.R. Benware, C.D. Macchietto, C.H. Moreno, J.J. Rocca, Phys. Rev. Lett. 81, 5804

(1998)
19. M.C. Marconi, J.L.A. Chilla, C.H. Moreno et al., Phys. Rev. Lett. 79, 2799 (1997) coherence
20. M.P. Kalachnikov et al., Phys. Rev. A 57, 4778 (1998)
21. P.J. Warwick et al., J. Opt. Soc. Am. B 15, 1808 (1998)
22. A. Yariv and R.C.C. Leite, J. Appl. Phys. 34, 3410 (1963)
23. J.P. Apruzese et al., SPIE Proc. 875, 2 (1988)
24. J.A. Koch et.al. Phys. Rev. A 50, 2 1877 (1994)
25. T. Fujimoto, J. Phys. Soc. Jpn 54, 2905 (1980)
26. A. Klisnick et al., J. Opt. Soc. Am. B 17, 1093 (2000)
27. M. Born E. Wolf, Principles of Optics, 7th ed, Cambridge University Press, Cambridge

(1999)
28. T. Ditmire, M.H.R. Hutchnison, M. Key et al., Phys. Rev. A 51, R4337 (1995)
29. Y. Liu et.al. Phys. Rev. A 63, 033802 (2001)
30. MBI unpublished (2003)
31. R.A. London, Phys. Fluids 31, 184 (1988)
32. E.E. Fill, Opt. Commun. 67, 441 (1988)
33. J.A. Chilla, J.J. Rocca, J. Opt. Soc. Am. B 13, 2841 (1996)
34. J. Kuba, Doctor Thesis, Universite Paris XI, 19 October (2001)
35. Y.V.Afanasyev, V.N. Shlyaptsev, Sov. J. Quantum Electron. 19, 1606 (1989)
36. B.J. Mac Gowan et al., Phys. Rev. Lett 59, 2157 (1987)
37. J.H Scofield et al., Physica scripta 46, 361 (1992)
38. J. Dunn et al., Phys. Rev. Lett. 80, 2825 (1998)
39. P.V. Nickles, V. Shlyaptsev, M. Kalachnikov et al., Phys. Rev. Lett. 78, 2748 (1997)
40. V.N. Shlyaptsev et al., Proc. SPIE 2012, 111 (1993)
41. P.V. Nickles et al., Proc. SPIE 2520, 373 (1995)
42. J. Dunn, Y. Li, et al., Phys. Rev. Lett. 84, 4834 (2000)
43. K.A. Janulewicz, A. Lucianetti, G. Priebe, W. Sandner, P.V. Nickles, Phys. Rev.A, 68,

051802(R) (2003)
44. P.V. Nickles, K.A. Janulewicz, F. Bortolotto et al., Proc. SPIE Conferences, 3776,

Denver (1999)
45. K.A. Janulewicz, J.J. Rocca, F. Bortolotto et al., C.R. Acad. Scien.,1, Ser IV, 1083 (2000)
46. J.C. Moreno, J. Nilsen, L.B. Da Silva, Optics Commun. 110, 585 (1994)
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Time-Resolved X-Ray Science: Emergence

of X-Ray Beams Using Laser Systems

Antoine Rousse and Kim Ta Phuoc

1 Introduction

Light is a very powerful tool to study matter, and many types of light facilities

covering a wide spectral range exist to meet an increasing demand from users

coming from many fields of research and industry. From the application point

of view, there are strong demands of ultrashort optical pulses. These demands

are being met by the European pool of laser facilities. There are also very strong

demands for intense beams of X-rays, which are being met by the increasing

pool of European accelerator-based sources, like synchrotrons and insertion

devices (undulators and wigglers) at electron storage rings.
However, there are also increasing demands from users requesting the com-

bination of the above properties, ultrafast (femtosecond), intense, collimated

X-ray pulses (�10 keV) [1, 2]. In addition, these users frequently request that the
ultrafast X-ray pulses can be perfectly synchronized with other optical or X-ray

pulses to allow time-resolved pump-probe investigations.Many approaches are

being explored and/or planned to meet these demands from the accelerator

community. These approaches are all involving very large and costly installa-

tions and with different technical difficulties. Producing a high enough X-ray

flux within 100 fs for applications, together with a perfect synchronization with

an external optical or X-ray pulse, represents significant technical challenges in

most of these approaches.
On the other side, intense and ultrafast laser systems can be used to produce

secondary radiative sources from laser–matter interaction. Three main types of

laser-based X-ray sources, demonstrated now for more than 10 years, currently

exist. High harmonic generation [3, 4] and XUV lasers [5] can produce colli-

mated beams but not in the X-ray range (> 1 keV). Characteristic line emission

from laser-produced plasmas can be in the X-ray range [6], but not collimated.

During the past decade, there has been a race to produce beams of X-rays, with
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the additional properties of spectral tunability and ultrashort pulse duration.
However, none of the above laser-based sources have been able to offer these
capabilities. A conceptually new strategy must therefore be used to generate
beams of ultrafast X-rays.

By using relativistic laser plasma interaction, we have demonstrated a
novel and different approach that meets the users demands for synchronized
ultrafast X-ray beams. Recent results obtained at LOA demonstrate how an
innovative source of X-ray radiation can be developed from the marriage of
laser expertise and synchrotron radiation concepts [7, 8]. It relies on a milli-
meter scale laser-produced plasma unit that creates, accelerates, and wiggle a
relativistic and ultrafast electron beam. This method announced a new class
of infrastructure to be developed in the future, combining the specific proper-
ties of compact ultrafast lasers and energetic accelerator-based devices; the
objective being to produce collimated beams of intense femtosecond X-ray
pulses, with duration shorter by orders of magnitude compared with most
present-day large-scale instruments.

Fundamentally new X-ray radiation properties would then be provided to
the user’s community to realize their experiments. In particular, it has been
shown that users need a tool to probe the dynamics of matter with ultrafast
time resolution [9, 10]. To that purpose, four fundamental technological
issues should be fulfilled: 10 keV X-rays in a beam (mrad) to provide enough
flux onto the sample; broadband and tunable X-rays for absorption or
diffraction studies; femtosecond X-ray bursts to get the time resolution;
perfect synchronization between the X-ray probing beam and the onset of
the reaction.

The novel laser-based solutions can fulfil all these requirements. In particu-
lar, the use of lasers offers the unique power to naturally meet the last issue. The
same laser system can be used for both the excitation of a sample and the
production of the X-ray beam, ensuring an intrinsic synchronization even on
an ultrafast (femtosecond) timescale.

2 Laser-Based X-Ray Beam

2.1 Principle

In laser wakefield accelerators [11], the ponderomotive force of an intense
femtosecond laser pulse generates, as it propagates in an underdense plasma,
a large amplitude wakefield plasma wave (Fig. 1). This wake can break, trap
plasma electrons, and accelerate ultrashort pulse duration electron bunch to
high energies (a few hundreds of MeV) on only a millimeter distance scale [12].
A particularly efficient mechanism for wakefield generation occurs in the
parameter regime corresponding to ultrashort laser pulses (30 fs), called the
forced laser wakefield regime, which has been studied experimentally [13] as
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well as with 3D particle-in-cell (PIC) simulations [13, 14]. In this regime, the
wake has an electron-density depression right behind the laser pulse, leading to
the formation of an ion column [15, 16, 17]. In addition to the longitudinal
electrostatic field responsible for the acceleration, this charge displacement also
results in a strong radial electrostatic field.

Therefore, as the relativistic electrons propagate through these fields, they
can undergo oscillations – called betatron oscillations – at a frequency given
by !b ¼ !p=

ffiffiffiffiffiffi
2�
p

. Here !p is the plasma frequency and � the relativistic factor
of the electron. As in a conventional synchrotron, this oscillatory relativistic
transverse motion produces a collimated X-ray beam [15, 16, 18, 19].
However, because the wavelength of the wiggler can be much shorter in a
laser–plasma interaction (micron-scale length) than in a synchrotron based
on permanent magnets (centimeter-scale length), the distance required to
produce a bright X-ray beam is much shorter (on the scale of millimeters,
rather than 10 m); the required energy of the electron beam is also much lower
(MeV, instead ofGeV).

Fig. 1 Principle of the betatron X-ray source. Energetic electrons are accelerated by wakefield
in a laser-produced ion channel. They experience the transverse electrostatic field of the
channel, make betatron oscillations, and emit collimated beam of synchrotron radiation in
the X-ray spectral domain. (a) Plot of the transverse force due to the space charge separation
calculated from PIC simulation. (b) Electronic density plot of the plasma produced by the
laser. The ion cavity as well as the accelerated electron beam (encircled in red) can be seen in
the wake of the laser propagating in the gas jet

Time-Resolved X-Ray Science 381



The oscillatory motion of the relativistic electron in the ion channel is

comparable to that of an electron oscillating in an insertion device (undulator

or wiggler) of a synchrotron. Here, the ion channel acts as a wiggler – or

undulator – with a period lb and a strength parameter K given by K ¼ �kbr0.
Consequently, as in a conventional insertion device, synchrotron radiation is

emitted by the relativistic electron. The electron trajectory mainly determines

the divergence of the produced radiation. It consists of a narrow cone of

divergence � ¼ K=� directed in the forward direction. The radiation is emitted

in regimes that are distinguished by the strength parameter K. For K, the

electron motion is near the axis and has a weak amplitude. The ion cavity

then acts as an undulator, and the radiation is primarily emitted at the funda-

mental frequency:

!f ¼ !bð2�2Þ ¼ ð2=
ffiffiffi
2
p
Þ!p�

3=2;

which corresponds to the betatron frequency Doppler shifted in the laboratory

reference frame. For K > 1, the amplitude of the electron motion is increased,

the plasma then acts as a wiggler, high harmonics are radiated, and broadband

radiation is produced. In that case, the spectrum is described by the function

Sð!=!cÞ, characteristic of the synchrotron radiation [20]. In that case, the

spectral intensity grows up to a frequency given by

wc ¼ ð3=2Þ�3c=R ¼ ð3=2Þ�3cr0k2b;

where R ¼ 1=ðr0k2bÞ is the transverse amplitude of the electron path, and then

exponentially decreases. We have calculated the radiation emitted by the elec-

tron oscillating in the ion channel by using the trajectories of the oscillating

electron (obtained by the numerical integration of the equation of the electron

motion in the ion channel) from the general expression of the spectral flux d2I
d!d�

emitted in the direction of observation n [20].
We first used a test-particle simulation to calculate the radiation produced

by relativistic electrons oscillating in an ion channel. The spectrumof the

radiation estimated on the laser axis (in the propagation direction) is pre-

sented in Fig. 2 for the sets of parameters ( � ¼ 20, r0=0.1) K=0.18 and

(� ¼ 20, r0=3) K=0.94. For K=0.018 and � ¼ 20, the radiation is emitted in

the undulator regime at the fundamental frequency: !=!p ¼ 126:5. For K

close to 1, the first few harmonics appear. For larger K, the radiation is

emitted in the wiggler regime and has a broadband spectrum. If we consider

electrons accelerated in a plasma by wakefield with energies extending up to

200MeV, Fig. 2 represents the spectrum obtained from more accurate PIC

simulations for K > 1.
For a more accurate description of the interaction, the acceleration of the

electrons, and the radiation they emit, we have used a 3D particle in cell code. In

this code, it is supposed that at any given moment of time, the relativistic
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electron emits, along its momentum direction, a radiation spectrum defined by

the function Sð!=!cÞ. The trajectories of each electron are described and used to
calculate the emission during the interaction. The emitted radiation, exerting a

recoil on the electron [16], is included in the equations of the electron motion. In

the calculation, the following parameters are used: Gaussian laser pulse with a

wavelength l ¼ 0:820 nm, a laser pulse duration of 30 fs, a focal spot of 18 mm,

and an initial normalized potential vector a0=1.2. For these parameters, the

laser power exceeds the critical power for relativistic self-focusing. The PIC

simulation shows that the laser beam self-focuses, and a0 is slightly increased in

the plasma. As the laser propagates in the plasma, it leaves a large-amplitude

plasma wave in which electrons are trapped and accelerated up to about

100MeV and an ion channel almost free of background electrons. In the

channel, the simulation shows that the electrons undergo betatron oscillations

with an amplitude of a few microns and produce a beam of keV X-rays. The

maximum X-ray emission is observed for an electronic density of ne=1 �
1019 cm�3. At this density, the wake amplitude maximizes because the laser

pulse duration resonantly fits the relativistically corrected plasma wave period

Tp ¼ 2p=!p.
The X-ray spectrum obtained from the PIC simulation (Fig. 2) is represented

as a function of the observation angle, for the optimal plasma density

(ne ¼ 1� 1019 cm�3Þ, and for a laser propagation distance of 3mm. It gives

the number of X-ray photons emitted within 0.1% of the energy bandwidth per

solid angle 2p sin �d�. The energy and the angle � axes are logarithmically

scaled. In this parameter regime, the expected spectrum is a continuum that

extends from eV to a few tens of keV, with a maximum of the X-ray emission

Fig. 2 Spectrum of the expected radiation as a function of the K parameter, the energy of the
electrons (�), and the amplitude of the betatron oscillation (r0)
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located in the energy range of 1 keV, and the divergence of the X-ray beam is
about 50 mrad (� ¼ K=�) full width at half maximum (FWHM).

The average number of photons with mean energy !c emitted by one electron
is given by [15], N� ¼ 5:6� 10�3N0K, where N0 is the number of betatron
oscillations undergone by the electron. For � ¼ 60, ne=1� 1019 cm�3, and an
amplitude of oscillation r0 = 5 mm (obtained from PIC simulation), an X-ray
beam providing 8� 10�2 photons/electron/betatron oscillation centered at an
energy around 1 keV within a full divergence of 300 mrad could be produced.
For properly chosen parameters, it is therefore expected to generate an intense
beam of keV radiation during the relativistic laser–plasma interaction.

2.2 Experiments

Betatron X-ray emission was observed for the first time at the Laboratoire
d’Optique Applique (LOA) using a titanium-doped sapphire (Ti:sapphire) laser
operating at 10Hz with a wavelength 0–820 nm in chirped-pulse amplification
mode [21]. The laser delivered energies up to 1 J on target in 30 fs, with a linear
horizontal polarization. The laser beam was focused at laser intensities on the
order of 3� 1018 W=cm2, for which the corresponding normalized vector
potential a0 is 1.2. The X-ray radiation produced in the plasma was measured
using a cooled X-ray CCD camera placed directly on the laser axis without any
focusing X-ray optic as shown in Fig. 3. For all the measurement, a 25 mm

Fig. 3 Experimental setup used for the betatron experiment. Permanent magnets are used
simultaneously to deviate off-axis the accelerated electron beam to keep the X-ray detection
unperturbed and to provide the spectral distribution in the electron bunch. The figure also
shows the CCD picture of the X-ray beam and of the electron spectrum for an electronic
density of the gas jet of 1019cm�3
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beryllium filter is kept in front of the CCD camera to block any radiation below
0.8 keV. Permanent magnets (1 T along 10 cm) are inserted between the plasma
and the X-ray CCD to deviate off-axis the accelerated charged particles. Even if
the most energetic electrons are still recorded onto the detector, they are
significantly out of the X-ray axis. The spectrum of the radiation was estimated
by using an additional set of filters.

As can be seen in Fig. 3, a beam of keV X-ray radiation was observed. The
radiation is intense, broadband in the keV spectral range, and confined in the
forward direction within a 20 mrad cone (FWHM) for the best shot (Fig. 3).
The properties of this X-ray beam are in a good agreement with the synchro-
tron radiation emitted by the trapped electrons undergoing betatron
oscillations in an ion channel as it is described by the numerical simulations
(see previous section). The spectral distribution of the radiation was mea-
sured from 1 to 10 keV by placing a set of Be, Al, Sn, and Nb filters in front of
the detector. The spectral resolution was limited by the bandwidths of the
filters. The spectrum decreases exponentially from 1 to 10 keV. The total
number of photons (integrated over the bandwidths of the filters and over the
divergence of the X-ray beam) is found to be more than 108 photons (per
shot/solid angle at 0.1% BW).

The most important feature of the observed X-ray emission is its collimation
in a low-divergence beam centered onto the laser axis. It strongly depends on
the electron density and goes from 20 to 50 mrad (FWHM) as ne is increased
from ne ¼ 8� 1018 to 1:1� 1019cm�3. At larger densities, the X-ray beam
divergence is further increased. This feature can be correlated to the K para-
meter which increases as ne is increased. It is also strongly linked to the
divergence of the electron beam for which similar dependencies are observed.
The X-ray beam divergence, averaged over more than ten shots, is found to be
50� 20 mrad at FWHM.

Another unique feature of this X-ray beam is its intensity as a function of the
electron density of the plasma. It is found to be sharply peaked at
ne ¼ 1:1� 1019 cm�3 as shown in Fig. 4. Below this critical density, the X-ray
signal rapidly vanishes mainly because the number of trapped electrons is too
low. This is confirmed in the experiment for which no electrons were detected by
the spectrometer. At larger densities, the X-ray signal drops down and a plateau
is reached. For these experimental conditions, the resulting amplitude of the
plasma wave becomes too weak. The pulse must first be modulated and addi-
tional laser energy would be needed. As a result, the temperature of the electron
beam decreases and its divergence increases.

2.3 Comparison with Other Ultrafast X-Ray Sources

Very large-scale instruments are under consideration in the accelerator com-
munity to provide femtosecond X-ray beams. The great potential of ultrafast
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X-ray techniques is one of the major arguments to build energy recovery

LINAC (ERL, linear accelerator) and free electron lasers (FEL) using the

SASE (self-amplified spontaneous emission) scheme. They are based on the

production of ultrafast and highly energetic electron beams (few 10GeVs

range). These projects (LCLS at Stanford-USA, TESLA at DESY-Germany)

plan to produce femtosecond X-rays in the few 10 keV spectral range with very

high brightness. First experiments are presently performed at Stanford (SPPS)

with the use of the large-scale LINAC to test the production of ultrafast

synchrotron radiation with electron beams compressed in time. This installa-

tion will run for a short period of time (2004 - 2006).
In order to overcome the current limitations of the third generation of

synchrotrons (few 10 ps X-ray bursts), new experimental techniques aiming to

cut a slice of subpicosecond X-rays from a single, several tens of picoseconds

synchrotron X-ray pulse recently appeared. In a method developed at the ALS

(Berkeley, USA), where the X-ray pulse duration is 30 ps, slicing of a few

hundred femtosecond electron bunch is realized within the long electron

bunch using a laser.

Fig. 4 Betatron X-ray intensity and spatial distribution in the beam as a function of the
electronic density of the gas jet. X-ray beam generation is strongly dependent on the electronic
density of the plasma. The PIC simulations are represented by the dot–dashed line
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Finally, smaller scale projects rely on the Compton diffusion of lasers on

electron beams generated frommoderate LINAC energies (few 10MeVs) like at

LLNL (Livermore, USA) and APS (Chicago, USA).
The following important remarks can be made about these projects: Despite

their high flux, X-ray FEL and ERL facilities are not foreseen within the next

few years (except at LCLS). Beam time will be in addition very limited. Inter-

mediate (and alternative) solutions should be investigated and explored

considering the long-term duration of these projects. LINAC-based facilities

(FEL, ERL, SPPS, LLNL, andAPS) do not have intrinsic synchronizationwith

the laser used to trigger a reaction in the femtosecond timescale. However, post-

synchronization techniques are under investigation (in the frame of the SPPS

project) to reach the required time resolution. Slicing projects provide X-ray

flux limited to the current charge contained by the electron bunch already setup

in the third-generation synchrotron. As a consequence, X-ray flux cannot be

scaled up. This technique will benefit from the high-repetition-rate laser systems

to increase their average brightness.
Figs. 4 and 5 show the X-ray flux and average brightness of the existing or

scheduled femtosecond X-ray sources. The brightness of the betatron X-ray

radiation can be estimated from the pulse duration and the size of the X-ray

source (20 mm � 20 mm from knife-edge X-ray imaging). The temporal pulse

width is fully determined by the temporal profile of the electron bunch, which is

close to that of the laser (30 fs). This must nevertheless be proved experimen-

tally. The average brightness is 5� 106 ph/s/mm�2=mrad�2=0:1%BW and the

peak spectral brightness is 2� 1022 ph/s/mm�2/mrad�2=0:1%BW.
As it can be seen in Figs. 4 and 5, the very high collimation of the X-ray

beams of such instruments (mrad) leads to a significantly larger brightness. They
take advantage of the very high electron energies (10GeV range) available from

these accelerators. This will not be the case for the laser-based X-ray beam

(betatron) as electron energies accelerated from plasmas are expected to

approach theGeV range within the next 2 years. The SPPS facility using the

large LINAC of LCLS is under operation with the possibility to produce few

100 fs X-ray radiation, and make experiments at this time scale if the post-

synchronization techniques are successful. It is however interesting to mention

that the betatron X-ray flux is approaching what can be produced by SPPS

despite its significantly smaller scale environment. SPPS is planned to run up

to 2006.
It can be seen from Fig. 5 that the first results on the betatron source have

already led to X-ray fluxes exceeding what is provided by the Compton techni-

que or by wigglers and undulator insertion devices using the slicing approach.

The betatron X-ray properties expected using a 250 TW laser system is also

quoted in the figures (dashed line). The spectral range is significantly shifted to

hard X-ray energies, with an increase of the X-ray flux and average brightness

of one order of magnitude for the softener energies (Fig. 6).
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Fig. 5 Comparison of our ‘‘PIXEL’’ projet with the existing and foreseen facilities of ultrafast
X-rays: X-ray flux. The dotted curves correspond to sources that do not exist. The pulse
duration as well as the repetition rate are quoted for each facility. The betatron X-ray
properties expected using a 250 TW laser system is represented in dashed and black line. K�:
laser–plasma source (in operation) LOA (Palaiseau, France); TESLA: Free Electron Laser
project (expected in 2015) DESY (Hambourg, Allemagne); LCLS: Free Electron Laser
project (2010) SLAC (Stanford, USA); CHESS: Energy Recovery LINAC (not planned)
Cornell (USA); SPPS: Ultrafast LINAC with undulator (operate from 2004 to 2006) SLAC
(Stanford, USA); Slicing: Slicing of electron beams in third-generation synchrotron (2005)
LBNL (Berkeley, USA); Pleiades (LLNL, USA); and APS (Chicago, USA): Compton scat-
tering of a laser onto a LINAC (in operation at LLNL: 3 ps time scale)
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3 Conclusion

X-ray beams can now be produced from laser–plasma interaction using femto-

second and intense laser systems. An increase of the � factor (1GeV energies are

expected with the present laser systems under construction) of the electron

Fig. 6 Comparison of PIXEL with the existing and foreseen facilities of ultrafast: Average
brightness
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would result in a significant increase of the X-ray flux, energy, and a further
more collimated X-ray beam (below 1 mrad). This opens a new road toward
compact and potentially cheap – compared to large scale instruments – femto-
second X-ray tools for the characterization of transient structures in ultrafast
X-ray science [22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. It will also have the potential
for powerful diagnostics not previously available in plasma physics. For exam-
ple, it will allow to probe extreme states of matter, with the final goal of
addressing astrophysical as well as inertial fusion research issues. Time-resolved
absorption spectroscopy and Thomson scattering of high-density plasmas
require penetrating radiation like X-rays together with an ultrafast time resolu-
tion in order to reveal the properties of the warm, dense, or high-energy matter
produced in a laser–plasma experiment. Time-dependent measurements of
plasma temperature and density will provide a precious contribution to the
understanding of the degeneracy, coupling as well as long- and short-range
interactions between charged particles within the plasma.
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Atomic Multi-photon Interaction with Intense

Short-Wavelength Fields

F.H.M. Faisal

1 Introduction

Recent developments in generating intense laser radiation in the laboratory, at
wavelengths shorter than the optical, have opened up the possibility of inves-
tigating the nature of non-linear laser–atom interaction at hitherto inaccessible
intense-field domains (VUV, XUV, X-ray, and possibly beyond). A whole
gamut of processes such as multi-photon inner-shell ionization, formation of
hollow atom or ions, high-frequency high harmonic generation, multi-photon
single-, double-, andmultiple ionization, Compton-harmonics generation, coher-
ent radiative electron scattering, population inversion for X-ray amplification,
ultra-short pulse generation, stimulated- and inverse-bremsstrahlung, relativistic
spin dynamics, laser nuclear reaction, to name only a few, might be possible to
investigate in the laboratory in not too distant future. Currently the subject is
both experimentally and theoretically at its beginning. Here we briefly intro-
duce and discuss a number of approximate and exact methods that are deemed
to be useful for theoretical investigations of intense-field atomic processes at
short wavelengths.

2 Parameters Characterizing Intense-Field

Dynamics

Intense-field processes are characterized by several dimensionless parameters
which help to distinguish different regimes of the dynamics. A critical value of
unity of these parameters formally separates two qualitatively distinct neigh-
boring domains. The best known among them are the so-called (a) Keldysh

parameter � ¼
ffiffiffiffiffiffi
Ip
2Up

q
: � � 1, perturbative ‘multi-photon’ domain and � � 1

5n0 � (n0 is theminimumphoton number for ionization) – for non-perturbative
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‘tunneling’ domain, (b) ATI parameter b ¼ Up=2�h! : b41, appearance of

above-threshold ionization (ATI) peaks and b� 1, absence of ATI peaks,

and (c) relativistic parameter: q ¼ eA0=mc2¼K�0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð4UpÞ=ðmc2Þ

p
, where

K ¼ !=c : q �1, strongly relativistic domain and q� 1, non-relativistic
domain. In Table 1 we show the critical intensities and the ponderomotive
energies at which these parameters take the characteristic value of 1, in different
wavelength regimes.

At moderate to low intensities, in the VUV region (say, from 200 to 80 nm)
and in the XUV and X-ray regions (say, down to 5 nm, and much shorter
wavelengths), one is largely in the perturbative domain. So the lowest (non-
vanishing) order perturbation theory (or LOPT) which has been very useful in
the early days of multi-photon physics with infrared and optical lasers becomes
again useful for the shorter wavelengths. However, at short wavelengths it
might be necessary to go beyond the well-known dipole approximation and
incorporate systematically possible effects of retardation (or multi-polar
effects). For very high intensities, this situation changes again significantly
where the relativistic effects, either for the inner-shells of heavier atoms (ions)
or for high velocity of the ionized electrons, as well as coupling to the spin
degrees of freedomwould be necessary to account for.With these possibilities in
view, below we briefly discuss a number of approximate and exact theoretical
methods for investigating intense-field processes both at moderate and very
high intensities. Unless otherwise indicated explicitly, Hartree atomic units
[a.u.: e ¼ �h ¼ me ¼ 1; c ¼ ��1 ¼ 137:036; ab ¼ 1 (Bohr radius)] are implied in
the sequel.

Table 1 Critical intensities in atomic units (1 a.u.¼ 3� 1016 W=cm2), as well asUp, at selected
wavelengths, for the characteristic value of unity of the intense-field parameters, �, b, and q;
the numbers in square brackets refer to exponents

�=1 b=1 q=1

l (nm) 1000 1000 1000

I (au) 4.396 [�3] 2.332 [�3] 8.251 [1]

Up (au) 2.5 [�1] 1.326 [�1] 4.692 [3]

l (nm) 100 100 100

I (au) 4.396 [�1] 2.332 [0] 8.251 [3]

Up (au) 2.5 [�1] 1.326 [0] 4.692 [3]

l (nm) 10 10 10

I (au) 4.396 [1] 2.332 [3] 8.251 [5]

Up (au) 2.5 [�1] 1.326 [1] 4.692 [3]

l (nm) 1 1 1

I (au) 4.396 [3] 2.332 [6] 8.251 [7]

Up(au) 2.5 [�1] 1.326 [2] 4.692 [3]

l (nm) 0.1 0.1 0.1

I (au) 4.396 [5] 2.332 [9] 8.251 [9]

Up(au) 2.5 [�1] 1.326 [3] 4.692 [3]
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3 Lowest (Non-vanishing) Order Perturbation Theory: LOPT

In the perturbative domain the most useful method for the analysis of multi-
photon processes has been the lowest non-vanishing order perturbation theory

or LOPT (e.g., [1]).
Typically, an intense laser field is idealized by a sinusoidal vector potential of

the form

Aðx; tÞ ¼ A0 cosð!t� ˘ � xÞ (1)

where is the unit polarization vector,˘ is the photon wave vector, x ¼ !=c is the
wave number, ! is the circular frequency, and A0 ¼ cE0=!, where E0 is the

maximum electric-field amplitude.
The Schrödinger equation of the system is

i
@

@t
Cðx; tÞ ¼ 1

2
p̂� 1

c
Aðx; tÞ

� �2

þV
" #

Cðx; tÞ (2)

where Ha ¼ p̂2=2þ V stands for the unperturbed atomic Hamiltonian. Note

that, although we have written this equation for a single-electron atom (ion), it
has a much greater usefulness if it is formulated as the active part of a many-
electron system (the ‘single active electron’ or SAE approximation) with an

effective potential V. The perturbed Hamiltonian contains, besides Ha and a
ponderomotive shift term equal to Up ¼ I=4!2, the first-order perturbation

V ð�1Þ ¼ �A0 � p̂
2c

e�ið!t�˘�xÞ (3)

and the second-order perturbation

V ð�2Þ ¼ Up

2
e�2ið!t�˘�xÞ (4)

where the ð�Þ corresponds to absorption and emission.
According to LOPT, the amplitude for an n-photon transition (due to these

perturbations) from an initial (bound) state, jii, to a final (continuum) state j f i
can it always be brought to the form

Aionð1Þ ¼ �2pi
X
n

�ðEf þ Ip � n!ÞT ðnÞ (5)

where

T ðnÞ ¼ h f jVnG0ðEn�1ÞVn�1 � � �G0ðE2ÞV2G0ðE1ÞV1jii (6)
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The corresponding probability of the transition per unit time, i.e., the rate is

then obtained by (modulo-) squaring the amplitude and dividing by the (usually

large) interaction time (t� 2p=!),

dWðnÞ

d�
¼ 2pjT ðnÞj2�ðEfÞ (7)

where we have used a convenient representation (p. 48 [1]) of the square of the
delta function

�2ð!Þ ¼ lim
t!1

t

2p
�ð!Þ (8)

and integrated over the number of final continuum states using

dkf ¼ �ðEfÞdEf d�

with �ðEfÞ ¼ kf=ð2pÞ3, the density of final states per unit energy per unit

volume. The specific transition matrix for a given order photon absorption or

emission process, T ð�nÞ, can be written down most conveniently applying the
diagrammatic technique which is described in detail elsewhere (chap. 2 [1]). In

the short-wavelength case one may not be able to adopt the dipole

approximation:

e�i˘�r 	 1þ oðKabÞ ðKab � 1; dipole or no-retardation approximationÞ (9)

The usual approach is to handle the retardation effect by an infinite ‘multi-
polar’ expansion of the photon plane-waves,

e�i˘�x ¼ 4p
X
l;m

ð�iÞljlðKrÞYlmðr̂ÞY
lmðK̂Þ (10)

where r ¼ jxj; K̂, and r̂ are unit vectors. Since jlðKrÞ 	 ðKrÞl, for Kr� 1, this

expansion is expected to converge rapidly for VUV and XUV radiations but

would be slow to converge at hard X-ray and shorter wavelengths.
The general problem of LOPT is the evaluation of the compound matrix

elements of the form Eq. (6), where the interaction Hamiltonians Vn (and the

propagation energies En) can be different but eachVn is restricted to only one of

the two types given in Eqs. (3) and (4) above. The Green’s functions G0ðEÞ that
appear in the compound matrix elements, Eq. (6), can be expressed formally
explicitly in terms of the eigenfunctions and the eigenvalues of the unperturbed

atomic Hamiltonian , Haj j i ¼ �jj j i, as

G0ðEnÞ ¼
1

ð�i þ n!�HaÞ
¼
X
j

Z j j ihjj
En � �j
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with En ¼ �i þ n!, which contains an integration over the continuum states of
the atom; the latter is rather awkward to perform explicitly (nevertheless cf. [2]).
Therefore, it is useful whenever possible (for example, for H-like atoms [3,4,1])
to adopt a completely discrete representation using the so-called ‘sturmian’
radial basis states (and the spherical harmonics, for the angle variables) to
represent the Green’s function exactly.

4 A Finite-Sum Approximation to Green’s Function

of Complex Atoms

In general, however, the complete set of eigenfunctions and eigenvalues of a
two-or many-electron atom is hardly, if at all, available. It is therefore desirable
to have a relatively simple method of estimating the n-photon transition matrix
elements. One such method is the so-called finite-sum approximation method
which can be shown to give the following approximate expression (p. 86 [1]) for
any atomic Green’s function, if only a finite number of the eigenfunctions and
eigenvalues of the system are known:

G0ðEnÞ 	 GpðEnÞ þ ð1� PÞ=ðEn � �0Þ (11)

where

GpðEnÞ ¼
X
j¼1;p

j j ih jj
En � �j

(12)

and P ¼
P

j¼1;p j j ih jj is the projection operator for the p discrete states of the
target system and �0 is an average energy parameter of the order of the ioniza-
tion threshold. One can vary p and estimate the second term in Eq. (11) to test if
it becomes small enough compared to the first; in that event Eq. (11) provides a
useful approximation which can be employed to estimate the compound matrix
elements, Eq. (6), by inserting it in as many places, with the given value of the
propagation energy En, as necessary. For example, a recent application of the
above approximation to the problem of sequential and direct mechanisms of
two-photon double ionization of He at VUV/XUVwavelengths at perturbative
intensities has shown [5] that the total two-photon double ionization yield (e.g.,
at ! ¼ 2:05 a.u. and I ¼ 1011 W=cm2) is dominated by the sequential contribu-
tion, by a factor of about 300, over that of the ‘direct’ or non-sequential
contribution. Dominance of the sequential process for the double ionization
of He can occur already at l ¼ 248 nm [6,7,8]. This is in contrast to the well-
known dominance of the non-sequential process for double ionization of He
atom for intense near-infrared wavelengths (e.g., [9,7,8]).

Unlike in the perturbative regime, theoretical investigation of atomic
processes at high intensities is much more demanding. Therefore, at
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non-perturbative intensities in the VUV and low XUV domain, where the

retardation effect might still be neglected, it is useful to have relatively simple

approximate expressions for estimating the ionization rates and their depen-

dence on the field parameters.

5 Coulomb–Volkov Wavefunctions

The long-range Coulomb potential in the presence of an intense field has a

significant influence on the final state of the ionization processes. At present no

exact solution of the Coulomb–Volkov Schrödinger equation (comparable to

the exact plane-wave Volkov solution without the Coulomb potential) is

known. We therefore discuss a number of approximate solutions of the

Coulomb–Volkov problem, in the asymptotic, adiabatic, and semiclassical

approximations. The results are given explicitly in the length gauge; the corre-

sponding expressions in the velocity gauge are obtained simply by multiplying

the respective length gauge expressions given below by the ‘gauge’ factor,

e�ið
1
cAðtÞ�rÞ. These wavefunctions are applicable not only for long-wavelength

fields but also for shorter wavelengths (e.g., from free-electron lasers) for

example for inner-shell processes in atoms and molecules and their ions.

5.1 An Asymptotic Coulomb–Volkov Wavefunction

The Coulomb–Volkov Schrödinger equation in a dipole laser field is given by

i
@

@t
Fpðr; tÞ ¼

p̂2

2
� Z

r
þ FðtÞ � r

� �
Fpðr; tÞ (13)

where p̂ is the momentum operator. We have assumed a general elliptically

polarized vector potential

AðtÞ ¼ A0 1 cos
�

2
sin!t� 2 sin

�

2
cos!t

� �
(14)

so that the corresponding electric field is given by

FðtÞ ¼ � 1

c
_A (15)

The ellipticity � varies between ½0;�p=2�; � ¼ 0 stands for the linear polarization

(i.e., AðtÞ ¼ 1A0 sin!t and FðtÞ ¼ �F1 cos!t;F � A0!
c ); � ¼ �p=2, for the left

(+) or the right (�) circular polarization.
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To include the Coulomb effect in the presence of the laser field, we intend to

solve Eq. (13) to order oð 1
r2
Þ. Let the solution be of the form

Fpðr; tÞ ¼ e
� i

2

R t
p2
t0dt

0
eipt�r ðr; tÞ (16)

where pt � pðtÞ ¼ pþ 1
cAðtÞ (for convenience of writing we shall interchange-

ably use the notation pt or pðtÞ, in this section). The function  ðr; tÞ is to be

determined. Substitution of Eq. (16) in Eq. (13) yields

i
@

@t
 ðr; tÞ ¼ �ipt �

@

@r
� Z

r
� 1

2

@2 ðr; tÞ
@2r

= ðr; tÞ
� �

 ðr; tÞ (17)

We neglect the ratio of the second derivative of  ðr; tÞ to itself in Eq. (17) (for

slowly varying functions and/or order 0ð 1
r2
Þ) to obtain a first-order partial

differential equation for determining the function  ðr; tÞ,

i
@

@t
 ðr; tÞ ¼ �ipt �

@

@r
� Z

r

� �
 ðr; tÞ (18)

Next, we introduce the coordinate transformations

r0 ¼ r�
Z t

p�d� (19)

t0 ¼ t (20)

which gives

@

@t
þ pt �

@

@r
¼ @

@t0
(21)

and simplifies Eq. (18) to

i
@

@t0
 ðr0 ; t0 Þ ¼ � Z

r
0 þ
R t0

p�d�
��� ��� ðr

0
; t
0 Þ (22)

This is readily integrated and the result, expressed in the original variables (r; t),
is

 ðr; tÞ ¼ exp i

Z t

dt
0 Z

rþ
R t0
t p�d�

��� ���

0
B@

1
CA (23)
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Combining Eqs. (16) and (23) we get

Fpðr; tÞ ¼ exp �i
Z t

dt0
p2t0

2
� Z

rþ
R t0
t p�d�

��� ���

0
B@

1
CA

0
B@

1
CAeipt�r (24)

Thus we have arrived at an explicit asymptotic solution of the Coulomb–
Volkov Schrödinger equation (13) in terms of a phase integral, which could be
used fruitfully, e.g., in numerical works. However, it may not be the most
convenient approximation to apply in analytical works. We therefore discuss
a number of additional approximate Coulomb–Volkov solutions which can be
used more simply.

Perhaps the simplest analytic approximation is obtained in the limit
pBr441r̂ k p̂, which we may write as

Fð�Þp ðr; tÞ ¼ e�
i
2

R t
p2udueipt�rþi

Z
pt
lnð2ptrÞ (25)

The accuracy of this rudimentary Coulomb–Volkov wavefunction may be
estimated by direct substitution into Eq. (13) and comparison of the rest
terms in the Hamiltonian with the initial total energy EB. It is found to account
for the Coulomb interaction asymptotically oð1=r2Þ; r̂kp̂, if F=FB � 1,
!=EB � 1, and 1� pBr  pBr0, where r0 is of the order of the outer turning
point of the classically forbidden region. In the adiabatic condition this is the
most important interaction region where the combined effect of the Coulomb
potential and the laser field dominates.

5.2 An Adiabatic Coulomb–Volkov Wavefunction

In view of the importance of the adiabatic domain in the intense-field laser atom
interaction processes we consider now amore elaborate adiabatic wavefunction
which we write as

Fð�Þp ðr; tÞ ¼ e�
i
2

R t
p2
t0dt

0
e�i	t lnðptr0ðtÞþpt�r0ðtÞÞ

� e
p
2	tGð1þ i	tÞ ð�Þpt

ðr; tÞ; 	t �
Z

pt

(26)

with,

 ð�Þpt
ðrÞ ¼ eipt�rFð�i	t; 1;�iðptrþ pt � rÞÞ (27)

where r0ðtÞ is the asymptotic outer turning point in the direction of the motion,

r0ðtÞ ¼ ptEB

FðtÞ�pt
. Fða; c; zÞ is the well-known confluent hypergeometric (or the

Kummer) function; the superscript ð�Þ stands for the ‘in-going’ solution, as
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in the case of the unperturbed Coulomb continuum wavefunction [10]. For

1� pBr  pBr0ðtÞ it simplifies to

Fð�Þp ðr; tÞ ¼ e
� i

2

R t
p2
t0dt

0
eipt�rei	tflnðptrþpt�rÞ�lnðptr0ðtÞþpt�r0ðtÞÞg (28)

In the adiabatic case, the laser field alone dominates at the outer turning point

r ¼ r0ðtÞ and beyond. Accordingly, the boundary condition is chosen to make

the Coulomb phase in Eq. (28) to vanish at r ¼ r0ðtÞ. To determine the accuracy

of the adiabatic wavefunction, we may directly substitute Eq. (28) in Eq. (13)

and note that the Coulomb potential �Z=r is taken into account to oð 1
r2
Þ in

all directions. The residual terms compared to the initial total energy EB are of

the order of oð!=EBÞ and oðF=FBÞ (in the classically forbidden region

15pBr  pBr0) and may be neglected for !=EB � 1 and F=FB � 1. This corre-

sponds to the adiabatic regime of laser interaction below the saturation inten-

sity for ionization. We may note here parenthetically that the adiabatic

Coulomb–Volkov wavefunctions given above can be factorized into a time

translational part, e�iðp
2=2þUpÞt, and a fully periodic part with a period 2p=!,

which is often useful for analytic simplifications in their applications (see

further below). We note finally that they reduce to the well-known plane-

wave Volkov solution in the absence of the Coulomb potential. This can be

seen directly by putting Z ¼ 0 in these wavefunctions.

5.3 A Semiclassical Coulomb–Volkov Wavefunction

In this section we consider a Coulomb–Volkov solution of the semiclassical

Schrödinger equation (in the length gauge) in which the dipole interaction

potential is replaced by the dipole interaction energy, as obtained from the

classical electron trajectory in the field,

i
@

@t
Fpðr; tÞ ¼

p̂2

2
� Z

r
þ FðtÞ � rðtÞ

� �
Fpðr; tÞ (29)

where, the laser field FðtÞ is defined below Eq. (15), and rðtÞ is the electron

trajectory,

rðtÞ ¼ r0 þ ðt� t0Þpþ ðaðtÞ � aðt0ÞÞ (30)

where aðtÞ ¼ 1
c

R t
dt0Aðt0Þ is the ‘quiver radius’ and r0 is the initial position at

t ¼ t0. Equation (29) can be readily integrated to obtain the desired semiclassi-

cal Coulomb–Volkov wavefunction

Fð�Þp ðr; tÞ ¼ e�
i
2p

2t�i
cðtÞeðpZ=2pÞ�ð1� iZ=pÞeip�rFð�iZ=p; 1;�iðpr� p � rÞÞ (31)
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where,


cðtÞ ¼
Z t

t0

ðFðt0Þ � rðt0ÞÞdt0

¼ � 1

c
ðAðtÞ � rðtÞ � Aðt0Þ � rðt0ÞÞ

þ 1

c

Z t

t0

dt0 pþ 1

c
Aðt0Þ

� �
� Aðt0Þ

(32)

In the asymptotic limit pBr441 the semiclassical Coulomb–Volkov wavefunc-
tion, Eq. (31), simplifies further to

Fð�Þp ðr; tÞ ¼ e�
i
2p

2t�i
cðtÞeip�r�iðZ=pÞ lnðpr�p�rÞ (33)

where the phase function 
cðtÞ is given by Eq. (32).

5.4 Coulomb–Volkov Green’s Function

The wavefunctions discussed above may be used to obtain the associated
approximate Coulomb–Volkov Green’s functions. The latter can be employed
directly in the second-order intense-field S-matrix amplitudes for a number of
significant physical processes like the non-sequential double ionization (e.g.,
[11,12]) and high harmonic generation (e.g., [13,14]), as well as in all processes in
which the higher-order amplitudes become significant. To this end we first note
that the equal-time ðt ¼ t0Þ orthogonality relation is satisfied exactly by the
Coulomb–Volkov wavefunctions given above. The equal-time completeness
relation is satisfied logarithmically, as can be seen by taking the slowly varying
logarithmic dependence on r and r0 of the phase, at t ¼ t0, outside the complete-
ness integral sign. Using then completeness relation, the corresponding
Coulomb–Volkov Green’s function can be easily derived. For example, we get
the adiabatic Coulomb–Volkov Green’s function, from the whole set of adia-
batic wavefunctions, Eq. (26):

Gðc�vÞðr; t; r0; t0Þ ¼ �i�ðt� t0Þ
Z

d3p

ð2pÞ3
e
� i

2

R t

t0
p2udugðp; tÞg
ðp; t0Þ

�  ð�Þpt
ðrÞ �  ð�Þ
pt0

ðr0Þ
(34)

where

gðp; tÞ ¼ e
p
2	t�ð1þ i	tÞe�i	tðlnðptr0ðtÞþpt�r0ðtÞÞÞ; 	t ¼

Z

pt
(35)
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is a periodic function of time, and  
ð�Þ
pt0 ðr0Þ are Coulomb continuum functions

defined by Eq. (27).
Or, using the rudimentary wavefunction (25), one gets

Gðc�vÞðr; t; r0; t0Þ ¼ �i�ðt� t0Þ
Z

d3p

ð2pÞ3
e
� i

2

R t

t0
p2�d�eiðpt�r�pt0 �r

0Þ

� ei	t lnð2ptrÞ�i	t0 lnð2pt0 r
0Þ

(36)

Alternatively, using the wavefunction, Eq. (28), we obtain

Gðc�vÞðr; t; r0; t0Þ ¼ �i�ðt� t0Þ
Z

d3p

ð2pÞ3
e
� i

2

R t

t0
p2�d�

� e�ið	t lnð2ptr0ðtÞÞ�	t0 lnð2pt0 r0ðt
0ÞÞÞeiðpt�r�pt0 �r

0Þ

� eið	t lnðptrþpt�rÞ�	t0 lnðpt0 r
0þpt0 �r0ÞÞ

(37)

(And, similarly in the other cases.)

5.5 Approximate Coulomb–KFR Wavefunctions

As indicated above, the approximate Coulomb–Volkov wavefunctions satisfy
the final continuum state boundary condition. The simplest wavefunction in
adiabatic intense-field problems satisfying the initial bound state condition is
given by the wavefunction in the well-known KFR approximation [15,16,17],
which effectively uses the plane-wave Volkov Green’s function. We now easily
generalize the plane-wave KFR wavefunction [15,16,17] to include the com-
bined effect of the Coulomb potential and the laser field by using the approx-

imate Coulomb–Volkov Green’s functions Gðc�vÞ given above. Thus, we obtain
the Coulomb–KFR wavefunctions (that evolve from the initial unperturbed

bound state, 
Bðr; tÞ, with binding energy EB ¼ p2B
2 ) in the general form:

Cðr; tÞ ¼ 
Bðr; tÞ þ
Z 1
�1

Gðc�vÞðr; t; r0; t0ÞjFðt0Þ � r0j
Bðr0; t0Þ4dt 0 (38)

For example, substituting the Green’s function, Eq. (34), in Eq. (38), we get the
adiabatic C–KFR wavefunction

Cðr; tÞ ¼ 
BðrÞ�i
Z

d3p

ð2pÞ3
gðp; tÞ ð�Þpt

ðrÞ
Z t

�1
dt0e

� i
2

R t

t0
ðp2uþp2BÞdu

 

�g
ðp; t0Þ ð�Þ
pt0
ðr0ÞjFðt0Þ � r0j
Bðr0Þ

!
eiEBt

(39)
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where the time-dependent periodic function gðp; tÞ is defined by Eq. (35), and

 
ð�Þ
pt is given by Eq. (27). The angle brackets, here and below, stand for the

integrations over the coordinates.
Similarly, using the rudimentary Green’s function, Eq. (36), we get the

simplest C–KFR wavefunction,

Cðr; tÞ ¼ eiEBt 
BðrÞ�i
Z

d3p

ð2pÞ3
eipt�rþ iZpt

lnð2ptrÞ
 

�
Z t

�1
dt0e

� i
2

R t

t0
ðp2u þ p2BÞdu

�5e�ipt0 �r
0� iZpt

lnð2pt0 r0ÞjFðt0Þ � r0j
Bðr0Þ4
!

(40)

5.6 Signature of Photon Thresholds in the ‘Tunnel Regime’

We now briefly consider an example of the usefulness of the Coulomb–KFR

wavefunctions just discussed.
The simplest Coulomb–KFR wavefunction, Eq. (40), has been used to

analyze [18] a recent (high-resolution) observation of the low-energy parallel-

momentum distributions of electrons emitted from ionization of He atoms

[19,20], in the well-known tunnel regime of laser parameters (Keldysh

� �
ffiffiffiffiffiffi
EB

2Up

q
¼ !pB

F
50:5). A set of experimental data from the measurements of

Rudenko et al. [20] is shown in Fig. 1. To analyze the data, the bound-free

transition amplitude ðS� 1ÞB!p has been obtained in the lowest-order

Coulomb–KFR approximation by simply projecting the final Coulomb–

Volkov wavefunction, Eq. (25), onto the C–KFR wavefunction (40), to get
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Fig. 1 Experimental
distributions of
parallel-momentum in the
tunnel regime, �50:5 from
ionization of He atoms in
intense 25 fs, 795 nm
Ti-sapphire laser pulses at
three peak intensities:
I ¼ 6� 1014 (lowest curve),
8� 1014 (middle curve),
and 1� 1015 W=cm2 (upper
curve); the scales of the
curves are arbitrary
(from [20])
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ðS� 1ÞB!p ¼ �i
Z 1
�1

dt0e
i
2

R t0
p2udueiEBt

0

�5e�ipt0 �r
0�iZpt lnð2pt0 r

0ÞjFðt0Þ � r0j
Bðr0Þ4
(41)

(For an evaluation of the above integral see [18].)
A set of theoretical distributions calculated from this amplitude [18] are

reproduced in Fig. 2. It can be seen by comparison of Fig. 1 and Fig. 2 that
the theory accounts quite well for the high-resolution features of the experi-
mental data [20] including the cusp-like central minimum and the sequence of
secondary peak structures that were not expected from field-ionization models
in the tunnel regime (Keldysh �50:5). The main effect of the rudimentary
Coulomb correction in the wavefunction (25), on the low-energy parallel-
momentum distributions have been found to be, first, a large enhancement of
the probability of ionization over that obtained when the Coulomb corrections
are omitted (putting Z ¼ 0 in the Coulomb–KFR wavefunction). Second, it
reduced the interference effect between the sub-waves, generated near the two
intensity maxima per laser cycle. This may be thought of as a scattering-like
effect (in contrast to a ‘rescattering’ effect). The cusp-like peaks result from the
envelope of the discrete photon absorption thresholds (even in the tunnel
regime) that move as the ionization threshold shifts with the field intensity
near the peak of the laser pulse (during the passage of the pulse) [18].

5.7 High Harmonic Generation Under Adiabatic Condition

It should be observed that the adiabatic condition that is essentially determined
by the requirement !=EB � 1 can be satisfied not only by near-infrared and
optical wavelengths (for the valence shell electrons of the neutral atoms or
molecules), but also for the VUV and soft X-ray wavelengths, for the inner-
shells of neutral atoms and/or the valence-shells of their (singly or multiply
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Fig. 2 Theoretical
distributions of
parallel-momentum in the
tunnel regime, �50:5, from
ionization of He atom by
intense 25 fs, 795 nm laser
pulses at three intensities:
I ¼ 6� 1014 (empty circles),
7:9� 1014 (solid dots), and
1� 1015 W=cm2 (continuous
curve) (from [18])
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charged) ions. Thus a theory of high harmonic generation (HHG) under adia-

batic condition is of interest both for the ‘long wavelengths’ and for the ‘short

wavelengths’ (e.g., VUV/XUV free-electron laser fields). The HHG spectrum

can be calculated from the Fourier transform of the expectation value of the

dipole moment in intense field [13] or essentially equivalently from the quantum

probability amplitude for the generation of harmonic photons, as given by the

intense-field S-matrix theory (e.g., review [14]). HHG can be usefully thought as

a three-step event in which the first event leads to the emission of the bound

electron into the continuum (qualitatively speaking by ‘tunneling’), followed by

the propagation in the Volkov continuum and, finally, recombination into the

initial state by emission of the harmonic photon.
A popular model for the atomic dipole expectation value is given by the

Lewenstein model [13], which is based essentially on the plane-wave KFR

approximation. Consequently, as is well known, it does not account for the

combined effect of the laser field and the Coulomb potential in the Volkov

continuum. This can lead to, among other things, significant underestimates of

the strength of HHG signals. Clearly, the Coulomb–KFR wavefunctions dis-

cussed above may be used to account approximately for the Coulomb effect in

HHG. Thus, for example, using the wavefunction, Eq. (38), in the lowest

approximation, the expectation value of the dipole operator projected along

any desired direction, n̂, can be written as

DðtÞ ¼
Z 1
�1

dt05
Bðr; tÞjn̂ � rjGðc�vÞðr; t; r0; t0ÞjFðt0Þ � r0j
Bðr0; t0Þ4þ c:c: (42)

More specifically, use of the adiabatic C–KFR wavefunction, Eq. (39), gives

DðtÞ ¼ �i
Z

d3p

ð2pÞ3
Z t

�1
dt0e

� i
2

R t

t0
ðp2uþp2BÞdu�ðt� t0Þ

� gðp; tÞ5
BðrÞjn̂ � rj ð�Þpt
ðrÞ4

� g
ðp; tÞ5 ð�Þ
pt0
ðr0ÞjFðt0Þ � r0j
Bðr0Þ4 þ c:c:

(43)

We may next use the stationary phase method (cf. [13]) to carry out the

integration over the momentum p and change the variables ðt; t0Þ to the vari-

ables ðt; � � ðt� t0ÞÞ and obtain the following expression of the dipole expecta-

tion value:

DðtÞ ¼ �i
Z 1
0

d�
1

2pi� þ �

� �3
2

e
� i

2

R t

t��
ð½pðuÞ�2st:þp2BÞdu�ð�Þ

� gð½pðtÞ�st:; tÞ � dfð½pðtÞ�st:Þ

� g
ð½pðt� �Þ�st:; t� �Þ � dið½pðt� �Þ�st:Þ þ c:c:

(44)

404 F.H.M. Faisal



where the the functions g’s are defined as in Eq. (35) and the matrix elements df
and di appearing above are

dfð½pðtÞ�st:Þ ¼ 
BðrÞjn̂ � rj ð�Þ½pðtÞ�st:ðrÞ
D E

(45)

and

dið½pðt� �Þ�st:Þ ¼  
ð�Þ

½pðt��Þ�st:

ðr0ÞjFðt� �Þ � r0j
Bðr0Þ
D E

(46)

The stationary value of p is denoted by psðt; �Þ and is given by

psðt; �Þ ¼ �
1

c�

Z �

t��
AðuÞdu (47)

and the stationary value of the instantaneous momentum at any time u is
denoted by

½pðuÞ�st: � psðt; �Þ þ
1

c
AðuÞ (48)

(For the sake of simplicity, we do not indicate the �-dependence inside the
notation ½pðuÞ�st:, explicitly.)

Given the initial bound state wavefunction, the essentially Coulomb dipole
matrix elements, di and df, can be evaluated more explicitly. For example,

assuming an effective hydrogenic ground-state wavefunction of arbitrary

charge state Za ¼ pB, 
Bðr; tÞ ¼ B0e
�pBreiEBt, with B0 ¼

ffiffiffiffi
p3
B

p

q
, we can employ

the well-known Nordsiek’s method [21], followed by parametric differentia-
tions, to get explicitly:

dið½pðt0Þ�Þ ¼
Z

e�i½pðt
0Þ��rFði½	t0 �; 1; i½pðt0Þ�rþ ½pðt0Þ� � rÞðFðt0Þ � rÞe�pBrd3r

¼ ½16pið1�i½	ðt0Þ�ÞðZ� 2pBÞ�

� Fðt0Þ � ½pðt0Þ�
ðpB þ i½pðt0Þ�Þ3�i½	ðt0Þ�ðpB � ij½pðt0Þ�Þ3þi½	ðt0Þ�

(49)

where ½	ðt0Þ� � Z
½pðt0Þ�. A similar expression holds for dfð½pðtÞ�, which can be

obtained from the expression for dið½pðt0Þ�Þ simply by changing everywhere
the argument t0 by it t, replacing Fðt0Þ by n̂, and taking the complex conjugate.
½pðuÞ�s in di and df in Eq. (44) assume only their stationary values that are
quoted above. Clearly, the dipole expectation value DðtÞ given by Eq. (44) that
approximately includes the adiabatic Coulomb effect is a direct extension of the
well-known Lewenstein model. Note that the latter model is recovered in the
absence of the Coulomb interaction, Z ¼ 0, as expected.
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We may proceed further to obtain a formula for the Fourier transform of

DðtÞ that is more directly related to the strength of the nth harmonic. Thus,

going back to Eq. (43), we expand the periodic part of the integrand in it t and t0

in Fourier series and carry out the time integrations. Then using a relation

discussed below, we may rewrite DðtÞ in the form

DðtÞ ¼ �i
X1
n¼�1

ein!tTðnÞ þ c:c: (50)

where T ðnÞ is the basic nth Fourier transform at a harmonic frequency � ¼ n!.
It takes a comparatively simple form:

T ðnÞð� ¼ n!Þ ¼
Z

d3p

ð2pÞ3
I

dtein!t
I

dt0�ðt� t0Þe�
i
2

R t

t0
ðp2uþp2BÞdu

� gð½pðtÞ�; tÞ � dfð½pðtÞ�Þ

� g
ð½pðt0Þ�; t0Þ � dið½pðt0Þ�Þ

(51)

where
H
stands for the integration over one cycle. In deriving Eq. (51), we have

employed the relation

!

2p
i
X1
n¼�1

e�in!ðt�t
0Þ

n!� ðEB þ p2=2þUpÞ þ i0
ffi �ðt� t0Þ � e�iðEBþp2=2þUpÞðt�t0Þ (52)

which considerably simplifies the expression by eliminating an otherwise infi-

nite summation with strong cancellations over the intermediate photon num-

bers. We have derived Eq. (52), by assuming n! � x(approx. continuous) for

0  !� EB þUp, on the left-hand side, and applying the Cauchy residue

theorem.
As before, the integration over d3p in Eq. (51) can be performed conveniently

by the stationary phase method, with the stationary values as given above.

Thus, finally, we get

T ðnÞð� ¼ n!Þ ¼
Z p

!

�p
!

dtein!t
Z p

!

�p
!

dt0�ðt� t0Þ 1

2piðt� t0Þ þ �

� �3
2

� e
� i

2

R t

t0
ð½pðuÞ�2st:þp2BÞdu

� gð½pðtÞ�st:; tÞ � dfð½pðtÞ�st:Þ

� g
ð½pðt0Þ�st:; t0Þ � dið½pðt0Þ�st:Þ

(53)

Note that the two time integrations over the cycle may be performed as a single

quadrature, in view of the presence of the theta function in the integrand.
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We may point out explicitly that similar (computationally simple) expres-

sions can be obtained for the related second-order amplitudes for ‘re-scattering’

and non-sequential double ionization, following the same procedure and

employing the relation (52) as shown above.

6 Oscillating K–H Frame

At non-perturbative intensities in the VUV and low XUV domain, where

the retardation effect might still be neglected, it is useful to have relatively

simple approximate expressions for estimating the ionization rates (e.g., from

valence shells) and their dependence on the field parameters. To this end it is

often useful to go over to an oscillating reference frame, popularly known as the

Kramer–Henneberger frame, by a space-translation of the Schrödinger

equation of the system in the laboratory frame (e.g., [22,23]):

i
@

@t
Cðr; tÞ ¼ p̂2

2
� Z

jr� a0ðtÞj

� �
Cðr; tÞ (54)

where a0ðtÞ ¼ a0 sin!t �0 ¼ eA0

mc!. If one now Fourier transforms the Coulomb

potential and expands the time-dependent sinusoidal part in the exponent using

the Jacobi–Anger formula eiz sin!t ¼
P

n JnðzÞein!t one gets the Fourier compo-

nents of the oscillating potential

Vnðr;a0Þ ¼ �
Z

2p2

Z
d3p

Jnðp � a0Þ
p2

e�ip�r (55)

For a systematic analytic evaluation of these potentials, for any |n|, we refer to

[24]. At a high frequency the terms with n 6¼0 would oscillate very rapidly and

tend to contribute little compared to the stationary term V0ðr;a0Þ. The corre-
sponding stationary Schrödinger equation,

EFðx;a0Þ ¼
p̂2

2
þ V0ðr;a0Þ

� �
Fðr;a0Þ (56)

then gives the zeroth order wavefunctions for the bound states which provide a

basis for the perturbed problem, specially at a high frequency (but not so high as

to cause the break-down of the dipole approximation). This so-called high-

frequency approximation has been extensively studied by Gavrila and

co-workers (see, e.g., review [25]) who obtained much information on the

eigenvalues and eigenstates of the stationary equation for H-atom as well as

investigated in details the ‘adiabatic stabilization’ phenomenon for ionization.
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Here we assume the zeroth order solutions of the stationary equation (56)
and give approximate explicit expressions for the n-photon ionization rates that
take account of the Coulombic nature of ionization boundary condition in the
presence of the laser field. The ionization amplitude in the first order of the rest
potential in K–H frame, Wðr; tÞ � ½Vðr� a0ðtÞÞ � VðrÞ�, is obtained by pro-
ceeding as in the case of LOPT:

Aionð1Þ ¼ �2pi
X
n

�
k2

2
þ IpðIÞ � n!

� �
TðnÞ (57)

where

T ðnÞ ¼
Z

d3r

ð�Þ

k ðrÞVnðr;a0ÞF0ðr;a0Þ (58)

The final state corresponds to the well-known ‘minus’ Coulomb wave,



ð�Þ
k ðrÞ ¼ ep	=2Gð1þ i	Þ1F1ð�i	; 1;�iðkrþ k � rÞÞeik�r (59)

	 ¼ Z
k and F0ðr; zÞ is the K–H frame initial bound state wavefunction, with the

field- dependent binding energy IpðIÞ. We have used the Fourier expansion of

the Coulomb potentials, Eq. (55), and carried out a time integration to obtain
Eq. (57) (cf. Eq. (5)). Note that the field-shifted ionization potential IpðIÞ
determines the electron momentum in the ionization continuum

kn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðn!� IpðIÞÞ

p
.

To evaluate the matrix elements approximately, note first that the zeroth
order charge density of the electron (that gives rise to the stationary binding
potential V0ðx; y; z; a0Þ) is (e.g., [22])

�0ðrÞ ¼ �
Z

p
�ðxÞ�ðyÞ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2
0 � z2

q ðlinear polarizationÞ (60)

or

�0ðrÞ ¼ �
Z

p
�ð�� �0Þ�ðzÞ ðcircular polarizationÞ (61)

It can be seen that the density is highly concentrated (in fact, singular) at two
points � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
¼ 0 and z ¼ ��0 ðfor linear polarizationÞ or at one

radius � ¼ �0 and z ¼ 0 ðfor circular polarizationÞ. Since quantum mechani-
cally the charge density is given by the modulo-square of the wavefunction
(multiplied by e), one expects that the wavefunctionF0ðr; zÞ itself would tend to
concentrate near the singular points. One may therefore approximate the

408 F.H.M. Faisal



integral over r in TðnÞ (Eq. 58) by taking the slowly varying part of the integrand
(with its value at the critical points) outside the integral sign and carry out the

rest of the integrations over r and p exactly. Thus, we get the following results

for the ionization matrix elements for linear and circular polarizations:

TðnÞ ¼ �4pZep	n=2Gð1� i	nÞALðk;a0ÞJnðkn�0 cos �kÞ=k2n
ðlinear polarizationÞ

(62)

where

ALðk;a0Þ ¼
�
1F1 i	n; 1; ikn�0 1þ cos �kð Þð ÞF0ð� ¼ 0; z ¼ �0Þ

þ 1F1 i	n; 1; ikn�0 1� cos �kð Þð ÞF0ð� ¼ 0; z ¼ ��0Þ
	 (63)

Similarly,

T ðnÞ ¼ �4pZep	n=2Gð1� i	nÞACðk;a0ÞJnðkn�0 sin �kÞein
k=k2n
ðcircular polarizationÞ

(64)

where

ACðk;a0Þ ¼ 1F1ði	n; 1; ikn�0ð1þ sin �kÞÞF0ð� ¼ �0; z ¼ 0Þ (65)

and the ‘Sommerfeld number’ 	n ¼ Z=kn. Note also that the plane-wave Born

result obtained earlier for the case of circular polarization (see, e.g., [25]) is

reproduced if we put 	n ¼ 0, AC ¼ 1, in Eq. (64).
The rate of ionization, dW

d� , can now be easily obtained from the standard

formula relating the rate with the T-matrix, Eq. (7). Thus, for the case of linear

polarization we have

dWL

d�
¼
X
n

2p	n
1� e�2p	n

jALðk;a0Þj24Z2Jn
2ðkn�0 cos �kÞ=k3n (66)

and for the case of circular polarization

dWC

d�
¼
X
n

2p	n
1� e�2p	n

jACðk;a0Þj24Z2Jn
2 ðkn�0 sin �kÞ=k3n (67)

(A similar expression holds for the general case of elliptic polarization.) The

first factor of Eqs. (66) and (67) corresponds to the density of the Coulomb

wave at the origin. Note that the second factor arising from the long-range

Coulombic nature of the potential in the final state depends on the momentum

and quiver radius in an inseparable manner through 1F1 functions which can

give rise to field-dependent modulation and/or interference effects. These
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approximate expressions could be used conveniently for investigations of non-
resonant processes in intense VUV/XUV fields so long as the retardation effect
remains negligible. It is worth noting that the intensity-dependent ionization
potential IpðIÞ decreases with intensity in the ‘high-frequency’ domain but
increases (approximately like Up) for photon energies smaller than the first
excitation energy of the atom, !5�1. In the ‘high-frequency’ approximation
and for small values of �0, the shifted ionization potential for an s-state of H
atom is, for example for linear polarization, IpðIÞ ¼ Ip þ �0

2=3n3 (e.g., [25]); ‘n’
here is the principal quantum number. For small �0 one may also use the
unperturbed value of the atomic wavefunction for the initial bound state. For
�0 � 1 the K–H bound state eigenfunction and the IpðIÞ have been given
numerically/graphically by Gavrila and co-workers (e.g., [25]).

6.1 A High-Frequency Approximation for High Harmonic
Generation

High harmonic generation in high-frequency fields may be investigated most
simply semiclassically within a simple ‘high-frequency approximation’ [18].
According to Larmor’s classical electrodynamical formula for the radiation
energyP(t) emitted by an electron per unit time (or power) is proportional to the
acceleration of the charged particle in the electromagnetic field. We replace the
classical acceleration by the expectation value of the acceleration operator with
respect to the ground state of the system and write the semiclassical formula for
the expectation value of the acceleration of the electron (in the K–H frame) as

5€r4 ¼ 
Bðr; tÞ �r
Z

jr� �ðtÞj

� �����
����
Bðr; tÞ


 �
(68)

where �ðtÞ � �0 sin!t, with �0 ¼ A0

!c, is the instantaneous quiver radius. Assum-
ing, that the unperturbed ground s-state of the target atom is of the form

j
BðtÞ4 ¼
ffiffiffiffi
p3
B

p

q
e�pBreiEBt, whereEB � p2B=2, is the binding energy (or ionization

potential). Using Eq. (68), taking the FT of the Coulomb potential and using
the Jacobi–Anger formula for the expansion of the exponential of a sine func-
tion in terms of the Bessel functions, we can write the acceleration along the

incident polarization direction as

5 � €r4 ¼ i8p4B
p2

� � X1
n¼�1

ein!t
Z

d3pJnðp � a0Þ
� p

p2ðp2 þ 4p2BÞ
2

¼
X1
n¼0

1

2
ðT ðnÞein!t þ c:c:Þ

(69)
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Therefore, the component of the nth harmonic TðnÞ is

TðnÞ ¼ cn

Z 1

0

dxx

Z 1
0

dpp
Jnðp�0xÞ
ðp2 þ 4p2BÞ

2

" #
(70)

¼ cn
ð2pBÞn�2Gð1þ n=2ÞGð1� n=2Þ

2nþ1Gðnþ 1Þ B1ðnÞ
"

þ Gðn=2� 1Þ
23Gðn=2þ 2ÞB2ðnÞ

� (71)

where

B1ðnÞ ¼
Z 1

0

dxxð�0xÞn1F2ð1þ n=2; n=2; nþ 1; ðpB�0xÞ2Þ

B2ðnÞ ¼
Z 1

0

dxxð�0xÞ21F2ð2; n=2þ 2; 2� n=2; ðpB�0xÞ2Þ (72)

Performing the last two integrals (by first expanding in power series and then

integrating term by term and re-summing) we get the final result as an algebraic

formula:

TðnÞ ¼ cn½un � 2F3ðn=2þ 1; n=2þ 1; n=2þ 2; n=2; nþ 1; ðpB�0Þ2Þ

þ vn � 2F3ð2; 2; 3; n=2þ 2;�n=2þ 2; ðpB�0Þ2Þ�
(73)

where the constants

cn ¼
32p4Bi

p

� �
ð1þ ð�1Þnþ1Þ

un ¼
ð2pB�0ÞnG2ðn=2þ 1ÞGð�n=2þ 1Þ
ð2pBÞ22nþ2Gðnþ 1ÞGðn=2þ 2Þ

vn ¼
Gðn=2� 1Þ�2

0

25Gðn=2þ 2Þ

(74)

pFq are the generalized hypergeometric functions that are highly convergent

series for p5q, as is the present case.
Note that the above formula explicitly shows that the n=even harmonics are

not generated; this behavior is consistent with the general rule for the harmonic

generation in a centro-symmetric system that is initially prepared in a given
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parity state (for a general proof cf. [14]). The ‘high-frequency approximation’ is
assumed to apply for !� EB ! IpðIÞ where IpðIÞ is the field-dependent ioniza-
tion potential (e.g., [25]); the high-frequency harmonic emission strengths are
seen to depend on the quiver radius �0ð� F

!2Þ alone (and not separately on
F and !). This is analogous to the dependence of the ionization probability on
�0 only, in the ‘high-frequency approximation’ [25].

7 Numerical Methods in K–H Frame

For accurate results of the ionization rates one has to take recourse to elaborate
numerical methods for solving the time-dependent Schrödinger equation. Here
we may point out that for VUV/XUV wavelengths such time-dependent simu-
lations in (3+1)-dimensions can be efficiently carried out in the oscillating K–H
frame e.g., [26]). Also the stationary Floquet method in general (e.g., chap.8 [1])
and that in the K–H frame has proved to be very useful at VUV/XUV wave-
lengths (e.g., [27,28,29,30,31]). Floquet equations in the K–H frame can be
solved using the coupled-channel methods (also called ‘close-coupling’ method;
(e.g., [32,29]) or its many-electron analog, the ‘R-matrix method’ (e.g., [33]).
Moreover, they can be fruitfully employed to the problems that are rather
difficult to simulate in the time domain, such as the radiative scattering invol-
ving stimulated bremsstrahlung and inverse-bremsstrahlung processes (e.g.,
[32,24,33,34,35]). Among other things, accurate numerical analysis both in
time domain and within the stationary Floquet methods has confirmed the
qualitative predictions of ‘high-frequency’ approximation for the so-called
‘adiabatic stabilization phenomenon’, e.g., [25], over certain intensity domains.
Adiabatic stabilization implies a decrease of the rate of ionization with increas-
ing intensity, at least within a ‘window of stabilization’ [36]. If the current
developments of the sources of intense short-wavelength radiation continue
and reach sufficiently high intensities to make �041, it would be possible to
check experimentally this rather counter-intuitive phenomenon with ground-
state atoms.

Accurate (3+1)-dimensional numerical simulations for the ionization
dynamics at high-frequency regime can be carried out conveniently in the
K–H frame. As an example of such numerical simulations using the K–H
frame Schrödinger equation, Eq. (54), is shown in Fig. 3 [26]. It shows the
evolution of ionization of the ground-state hydrogen atom, as a function of the
interaction time (50-cycle sin2-envelope with a rise time of 5.25 cycles) for a
high-frequency field (! ¼ 1 a.u. = 27.2 eV) at three different intensities: (a)
I ¼ 4� 1017 W/cm2, (b) I ¼ 1:6� 1018 W/cm2, and (c) I ¼ 6:4� 1018 W/cm2.
Note that the probability of ionization rises very rapidly at first and exceeds the
50% level within only a few cycles of interaction time. Further evolution
depends significantly on the intensity of the field. Thus, after about 10 cycles,
a lower intensity pulse is seen to cause more ionization than a higher intensity
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pulse, in all the three cases. This counter-intuitive relative behavior persists
right up to the end of the 50-cycle pulse and clearly indicates a ‘stabilization’-
like behavior in the window of intensities considered.

8 Reduction of the Retardation Problem: A Modified

Floquet Expansion

Most non-perturbative numerical integration methods were developed in the
past assuming the no-retardation (or dipole) approximation. This, as indicated
above, might fail at shorter wavelengths and thereby could seriously compro-
mise the efficiency of the method. With this problem in mind, we introduce
below a modified Floquet expansion and the resulting reduced Floquet equa-
tions that considerably simplify the problem of retardation, in both the non-
relativistic and the relativistic domains of intensity.

We note first that in the presence of the retardation, plane-wave factors
involving the photonmomentum K depend periodically on the Lorentz-invariant
phase ð!t� ˘ � rÞ of the field, which involves both space and time coordinates.
However, the atomic potential is not periodic either in the phase of the field or in
the space coordinates. Therefore the Floquet theorem, which requires periodi-
city of the Hamiltonian in the expansion variable, may not be applied directly in
the presence of the retardation. We may nevertheless incorporate a part of the
space dependence along with the periodic time dependence of the full Hamilto-
nian. This permits the Floquet expansion of the total wavefunction in time,
through the Lorentz-invariant phase in Eq. (2) as

Cðx; tÞ ¼ e�iEt
X
n

einð!t�˘�xÞCnðxÞ (75)

We point out that since themodified expansion ansatz above satisfies the require-
ment of the Floquet theoremwith respect to the periodicity of theHamiltonian in

Fig. 3 Evolution of
ionization probability for
H-Atom in a high-frequency
laser field (! ¼ 27:2 eV)
at three intensities:
(a) I ¼ 4� 1017 W/cm2,
(b) I ¼ 1:6� 1018 W/cm2,
and (c) I ¼ 6:4� 1018

W/cm2. Note the lower
ionization at the higher
intensities for interaction
times longer than about 10
optical cycles (from [26])

Atomic Multi-photon Interaction with Intense Short-Wavelength Fields 413



time, the Floquet characteristic parameter E still corresponds to the energy of the
total (light+ atom) quantum system for higher-intensity fields, as shown in the
case with no retardation (e.g., chap. 8 [1]). To proceed further, we substitute
the above expansion in Eq. (2) and equate the coefficients of the equal powers of
the independent Fourier components, ein!t, in time only. One observes that the
common factor involving the multiples of the retardation plane-waves, e�inK�x,
now cancels out throughout and we get a modified Floquet equation where the
retardation plane-waves are fully eliminated:

ECnðxÞ ¼ ðp̂2 � n˘Þ2=2þ n!þ VþUp

h i
CnðxÞ

� A0 � p̂
2c

Cn�1ðxÞ þCnþ1ðxÞ½ �

þUp

2
½Cn�2ðxÞ þCnþ2ðxÞ�

(76)

where we have used the transversality relation ˘ � A ¼ 0 to eliminate an inter-
action term in the resulting Hamiltonian. A comparison with the usual form of
Floquet equations with retardation (e.g., p. 247 [1]) shows the simplicity of the
present approach; it removes the need for anymulti-polar expansion that would
otherwise occur from the usual expansion of the photon plane-waves. In fact
now it involves only a dipole-like coupling of the momentum operator of the
electron with the polarization and propagation vectors of the field. Thus, the
advantage of the present formulation is that all the methods of treating the
Floquet equation which have been developed in the dipole approximation in the
past may again be employed to the modified Floquet equations given here,
without making the dipole approximation.

9 Relativistic Domain

Relativity can appear in several ways in the strong field problem (see also the
chapter of Maquet et al.): (i) if the frequency is so high that the photon energy is
comparable to or greater than the rest-mass energy of the electron, �h! 	 m0c

2;
(ii) the atomic electron is very tightly bound by the ion core (as in heavier atoms
and their ions) so that the corresponding electron motion becomes relativistic,
e.g., the spin–orbit splitting becomes large, e.g., forZ� 	 1

2 ormore; and (iii) if the
field intensity is so high that the energy of the free electron inside the field becomes
comparable to or greater than the rest-mass energy of the electron, i.e.,
Up 	 m0c

2. In the last case, one should note particularly that even when the
initial electron energy is non-relativistic, the intermediate and/or the final energy
in the field can be relativistic and hence the dynamics would still require a non-
perturbative relativistic treatment.

When the effect of electron spin is negligible, intense-field dynamics may
be investigated in terms of the Klein–Gordon equation. For example, for a
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high-frequency field an unexpected phenomenon has been predicted [37] by

solving the K–G equation of a model one- electron system exactly in a relati-

vistically intense field [34,35]. One would normally expect that at a given

intensity and frequency of the field, ionization of an atom (or ion) would

decrease with increasing binding energy of the electron. The anomalous effect

consists in an increase of ionization with increasing binding energy of the target

electron. Figure 4 shows the calculated ionization width �, i.e., rate of ioniza-
tion in energy unit (27.2 eV ! 4:17� 1016 per second) as a function of the

binding energy of the electron, �0. In this case, a tightly bound electron is

subjected to a very intense high-frequency laser field (I ¼ 1021 W/cm2 and

! ¼ 100 eV). One sees an anomalous ionization domain, which extends from

about 1100 eV to about 1700 eV, where the rate of ionization increases with the

binding energy and reaches a maximum. For still higher binding energies the

ionization probability behaves normally, i.e., decreases with increasing binding

energy. A possible existence of this anomalous effect might be tested experi-

mentally, e.g., by choosing ionic targets with increasing Z and subjecting them

to intense laser radiation of not too low frequency.

10 Reduction of Retardation: Reduced Floquet–Dirac Equation

In general, in the relativistic domain of intensity and/or very short wavelengths

(X-ray and shorter wavelengths) the Dirac equation forms the fundamental

basis (even of quantum field theory) of both perturbative and non-perturbative

analyses of electron dynamics. A direct time-dependent simulation of the Dirac

equation coupled to the radiation field tends to be extremely arduous or

impractical in full (3+1)-dimensions. Hence it is desirable in the relativistic

domain to look for simplifying indirect approach, specially for reducing the

problem posed by the presence of the retardation which cannot be neglected

in this regime. It appears therefore to be equally interesting to employ the

modified Floquet expansion discussed above also to the Dirac equation

Fig. 4 Variation of the
ionization width (rate of
ionization) with binding
energy of a tightly bound
electron in a high-frequency
field (! ¼ 100 eV) at a
relativistic intensity I ¼ 1021

W/cm2. Note the increasing
ionization with increasing
binding energy on the
left-hand side of the
maximum (from [37])
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i
@

@t
Cðx; tÞ ¼ câ � p̂� 1

c
Aðx; tÞ

� �
þ Vþ �c2

� �
Cðx; tÞ (77)

where Cðx; tÞ is the total Dirac bispinor. Taking again the Lorentz-invariant
phase ð!t� ˘ � rÞ as the basis for the modified Floquet expansion for the Dirac
equation, we expand

Cðx; tÞ ¼ e�iEt
X
n

einð!t�˘�xÞCnðxÞ (78)

whereCnðxÞ are now Floquet bispinors, and E is the total energy of the system,
for the same reasons as given in the previous section. Proceeding further as in
the previous section we arrive at the reduced version of the Dirac–Floquet
equation:

ECnðxÞ ¼ câ � ðp̂� n˘Þ þ n!þ Vþ �c2
� 	

CnðxÞ

� A0 � â
2

Cn�1ðxÞ þCnþ1ðxÞ½ �
(79)

Clearly, the retardation factors are absent in the equations above and, hence,
the usual ‘multi-polar’ expansion, Eq. (10), is no longer needed. In fact, the
reduced Dirac–Floquet equation (79) contains only a dipole-like coupling
of the Dirac velocity operator câ with the propagation and the polarization
vectors. Thus, the techniques of solving Floquet equations developed in the
Schrödinger case within the dipole approximation may again be employed
mutatis mutandis to the modified Dirac–Floquet equation as well, and the
complex eigenvalues E ¼ EReðI; ~; !Þ � iGðI; ~; !Þ=2 can be determined as
functions of the field parameters as before (e.g. [28,29,30]). Also in the coor-
dinate space, discrete basis sets like the sturmians (e.g., [38]) can be used with
advantage. We may add that the form of the Schrödinger–Floquet and Dirac–
Floquet equations, given above, is also suitable for solving them in the
momentum space.

11 Super-Intense Fields: Spin Dynamics

For super-intense fields (q � 1) when a very large number of photons can be
exchanged significantly in the transition process, both the time-dependent
simulation techniques and the Floquet expansion techniques can be extremely
arduous. In the former case the space–time grid, and in the latter case the size of
the Floquet matrix, would tend to be too large to be practicable. An alternative
ab initio approach is a systematic approximation method that is based on a
convenient rearrangement of the S-matrix theory in the relativistic regime,
analogous to the so-called KFR approach [15,16,17] in the non-relativistic
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case. S-matrix amplitude has been formulated within the relativistic strong field

approximation (SFA) in the past (e.g., [39]) and more recently within the

‘relativistic intense-field many-body S-matrix theory’ (RIMST). The latter has

been developed originally in the non-relativistic domain [40] and applied fruit-

fully in analyzing a host of intense-field processes in two and many-electron

systems, in that domain (e.g., [11,12]).
A characteristic aspect in the relativistic domain is the coupling of the intense

field with the spin degrees of freedom. This gives rise to phenomena like

stimulated Mott-scattering (e.g., [41]) and other spin-dependent effects in the

bound state (e.g., [42]). In connection with ionization in relativistic fields,

specific spin information is usually traced out (e.g., [39]) for an unpolarized

target atom. However, the rates of spin flips in the ionization process and

possibly also spin-asymmetry, even from unpolarized target atoms, could be

measured in ‘second generation’ experiments, e.g., by detecting spin-polarized

ionization currents from target atoms prepared with or without spin-selected

initial bound states. Analysis of such and related experiments would clearly

require a knowledge of the spin dependence of the ionization rates. Such spin-

specific ionization rate in intense relativistic fields have been obtained recently

[43]. Before concluding this brief discussion of high-field atomic processes at

short wavelengths we give explicit analytic expressions of the spin-specific

ionization rates for the transition of a Dirac hydrogenic atom (ion) into the

spin-specific Dirac–Volkov states. The results are given for the general case of an

elliptically polarized radiation field, which reduces automatically to the impor-

tant special cases of linear and circular polarizations for the ellipticity parameter

� ¼ 0 and � ¼ p=2, respectively. These results are derived using the leading term

of RIMST (equal to the relativistic SFA approximation). The rate of ionization

from the bound spin state j ¼ uðpÞ; dðownÞ to the continuum spin state j0 ¼ u; d
are (in transverse gauge ‘velocity form’) as follows.
Elliptic polarization:

dWj!j0

d�
¼
X
n�n0

A0

2c
Nk0N1sc0ðqÞ

� �2

t
ðnÞ
j!j0

��� ���2ck0 jkjð2pÞ2 (80)

The number of absorbed photons n is determined by the energy–momentum

conservation relation

n! ¼ �B þ �kin þ lk! (81)

where �B ¼ c c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 � k2B

p� 
is the binding energy (ionization potential) and

�kin ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 þ k2
p

� c
� �

is the kinetic energy. The other parameters are

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 þ k2

p
¼ k0 ¼ n� lkð ÞK0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 � k2B

q
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N1s and Nk0 are the well-known normalization constants of H-atom ground

state and of the free Dirac spinor; we have derived and used here a very useful

algebraic form of the Dirac H-atom ground state spinor: C1s ¼ N1sr
�0�1e�kBr

�munmu!
ðu;dÞ, where nmu ¼ ð1; i�0r̂Þ, and !ðu;dÞ ¼ ½ðu;dÞ; 0�þ;u ¼ ð1; 0Þþ;

d ¼ ð0; 1Þþ.

q ¼ qq̂ ¼ kþ l� � nð Þ˘; K0 ¼ !=c ; ˘ ¼ K0K̂

and

K ¼ ðK0;˘Þ

c0ðqÞ ¼
4p
q

Gð�0 þ 1Þ

k2B þ q2
� ��0þ1

2

sin �0 þ 1ð Þ tan�1 q

kB

� �� �

and

gðqÞ ¼ �0 kB
q
� �

0 þ 1

�0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ kB

q

� �2
s

sin �0 tan�1 q=kBð Þ
� �

sin ð�0 þ 1Þ tan�1 q=kBð Þð Þ

2
4

3
5

where

�0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðZ�Þ2

q

�0 ¼ ð1� �0Þ=ðZ�Þ

kB ¼ Z

m1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk0 þ cÞ=ð2cÞ

p
m2 ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk0 � cÞ=ð2cÞ

p

N1s ¼ ð2kBÞ�
0þ1

2
1þ �0

8pGð1þ 2�0Þ

� �1
2

Nk0 ¼
ffiffiffiffiffi
c

k0

r

B0
n ¼

A0K0
4cK � k 2Jn þ cos � Jnþ2 þ Jn�2ð Þð Þ

Bn ¼ ð�ÞJn�1 þ


ð�ÞJnþ1 þ K̂B0

n

K � k ¼ K0k0 � ˘ � k

Jn ¼ Jnðak; bk; kÞ ¼
X
m

Jnþ2mðakÞJmðbkÞeiðnþ2mÞk (82)
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are generalized Bessel functions of three arguments with

ak ¼
A0 ð�Þ � k
��� ���
cK � k

bk ¼
A2

0

8c2K � k cos �

k ¼ tan�1½tan
k tanð�=2Þ�

lk ¼
A2

0

4c2K � k

ð�Þ ¼ ½1 cosð�=2Þ þ i2 sinð�=2Þ�; �½0;p=2�

The reduced tðnÞ-matrix elements are explicitly given by

tðnÞu!u ¼ B0
n



m1 þm2gðqÞ k̂ � q̂þ i k̂� q̂

� 
z

� � 

þ B 
n � m2k̂þm1gðqÞq̂
� 

� i B
n � m2k̂�m1gðqÞq̂
� � 

z

(83)

t
ðnÞ
d!u ¼ m2gðqÞB0

n



i k̂� q̂
� 

x
� k̂� q̂
� 

y

� �

� i B
n � m2k̂�m1gðqÞq̂
� � 

x

þ B
n � m2k̂�m1gðqÞq̂
� � 

y

(84)

t
ðnÞ
d!u ¼ m2gðqÞB0

n



i k̂� q̂
� 

x
þ k̂� q̂
� 

y

� �

� i B
n � m2k̂�m1gðqÞq̂
� � 

x

� B
n � m2k̂�m1gðqÞq̂
� � 

y

(85)

and

t
ðnÞ
d!d ¼ B0

n



m1 þm2gðqÞ k̂ � q̂� i k̂� q̂

� 
z

� � 

þ B
n � m2k̂þm1gðqÞq̂
� 

þ i B
n � m2k̂�m1gðqÞq̂
� � 

z

(86)
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Linear polarization:
The same rate formula (Eqs. (80), (81), (82), (83), (84), (85), (86)) holds, except

that, since in this case � ¼ 0 therefore the generalized Bessel function of three

arguments Jn ¼ Jnðak; bk; kÞ (Eq. (82)) now simplifies to the generalized Bessel

function of two arguments, i.e., Jn ¼ Jnðak; bkÞ; ak ¼ akð� ¼ 0Þ, bk ¼ bkð� ¼ 0Þ
[kð� ¼ 0Þ ¼ 0].

Circular polarization:
The same rate formula (Eqs. (80), (81), (82), (83), (84), (85), (86)) holds except

that, since in this case � ¼ p=2 therefore the generalized Bessel function of three

arguments now simplifies to an ordinary Bessel function with a phase, i.e.,

Jn ¼ Jnða�Þein
k ; ak ¼ akð� ¼ p=2Þ, k ¼ 
k, [bkð� ¼ p=2Þ ¼ 0] .
We note that the specific influence of relativity in the rate of ionization arises,

first, from the relativistic energy and momentum of both the free and the bound

states of the electron and the momentum of the photon. They affect the argu-

ments of the Bessel functions in Bns, the reduced amplitudes tðnÞs, as well as the
‘dressed-momentum’ q ¼ kþ ðlk � nÞ˘. Similarly, the specific influence of the

spin arises, first, from the ‘weak’-component factor m2 of the free-electron

spinor (which appears in the reduced amplitudes tðnÞs) and, second, from gðqÞ
in tns, which is due to the ‘weak’ component of the bound electron.

We may note finally that the usual total spin-averaged ionization rate from

an unpolarized target atom, if desired, can be easily obtained by simply adding

the four spin-specific rates given above and dividing by 2 (for the average with

respect to the two degenerate initial spin states):

dGðþÞ

d�k
¼
X
n�n0

A0

2c
Nk0N1sc0ðqÞ

� �2

ck0
k

ð2pÞ2
� 1

2

X
ðj;j0Þ¼u;d

t
ðnÞ
j!j0

��� ���2 (87)

12 Spin-Flip and Spin Asymmetry in Ionization

An interesting prediction of the present theory is that a helical photon (e.g.,

circularly polarized) can flip the helicity of the ionizing electron (at any inten-

sity). Furthermore, the photon can distinguish the sense of the spin flip (with

respect to its own sense of helicity) through the difference in the rates of ‘up!
down’ vs. ‘down! up’ spin transitions. It vanishes if only the ‘weak’ compo-

nents of the Dirac electron states are neglected. We briefly discuss this effect

below.
The specific spin-up and the spin-down electron currents can now be

obtained from the matrix elements given above:

dW up

d�
¼ 1

2

dWu!u

d�
þ dWd!u

d�

� �
(88)
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dWdown

d�
¼ 1

2

dWd!d

d�
þ dWu!d

d�

� �
(89)

It is interesting to ask if there is any asymmetry in the up and down spin electron

currents even when the two degenerate initial spin states of the atom are

assumed to be occupied statistically (12 : 12 ; i.e., unpolarized). Any asymmetry in

the two currents is best characterized by the initially unpolarized target atom

(ensemble-averaged) asymmetry parameter 5A4 defined by

5A4 ¼ dWup

d�
� dWdown

d�

� �
dWup

d�
þ dWdown

d�

� �
(90)

�

They have been recently investigated for ionization of H-atom in intense

circularly polarized laser fields at low and high frequencies [41].
In Figs. 5 and 6 we show typical results of calculations for the asymmetry

parameter 5A4 in two cases, I ¼ 1016 W/cm2, ! ¼ 1:55 eV (Fig. 5), and

I ¼ 1020 W/cm2, ! ¼ 20 eV (Fig. 6). At both intensities 5A4 is as large as

oð10�3Þ in magnitude but negative. And they are well within the current resolu-

tion of spin-analyzers in the laboratory [44] to be observed experimentally. This

indicates a dominance of the spin-down electron current over the spin-up

current at all angles of observation [43]. Remarkably, unlike the asymmetry

parameter for Fano effect [45,46], the two curves reveal a strong dependence of
5A4 on field intensity at all angles. It is also interesting to note that there is no

spin–orbit interaction above arising from the derivative of the atomic potential,

either in the initial state (ground s-state) or in the final state (Dirac plane-wave

Volkov state). At the first sight perhaps even more surprisingly, the asymmetry

remains present when the retardation (and hence the laser magnetic field in the

laboratory) is neglected (˘ ¼ 0). So what is the origin of the spin flip as such

under the above circumstance? It is a consequence of the Lorentz invariance in
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Fig. 5 Intensity-dependent
ensemble-averaged
asymmetry parameter
5A4 (see Eq. (90) for
definition) vs. electron
emission angle; ! ¼ 1:55 eV,
I ¼ 1016 W/cm2 (outer
curve), and I ¼ 1017 W/cm2

(inner curve) (from [43])
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which the electric field in the laboratory (even in the absence of retardation) is
Lorentz-transformed, in the moving frame of the emitted electron, into a mixed
electric andmagnetic field, with a (motional) magnetic field component of order
B
0 � E0 � p=c 	 B

0
(a.u.). Thus the finite spin-flip probability is due, even in the

absence of retardation effect, to the coupling of the motional magnetic field B
0

with the magnetic moment (¼ � 1
4c2

s a.u.) of the electron in its own frame of
reference [43].

13 Summary

Availability of intense short-wavelength radiation fields opens up the possibi-
lity of investigating multi-photon processes in a new regime of high-field
physics. In this chapter we have briefly introduced and discussed a number of
approximate and exact theoretical methods suitable for application to such
processes in intense VUV, XUV, and X-ray wavelengths, or beyond. Particular
attention is paid to the basic processes of ionization and high harmonic gen-
eration and to approximate solutions of Coulomb–Volkov Schrödinger equa-
tion. Theoretical problems posed by the effect of retardation, relativity, and
spin degrees of freedom on multi-photon processes, and the ways to reduce
them, are discussed. Finally, a recently predicted relativistic effect showing an
asymmetry in spin currents during intense-field ionization, and the mechanism
behind it, is also discussed.
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Part IV

Laser–Matter Interaction – Relativistic



Relativistic Laser-Plasma Physics

Alexander Pukhov

This review covers recent progress in laser–matter interaction at intensities I
above Irel ¼ 1:37 � 1018W=cm2. At these intensities, electrons swing in the laser

pulse with relativistic energies. The laser electric field is already much stronger
than the atomic fields, and any material is instantaneously ionized creating
plasma. The most important applications of relativistic laser-plasma include
high-gradient acceleration of charged particles, new sources of short-wavelength,

and nuclear radiation. The physics of relativistic laser-plasma is highly non-
linear and kinetic. The best numerical tools applicable here are particle-in-cell
(PIC) codes, which exploit the fundamental plasma model as an ensemble of
charged particles. The usage of massively parallel processing allows to follow

simultaneously up to 109 numerical particles. This is enough to simulate directly
real laser-plasma experiments even if the full-scale three-dimensional PIC
simulations are expensive and parametric studies are difficult. In the ultra-
relativistic limit I� Irel, the Maxwell–Vlasov equations acquire a specific

symmetry that leads to a very powerful analytical tool: the relativistic similarity
theory. It allows to scale the interaction regimes and gives an important guide in
the complex physics of relativistic laser-plasmas

PACS numbers:

1 Introduction

The maximum achievable laser powers were growing fast over the last 10 years

and have reached the petawatt (1015 W) values in a single shot [1, 2, 3]. This
enormous power is comparable to that consumed constantly by the whole
mankind on the earth. Of course, these powerful laser pulses last for an
extremely short time, from few femtoseconds (1 fs¼ 10�15s) to a picosecond
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(1 ps¼ 10�12s). Let us now recall that one cycle of the infrared light emitted by

these lasers is about 3 fs (3.3 fs for a light with l ¼ 1mm). It means that these

laser pulses represent just a few cycles of radiation. It is this short-pulse duration

that allows for the extremely high powers, while the energy remains in a reason-

able range from mJ to some 100 J.
The technology of ultrashort-pulse lasers is known as the chirped pulse

amplification (CPA) [4]. Here, an initially short seeding pulse is stretched in

time by letting it pass through a dispersive element (stretcher), e.g., a set of

diffraction grids. The pulse is decomposed in its spectral components. Each

spectral component travels a slightly different way depending on its wavelength,

and the pulse is stretched in time. It also gains a spectral ‘‘chirp’’: the pulse

frequency changes continuously from its head to the tail. The stretched pulse

has a lower power and can be linearly amplified in a conventional way. The

amplified pulse pertains the chirp and is compressed back to the original short

duration by another dispersive element (compressor) conjugated to the

stretcher.
Before the CPA invention, laser pulses could be focused only in the two

transverse dimensions by corresponding sets of lenses. The CPA technology has

allowed it for the first time to compress laser pulses in the third, longitudinal

dimension, and this technological breakthrough has immediately lead to a

Jump in the achievable powers and focused intensities. The petawatt shots,

where an adaptive mirro has been employed, have resulted in the focal intensity

I ¼ 1021W=cm2 [2].
The electric field corresponding to this intensity is 1014 V/m. Nomaterial can

withstand such fields. Atoms are ionized instantaneously and plasma is created.

The most promising application of these enormous laser fields is the high-

gradient acceleration of charged particles. The conventional accelerators used

in high-energy physics have accelerating gradient of some 10MeV/m. This

moderate accelerating field defines the monstrous sizes of the accelerators: the

acceleration to 100GeV energies needs an accelerator of several kilometers

length. Would it be possible to exploit the laser fields directly, this accelerating

distance could be shortened to few centimeters. Unfortunately, the laser fields

are oscillatory and transverse. A particle being accelerated by the laser fields

directly slips out of the acceleration phase very fast and the maximum energy

gain is limited to a fewMeV. Thus, one has to elaborate special accelerating

schemes, which can avoid the dephasing problem. In this review, we discuss the

laser wake field acceleration (LWFA) schemes [5] and direct laser acceleration

(DLA) at the betatron resonance [6].
Recently, a major breakthrough has been achieved in the LWFA studies [7].

Independently, three experimental groups have reported quasi-monoenergetic

electron beams with energies in the range 70–170MeV emerging from short-

pulse laser interactions with underdense gas Jets [8, 9, 10]. In all these three

experiments, the laser pulse duration was comparable with the plasma period.

Previously, quasi-monoenergetic electron beams have been predicted
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theoretically in 3D PIC simulations [11], where the so-called bubble regime of
LWFA has been identified.

The ion acceleration using lasers is also possible. At the presently available
laser intensities, it is never accomplished directly by the laser, but is always
mediated by the plasma electrons [12, 13, 14].

Another very important application of the relativistic laser-plasma is for
novel sources of short-wavelength and nuclear radiation. The electron motion
in the relativistic regime is extremely non-linear. Thus, one expects that the
electrons radiate high harmonics [15, 16]. Indeed, it appears that the relativistic
laser plasma provides several mechanisms for short-wavelength radiation, both
coherent [17, 18, 19, 20, 21, 22, 23, 24, 25] and incoherent [26, 27, 28].We discuss
here shortly the possibilities for synchrotron-like radiation from non-linear
plasma waves.

2 Free Electron Motion in Electromagnetic Wave.

Relativistic Threshold

It is usually accepted that the transition to the relativistic laser-plasma regime
begins at intensities above I l2 ¼ 1018Wmm2/cm2. To understand the origin of
this threshold, let us consider the simplest configuration, where a free charged
particle interacts with a plane electromagnetic wave running in the positive z-
direction:

að�Þ ¼ a0ð�Þ cos k�; (1)

where

a ¼ eA=mc2 (2)

is the relativistically normalized laser vector potential, � ¼ z� ct, k ¼ 2p=l,
and l is the wavelength. We are working in the Coulomb gauge and set the
scalar potential of the electromagnetic wave equal to zero, �ð�Þ ¼ 0.

Although the exact solution of this problem can be found in literature (see,
e.g., [29, 30]), we present here some simple fundamental results.

The wave (1) has two important symmetries, each of them leads to an integral
of motion preserved during the charged particle motion. First, the fields (1) do
not depend on the transverse coordinates. This results in conservation of the
generalized transverse momentum:

P? ¼ p? þ amc ¼ const; (3)

where p? ¼ m�v? is the kinetic momentum and � ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð�=cÞ2

q
is the

relativistic factor.
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Second, the laser pulse is a wave running with a constant phase velocity vph,

which in vacuum is vph ¼ c. This symmetry delivers the second integral ofmotion:

W ¼ K� pzc ¼ const; (4)

where K ¼ ð� � 1Þmc2 is the particle kinetic energy.
Having the two integrals (3) and (4), we can calculate the particle energy and

momenta as a function of the laser amplitude. Let us take a particle that has
stayed at rest before the laser pulse overtook it. In this case, both integrals are
zeroes and we find

pz ¼
p2?
2mc

; K ¼ a2

2
mc2: (5)

From the expression for the kinetic energy K, we see that a particle quivering in
a laser pulse gains energy comparable with its rest energy mc2, when the
normalized laser amplitude becomes close to unity: a0 ¼ 1. When we normalize
to the electron mass, this amplitude corresponds to a laser intensity:

I0l
2 ¼ 1:37� 1018W mm2/cm2: (6)

The intensity I0 is generally considered as the threshold to relativistic laser-
plasma interactions, because the bulk of plasma electrons start to oscillate at
relativistic velocities. Notice that the relativistic intensity (6) scales as l�2. This
gives 1018 W/cm2 for a glass laser with l ¼ 1�m and only 1016 W/cm2 for a CO2

laser with l ¼ 10mum.
An exact form of the particle trajectory in a plane wave can also be found

analytically, if one introduces the ‘‘particle internal times’’ s ¼ !t=�. For a plane
wave with amplitude a0 and linear polarization in theX-direction, the trajectory
in normalized coordinates �; �; � is

� ¼ kz

a 2
0

¼ 1

8
ð2s� sin 2sÞ; (7)

� ¼ kx

a0
¼ cos s; (8)

� ¼ ckt ¼ sþ a 2
0

8
ð2s� sin 2sÞ: (9)

The trajectory (7), (8), (9) is shown in Fig. 1. It is self-similar and does not

depend on the laser amplitude in the coordinates ð�; �; �Þ. However, when we
transform back to the physical coordinates, we find that there is a significant
difference in the particle motion at non-relativistic, a� 1, and relativistic,
a41, amplitudes. Mention that while the particle excursion in the polarization
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direction scales like the laser amplitude, � � a0, the longitudinal one scales like
the amplitude squared, � � a20. Thus, at low intensities, particles oscillate
mainly in the polarization direction with a small ponderomotive drift in the
laser propagation direction. With the transition into relativistic regime, the
particle motion becomes predominantly longitudinal. The laser ponderomotive
force, v? � B, pushes it forward.

As we see from (5), a free electron in a plane electromagnetic wave can get a
lot of energy, proportional to the intensity of the wave. At the intensity level of
1021 W=cm2, one might expectGeV electron energies. Although this value
sounds impressive, we must concede that the simple acceleration in vacuum is
barely inefficient. From expression (9), we see that the time needed to reach this
energy also scales like the laser intensity. Thus, themean accelerating force5F4
acting on a relativistic particle in vacuum saturates at a level F=mc!52. The
reason for this unexpected failure is the traitorious behavior of the particle trans-
verse velocity, namely, it rises first at non-relativistic intensities, �?=c � a0 for
a0 � 1, reaches its maximum �?=c ¼ 2=3 at a0 ¼ 1, and then goes down inversely
proportional to the amplitude, �?=c � 2=a0 for large a0! As a consequence,
the v? � B force does not grow anymore, no matter how intense the laser pulse is.

Moreover, the analytic solution (5) is valid for a plane wave only, i.e., for a
laser pulse with an infinite power. Only in this particular case the two integrals
of motion (3) and (4) hold. This solution is an exception, rather than a rule.
Already small deviations from the plane wave geometry break this symmetry
and the electron motion in realistic focused laser pulses scales differently.

Let us consider a focused laser pulse. Nearby the focal plane, one has

a ¼ að�g; rÞ cos k�ph; (10)

where �ph ¼ z� �pht, �g ¼ z� �gt, and �ph and �g5c are the phase and the
group velocities, respectively. It is important to mention here that a focused
electromagnetic wave has not only the transverse components of the vector
potential, but also the longitudinal one:

@zaz ¼ �r? � a?: (11)

This follows immediately from the Coulomb gauge condition r � a ¼ 0.
When the focused laser pulse interacts with particles in vacuum, the particles

get scattered out from the focal spot. Unfortunately, there is no general exact

0.0 5.0
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0.0

1.0
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2

ξ
k =

0
/x
a 0
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Fig. 1 The self-similar
trajectory of an electron in a
plane electromagnetic wave
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analytic solution in this case. However, at low laser intensities a� 1, the
equation of motion can be averaged over the fast laser oscillations and the
so-called relativistic ponderomotive force (RPF) is introduced [32]:

1

mc

dp

dt
¼ �r a2

2
; (12)

where p is the electron momentum averaged over the laser period. The RPF
concept is a valid description, provided the wave amplitude varies slowly with
respect to the wave phase, so that a multiple scale analysis of the particle motion
makes sense.

Equation (12) is independent of the laser polarization and works in such a
way that electrons are expelled from the regions of high intensity. If one takes a
laser pulse focused into a round spot, the electron scattering is radially sym-
metric, no matter what the laser polarization is.

Quesnel and Mora [31] have performed extensive numerical simulations of
laser pulse interaction with electrons in vacuum. They found that it is the small
longitudinal component of the vector potential (11) that makes the scattering
radially symmetric. Figure 2a taken from [31] shows electron trajectory scat-
tered by a linearly polarized laser pulse focused in a Gaussian spot
a ¼ a0 expð�r2=	2 � �2=ðc�Þ2Þ with a0 ¼ 0:3; 	 ¼ 10mm, � ¼ 200 fs. Curve 1
gives the scattering including the longitudinal component of the vector poten-
tial; it practically coincides with the ponderomotive model. For comparison,
curve 2 has been calculated discarding az and results in electron confining
within the plane of laser polarization.

The RPF concept may remain valid even at higher laser intensities.
Equation (12) takes then the form [31, 33]

dp

dt
¼ �mc2

�
r�: (13)

Fig. 2 Scattering of an electron by a focused laser pulse (taken from [31]). (a) a0 ¼ 0:3, curve 1
includes the longitudinal field, curve 2 neglects it; (b) a0 ¼ 3, final transverse momenta of
scattered electrons (see text for further details)
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Figure 2b shows final transverse momenta of electrons scattered by a laser pulse

with a0 ¼ 3; 	 ¼ 10mm, and � ¼ 350 fs. Although the laser pulse was linearly

polarized, the scattering is nearly symmetric.
Quesnel and Mora [31] have introduced the dimensionless parameter


 ¼ k	=ð1� vz=cÞ, where vz is the longitudinal velocity of the electron. The

scattering is ponderomotive if the parameter 
� 1. In the opposite case, 
41,

the electron motion is more complicated and asymmetries due to the polariza-

tion appear.
Electrons are the lightest charged particles; they absorb most of the laser

energy and reach the relativistic regime first. One may repeat the calculations

for ions as well and use in (2) an ion mass instead of the electron one. Taking,

e.g., protons, we find that the corresponding relativistic intensity threshold is

Ip ¼ ðMp=mÞ2I0 � 5� 1024 Wmm2/cm2: (14)

The intensity (14) is far beyond the present laser technology. However, the new

concepts of optical parametric amplification (OPA-CPA) [34] might make even

these fantastic intensities technologically feasible, see in the chapter of Ross.
At the ‘‘electron relativistic intensity’’ I0 (6), protons oscillate in the laser field

with merely some 100 eV energy. Any energetic ions observed in laser–matter

interaction experiments till now have been accelerated not directly by the laser

field, but by plasma fields induced by the laser-heated electrons [12, 13, 14, 35,

36, 37, 38, 39, 40, 41].

3 Relativistic Similarity

As we have seen above, electron motion at highly relativistic laser amplitudes,

a� 1, may become quite complicated. The simple perturbation theory that

uses the laser amplitude a as a small parameter [42] becomes invalid.
Fortunately, the Maxwell–Vlasov system of equations acquires an addi-

tional symmetry at the ultra-relativistic laser amplitudes a0 ¼ eA0=mc2 � 1.

Gordienko and Pukhov [43] have shown for the first time that the similarity

parameter S ¼ ne=a0nc exists, where ne is the plasma electron density and

nc ¼ m!2
0=4pe

2 is the critical density for a laser with frequency !0. The basic

ultra-relativistic similarity states that laser-plasma interactions with different a0
and ne=nc are similar if the parameter S ¼ ne=a0nc ¼ const:.

Let us consider collisionless laser-plasma dynamics and neglect the ion

motion. We also neglect bremsstrahlung and radiation damping. The electron

distribution function fðt; r; pÞ is described by the Vlasov equation:

@t þ v@r � e Eþ v� B=cð Þ@p
� �

fðt; p; rÞ ¼ 0; (15)
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where p ¼ m�v and self-consistent fields E and B satisfy the Maxwell

equations [44].
We suppose that the laser pulse vector potential at the time t ¼ 0 short before

entering the plasma is Aðt ¼ 0Þ ¼ a ð y2 þ z2Þ=R2; x=c�
� �

cos k0xð Þ, where

k0 ¼ !0=c is the wavenumber, R is the focal spot radius, and � is the pulse

duration. If one chooses a definite initial laser envelope aðr?; xÞ, then the laser-

plasma dynamics depends on four dimensionless parameters: the laser ampli-

tude a0 ¼ max jea=mc2j, the focal spot radius k0R, the pulse duration !0� , and
the plasma density ratio ne=nc.

Nowwe are going to show that in the ultra-relativistic limit when a0 � 1, the

number of independent dimensionless parameters reduces to three: k0R, !0� ,
and S, where the similarity parameter S is

S ¼ ne
a0nc

: (16)

Let us introduce the new dimensionless variables:

t̂ ¼ S1=2!0t; r̂ ¼ S1=2k0r; p̂ ¼ p=mca0;

Â ¼ eA

mc2a0
; Ê ¼ S�1=2eE

mc!0a0
; B̂ ¼ S�1=2eB

mc!0a0
;

(17)

and the new distribution function f̂ is defined as

f ¼ ne

ðmca0Þ3
f̂ðt̂; p̂; r̂; a0;S; R̂; �̂Þ; (18)

where R̂ ¼ S1=2k0R and �̂ ¼ S1=2!0� .
The normalized distribution function f̂ is a universal one describing the

interaction of the given laser pulse with a given initial plasma profile. It satisfies

the equations

@t̂ þ v̂@ r̂ � ðÊþ ðv̂� B̂ÞÞ@p̂
� �

f̂ ¼ 0; (19)

rr̂ � Ê ¼ 4pð1þ �̂Þ;rr̂ � B̂ ¼ 0;

rr̂ � B̂ ¼ 4pĴþ @t̂Ê;rr̂�Ê¼�@t̂B̂;

(20)

where v̂ ¼ p̂=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂2 þ a�20

q
, �̂ ¼ �

R
f̂ dp̂, ĵ ¼ �

R
v̂f̂ dp̂, and the initial condition

for the vector potential is

Âðt̂ ¼ 0Þ ¼ âððŷ2 þ ẑ2Þ=R̂; x̂=�̂Þ cosðS�1=2x̂Þ; (21)

with the slow envelope â such that max âj j ¼ 1.
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Equation (19) together with the initial condition (21) still depends on the four

dimensionless parameters R̂, �̂ , S, and a0. However, the parameter a0 appears

only in the expression for the electron velocity. In the limit a0 � 1, one canwrite

v̂ ¼ p̂=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂2 þ a�20

q
� v̂ ¼ p̂= p̂j j: (22)

Consequently, for the ultra-relativistic amplitude a0 � 1, the laser-plasma

dynamics does not depend separately on a0 and ne=nc. Rather, they converge

into the single similarity parameter S.
The ultra-relativistic similarity means that for different interaction cases with

S ¼ const, plasma electrons move along the same trajectories. Number of these

electron Ne, their momenta p, and the plasma fields scale as

p / a0; Ne / a0; (23)

�;A;E;B / a0; (24)

for !0� ¼ const, k0R ¼ const, and S ¼ const.
The ultra-relativistic similarity is valid for arbitrary S-values. The S para-

meter appears only in the initial condition (21) so that S�1=2 plays the role of the
laser frequency. It separates the relativistically overdense plasmas with S� 1

from the underdense ones with S� 1.
Let us discuss shortly the applicability area of the similarity theory. The only

approximation made is expressed by formula (22). It states that all the electron

velocities are equal to the vacuum light velocity c. Is this approximation well

grounded in the context of the laser wake field acceleration? We stress that

although the electron velocities are always c, their longitudinal components can

be arbitrary depending on the particular direction of the 3D electron

momentum.
What matters in the LWFA is the electron trapping and dephasing. Both

these phenomena are correctly included in our similarity theory. The trapping

and dephasing depend on the longitudinal component of the electron velocity:

�k ¼
pkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2k þ p2? þm2c2
q : (25)

When p2? � m2c2, one can neglect the term m2c2 under the square root in the

denominator of expression (25). According to the similarity theory the trans-

verse electronmomentum p? scales as a0, see (23). Thus, the approximation (22)

is valid in the three-dimensional geometry if a0 � 1.
The similarity in interactions with overdense plasmas has been considered in

[17, 18], where the universal harmonics spectra have been derived and their

scalability toward very high laser intensities has been discussed. Applied to
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underdense plasmas, the similarity theory leads to elegant scalings on the energy
and the number of accelerated electrons, as well as the acceleration length [43].

4 Numerical Simulation of Relativistic Laser-Plasma.

Particle-in-Cell Method

During the past decades, particle-in-cell (PIC) methods have been proven to be
a very reliable and successful method of kinetic plasma simulations [45, 46,
47, 48]. This success of PIC codes relies to a large extent on the very suggestive
analogy with the actual plasma. The plasma in reality is an ensemble of many
individual particles, electrons and ions, interacting with each other by the self-
consistently generated fields. The PIC code is very similar to that, with the
difference that the number of numerical particles, or macroparticles we follow
in the code, may be significantly smaller. One may think as if one numerical
‘‘macroparticle’’ is a clump, or cloud, of many real particles, which occupy a
finite volume in space and all move together with the same velocity. The
consequent conclusion is that we have a ‘‘numerical plasma’’ consisting of
heavy macroparticles, which have the same charge-to-mass ratio as the real
plasma electrons and ions, but substitute many of those. This simplified point of
view is straightforward, very intuitive, and not always incorrect.

Historically, the 2D code ZOHAR developed by Langdon and Lasinski [49]
and the 3D code TRISTAN developed by O. Buneman [50] were the first
multidimensional relativistic electromagnetic PIC codes for plasma simula-
tions. The 2D code ZOHAR appeared to be particularly successful as 2D
problems were much easier to handle on computers of that time. Still, the
2D mesh allows to study some multidimensional effects. As an example, we
mention here the pioneering simulation ofWilks et al. showing the possibility of
channel boring through overdense plasma layer by the laser light pressure [51].

The PIC codes appeared to be so effective for simulations of laser-plasma
interactions in relativistic short-pulse regime that research groups at different
places have developed their own multidimensional PIC codes. The main pro-
gress has been achieved using parallelization, when the simulation domain is
distributed on a grid of individual processors [52]. Various parallel PIC codes
for laser-plasma interactions exist now.Wemaymention the codes OSIRIS [53]
and PEGASUS [54] from the UCLA group, the code Virtual Laser Plasma
Laboratory (VLPL) of Pukhov [55], the code REMP written by Esirkepov [56],
a 2D PIC code maintained by Adam at Ecole Polytechnique [57], 3D PIC codes
written by Ruhl [58], by Sentoku [59], and other codes exist as well. Although it
seems that all these codes produce similar results, there was no attempt to gauge
all of them against each other and no single 3D PIC ‘‘volkscode’’ for laser-
plasma interaction exists in public domain.

All these codes solve the full set of Maxwell equations for the fields and
relativistic equations of motion for the particles. To simulate the realistic
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experimental parameters, a huge number of numerical particles, on the order of
109, must be followed in these codes [55]. This is possible only when massively
parallel processing is used. Yet inspite of the huge computational power, the
direct PIC simulations of laser-plasma interaction become only possible
because of the very short laser pulse duration. The laser pulses consist of only
10–100 optical cycles, and it is this property that allows us to apply the fully
electromagnetic PIC code that resolves the laser wavelength. For long laser
pulses, one is still forced to use anenvelope approximation.

The direct PIC simulations are able to reproduce experiments. They are very
detailed. In fact, they are about as complicated as the experiments themselves.
However, the simulations have a significant advantage: we can apply any kind
of numerical diagnostics one can imagine. This provides a highly appreciated
insight in the non-linear processes of laser-plasma interaction at relativistic
intensities.

5 Relativistic Self-Channeling of Light in Plasmas

A relativistically intense laser beam propagating in an underdense plasma
modifies the plasma permittivity and the refractive index, which in the weakly
non-linear regime can be expressed as

n2rel ¼ � ¼ 1�
!2
p

!2
; (26)

where !2
p ¼ 4pne2=�m is the relativistically corrected plasma frequency. The

relativistic mass �m of electrons quivering in the laser pulse increases. In
addition, the ponderomotive force of the laser pulse pushes the plasma electrons
radially out of the focal spot. Both these effects diminish the local plasma
frequency and increase the plasma refractive index (26). The medium then
acts as a positive lens. One may show that when the laser power P exceeds the
critical value

Pcr � 17 !=!p

� �2
GW; (27)

the laser pulse experiences relativistic self-focusing and channels through the
plasma. This has been established both theoretically [60, 61, 62, 63] and experi-
mentally [64, 65].

The power (27) is not too high.Multi-terawatt and petawatt lasers may easily
exceed it by a few orders of magnitude. In this case, the laser has enough power
to generate not a single, but multiple channels. This effect has been studied in
envelope and paraxial approximations [66] and is known as the relativistic
filamentation.
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The threshold for relativistic self-focusing/filamentation depends on the
laser power only. The analytical theory of self-focusing has been developed in
the weakly relativistic approximation, a51.When the laser intensity overcomes
the relativistic threshold (6), new physical effects appear.

As we have already discussed, trajectories of electrons quivering in the laser
pulse, (7), (8), (9), change qualitatively, when the laser amplitude becomes
relativistic, a41. At these intensities, the v� B force of the laser pulse drives
electrons forward, in the light propagation direction. In plasma, all electrons
trapped in the laser channel are driven, and each laser filament carries a strong
electron current.

These currents of relativistic electrons pushed forward by the laser pulse
magnetize the plasma. The current densities amount to a sizeable fraction f of
enc, where n is the background electron density, and generate quasi-static
magnetic fields B s

? ¼ ð feneÞ2pr at distance r from the axis of a current filament.
The field B s

? may become as strong as the magnetic field of the light wave itself,
which is B ¼ aB0 in units of B0 ¼ mc!=e. For light of wavelength
l ¼ 2pc=! ¼ 1mm, one obtains B0 ¼ 107:1 MG. In units of B0, the quasi-static
magnetic field has the form

B s
?=B0 ¼ ð fne=ncÞpr=l (28)

and is of order B0 when ne approaches the critical density nc ¼ pmc2=ðelÞ2.
Notice that the cyclotron frequency !c corresponding to B s

? satisfies
!c=! ¼ B s

?=B0 and may become resonant with the light frequency, affecting
the index of refraction.

In this complex situation, a qualitatively new behavior was observed in 2D
[67] and 3D PIC simulations [68]. It was found that the quasi-static magnetic
field may become strong enough to pinch the relativistic electrons. The co-
directed currents flowing in laser filaments magnetically attract each other and
may finally coalesce into a narrow single channel [68]. Relativistic electrons
carrying these currents modify the plasma refraction index and guide the light.
The path of light follows the electron deflection, and themultiple laser filaments
also coalesce and form the ‘‘super-channel’’.

A representative case with an incident intensity of 1:24� 1019 W/cm2 (a ¼ 3,
l ¼ 1mm) has been chosen in three-dimensional PIC simulations: Fig. 3, [68]. It
confirms the formation of a single propagation channel with considerably
enhanced concentration of light on the axis. The incident beam first propagates
through an unstable filamentory stage and then collapses into a single channel
with a width of 1� 2l. We mention that paraxial and envelope approximation
as well as hydrodynamic modeling are insufficient to treat the effects discussed
here; structures on the scale of a wavelength are involved and non-Maxwellian
velocity distributions do demand a kinetic treatment.

A super-channel very similar to the one calculated by the 3D PIC code, [68],
has been observed in experiments with the VULCAN laser at Rutherford
Appleton Laboratory, where a 10 TW laser pulse interacted with a long-range
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preformed plasma on a solid body surface [69]. Also the ultra-strong magnetic
fields have been detected later using the Faraday rotation technique for a
probing laser beam traversing the channel [70]. Although the probing beam
has been sent some 18 ps after the main laser, magnetic fields of the order of
5–10 MG were still present in the channel. Indeed, the magnetic fields, once
generated, get frozen into the plasma and decay slowly due to collisions or
channel expansion.

6 Multiple Filamentation of Wide Laser Pulses

We have seen how multiple laser filaments coalesce into a single super-channel,
Fig. 3. Of course, this happens not always. The necessary condition is that the
laser pulse is not too wide initially. Indeed, if the laser pulse is much wider than
the plasma skin length ds ¼ c=!p, the distance between the individual filaments
may be so large that their individual magnetic fields are shielded by the sur-
rounding plasma. These filaments do not feel each other anymore and cannot
coalesce. If the laser pulse is relativistically intense, a0441, then the condition
on the laser radius R for the filamentation gets the S-scaling: k0R4S�1=2.

As an example of the filamentaion, we have simulated a petawatt laser pulse
with initially wide focus diameter, 30 mm, and intensity, I ¼ 1020 W/cm2, inci-
dent on a plasma with density exponentially growing in the laser propagation
direction like n ¼ n0 expðx=LÞ, where the scale length L ¼ 30 mm. The laser
pulse had a Gaussian temporal profile with the full width at half maximum
(FWHM) of 330 fs. The simulation results are shown in Fig. 4.

We see that the strong filamentation starts at the plasma density n � 3� 1020

1/cc. Later, the tree-like coalescence of the neighboring filaments leads to for-
mation of several larger filaments. The distance between these new filaments is
already too large for them to feel each other, and we see no single super-channel
formation. The very similar filamentary pattern has been recently observed in
100 TW shots of the GEKKO-XII laser at ILE, University of Osaka [71].

Filamentory instability

Filaments

Super-channel

Fig. 3 Perspective view of
the self-focusing pulse at
time 180 fs. The plotted
surface corresponds to
0.67 5Imax4, where the
maximum intensity5Imax4
is taken in each (Y, Z) plane
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These issues of laser channeling, plasma cavitation along the channel, laser
energy conversion into fast electrons, and magnetic field generation are the key
issues for fast ignition of fuel targets in the context of inertial confinement
fusion [72].

7 Direct Laser Acceleration of Electrons in Plasma Channels

We have seen in the previous section that when a relativistically intense laser
pulse channels in sub-critical plasma, it drives strong currents of relativistic
electrons [68]. These electrons easily exit the interaction region and are detected
experimentally. Both experiments [2, 73, 74, 75, 76] and particle-in-cell (PIC)
simulations [68, 77, 78] suggest that this conversion does operate with signifi-
cant, up to 30–40%, efficiency. These electrons have usually quasi-thermal
spectra, which can be characterized by an exponential slope with some effective
‘‘temperature’’.

In [79], the authors have measured angularly resolved and absolutely cali-
brated spectra of multi-MeV electrons produced by relativistic self-channeling
of a laser pulse in a high-density gas Jet. Laser pulses of 200 fs withPL ¼ 1:2TW
were propagating in He plasmas with electron density in the range of
3� 1019 � 4� 1020 cm�3. While varying the plasma density, the highest elec-
tron energies were obtained at n ¼ 2� 1020 cm�3. The experimental energy
spectrum is marked in Fig. 5 by dots. It follows a Boltzmann-like distribution
with an effective temperature of 5MeV and extends to 12:5MeV which was the

ne/nc

5

0

(a) (b)Fig. 4 Multi-filamentation
and tree-like filament
coalescence of a wide laser
pulse of petawatt power.
Several super-channels are
formed finally, which are
screened by plasma and do
not interact further

0 2 4 6 8 10 12106

107

108

109

3D VLPL simulation
ATLAS experiment

T~5 MeV

E (MeV)

N
e 

/ M
eV

(a)

Fig. 5 Electron spectrum
measured experimentally,
[79], in laser beam direction
(diamonds) and exponential
fit yielding an effective
temperature of 5MeV
(dotted line); the prediction
of 3D PIC simulations is
also shown (solid line)
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spectrometer limit. The solid line in Fig. 5 represents the VLPL results for a

simulation. A good agreement between the 3D PIC simulations and the experi-

mental measurements is seen not only in the spectral form but also in the

absolute numbers.
The spectral ‘‘temperature’’ depends both on the laser intensity and on the

plasma conditions. The tail of these energy spectra reaches far behind the

normal ponderomotive energy. A set of 3D PIC simulations for variable laser

powers have been reported in [6], where laser pulses relativistically channeled

through nearly critical plasmas. The spectra indicate an approximately expo-

nential roll-off at high energies: neð"Þ~n0 expð�"=TeffÞ, with an ‘‘effective tem-

perature’’ Teff growing with the laser intensity. The results of the numerical

simulations suggest that Teff grows like the square root of the intensity:

Teff � 
ðI=I18Þ1=2; (29)

where the coefficient is 
 � 1:5MeV. Figure 6 illustrates this scaling. Results of

3D PIC simulations and experiments done at MPQ, Garching, are shown here.

In the experiment, different laser intensities were achieved by changing the laser

pulse duration.
The scaling of the effective temperature Teff with laser intensity like / I1=2

coincides with the results of 2D PIC simulations [51], in which a laser pulse

interacted with a sharply ramped plasma–vacuum interface, and the electrons

were ponderomotively heated [80]. The proportionality factor 
 obtained in the

3D simulations of laser channeling is significantly higher than that in [51]. This

higher temperature is an indication of the special mechanism of electron accel-

eration mediated by quasi-static fields existing in laser channels [6].
Ponderomotive expulsion of background plasma electrons out of the chan-

nel creates a radial electrostatic field. At the same time, the current of acceler-

ated electrons generates the azimuthal magnetic field. Both these fields depend

about linearly on radius and reach their maxima at the channel boundaries, as

shown in Fig. 7. The channel works as a potential well. A relativistic electron

Teff = 1.5×(I/I18)1/2MeV
Fig.6 Effective‘‘temperature’’
of the accelerated electrons
for different laser intensities.
The best fit gives scaling
Teff / 
ðI=I18Þ1=2, with

 � 1:5 MeV
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trapped in the channel oscillates radially at the betatron frequency which is
roughly !b ¼ !p=2�

1=2 and does not depend on the degree of channel cavita-
tion. These oscillations are along the laser polarization, and thus an efficient
energy coupling is possible.

An electron running along the laser propagation with velocity vz witnesses a
strongly downshifted optical frequency. This downshift can be so strong that
the transverse betatron oscillations are in resonance with the laser. The reso-
nance condition is

!b ¼ 1� �z
�ph

� �
!0: (30)

It states that when an electron makes one oscillation, the electromagnetic wave,
which propagates with a phase velocity �ph, overtakes it exactly by one period,
Fig. 8. This is the inverse free electron laser mechanism. The only difference is
that instead of the usual spatially periodic wiggler we have the betatron channel
frequency.

The resonance condition (30) can be fullfilled for electrons with different
energies running at different (small) angles with respect to the channel axis. This
effect produces not a monoenergetic spectrum, but rather a Boltzmann-like
distributions, see Figs. 5 and 6.

Despite the interaction complexity, the scaling (29) directly follows from the
relativistic similarity theory [43]. Let us consider the configuration, where a

(a) (b)Fig. 7 (a) Static electric and
magnetic fields in the laser-
plasma channel and (b) the
corresponding effective
potential for a relativistic
electron

Z
Fig. 8 Resonance between
the electromagnetic wave
and a co-propagating
relativistic electron. The
electron makes transverse
oscillations in the channel
fields along the laser
polarization and stays in
phase with the electric field
of the wave, when the
resonance condition (30) is
satisfied
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relativistically intense laser pulse is incident onto a plasma with an exponential
density profile. If the pulse Rayleigh lengthZR ¼ pR2=l is much larger than the
characteristic length of the density profile, then the laser will propagate up to a
density which scales as the laser amplitude a0. Consequently, the similarity
parameter S ¼ ne=a0nc is automatically maintained constant and the interac-
tion must be similar. At the same time, the energies and the number of acceler-
ated electrons scale proportional to the laser amplitude a0.

8 Laser Wake Field Acceleration

In the previous section, we have discussed the direct laser acceleration of
electrons. We have seen that this mechanism produces electron spectra of a
quasi-thermal form. The future applications for high-energy physics, however,
require electron beams of much better quality. They must have low transverse
emittance and be monoenergetic. Such beams might be generated by lasers in a
plasma employing another mechanism of acceleration: laser wake field acce-
leration (LWFA) [5, 42].

When a laser pulse propagates through underdense plasmas, it excites a
running plasma wave oscillating at the plasma frequency !p. The wave trails
the laser pulse with the phase velocity set by the laser pulse group velocity
vwakeph ¼ vg. It is useful to introduce the relativistic �-factor related with the pulse
group velocity �g ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2g=c

2
q

. The electric field of the plasma wave is
longitudinal, i.e., it points in the propagation direction. A relativistic electron
can ride on this plasma wave staying in phase with this longitudinal electric field
over large distances and be accelerated to high energies.

The laser pulse can excite the plasmawave in different ways. The excitation is
most effective, when the laser pulse is shorter than the plasma wavelength, lp,
and fits completely into the first wave bucket.

The length of the laser pulse is a parameter of particular significance. The
pattern of wake field excitation differs significantly for laser pulses longer and
shorter than the plasma period. The long laser pulse gets self-modulated with
the plasma period, and the resonance between this self-modulation and the
plasma frequency leads to effective wake field excitation. The corresponding
regime of particle acceleration is called self-modulated laser wake field acce-
leration (SM-LWFA) [81, 82, 83, 84] in contrast to the short-pulse LWFA
described before.

To estimate the maximum energy gain of a relativistic electron in the laser
wake field, one introduces the so-called dephasing length Ld. It defines how
long the electron remains in the accelerating phase of the wake that makes
roughly one half of lp. Lorentz transformations then lead to the expression
Ld ¼ 0:5�2glp. Consequently, the maximum energy gain Wmax ¼ eEmaxLd,
where Emax is the amplitude of the wake. Here we have supposed that the
laser depletion length Ldepl is longer than the dephasing length: Ldepl4Ld.

Relativistic Laser-Plasma Physics 443



To achieve a high quality of the accelerated electron beam, one needs a
perfectly synchronized external injector that can produce ultrashort electron
bunches, much shorter than the plasmawavelength to occupy a small portion of
the accelerating phase, where the electric field is nearly constant. Different
schemes have been proposed to accomplish the electron injection by all-optical
means involving two or more laser pulses [85, 86, 87].

9 3D Regime of Relativistic LWFA: The Bubble

The properties of laser wake fields can be well described analytically when the
laser amplitude is not too high and the plasma wave is regular. However, when
the electric field of a planar plasma wave reaches the limit
Ewb=E0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð�p � 1Þ

p
, where �p ¼ ð1� v2g=c

2Þ�1=2 ¼ !0=!p, the wave breaks
[88]. The wave breaking is manifested in a multi-stream electron motion.
The wave amplitude is so high that the oscillation velocity of electrons in
the wave becomes comparable with the wave phase velocity. As a consequence,
the background plasma electrons can catch the wave, be trapped in the wave
potential, and be accelerated. The wave breaking regime is extremely non-linear
and needs kinetic description. What happens after the wave is broken, depends
on the geometrical dimensionality of the wave breaking region. In the simplest
1D geometry, the breaking happens always in the first half plasma wave. In 2D
and 3D geometries, the breaking depends on the strength of plasma wave
excitation and other plasma conditions. It has been noticed by the authors of
[89, 90, 91, 92] that in the multidimensional relativistic regime the plasma wave
fronts are curved. The wave breaks near the axis and for lower values of the
electric field than the plane wave limit. Because the breaking region can occupy
Just a small portion of the wave around the axis, the large-scale structure of the
wave may remain stable. The wave as a whole survives the breaking, and the
trapped electrons can be accelerated over large distances and gain energy.

Wave breaking turns out to be of central importance because it leads to
abundant self-trapping of electrons in the potential of the wave bucket which
are then accelerated in large numbers. This results in high conversion efficiency
of laser energy into relativistic beam energy. Trapping of electrons in the plasma
waves is a key topic for LWFA. Injection and acceleration of external beams
have been demonstrated experimentally [93]. Creation of trapped electrons
inside the wave bucket has been proposed, applying supplementary laser pulses
[85, 86]. However, copious amounts of accelerated electrons have been observed
when driving waves beyond the breaking threshold; this has been shown in SM-
LWFA experiments with single TW laser pulses longer than lp [94, 95, 96,
97, 98].

When the laser pulse power increases and the pulse duration becomes
shorter, electrons can be accelerated in plasmas, where the plasma period is
comparable with the pulse duration. In the experiments done at LOA in France,
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short and relativistically intense laser pulses have propagated through under-

dense plasma Jets [99]. Electrons with energies up to 200MeV have been regis-

tered, and the energy spectrum has shown some deviations from the

Boltzmann-like distribution in the highest energy tail.
A new, highly non-linear regime occurs for laser pulses with large amplitude,

a� 1. The excited wake field takes a particular form of a solitary ‘‘bubble’’ [11].

In this regime, the laser ponderomotive force is high enough to sweep out all

electrons out from the first half-plasma wave. As a consequence, an electron

cavity, or bubble is formed, Fig. 9, and the wave breaking has washed out all

downstream structure. Although the bubble is empty from the cold background

electrons, a stem of trapped and accelerated electrons is growing out of the

bubble base. Comparing Fig. 9a and b, we see that the cavity stretches and the

stem elongates with time. At ct=l ¼ 700, the stem contains about 3:5� 1010

electrons with energy 300	 30MeV. They have an angular spread of 	2
 and
represent a genuine beam of 1.8 J full energy. This amounts to 15% of the

incident laser energy.

700Z/λ650500450

20

–20

X/λ

(a) (b)

Fig. 9 Solitary laser-plasma cavity produced by 12 J, 33 fs laser pulse. (XY)-cuts of electron
density are shown. (a) ct=l ¼ 500, (b) ct=l ¼ 700. Each dot represents a numerical electron;
the dashed region schematically shows the laser pulse position
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Fig. 10 Spectra of
accelerated electrons
(from [11]): of the 33 fs, 12 J
laser pulse: ð1Þct=l ¼ 350,
ð2Þct=l ¼ 450, ð3Þct=l ¼ 550,
ð4Þct=l ¼ 650, ð5Þct=l ¼ 750,
ð6Þct=l ¼ 850
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The growth of the stem and the evolution of its spectrum are continuous.
This is shown in Fig. 10. At the time ct=l ¼ 350, the high-energy branch of the
spectrum corresponding to the stem has the plateau structure. However, the
spectrum changes at time ct=l ¼ 450 and develops a distinct peak which grows
in time. This peak starts to appear when the total charge of the stem becomes
equal to the charge expelled from the cavity by the driving laser pulse. Then the
cavity elongates, and this has the consequence that the front and the rear sides
of the cavity move at different speeds. The formation of the energy peak has
been described in detail in [11].

10 Scaling Laws for the Bubble Regime of Electron Acceleration

The relativistic similarity theory of Gordienko and Pukhov [43] allows to write
down simple scalings on the electron acceleration in the Bubble regime. The
similarity theory [43] tells us that the Bubble regime is stable and scalable.

The optimal radius R of the laser focal spot is

k0R � S�1=2: (31)

For the acceleration to be efficient and to generate structured (quasi-
monoenergetic) electron energy spectra, the

� � R=c: (32)

The characteristic acceleration length Lacc scales as

Lacc � 0:7
c�

l
ZR; (33)

where ZR ¼ pR2=l � a0l
2
p=4pl is the Rayleigh length.

The scaling for the maximum energy Emono of the quasi-monoenergetic peak
in the electron spectrum is

Emono � 0:65mc2
ffiffiffiffiffiffiffiffi
P
Prel

r
c�

l
: (34)

Here, P is the laser pulse power, Prel ¼ m2c5=e2 � 8:5 GW is the natural
relativistic power unit, and l ¼ 2pc=!0 is the laser wavelength. The scaling
(34) assumes that the laser pulse duration satisfies the condition c�5R.

The scaling for the number of accelerated electrons Nmono in the quasi-
monoenergetic peak is

Nmono �
1:8

k0re

ffiffiffiffiffiffiffiffi
P
Prel

r
; (35)

where re ¼ e2=mc2 is the classical electron radius and k0 ¼ 2p=l.
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It follows from the scalings (34) and (35) that the laser energy conversion
efficiency � into the quasi-monoenergetic electrons is a constant. Our 3D PIC
simulations suggest that this constant is

� ¼ NmonoEmono

P� � 20%: (36)

This high-energy efficiency makes the bubble regime of electron acceleration
very promising for future applications.

Looking at the scalings (34) and (35), one mentions that the plasma density
does not appear explicitly. Rather, everything is defined by the laser pulse
parameters: the power P and the duration � . This is the consequence of the
pulse radius scaling (31) corresponding to the bubble regime.

With a given laser pulse, the bubble regime is achievable only in some density
range n15ne5n2. The lower density limit n1 is defined by the condition that
the laser pulse is still ultra-relativistic, a141 when focused on the correspond-
ing focal spot k0R1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1nc=n1

p
. The upper density limit is defined by the

condition that the corresponding focal spot equals the pulse duration:
!0� ¼ k0R2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2nc=n2

p
. This density range can be expressed via the laser

parameters:

n1 � nc
Prel

P ; n2 � nc

ffiffiffiffiffiffiffiffi
P
Prel

r
1

!0�
: (37)

The density range (37) exists only when the laser power is large enough:

P4Prel !0�ð Þ2: (38)

Condition (38) can be considered as the threshold power needed to reach the
bubble regime for a laser pulse with the given duration � . In practical units, this
threshold power is

P4Pbubble ¼
� ½fs�
l½mm�

� �2

�30GW: (39)

The parametric dependencies in the scalings (34) and (35) follow from the
analytical theory while the numerical pre-factors have been obtained from
direct 3D particle-in-cell simulations.

11 The Breakthrough Experiments: Quasi-monoenergetic

Electron Beams

The conventional accelerators have made a tremendous progress since the very
first electrostatic machine was built by Van de Graaff in 1929. Nowadays they
deliver particle beams in multi-GeV energy range with excellent parameters.
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They are robust, reliable, and efficient. Unfortunately, the accelerating field in
the conventional accelerators is limited by 10–100MeV/m. That is why the
multi-GeV accelerators have kilometer lengths and thus are close to the limit
of economically Justifiable dimensions. The latest project, the Large Hadron
Collider (LHC) currently under construction at CERN in Geneva, attempts to
find the Higgs boson, a particle associated with the mechanism through which
all other known particles are thought to acquire their masses. But the size and
cost of such machines – for the LHC, a 27 km circumference and several billion
euros – are fuelling a serious effort to develop new and more compact accel-
erator technologies.

The concept of laser-plasma electron acceleration has the decisive advantage
over conventional accelerators: plasma supports electric fields orders of mag-
nitude higher than the field in radio-frequency cavities of conventional linacs. It
is expected that the relativistic laser-plasma will finally lead to a compact high-
energy accelerator [7].

But acceleration rate is only one measure of a good accelerator. The number
of particles in a beam, and their spread in angle and energy, also matters.
Recently, three independent experiments have delivered high-quality electron
beams in the energy range 70–170MeV [8, 9, 10]. In all these three experiments,
the laser pulses were very short, in the range 30–40 fs. This was comparable with
the plasma period.

The LOA experiment [10] has been simulated with the 3D PIC code VLPL.
A comparison of the experimentally measured spectrum and the simulation is

Fig. 11 3D PIC simulations for the LOA experiment [10]. (a) On-axis cut of the electron
density: the characteristic bubble structure and the trapped electron beam. (b) On-axis cut of
the laser intensity. The laser pulse is self-focused and compressed. (c) Electron spectra
measured in the experiment and the simulation
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shown in Fig. 11. The electron beam has the energy 170	 20MeV and the
charge about 0.5 nC. Looking at the geometry of the laser wake field in the
simulation, one can mention that the plasma wave behind the laser pulse starts
to remind the characteristic bubble structure. Applying the formula for the
threshold laser power needed to form a bubble (38), one obtains that the LOA
experiment [10] has been done at the lowest bubble power threshold. One may
expect that with upgraded laser power, the stability and quality of the electron
beam will be further improved.

12 X-Ray Generation in Strongly Non-linear Plasma Waves

The development of novel high-brightness compact X-ray sources is important
for many research, industrial and, medical applications including X-ray micro-
scopy and spectroscopy, holography and nanotechnology, biological imaging,
and ultrafast process probing. Synchrotron light sources (SLSs) are the most
intense X-ray sources today. In an SLS, the radiation is generated as a result of
relativistic electron scattering by a bending magnet, magnetic undulators or
wigglers [100], or by high-power laser pulses (Compton scattering) [101, 102,
103, 104]. Recent experiments, which explore the interaction of an intense
28.5GeV electron beam with plasma at Stanford Linear Accelerator Center
(SLAC) [105, 106], have shown that an ion channel can be successfully used as a
wiggler to produce the broadband X-ray radiation: the electron beam propa-
gating in plasma blows out the background electrons and generates an ion
channel. The ion channel provides an effective wiggler strength, which is higher
than that of conventional magnets available now.

A relativistic electron running along the ion channel undergoes betatron
oscillations about the channel axis due to the restoring force acting on the
electron by the uncompensated ion charge. Relativistic electrons executing
betatron oscillations in the ion channel emit short-wavelength EM radiation
[44, 107]. Some features of this radiation spectrum have been studied in the
recent publications [26, 106]. If the amplitude of the betatron oscillations
becomes large, then the electron radiates high harmonics and the radiation
spectrum becomes quasi-continuous broadband. It is similar to the synchrotron
spectrum.

The synchrotron radiation emitted from an ion channel has been observed in
a recent experiment [105], where the ion channel has been produced by the
electron beam itself in the blow-out regime [108]. In this regime, the plasma
density must be smaller than the beam density, which is limited due to technol-
ogy reasons. The gain in the radiated power, however, is quadratic in plasma
density [27].

The high-power lasers could overcome this limitation. As we have seen in
the previous section, the relativistically intense laser pulse can produce a
‘‘bubble’’ free from background electrons. Because of its 3D structure, it
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contains also transverse fields. The accelerated relativistic electrons oscillate

in these fields and produce short-wavelength radiation. The bubble can

propagate a long distance in plasmas and thus provide a bright source of

short-pulsed X-rays.
The synchrotron spectrum emitted from the bubble are presented in Fig. 12

a and b. The surface shown in Fig. 12a gives the number of photons with-

in 0.1% of the bandwidth (��h! ¼ 10�3�h!) per solid angle, 2p sin d:
~NX ¼ �!d2NX=ð2p sin d!dÞ. It is seen that the relativistic bunch radiates

highly energetic photons within a very narrow cone. The maximum of the

radiation spectrum is located at about 50 keV and the radiation is confined

within the angle  ’ 0:1 rad. The photon flux (the number of photons per

second in 0.1% bandwidth) and the spectral brilliance of the source are shown

in Fig. 12b. One can estimate the flux and the brilliance using the following

formulas [103]: � ’ �!c=!cð ÞNXðc=LbÞ and B ’ �=ð4p22RS2
RÞ , whereLb is the

bunch length, SR ’ p r2b þ c2T2
int

2
R=ð4p2Þ

� �
is the effective source size of the

radiation, rb is the bunch radius, and Tint is the interaction time.
The high ion density in the laser-produced plasma wiggler and the strong

transverse plasma fields lead to a much higher power of the X-ray emission and

larger photon energies than that in a self-generated ion channel. In terms of the

photon energy and the brilliance, the generated radiation is much more intense

than the synchrotron radiation sources available today.
The possibility to use the bubble as a source of keV X-rays has been demon-

strated experimentally by Rousse et al. [28]. They used a millimeter-scale laser-

produced plasma to create, accelerate, and wiggle an ultra-short and relativistic

electron bunch. The broadband synchrotron radiation has been observed in the

keV spectral range within a narrow 50 mrad cone.
The dense relativistic electrons produced by intense laser pulses can also be

used for X-ray generation via Compton scattering. The incident laser pulse can

be split into two pulses. The first pulse can be used to produce the bubble and

the relativistic bunch, and the second one can collide with the bunch to generate

high-energetic photons via direct Compton scattering [101].

Fig. 12 (a) The synchrotron spectrum from the plasma at c=l ¼ 4500; (b) the spectral
brilliance, the dashed line corresponds to c=l ¼ 1000; the solid line corresponds to
c=l ¼ 4500
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13 Conclusions

The physics of strong field laser–matter interaction is a dynamically developing
field. In this review, we have tried to digest some of the important physical
effects emerging at relativistic laser intensities, as they appear in three-
dimensional particle-in-cell simulations. We have seen how the laser pulses
filament and self-channel in plasma. The laser channels carry strong currents
of relativistic electrons and are surrounded by self-generated quasi-static mag-
netic fields. We considered different mechanisms of particle acceleration in
plasmas leading to directed beams of fast electrons. The electrons are acceler-
ated either directly by the laser field in plasma channels or by the longitudinal
electric field of a plasma wave. The accelerating fields acting in laser-plasma are
orders of magnitude larger than those in conventional accelerators, and a quasi-
monoenergetic beam of 400MeV electrons is produced over a distance less than
a millimeter.

These accelerated electrons wiggle in strong transverse fields of the laser-
excited plasma wave and emit X-rays. In terms of the photon energy and the
brilliance, the generated radiation is much more intense than the synchrotron
radiation sources available today.

These are only a few examples of new physical effects appearing in the highly
non-linear regime of relativistic laser–matter interaction.
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High-Density Plasma Laser Interaction

Heidi Reinholz and Thomas Bornath

1 Introduction

High-density plasmas are of interest for fundamental research and applications,

as e.g., in light sources and fusion, as well as for the understanding of the physics

in stellar and planetary systems. In recent years, ultra-short high-intensity laser

pulses have become available so that intensities up to 1021 W/cm2 can be reached.

New facilities are under construction which produce radiation of frequencies up

to theX-ray regionwith high brilliance. This radiation is used to produce plasmas

over a wide range of density, pressure and temperature, as well as subsequently to

probe its properties. Dimensionless quantities can be introduced to characte-

rize the properties of the plasma near equilibrium: the degeneracy parameter

� ¼ kBT=EF ¼ 2mekBTð3p2neÞ�2=3�h�2 is the ratio of the electronic temperature

to the Fermi energy. For �51, the plasma has to be treated as a quantum

system. The coupling parameter � ¼ Vei=kBT ¼ ð4pne=3Þ1=3e2ð4p�0kBT Þ�1
characterizes the size of the interaction potential at the mean distance of the

electrons with respect to the thermal energy. At high densities or low tempera-

tures (� > 1), the plasma is strongly coupled and correlations and collisions

have to be taken into account. Hot and dilute systems are weakly coupled and

can be treated perturbatively. Relativistic plasmas, in which a significant part of

the electrons reaches a speed close to the speed of light, can also be produced

leading to new theoretical and experimental challenges, e.g., about 10% of the

electrons in a thermal plasma of T > 260 keV have a speed of 0.86c. Very

promising issues are, e.g., the creation of high-energy quasi-monoenergetic

electron and ion beams [1] or the investigation of nuclear reactions triggered

by laser-accelerated relativistic electron jets [2].
An important question in almost all experiments with interaction of intense

laser pulses with matter is the calculation of the energy deposition and the

description of the subsequent heating. After the laser field has delivered
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the energy necessary for a substantial ionization of the system, the electromag-
netic field couples to the free charge carriers leading to heating of the system.
There are several mechanisms relevant for the absorption of electromagnetic
radiation in Coulomb systems. In underdense plasmas, the absorption
connected with electron–ion collisions (inverse bremsstrahlung) is the main
process. There are experimental hints, however, that also processes like ion
acoustic turbulence could play an important role [3]. For overdense plasmas, on
the other hand, there are several important collisionless mechanisms depending
especially on the density gradients. For gentle density gradients, resonant
absorption and parametric instabilities are important [1]. Other mechanisms
like j� B heating and Brunel absorption [2] or sheath inverse bremsstrahlung
and the anomalous skin effect are dominating for steep density gradients [4].

In the present chapter, we give a survey on some many-particle methods and
their application to the interaction of lasers with dense plasmas with focus on the
description of bulk properties. In Section 2, we will consider the diagnostics of
high-density plasmas using radiation. In this context, weak plasma-radiation
interaction is dominating. Using a consistent many-particle description of the
dense plasma in connection with optical properties, the determination of plasma
properties is possible. In particular, absorption processes, reflectivity and
Thomson scattering are discussed as diagnostic tools in Section 3. In the context
of plasma creation by intense laser pulses and the subsequent laser-plasma
interaction, strong external fields have to be considered. One interesting heating
mechanism is nonlinear collisional absorption which is considered in Section 4.

2 Linear Response Theory

The interaction of radiation with charged particle systems is described by the
dielectric function �ðk; !Þ from which the optical and transport properties can
be derived. We are interested in the refractive index as well as absorption and
emission. Considering the optical spectrum, we can restrict ourselves to the
long-wavelength limit k! 0. The frequency-dependent dielectric function or
correspondingly the dynamical conductivity � are then related to the dynamical
collision frequency � via a generalized Drude formula [5]:

�ð!Þ ¼ 1� �ð!Þ
i�0!

¼ 1�
!2
pl

!½!þ i�ð!Þ� : (1)

The phenomenological Drude ansatz assumes a static collision frequency
which is related to the dc-conductivity via �dc ¼ � 0 !2

pl=�ð0Þ where
!pl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2ne=ð� 0 meÞ

p
is the plasma frequency, with ne and me the electron

density and mass, respectively. However, as shown by Reinholz et al. [5], for a
description consistent with known limiting cases and generally valid sum rules
for the dielectric function, the collision frequency has to be a complex
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frequency-dependent quantity. This can be achieved within a generalized linear

response theory [5, 6]. The collision frequency is expressed in terms of equili-

brium correlation functions which is a representation of the fluctuation dissipa-

tion theorem. Calculations of the correlation functions are possible by

evaluating analytical expressions derived within perturbation theory. Alterna-
tively, simulation techniques, e.g., molecular dynamics [7, 8, 9], wave packet

molecular dynamics [10], quantum molecular dynamics [11] or path integral

Monte Carlo (PIMC) techniques [12, 13], are applied.
Within this approach, the well-knownKubo formula �ð!Þ ¼ ��hJ; Ji!þi� can

be derived which is also known from the solution of kinetic equations [14, 15]. It
expresses the dynamical conductivity in terms of the correlation function of the

electrical current operator J. � is the renormalization volume. This approach is

suitable for dynamical properties and the application of molecular dynamics

simulations. However, in the static case, divergencies arise [16] if evaluated
using perturbation theory. A more consistent perturbative treatment is pos-

sible if the collision frequency is expressed in terms of force–force correlation

functions:

�ð!Þ ¼ ��

�0!
2
pl

h _J; _Ji!þi� : (2)

This can then be related to the conductivity according to Eq. (1). The evaluation

of Eq. (2) in Born approximation leads to the expression

�Bornð!Þ ¼ � i�0ni �
2

6p2e2 neme

ð1
0

dq q6V2
eiðqÞSiðqÞ

1

!
½�RPAðq; !Þ � �RPAðq; 0Þ�: (3)

For the electronic part of the dielectric function in random phase approxima-

tion (RPA), �RPA, there are analytical expressions available [17]. Only the

electronic part contributes while the ionic distribution is taken into account
by the ionic static structure factor SiðqÞ assuming that the electrons are scat-

tered from ions at fixed positions. VeiðqÞ is the Coulomb potential. In an

attempt to improve this approximation to higher order perturbation theory,

several aspects have been discussed and evaluated in the literature, see, e.g., [15]
and therein. Considering screening processes, the Lenard–Balescu collision

term (LB) is obtained where the bare Coulomb potential is replaced by a

dynamically screened one. The behavior at small distances r is determined by

strong binary collisions which are accounted for by a higher-order perturbation
expansion replacing the interaction potential Vei by a t-matrix (TM). A dyna-

mically screened TM approximation gives a consistent description of collisions

combining dynamical screening and strong collisions. It can be approximated

by the following so-called Gould–deWitt ansatz:

�GDð!Þ ¼ �TMð!Þ � �Bornð!Þ þ �LBð!Þ : (4)
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For the TM approximation, a static potential such as the Debye potential is

taken. To avoid double counting, the collision frequency in Born approxima-

tion (3) with respect to the static potential has to be subtracted since the Born

approximation is also taken into account in �LB.
The evaluation of the complex collision frequency for a two-component

Coulomb plasma has been performed for a hydrogen plasma at the conditions

of the solar core, i.e., T = 96.15 Ryd=1.52 � 107 K, ne ¼ ni ¼ n ¼ 8:9 a�3B ¼
6:0 � 1025 cm�3 [5]. These parameters are also relevant for laser-induced plasmas

[18]. This is a weakly coupled plasma, � ¼ 0:069, which is not strongly degen-

erate, � ¼ 2:34. In Fig. 1, the real part of the dynamical collision frequency is

shown in different approximations. The differences between the various results

are most pronounced in the static limit. Above the plasma frequency, the

correction to the convergent collision term, Eq. (4), decreases with increasing

frequency since screening becomes less relevant. The principal high-frequency

behavior is the same in all three approximations. The differences between the

Born and the TM approximations are most pronounced in the vicinity of the

plasma frequency. For a more detailed discussion including the imaginary part

of the collision frequency, see Reinholz et al. [5, 15].
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Fig. 1 Real part of the dynamical collision frequency in the Gould–DeWitt approximation as
a function of frequency ! for classical electron plasma at solar core conditions [15]. Separate
contributions are also given: statically screened Born approximation, dynamically screened
Born approximation and ladder approximation
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In analogy to the behavior of the collision frequency in the static limit

(dc-conductivity) [19], the frequency-dependent conductivity (1) will be rewrit-

ten as follows [5, 15]:

�ð!Þ ¼
� 0 !

2
pl

�i! þ rð!Þ �GDð!Þ (5)

where �GDð!Þ is determined according to Eq. (4), which is equivalent to the

dynamically screened binary collision approximation for the collision fre-

quency. The renormalization factor rð!Þ takes into account corrections due to

higher moments of the distribution function, in particular electron–electron

correlations which is equivalent to, e.g., the Chapman–Enskog method [20]

in solving kinetic equations. In the special case of zero-frequency limit (dc-

conductivity), the renormalization factor r(0) gives the correct prefactor known

as Spitzer result; details are given in [5].
Analytical expressions have been derived according to the above procedure

of perturbation theory and applied to transport coefficients, dielectric function

and related quantities [5, 16]. However, these quantum statistical approaches

are applicable to small coupling parameters, in the region �51, see [15, 21, 22].

Simulations are used to check the range of validity of these approximations for

stronger coupling. The following interpolation formula for the static case has

been constructed based on correct analytical behavior in limiting cases and

simulation data for intermediate regions [23]:

�ERR
dc ð�;�Þ ¼ a0T

3=2 1þ b1

�3=2

� �
D lnð1þ Aþ BÞ � C� b2

b2 þ ��

" #�1
; (6)

where the temperature T is in K, � in (�m)�1 and the functions

A ¼ ��3
1þ a4=�2�

1þ a2=�2�þ a3=�4�2
a1 þ c1 lnðc2�3=2 þ 1Þ
h i2

;

B ¼ b3ð1þ c3�Þ
��ð1þ c3�

4=5Þ
;

C ¼ c4

lnð1þ ��1Þ þ c5�
2�

;

D ¼ �3 þ a5ð1þ a6�
3=2Þ

�3 þ a5
:

The set of parameters is presented in Table 1. The validity was checked to be

extended to about � � 2.
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In Fig. 2, we compare MD data with the evaluation of analytical expressions

for the real and imaginary parts of the collision frequency [22]. For the classical

MD simulations, quantum effects were taken into account by constructing

pseudopotentials using thermodynamic properties. Therefore, the static and

low-frequency behavior shows good agreement. In the high-frequency limit,

quantum effects for Coulomb systems are not reflected adequately in the

classical MD simulations results using the Kelbg pseudopotential.
From MD simulations for the current auto-correlation function, the dc-con-

ductivity �dc ¼ � 0 !2
pl=�ð0Þ is obtained. Calculations have been performed for a

fixed temperature of T=33000K and varying coupling parameter �. Results for

the collision frequency and the static conductivity are shown in Fig. 3. Consider-

ing the MD simulations for � � 1, the systematic behavior agrees very well with

the analytical results obtained from the interpolation formula (6) shown for

comparison. Discrepancies arise for higher values of �. However, the princi-

pal behavior of the MD simulations can be reproduced with the interpolation

formula. The theoretical description, based on analytical expressions and MD

simulations, leads to a good understanding of experimental results which are

Table 1 Parameters for the interpolation formula (6), �ERR
dc , for the static conductivity

a0 a1 a2 a3 a4 a5 a6
0:03064 1:1590 0:698 0:4876 0:1748 0:1 0:258

b1 b2 b3 c1 c2 c3 c4 c5
1:95 2:88 3:6 1:5 6:2 0:3 0:35 0:1

0.1

0.1

1
Re ( )/ pl

/ pl

–0.2

0

0.2

0.4
Im ( )/ pl

/ pl1 10 0.1 1 10

Fig. 2 Comparison between MD data for the Kelbg pseudopotential (�) and the quantum
statistical treatment for the Coulomb potential [22]. The Gould–DeWitt scheme, see text, is
used. Full line – including renormalization factor rð!Þ in Eq. (5), dotted line – without
renormalization factor. The dot–dashed line gives the analytical result for the high-frequency
behavior of Re �ð!Þ for the Born approximation Eq. (3) with Kelbg potential. � ¼ 1:28,
T=33000K
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shown in the left figure as well. Experimentally, the dc-conductivity is determined
for partially ionized plasma. In order to compare with a fully ionized plasma
model, we have to separate the contribution of free charge carriers. However, the
plasma parameters like temperature and density are not directly accessible. As
already seen in Fig. 2, the value for the real part of the collision frequency at
! ¼ !pl and as deduced from the collisional damping is systematically larger in
comparison with the static values �ð0Þ.

3 Applications

The dielectric function is a quantity which is of relevance in various situations
where the coupling of a charged particle system with a radiation field is
considered. In a first approximation, often the RPA is applied to describe the
dielectric response of the Coulomb system. Screening effects are treated on a
self-consistent mean field level, but collisions are neglected. It provides closed
analytical expressions [17] and can be implemented in an easy way, see text-
books, e.g., [29]. Collective excitations such as plasmons are due to the polar-
ization of free charged particles, leading to self-consistent treatment of
screening. Despite the fact that collisions are not considered, the RPA has
been proven to be sucessful in describing the plasma response in many applica-
tions. Based on the tools developed in the previous section, we will now
investigate phenomena that go beyond RPA in the sense that collisions will be
relevant. Exemplarily, we discuss bremsstrahlung, reflectivity and Thomson
scattering. In each case, there is a very close link to experiments which have
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Fig. 3 Static conductivity (left) and dynamical conductivity (right) in dependence on the
coupling parameter � [22]. MD results for the Kelbg pseudopotential for T=33000K:
4;r – ! ¼ 0, h – ! ¼ !pl (plasma frequency), � – from collisional damping of the Langmuir
waves, full line – interpolation formula (6) for T=33 000K, experimental data: � – [24], �
– [25], & – [26], ~ – [27], 3 – [28]
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been either done or are intended. This chapter is by no means exhaustive. We
hope to inspire the reader, to consider further applications to physical situations
where the interaction of charged particle systems with radiation, in particular
high-intensity lasers, is relevant.

3.1 Bremsstrahlung

In isotropic plasmas, bremsstrahlung due to collisions between charged particles
is the dominant emission process and can be used to infer density and tempera-
ture conditions in plasmas [30]. Continuum emission of hot and dense plasmas
was measured in a number of experiments, see, e.g., Refs. [31, 32]. On the other
hand, inverse bremsstrahlung, the absorption of photons upon collision leading
to the attenuation of electromagnetic waves, is a main contribution to radiation
loss in plasmas and therefore crucial for modeling radiation transport.

The emission of radiation by a plasma is characterized by the emission
coefficient jð!Þ, which gives the rate of radiation energy per unit volume,
frequency and solid angle. For a system in thermal equilibrium, the emission
coefficient at frequency ! is related to the absorption coefficient �ð!Þ by
Kirchhoff’s law [33, 34]:

jð!Þ ¼ LH
! ð!Þ�ð!Þ; (7)

where LH
! ð!Þ ¼ �h!3=ð4p3c2Þ expð�h!=kBTÞ � 1½ ��1 is the spectral power density

of blackbody radiation. The absorption coefficient is related to the dielectric
function and the index of refraction nð!Þ via �ð!Þ ¼ nð!Þ þ ic�ð!Þ=ð2!Þ½ �2. An
expression for a thermally averaged emission coefficient of a non-relativistic
plasma considering free–free transitions without any particle correlations had
been given by Kramers [35]. Modifications of bremsstrahlung due to quantum
mechanical corrections and particle correlations have been discussed in the
literature since Gaunt [36] and are given in terms of a so-called Gaunt factor
gð!Þ. The first calculation of inverse bremsstrahlung accounting for screening
effects was performed by Dawson et al. [37, 38] starting from the Vlasov
equation. Their expression is widely used to describe the collisional absorption
of intense laser radiation by plasmas [33]. A review on the various attempts and
how they can be derived within the linear response theory can be found in Ref.
[39]. Nonlinear inverse bremsstrahlung in high-frequency fields will be dis-
cussed in Section 4.

Calculating the dielectric function using the generalized Drude-like form (1),
the absorption coefficient is a function of the real part of the dynamical collision
frequency:

�ð!Þ ¼
!2
pl

c

Re �ð!Þ
ð!2 þ �ð!Þj j2Þ nð!Þ

: (8)
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Usually, the high-frequency limit �ð!Þ ¼ !2
pl Re�ð!Þ=c!2 is only considered.

However, being interested in frequencies comparable or smaller than the

plasma frequency, the full expression (8) should be taken into account [39].
As an example, we apply here Eq. (8) to the absorption coefficient of a hydrogen

plasma with density ne ¼ 6:0� 1025 cm�3 and temperature T=1.3keV correspond-

ing to the conditions at the solar center. Since the energy transport in the inner region

of the sun is due to radiation, the absorption coefficient is crucial for standard solar

models where it enters via the opacities.
The overall frequency dependence of various approximations for the Gaunt

factor are shown in Fig. 4. The results are given in units of the Gaunt factor

gDð!Þ which is obtained when calculating the absorption coefficient using the

collision frequency (3) for a statically screened potential. Besides the results

from the Gould–DeWitt approach (4) and its renormalization due to electro-

n–electron correlations, the separate contributions from dynamical screening

and strong collisions (T-matrix) are shown. In the high-frequency limit, the

dynamical screening and static screening almost coincide. In consequence, the

Gould–DeWitt result is dominated by the contribution from strong collisions.
As already noted by Iglesias and Rose [40, 41], the account of dynamical

screening is not important for the calculation of Rosseland mean opacities, a

spectrally averaged absorption coefficient [34] relevant in optically thick plas-

mas. The differences are small in the important region around �h!=ðkBT Þ ¼ 4.
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Fig. 4 Frequency dependence of the Gaunt factor [39] for solar core conditions with
ne ¼ 6:0 � 1025 cm�3, T=1.3 keV
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However, including the renormalization leads to pronounced deviations. Since
themaximum of the real part of the renormalization factor is located at kBT, the
Gaunt factor is affected even at frequencies large compared to the plasma
frequency !pl. Thus, a recalculation of the Rosseland mean opacities [41]
would be interesting. Also, the bremsstrahlung spectrum has contributions
from free–free as well as bound–free transitions. Hence, a description of the
bremsstrahlung spectrum requires also an appropriate treatment of bound
states in a hot and dense plasma. In addition, the transient nature of the
expanding laser-induced plasma requires the knowledge of density and tem-
perature profiles as well as ionization degrees, which can be taken, e.g., from a
hydrodynamical code. Evidence of its relevance will be given in the discussion of
the reflectivity in the next section.

3.2 Reflectivity

Recently, dense plasmas showing the transition from dielectric to metallic
behavior were investigated extensively. For the diagnostics of properties in
such highly compressed plasmas, optical measurements are most favorable,
e.g., the reflectivity is expected to give information on the free charge carrier
density.

Reflectivity measurements on Al and Si have been performed by Basko et al.
[42, 43]. Whereas the electron density is estimated to change at the shock wave
front within a small interval of several nanometers, the change in temperature
occurs within a layer of about 0.3 mm. Of high interest are recent experiments in
liquid deuterium andwater [44, 45] which show a saturation of the reflectivity at
values above 50% which is typical for a conducting state. In experiments on
shock wave compressed xenon plasmas [46] which have been performed using
three different wavelengths l = 1.064, 0.694 and 0.532 mm [47, 48], a strong
increase of the reflectivity has been observed indicating metallization.

A rigorous treatment for the reflectivity from an arbitrary plasma front
requires the Maxwell equations for the electromagnetic field. Considering a
planar wave propagating along z-axis and neglecting nonlocal effects for the
conductivity, the following Helmholtz equation for the complex amplitude of
the electric field E at frequency !

d2EðzÞ
dz2

þ 4p2�ð!; zÞEðzÞ ¼ 0; (9)

where z is the distance in units of the wavelength, has to be solved with
appropriate boundary conditions. The dielectric function �ð!; zÞ has to be
calculated for given density and temperature profiles neðzÞ, T(z).

For normal incidence and assuming a step-like plasma front, the reflectivity
can be calculated from the dielectric function using the Fresnel formula
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Rð!Þ ¼
ffiffiffiffiffiffiffiffiffi
�ð!Þ

p
� 1

�� ��2= ffiffiffiffiffiffiffiffiffi
�ð!Þ

p
þ 1

�� ��2 . However, we find that neither analytical

expressions for the collision frequency (static or dynamic, local or nonlocal) nor
MD simulations as well as the account of neutral components can explain
satisfactorily the behavior of the measured reflectivity as long as a step-like
plasma front profile is assumed [46]. Instead, a spatial structure of the ionizing
shock wave was discussed in [47]. In the region of the shock wave front where
the free electron density smoothly increases from zero to its maximum value in
the bulk plasma, the reflection of electromagnetic radiation occurs already in
the outer region where the density is low. The width of the wave front is
determined by relaxation processes in the plasma.

A density profile can be designed by assuming an asymmetric Fermi profile
dependence on the position, with the parameters determined using measure-
ments of the reflectivity at two wavelengths [49]. The temperature is assumed to
be uniform across the shock front at the plasma temperature. The resulting
density profile across the shock front, see Fig. 5, increases at first slowly and
becomes steeper toward the plasma region. The density gradient is stronger at
higher final plasma densities, i.e., closer to the step-like shock wave front. As
Fig. 6 shows, good agreement with the experimental data is obtained. The
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adjustment of the parameters using measurements at two wavelengths is suffi-

cient to describe the behavior of the reflectivity for the third wavelength and

probably other wavelengths as well. The density profile of the free electrons

could be modified by including profiles for temperature and the neutral com-

ponent as well. Further items which should be addressed are the accuracy in

determining the composition, in particular the free electron density, and the

relevance of the assumption of local equilibrium.

3.3 Thomson Scattering

Dense plasmas are not transparent in the optical region since the frequency of the

light becomes less than the plasma frequency !pl. In this case, X-ray Thomson

scattering can be used for the diagnostics of plasma properties [51]. The required

intense X-ray sources are obtained using high-power optical lasers in order to

pump and probe samples of solid densities [52]. An X-ray free electron laser

(FEL) operating in the VUV range from 60 to 5 nm has started operation at

DESY, Hamburg. A similar facility is under construction at Stanford Linear

Acceleration Center (SLAC). First experiments to measure the averaged ioniza-

tion state �Z, the electron density and the electron temperature by using incoher-

ent Thomson scattering at a probe wavelength of l0 ¼ 263 nm were performed

for high-Z (gold) plasmas [53] with uncertainties of <20%. Spectrally resolved

X-ray Thomson scattering at l ¼ 0.24 nm was applied to determine plasma

parameters for dense Be plasma [54]. Results for Be and C at solid-state-like

densities were given recently [55, 56].
The differential scattering cross-section of Thomson scattering is related to

the total dynamic structure factor Sðk; !Þ of all electrons in the plasma

according to

d2�

d� d!
¼ d�

d�

� �
T

k1
k0

Sðk; !Þ; (10)

where ðd�=d�ÞT is the Thomson cross-section [57]. k0 and k1 are the wavenum-

bers of the incident and the scattered light, respectively. The energy and

momentum transfer are characterized by �h! ¼ �h!0 � �h!1 and �hk ¼ �hk0 � �hk1,
respectively. In the limit �h!	 �h!0, the transfer momentum is related to the

scattering angle � according to k ¼ 4p sinð�=2Þ=l0. A scattering parameter

� ¼ 1=ðklDÞ is introduced, where the Debye radius lD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�0kBTe=ðnee2Þ

p
is

the screening length in the plasma. Short-range correlations (within the Debye

sphere) are relevant for � � 1 and long-range, collective scattering is domi-

nant for � 
 1 and will be reflected by different cross-section specifics. The

dynamic structure factor contains contributions from electrons tight to the ion

motion including screening, from free electrons and from inelastic scattering
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due to excitations of core electrons. The free electron part of the structure
factor

Sðk; !Þ ¼ k2

!

kBT

!2
plme

Im
1

�longðk; !Þ
(11)

is related to the longitudinal dielectric function. Analytical results on the level of
the RPA have been applied, see Gregori et al. [55]. Figure 7 illustrates the
principal behavior of the structure factor. By changing the temperature, we
probe short-range correlations up to collective modes. With decreasing scatter-
ing parameter, the plasmon feature, a double peak structure, disappears and a
smeared out central peak is observed.

We are interested in conditions where RPA is not sufficient to describe X-ray
Thomson scattering and collisions have to be taken into account. For an
adequate treatment, the dynamical structure factor is calculated via theMermin
expression [21], which takes into account the collision frequency as an imagin-
ary frequency.

Results indicate that collisions have only a minor influence on the dynamic
structure factor in a wide parameter range so that RPA can be applied there.
However, we also identified a parameter region (degeneracy parameter � � 1
and coupling parameter � > 1) where major deviations from the RPA results
are found and collisions are important to get reliable results for the plasma
parameters, see also Refs. [55, 59, 60].

In Fig. 8, the dynamic structure factor, Eq. (11), obtained from the RPA
dielectric function and for the Mermin approximation taking the frequency-
dependent collision frequency in the Born approximation, Eq. (3), shows rele-
vant differences. The dynamic structure factor is red-shifted and broadened
with increasing scattering angle. With increasing recoil energy, these peaks
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Fig. 7 Dynamic structure factor Seeðk; !Þ fromRPA for an electron plasma at ne ¼ 1019 cm�3

using radiation of 532 nm [58]
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become asymmetric and the red-shifted peak is more pronounced. Collisions
are more important for smaller angles and yield modifications of the RPA
results.

The sensitivity of a temperature adjustment via the high-frequency part of
the dynamic structure factor with respect to the inclusion of collisions was
demonstrated in Ref. [58]. The electron temperature inferred from the RPA

structure factor overestimates the electron temperature derived from the
Mermin approximation by a factor of about 2 which is important for plasma
diagnostics.

Another promising approach to infer plasma parameters is the fact that the
double peak structure in the regime � > 1 where collective scattering is domi-
nant shows an asymmetry according to the detailed balance:

Sðk;�!Þ ¼ e
� �h!

kBT Sðk; !Þ: (12)

If it would be possible to spectrally resolve these side peaks from the ion acoustic

and the Rayleigh peak at the probe frequency and measure their intensities, one
can directly determine the plasma temperature. The position of the plasmon
resonance in a solid density plasma located at values j!plj slightly above the
plasma frequency can then be used to determine the free electron density. In the
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Fig. 8 Angular dependence of the dynamic structure factor [15] for an electron plasma at
ne ¼ 1019 cm�3 and T=2eV using radiation of 1 nm [59]. Dotted lines: RPA; solid lines:
Mermin approach with dynamic collision frequency in Born approximation
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collective scattering regime of a classical plasma where collisions are not relevant,
it is given by the Gross–Bohm dispersion relation [61]:

!2
max � !2

pl þ 3k2v2th þ
�hk2

2me

� �2

; (13)

with the electron thermal velocity v2th. Besides the contribution of free electrons,
also those of bound states and of inelastic collisions with weakly bound elec-
trons have to be included in the evaluations when comparing with experimental
scattering spectra, see Ref. [55].

4 Nonlinear Collisional Absorption

Due to the impressive progress in laser technology that makes femtosecond
lasers pulses of very high intensity available in laboratory experiments, inter-
action of matter with electromagnetic fields has become a problem of current
interest. Under the influence of an external electromagnetic field, e.g., a strong
laser field, very interesting effects may be observed. Multiphoton processes [62],
creation of higher harmonics, nonlinear absorption [63, 64] and ionization
[62, 65, 66, 67] are typical consequences. The theoretical approach to the
processes in strong laser fields requires, of course, nonperturbative treatments
with respect to the field.

At especially high intensities E0 of the radiation field, the quiver velocity of
the free electrons v0 ¼ eE0=ðme!Þ can be large compared to the thermal velocity
and interesting nonlinear effects have to be expected. One of the important
mechanisms of energy deposition is collisional absorption usually described in
terms of the electron–ion collision frequency [68, 69, 70, 71, 72].

We consider here a fully ionized plasma. For the investigation of collisional
absorption by the dense plasma, it is obvious to start from the balance equation
for the energy and the electrical current resulting from a generalized non-
Markovian kinetic equation. The energy input into the plasma is given by j � E
in accordance with Poynting’s theorem.

The balance equation for the electrical current density can be written in the
following form [73]:

d

dt
jðtÞ þ Rfjg þ !2

pl

ðt
t0

d�t jð�t Þ ¼ "0!2
pl EðtÞ; (14)

with E being the external electrical field and the third term on the left hand
side describes the polarization stemming from the mean field contribution. R
describes the friction due to collisions. The friction term is a nonlinear non-
Markovian functional of the current which reads (to lowest order in the
electron–ion interaction)
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Rfjg ¼ 1

i

ð
d3q

ð2p�hÞ3
q

ðt�t0
0

d� Fðq; �Þ exp � i

�h

1

neee
q �
ðt
t��

d�t1 jð1Þ
� �

; (15)

with the abbreviation

Fðq; �Þ ¼ 2p
�h

ee
me

V2
eiðqÞ

h
Seeðq; �ÞLA

ii ðq;��Þ þ LR
eeðq; �Þ Siiðq;��Þ

i
; (16)

and the dynamic structure factors S and density response functionsL of the two
subsystems, electrons and ions.

There are two well-known limiting cases: in linear response, the exponential
function in Eq. (15) can be expanded and the friction term is linear in the current
with the dynamical collision frequency as prefactor,Rð!Þ ¼ �ð!Þ jð!Þ, cf. Section 2.

For strong fields, on the other hand, the collisions are a small correction to
the quiver motion of the particles and one can use in the exponential

j � j 0 ¼
X
a

e2ana
ma

ðt
t0

dt0Eðt0 Þ; (17)

which corresponds to the so-called Silin ansatz. For a harmonic field
E ¼ E0 cos!t, this leads to expansions [68, 69, 70] in terms of Bessel functions
Jn, and the current jðtÞ ¼

P1
n¼1 jn;0 sin ðn!tþ 	nÞ can be calculated as a function

of the electrical field. The general case, where Eq. (14) cannot be solved simply
for j, was discussed in [73].

The energy absorption rate is given by

�E ¼
h j � E i
h"0E � E i

¼
!2
pl

!� !2
p

! � Im�ð!Þ
h i2

þ Re�ð!Þ½ �2
Re�ð!Þ: (18)

Here the brackets denote cycle-averaged quantities. In the high-frequency limit,
we get the familiar expression �E ¼ !2

pl=!
2 Re�ð!Þ, where the energy absorption

is determined by the real part of the collision frequency only, cf. the high-
frequency limit of Eq. (8). In this expression, the real part sign is often
suppressed in the literature.

For a strong harmonic electric field, the cycle-averaged dissipation of energy
is given by [74, 75]

j � Eh i ¼
ð

d3q

ð2p�hÞ3
niV

2
eiðqÞ

VeeðqÞ
Siiðq;TiÞ

X1
n¼�1

n! J2n
q�v0
�h!

� 	
Im"�1e ðq;�n!;TeÞ;

with "e being the dielectric function of the electron component and Sii the static
structure factor of the ions. The sum over Bessel functions Jn reflects the non-
linear dependence on the field.
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In Fig. 9, the electron–ion collision frequency is shown in dependence of the

electrical field strength. With Eq. (19), collisional absorption can be described

also for the case of two-temperature plasmas. Molecular dynamics (MD)

simulations confirm [75] that mainly the electrons are heated by the laser field

whereas the temperature of the ions stays almost constant. The influence of the

ion component with temperature Ti is accounted for in Eq. (19) by the static

ionic structure factor. The calculations for an ion structure factor in hyper-

netted chain (HNC) approximation [75] show a considerable influence of

structure factor effects on collisional absorption especially for the case Ti.

Only for comparatively low electron temperatures is there an enhancement of

the collision frequency at all.
In Fig. 10, the collision frequency normalized to the plasma frequency is

plotted as a function of the coupling parameter �. The solid and dotted lines are

results from the approach presented above for an isothermal case with Ti ¼ Te
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(this case was also considered in [76] where a comparison is also given with other

approaches [77, 78] and for a two-temperature plasma with an ion temperature

of 1000K, respectively). The squares are the corresponding simulation data.

The simulation data as well as the analytic calculation show an increase of the

collision frequency with increasing coupling. The agreement between the simu-

lation and the quantum statistical results is good in the region of weak and

moderate coupling (� � 0:3). The lowering of the collision frequency for a

two-temperature plasma with cold ions is very well confirmed by MD

simulations [75].
In the region of higher coupling, � > 0:3, the deviations between the simula-

tion and the analytic calculations are growing. Both approaches have their

limitations in this region. One has to keep in mind that, on one hand, the

analytic approach adopts weak coupling with respect to the electron–ion inter-

action. Enhanced heating rates were also reported in [80] using classical test

particle studies. On the other hand, molecular dynamics simulations are valid

for arbitrary coupling only in the classical case. Quantum effects were

accounted for approximately via an effective quantum potential (Kelbg poten-

tial) derived for weakly coupled plasmas only.
The behavior of the collision frequency in an aluminum plasma [79] in

dependence on the temperature is shown in Fig. 11 for two different laser

wavelengths: 800 nm (a) and 32 nm (b). Field effects are important if the quiver
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velocity is greater than the thermal velocity. Re �ei can be described therefore by

the linear response case up to rather high fields. In the case of the optical laser

with l ¼ 800 nm, deviations from the weak field behavior occur at I 01014

W/cm2. For the VUV–FEL (l ¼ 32 nm), this limit lies even at I � 1017 W/cm2

(for comparison: the atomic field strength, i.e., the field of the proton at 1 aB,

corresponds to I � 3:5 � 1016 W/cm2). At high temperatures, all curves agree

with the weak field result. The deviation from the Spitzer limiting case at high

temperatures can be overcome by taking into account higher moments of the

distribution function.
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19. G. Röpke, H. Reinholz, R. Redmer, and A. Wierling, J. Phys. IV France 10, Pr5 (2000).
20. S. Chapman, and T. Cowling, The Mathematical Theory of Non-Uniform Gases

(University Press, London, 1952).
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Relativistic Laser–Atom Physics

Alfred Maquet, Richard Taı̈eb, and Valérie Véniard

1 Introduction

Relativistic laser–atom physics has emerged recently as a new research

area, thanks to the newly opened possibility to submit atoms to ultra-

intense pulses of infrared coherent radiation from laser devices. Indeed,

recently implemented ‘‘table-top’’ laser sources can deliver radiation pulses

with peak intensities so high that a free electron, even initially at rest, can

acquire a relativistic velocity [1,2,3]. In fact, the questions related to the

dynamics of a free electron embedded within a (constant amplitude-)

classical field have been addressed since the early days of relativistic

quantum mechanics. In 1935, an exact expression for the wave function

had been derived within the framework of the Dirac theory [4]; see also [5]

for a recent discussion of the case of an electron submitted to a short laser

pulse. In the 1960s, the advent of laser devices has motivated theory

studies related to quantum electrodynamics (QED) in strong fields. For

a non-exhaustive list of early references, see [6,7,8,9,10]. For many years,

these formal results were considered as being only of academic interest.

This was because the intensities available at optical frequencies, not only

from conventional sources but also from Q-switched and mode-locked

lasers, were so low that lowest order perturbative approaches

could account for most of the observed effects. Even when strong laser

devices were made available, most of the highly non-linear effects

observed in laser–atom physics (above-threshold ionization – ATI, high-

order harmonic generation, multiple ionization, etc.) could be accounted

for within the framework of a non-relativistic approach. In this class

of processes, relativity plays only a marginal role and is expected to

intervene at intensities beyond the so-called atomic unit of laser intensity
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Iat � 3:5� 10þ16 Wcm�2.1 This point has been discussed in several review
papers including [11,12,13,14].

The state of affairs has significantly changed in the mid-1990s when it has
been possible to make to collide a relativistic electron beam (with typical energy
46.6GeV) from a LINACwith a focused laser (Nd: Yag) radiation. Under such
extreme conditions, it has been possible to evidence highly non-linear, essen-
tially relativistic, QED processes, such as non-linear Thomson and Compton
scattering and also pair production [15,16,17].

These early QED investigations were primarily concerned with relativistic free
electrons colliding with a laser beam. In fact, another class of effects can be
observed when focusing the radiation from an ultra-intense laser on atoms. The
latter are rapidly stripped of their outer electrons during the rise of the laser pulse.
In the pulses delivered by the currently available infrared laser sources, tunneling
is the dominant ionization mechanism and the photoelectrons are released with
almost zero velocity, within the focal area, i.e., where they can experience the laser
field strength at its maximum [18,19,20,21,22,23,24,25,26]. Strong field atomic
ionization thus provides a unique source of electrons, initially almost at rest, in
the presence of the field. In these conditions, atomic physics effects that govern
the initial distribution of the photoelectrons play an essential role in determining
the subsequent relativistic dynamics of the electrons within the field. The
main objective of this chapter is to report on the key aspects of the physics of
laser–atom interactions under these extreme conditions.

In order to clarify the discussion, let us note first that atomic physics is
dominated by the Coulomb forces via the electron–electron and electron–nucleus
interactions. The relevant energy scales range from the eV for the ‘‘optical
electrons’’ in the outer shells to tens of keV for inner shells in high-Z atoms. It is
only in the latter case that relativity plays a notable role in the details of the atomic
structure. On the other hand, most laser devices used for producing ultra-intense
radiation fields are operated in the infrared with photon energies around �h! � 1
eV. If atoms are set in the presence of a classical electromagnetic field with time-
dependent envelope fðtÞ and peak field strengthE0 such thatEðtÞ ¼ E0fðtÞsinð!tÞ,
the response of the electronic cloud will depend directly on the electron-field
coupling energy that is dominated by the electric-dipole term:HIðtÞ ¼ �qEðtÞ:r.
A convenient yardstick for apprehending the importance of this coupling, as
compared to intra-atomic interactions, is provided by the maximum value of the
so-called ponderomotive energy Up ¼ q2E0

2=ð4m!2Þ, corresponding to the aver-
aged kinetic energy acquired by a free electron set in forcedmotionwithin the field.
Most laser–atom physics processes which are discussed in this book are observed
forUp values ranging from a few eV up to a few hundreds of eV [27]. In contrast,
we shall address here the questions related to the physical processes taking place at

1 For a constant amplitude field EðtÞ ¼ E0 sinð!tÞ, one has IL ¼ 1
2

ffiffiffiffi
�0
�0

q
jE0j2.The fictitious

intensity associated to the atomic unit of electric field strength Eat ¼ e
ð4p�0Þa2b

experienced by

an electron on the first Bohr orbit in hydrogen is Iat � 3:5� 10þ16 W cm�2.
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higher intensities, i.e., when the laser field peak strength is well beyond Eat, where

Eat � 5� 1011 Vm�1 is the field experienced by an electron on the first Bohr orbit
in hydrogen.2 Then, relativity naturally comes into play because Up becomes
comparable to the electron rest-mass energy.3 We note that another criterion,
often used in the literature for delineating the onset of relativistic effects, is the
dimensionless parameter � ¼ qE0=ðm!cÞ that represents the ratio of the max-
imumquiver velocity of the particle within the field to the velocity of light. One has
�2 ¼ 4Up=ðmc2Þ and it is expected that relativistic effects come into play when
�2 � 0:1 that corresponds approximately to a focused intensity around 2� 1017

W cm�2 for a Ti:sapph laser with �h! � 1:5 eV.
Regarding the general properties of such intense fields, it turns out that, in

applications, they can be considered as being classical, within an excellent
approximation. This is because the mode occupation numbers are enormous,4

and that, consequently, spontaneous emission plays a marginal role as com-
pared to the stimulated exchanges of photons. The question then arises of
whether or not it is necessary to use in full the formalism of relativistic quantum
mechanics for describing the electronic processes of interest. If the answer is yes,

then one has to deal with the challenging task of solving the time-dependent
Dirac equation on a spatio-temporal grid. We note that the need for a time-
dependent treatment originates from the fact that the ultra-intense laser pulses
have durations in the femtosecond range [2,3]. This implies that the parameter
�, for instance, varies significantly over an attosecond time scale, which is
characteristic of the relevant electronic relaxation times in atoms. In spite of
the considerable difficulties of the computations, this class of problems has
motivated a number of studies on which we shall report. It turns out, however,
that most of these processes can be accounted for, to a good approximation,
with the help of simpler approaches, e.g., the Klein–Gordon equation when
spin effects can be neglected or even purely classical trajectory Monte-Carlo
(CTMC) techniques which have revealed themselves to be extremely useful to
describe the dynamics of the electrons that are released within the laser beam.

2 Atomic Photoionization in the Relativistic Regime

We turn now to the dominant relativistic effects which have been actually
observed in atom–laser interactions. Besides the expected effects of the long-
itudinal Lorentz force that imparts a momentum transfer in the forward direc-
tion, the other major contribution comes from the mass renormalization, or

2 See note 1.
3 For a laser field from a Nd:Yag laser with photon energy �h! � 1:17 eV and intensity
I ¼ 1018 W cm�2, the ponderomotive energy Up � 105 keV.
4 For a laser field from a Nd:Yag laser with photon energy �h! � 1:17 eV and intensity
I ¼ 1018 W cm�2, the number N of photons contained in a V ¼ l3 coherence volume (with
l ¼ 1:06 mm) is N ¼ IV

c�h! � 2� 1014.
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‘‘mass-shift’’ effect. In a quantum picture, this effect results from the non-linear
Compton scattering accompanied by the transfer of momentum from the laser
photons to the electron [6,7,8,9,10]. It comes in addition to the standard mass
change of a particle with a relativistic drift velocity. In the case of a constant
amplitude (plane wave) field, one has

m� ¼ m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Up

mc2

r
: (1)

An interesting point is that the correction term does not contain �h and that the
classical and quantum approaches lead to the same expression [6,7,8,9,10]. This
partially explains the effectiveness of CTMC methods for describing the
dynamics of electrons within the field.

The signature of mass renormalization has been first evidenced in the above-
mentioned experiments, when colliding a beam of relativistic electrons from a
LINAC with an infrared laser [12,15,16,17,14]. A typical illustration, more rele-
vant in the context of laser–atom physics, is provided by the dependence in terms
of the field strength of the polar angle distribution of the photoelectrons stripped
from the outer shells of rare gas atoms submitted to a ‘‘long’’ infrared laser pulse,
with peak intensity of the order of I � 1018 W cm�2. Here, ‘‘long’’ means a few
hundreds of femtoseconds [18]. Indeed, as a direct consequence of the forward
momentum transfer that accompanies mass renormalization, the polar angle of
ejection � of the photoelectrons with respect to the laser wave vector can be
expressed in terms of their ponderomotive energy Up through the relation

� ¼ tan�1

ffiffiffiffiffiffiffiffiffiffiffi
2mc2

Up

s
; (2)

which is exact in the limits of both a zero initial velocity and the ‘‘long’’ pulse
regime, the latter condition being essential for the photoelectrons to experience
the full strength of the ponderomotive forces, when leaving the focal area in
their way toward the detector [6,7,8,9,10,28,29]. For classical treatments and
analytical expressions valid under more general conditions, namely with arbi-
trary initial velocities and/or in the presence of external (static) fields, see
[30,31,32,33,34]. Very recently, CTMC calculations have confirmed experimen-
tal results on the transfer of longitudinal (forward-)momentum, when fast
electrons interact with an ultra-strong laser beam [35].

Applications of relativistic dynamics are not limited to describing the
dynamics of free electrons within the focal area. It is surmised that it plays also
a significant role in themechanism of multiple ionization of rare gas atoms, when
irradiated with such ultra-strong pulses. Ionization stages as high as Xe21þ have
been observed in pulses with durations of a few tens of fs andwith peak intensities
up to 1018 W cm�2 [36,38]. It has been shown that two distinct processes jointly
contribute to the double and/or multiple ionization of a given species. The
dominant mechanism is sequential, the corresponding yields being globally
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reproduced from non-relativistic tunneling ionization probabilities [26,36,
37,38,39,40,41]. We note that relativity affects only slightly the transition rates
for the first ionization stages, so long as the charge state of the ionic core Z520,
see [42]. The other mechanism is non-sequential: It originates from the re-colli-
sion of an electron which, when freed into the continuum, can be brought back to
the ionic core by the oscillating field. In the course of the re-collision, which takes
place mostly within a fraction of a laser cycle, the oscillating electron can knock
out another (several) electron(s). This process, which is currently the object of
much interest also at lower intensities [27], is still observed at intensities close to
1017 W cm�2, in xenon [39]. This came somewhat as a surprise since, as already
mentioned, at such intensities one would expect that the longitudinal momentum
transfer imparted to the re-colliding electron by the laser magnetic field would
prevent it from returning to the origin and eject other electrons from the ionic
core [36,37]. Very recent experimental results indicate however that non-sequen-
tial ionization is suppressed beyond 1017 W cm�2 in neon [43]. These recent data
call for more detailed studies on this point.

It turns out that, as sequential ionization is globally dominant, fair estimates
of the total ionization yields for most ionic species can be derived from standard
tunneling ionization rates. This has been verified also by comparing with results
obtained from the numerical resolution of the time-dependent Schrödinger
equation (TDSE) for each ionic species. When available, relativistic treatments
based on the Klein–Gordon or Dirac equations for model systems have not
evidenced significant departures from the non-relativistic treatment [44]. This
can be ascribed to the fact that, so long as the electron remains in the vicinity of
the nucleus, its dynamics remains essentially non-relativistic. This holds also in
the processes of tunneling or barrier-suppression ionization as the electron is
ejected with a low initial velocity. As an illustration of this class of simulations,
typical variations in time of the populations of different ionic species for a
model Kr atom submitted to an ultra-intense laser pulse are shown in Fig. 1 [44];
see also [45] for simulations based on tunneling ionization rates.

Fig. 1 Time dependence of
the populations of different
ionic stages for a model Kr
atom in the presence of a
laser field with peak
intensity 3� 1018 W cm�2;
the frequency is
! ¼ 0:043 a:u. The intensity
envelope is Gaussian with
400 fs FWHM [23]
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An interesting point regarding the population dynamics of the ionized

species during the interaction time is related to the dependence of the ionization

rates on the value of the magnetic quantum number m, within a given ðn; lÞ
sub-shell. In short, the ionization rates are higher form ¼ 0 than form ¼ 1, and

so on. The question being whether or not this dependence could play a role in

the population dynamics, when a sub-shell is stripped from its electrons [44].

Very recent experimental results, with pulse durations of 40 fs, indicate that,

within the field, the m-mixing process is fast enough, so that the ionization rate

is the same as the one of a statistical mixture ofm-substates and is dominated by

the m ¼ 0 rate [46].
A common feature of the above atomic processes is that relativity plays only a

marginal role on the magnitudes of the total ionization yields, even in the

presence of the very strong fields that are currently available. More significant

effects are expected regarding the angular distributions of the photoelectrons.

Indeed, as soon as the electrons are freed, their motion becomes relativistic, the

CTMC calculations providing a convenient tool for describing their trajectories

when leaving the focal area. This kind of simulations enables ones to account for

the dominant features of the polar angle distributions of the photoelectrons

recorded in the experiments [18,19,20,21]. However, the question of the azimuthal

distributions of the photoelectrons, in the plane perpendicular to the propagation

direction of the field, is still not settled, as the results reported in the references

[18,19,20,21,23] do not agree with each other. For a recent discussion, see [44].
It is expected that mass shift and related effects should also play important

roles in other laser-induced processes. Here are a few topics of interest:

(i) Laser-assisted electron–atom scattering.During the course of electron–atom
collisions taking place in the presence of a strong laser field, the projectile can
absorb (or emit, through stimulated emission) photons. In super-intense
fields, very large numbers of photons can be exchanged: up to several
thousands for ‘‘hard’’ collisions accompanied by large momentum transfers.
In the test case of laser-assistedMott scattering for relativistic electrons [47],
one can show that mass-shift effects manifest themselves in the width of the
energy span for the scattered electron, see [48,49,50,51]. Note that this comes
in addition to spin effects that play also a noticeable role in the Mott
scattering of spin-polarized electrons [52,53].

(ii) Atomic ‘‘stabilization’’. Theory and simulations predict that an atom could
be ‘‘stabilized’’ in the presence of a super-intense high-frequency field. The a
priori counter-intuitive prediction is that, under certain conditions, the
lifetime of atomic states could increase when the field strength grows [54],
see also [55,56] for more recent reviews. Earlier numerical simulations were
done in the non-relativistic dipole approximation. Now, the question at
stake is whether or not the ‘‘stabilization effect’’ will survive in the relati-
vistic regime, i.e., when taking into account the mass shift and other
corrections. We note that the question is no longer academic, in view of
the planned development of new powerful sources of radiation in the XUV
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and X-ray ranges, either from free-electron Laser (FEL) devices [57,58] or
from high harmonic sources [59] or even from X-ray lasers [60]. The
implementation of this class of new sources will permit to explore the
completely open question of the collective response of electrons pertaining
to different atomic shells. For the time being, only a few attempts have been
reported which could help to provide quantitative data for a given experi-
mental scheme [61].

Returning to the simpler case of a single-active electron, it is established
that the relativistic mass shift tends to reduce the excursion length of the
bound electron. This entails a narrowing of the laser-dressed potential well in
which it is trapped, thus reinforcing its binding energy [62,63,64]. The ques-
tion of the signature of such an effect in photoelectron spectra has been
discussed in [65]. Broadly speaking, the global influence of themass shift is to
stabilize further the atom.Then, comes the question of the role of retardation
which encompasses the forward momentum transfer and the coupling with
the magnetic field through the Lorentz force. These processes induce an
irreversible drift of the atomic electron, the resulting effect being to hinder
stabilization. This has been confirmed in simulations, see, for instance,
[66,67,68]. For the time being, it is still not clear to decide to which extent
either the mass shift or the retardation effect would dominate the dynamics
in the relativistic regime. In the end, even if the range of intensities in which
stabilization does occur is reduced, the question of whether or not it is an
observable effect is not settled yet; see, for instance, [65].

(iii) Ionization from highly charged ionic species.When an atom is submitted to
an ultra-strong laser pulse, the first electrons that are ejected do not
experience the peak power of the field. In fact, those that are emitted
while the field magnitude is maximum originate from highly charged ions
(see Fig. 1 for a simulation of the population dynamics in the successive
ionization stages). Then, although they have a relatively low initial velocity
when released into the continuum, these electrons can be accelerated up to
relativistic velocities within the field.More precisely, depending on the time
at which ionization takes place during a laser cycle, one can make the
electron to ‘‘ride’’ on the laser wave, thus experiencing the field strength at
its maximum [69]. Accelerations up to the GeV energy range have been
predicted, and the feasibility of implementing this scenario in actual experi-
ments has been confirmed by recent simulations [70,71]. It should be
stressed again that this class of scenarios differs from the ‘‘collision-like’’
scheme in the course of which a fast free electron enters a tightly focused
laser beam, [72]. Here, the electrons are ‘‘born within the field’’ and they can
be prepared so that they experience the phase-dependent field strength.

(iv) High-order harmonic generation from highly charged ionic species. The
process of high-order harmonic generation from a bound electron driven
by an external laser field attracts a lot of interest, as it provides a non-
conventional source of coherent XUV radiation delivering pulses with
durations in the attosecond range [73, 147]. In the course of the interaction
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of atoms with ultra-intense laser pulses, the only species experiencing the
peak field strength are highly charged ions. Thus, the question has natu-
rally arisen of the photon emission spectra from this class of ion species in
the relativistic regime of intensities. One issue is the possibility of generat-
ing sizable amounts of high-frequency photons, notably in the X-ray range.
As harmonic generation involves intrinsically a re-collision of the active
electron with the ionic core, it is expected that the effect of the relativity-
induced drift (through retardation and the Lorentz force) will be to reduce
the harmonic generation yield, as compared to the non-relativistic regime.
Recent discussions that address these questions include [74,75].

Before leaving the topic of atomic photoionization, we mention that the
weakly relativistic regime that prevails at intensities around 1016 W cm�2 is of
much practical interest, in view of the relatively large number of laser facilities
that can deliver pulses in this range of intensities. The modifications of the ATI
spectra under these conditions have been discussed very recently in [76].

We turn now to the still pending problem of the relative influence of relati-
vistic quantum effects on the dynamics of laser–matter interactions in the
strong, time-dependent, field regime.

3 Numerical Resolution of the Dirac Equation: A Paradigm

for Lattice Fermion Field Physics

Pure quantum effects manifest themselves in finer details and, in order to predict
where to find their signatures, a first step is to solve numerically the time-
dependentDirac equation. It is anticipated that the advent of the new generation
of powerful laser sources should help in exploring several intriguing features of
relativistic quantum mechanics.

From the theory point of view, the (at first innocuous) problem at stake is to
solve the Dirac equation on a lattice, i.e., a spatio-temporal grid. Early attempts
weremotivated in the context of high-energy ion–atom collision physics, inwhich
atoms can be submitted to a strong, time-varying, external field generated by the
passing projectile [77]. There exist strong similarities with the case of the response
of an atom to a femtosecond laser pulse [78]. It turns out that this kind of
problems provides an illustration of a major difficulty encountered when quan-
tizing a fermion field on a lattice [79]. The difficulty, which has been dubbed
‘‘fermion doubling’’, is that when solving theDirac equation via a finite difference
scheme in aD+1dimension space, the solutions can be associated to 2D particles
instead of one [80,81]. This feature, which is intrinsic to the representation of the
derivative operator on a grid, is clearly exemplified in the simple case of a one-
dimensional massless field. The Weyl equation reads

i@t� ¼ i�@z�; (3)
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with the exact solution

�ðz; tÞ / e�ið!t�kzÞ (4)

and the dispersion relation ! ¼ �k;� ¼ �1. The discretized version, with

step a, of the Weyl equation is

i@t� ¼
i�

2a
½�ðzþ aÞ ��ðz� aÞ�; (5)

which has also an exact solution leading to the modified dispersion relation:

! ¼ � sinðkaÞ=a, which entails that, for each Brillouin zone, there are two

solutions instead of one as expected for a single particle.
It appears clearly that the original differential equation and its discretized

version have different solutions, a direct consequence being that it is difficult to

ensure the conservation of the current density on the grid. This difficulty has

plagued the early attempts to solve numerically the time-dependent Dirac equa-

tion. The problem has been partially solved, via the implementation of sophisti-

cated and rather time-consuming numerical techniques [77]. However, it still

represents an obstacle when describing the interaction of an infrared laser pulse

with matter in the strong field regime because one has to propagate the solutions

over long time sequences as compared to the characteristic relativistic time scale.5

Another difficulty encountered when solving numerically the time-depen-

dent Dirac equation comes from the boundary conditions. As one is forced to

solve the difference equation in a finite box, one has to take care of spurious

reflections of the time-dependent wave function on the walls. Standard mask

function techniques, used in similar instances for the Schrödinger equation, do

not apply here because the large and small components of the solution cannot

vanish simultaneously at a given position in space. This is because each com-

ponent is globally proportional to the derivative of the other. Again, sophisti-

cated numerical tricks have been devised for curing this disease, including the

so-called MIT-bag model and/or imposing periodic boundary conditions, see

[82] for a recent account of these problems.
Because of these technical difficulties, most attempts to solve numerically the

time-dependent Dirac equation have been limited to simple models in reduced

dimension spaces, see [79] and the references regrouped in [83,84,85,86,87]. We

turn now to a non-exhaustive list of topics that are associated to highly

non-linear phenomena in strong fields, which are currently investigated. As

most of them are a matter of discussion for QED in strong fields, see also [88].

5 The relevant time scale in the relativistic domain is the natural unit of time:
t0 ¼ �h

mc2
� 1:29� 10�21 s, associated to the inverse of the electon’s rest mass energy. In

order to describe processes induced by an infrared laser, one has to propagate the solutions
over several cycles with durations in the femtosecond range, corresponding to propagation
times � � 107 � t0.
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3.1 Spin Effects

As soon as strong lasers became available, the question arose of the relative

importance of the coupling of the magnetic component of the field with the

electron spin. Up to now, no experimental evidence of such effects has been

reported. In the weakly relativistic regime of ionization, the expected influence

is very small [76]. This contrasts with the case of the relativistic corrections in

atomic structure where the spin–orbit coupling has an important role. Never-

theless, the question has been addressed in several theoretical analysis sup-

ported by numerical simulations.
As already mentioned, the signature of the spin coupling appears clearly in

the computed energy distribution of the scattered electrons in laser-assisted

Mott scattering, which is strongly influenced by the spin–orbit coupling

[48,49,50,51]. It turns out, however, that the results derived from a full Dirac

treatment differ only slightly from those obtained by using the spinless Klein–

Gordon equation. Significant effects are nevertheless observed in the scattering

of spin-polarized electrons [52,53]. The same situation prevails when consider-

ing the influence of spin on harmonic generation spectra [89], or when evaluat-

ing spin-induced forces [90,91]. In fact, significant effects could result from the

combined effects of the strong laser and of the static Coulomb field of a high-Z

nucleus, the signature being notable changes in the spin–orbit splitting in X-ray

emission lines [92].
An outcome of these theory investigations is to indicate that a possibility of

observing significant spin effects is to ensure the presence of a strong external

field, in addition to the laser. As a first step toward this direction, the Dirac

equation has been solved for an electron wavepacket in various relativistic

situations in the presence of either an electric or a magnetic or also a time-

dependent electromagnetic field, see [93,94]. One notes that the direct influence

of relativity on spin variables is a kinematic contraction which, in contrast to

the usual Lorentz length contraction along the propagation direction, is relati-

vistically reduced perpendicular to the velocity.

3.2 ‘‘Zitterbewegung’’

A puzzling consequence of the existence of negative energy states, which are

solutions of the Dirac equation, with energies below �mc2, is the elusive

Zitterbewegung which results from the presence of very high frequency compo-

nents in the general time-dependent expression for the electron wave function

[95,47]. These high-frequency components are associated to virtual transitions

between the negative and positive energy states that are solutions of the

single-particle Dirac equation. A consequence of these highly improbable tran-

sitions is that when calculating the expectation values of operators, such as the
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Dirac � matrix or the position r, one finds that they oscillate at frequencies of
the order of twice the inverse of the natural unit of time [95]:6

�Zitt ¼
2mc2

�h
� 1:55� 10þ21 Hz: (6)

However, there are very few observable effects resulting from the Zitterbewe-
gung, one generally accepted notable exception being the leading contribution to
the so-called Darwin term that contributes to the fine structure of atomic energy
levels [47]. It is argued that this effect is an artifact resulting from the single-
particle Dirac equation treatment, because in a second-quantization formalism,
that intrinsically accounts for the existence of positrons, the question is not
relevant. However, there is a sustained interest in the question, in the context of
strong field atomic physics. Onemotivation is that, froma practical point of view,
these oscillations on such a short time scale represent a nuisance when solving the
time-dependent Dirac equation, in the sense that they impose using extremely
small time steps.7 This point has been first addressed in details in [79], where one
can find also a discussion of the oscillations found in the expectation values of the
spin and position operators. Later, the question has been revisited in different
contexts, notably for the more realistic case of Volkov wavepackets that are
relevant for describing free electrons embedded within the laser field [96].

One way out of these difficulties in numerical calculations is to implement a
second-quantized field theory approach. Recent results obtained within this
framework have been reported [97,98,99]. Coming back to relativistic laser–
atom calculations with the help of the Dirac equation, it is expected that
stimulated multiphoton transitions between negative and positive energy states
could take place in the presence of the external field. This encompasses pair
production and other highly non-linear processes (see below). Assuming that
the problem of the numerical stability of the solution of the time-dependent
wave equation has been solved, the question remains of finding a signature of
Zitterbewegung in atomic phenomena. It turns out that, although noticeable
effects are predicted in harmonic generation spectra, their magnitudes would
remain extremely small [100]. We mention that, besides the strong field physics
context, other scenarios are also considered in solid-state physics [101]. In
our opinion, the question remains open of evidencing the influence, if any, of
Zitterbewegung in strong field processes.

3.3 Pair Production

As mentioned in the introduction, �-ray generation through the non-linear
Compton effect has been observed when colliding GeV electrons with a strong

6 See note 5.
7 See note 5.
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laser field and the subsequent production of (e� � eþ) pairs resulting in the
interaction of the � and infrared photons have been evidenced [15,16,17]. We
note that the non-linear Compton effect and multiphoton pair production
are related by the so-called crossing symmetry. This means that the correspond-
ing cross-sections are proportional to each other, to within kinematical and
density of states factors. Besides such a sophisticated scheme involving a
LINAC, the possibility of generating pairs from the vacuum within an ultra-
strong laser field has been envisioned, following Schwinger’s early QED calcu-
lations [102,103]. Although it has been soon realized that the process could not
take place in a plane-wave laser field [104,105], the question has motivated a
number of theory studies since the early 1970s [106]. From these calculations, it
has been inferred that the critical field intensity (the so-called Schwinger limit),
which is required from an IR laser field, is somewhere around the sizable value
10þ29 W cm�2 (see below). As such huge intensities no longer seem to be out of
reach [3], there has been a renewed interest in the theory of the process, with the
objective to define the conditions for observing pair production from the
vacuum. We note that this scenario differs from the ones which involve (laser
+ high-Z nucleus) configurations that can be realized in plasmas or in laser–ion
beam collisions, for recent references, see [107,108,109,110].

In fact, pair production from the interaction of photons in the absence of an
external Coulomb potential necessarily implies two fields with different propa-
gation directions, in order to ensure the 4-momentum global conservation in
the process. One geometry that has been studied in particular, is the one of a
‘‘head-on’’ collision of two laser beams [111,112]. The case of tightly focused
laser beams has been also addressed in [113].

We turn now to a simple approach which helps to delineate the conditions for
observing pair production. Although a proper treatment requires, in principle,
the use of a second-quantized QED formalism, it turns out that a crude estimate
of the corresponding transition probability can be extracted from a discussion
of the so-called Klein paradox. Almost every textbook on relativistic quantum
mechanics contains a paragraph on the Klein paradox because it illustrates very
clearly one of the most intriguing consequence of the existence of the negative
energy solutions of the relativistic equations (Dirac or Klein–Gordon) [47]. In
short, the paradox is that, within the framework of the Dirac single-particle
theory, an incoming electron in the presence of a very high potential step such
that V0 > 2mc2 can tunnel through the barrier and propagate within the step,
occupying one of the negative energy states. Though considered for some time
as paradoxical, this feature has been linked to the process of pair production.
Lucid discussions can be found in recent papers [114,115,116] where it is argued
that, following the Feynman-Stückelberg interpretation of this simulation, that
part of the wavepacket components associated to negative energy continuum
states can be viewed as positrons evolving backward in time. We mention that
the question is akin to the one of pair creation in a so-called supercritical field
such as the one created by the potential of super-heavy composite nuclei with
Z > 150; for a recent discussion, see [117].
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This picture is confirmed at first, when solving the time-dependent Dirac
equation for Gaussian wavepackets with average energy E ingoing onto a
repulsive electrostatic potential with strength V0 ¼ Eþ 2mc2. Such test-case
simulations that have been implemented for different potential steps [79]
lead to final states comprising both transmitted and reflected components,
in agreement with the Klein paradox picture. When repeated within the
framework of a quantum-field theory framework, these calculations resolve
part of the paradoxical features mentioned above [97]. However, several
issues regarding the questions of electron localization, tunneling, etc., still
deserve investigations.

Interestingly, however, in spite of the limitation of the Dirac single-electron
picture, it can be exploited for deriving a rough estimate about the possibility
of creating pairs from vacuum (‘‘sparking the vacuum’’) in the presence of a
focused ultra-strong laser field. In fact, with the help of the standard semi-clas-
sical WKB calculation of the transmission probability through a potential
barrier, one can recover the dominant contribution to the pair production
probability, as originally derived by Schwinger [102,103]; see also [114,115]
for a pedagogical account. More precisely, one obtains

jTj2 / e
�pc3

E0 ; (7)

This result indicates that for a laser field with intensity I � 10þ29 W cm�2,
the pair production probability would be jTj2 � e�p � 0:043. As already men-
tioned, although this huge intensity is still beyond the capabilities of the
currently operated laser devices, it does not seem to be out of reach in the
near future, in view of the recent developments of new laser facilities [3].

3.4 Tunneling Time(s)?

Tunneling remains at the heart of the discussions related to the interplay
between classical and quantum physics [118]. Semi-classical (WKB)
approaches provide a well-established framework for providing quantitative
data regarding tunneling ionization [42]. However, a challenge remains, which
reduces ultimately to answering the question, How much time the tunneling
particle spends inside the barrier? In the context of atomic physics in strong
fields, the point is interesting because tunneling is one of the dominant mechan-
isms governing not only atomic ionization but also high-order harmonic gen-
eration and other more complex processes such as double- and multiple
ionization. The phase when the electron is released in the continuum strongly
influences the dynamics of the strongly coupled system (electron + ionic core
+ laser field) [27]. Moreover, the question is of interest in view of the recent
demonstration of the strong connections existing between classical trajectories
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and the Feynman’s path integral formalism, for describing delicate features of
atomic processes in strong fields [119]. Unfortunately, this apparently innoc-
uous question cannot be answered straightforwardly as explained, for instance,
in the review papers [120,121,122,123]. Indeed, there is a controversy regarding
the point whether or not one could define univocally a time delay or a dwell
time inside a barrier, see, for instance, a recent attempt to unify different
approaches in [124].

Nevertheless, in the strong field context, the problem remains of interpreting
the data derived from the numerical resolution of the Dirac equation for an
incoming wavepacket on a barrier, when solved on a lattice [97,125,126]. We
note that this point is also related to the question of the spatio-temporal
localization of a particle and to the zitterbewegung.

3.5 Cycloatoms

As already mentioned, it is expected that interesting relativistic physics could be
observed when atoms are in the presence of both a strong magnetic field and a
laser field. It has been predicted that new atomic states, referred to as ‘‘Cycloa-
toms’’, can be prepared if the cyclotron frequency in the static magnetic field is
commensurate with the frequency of the laser [127,128,129,130].

In contrast to a non-relativistic treatment, for which the spatial width of the
electronic charge distribution remains comparable to that of the initial state
during the entire evolution, a relativistic theory predicts the formation of a ring-
shaped charge cloud. The ring rotates around the nucleus with the laser fre-
quency for the case of equal cyclotron and laser frequency. Interestingly, such
structures are also found in classical simulations and there is a global agreement
between classical and quantum dynamics. However, the Dirac solution displays
a second ring-shaped charge cloud which rotates in the direction opposite to
that of the electron’s [127,128,129,130]. It is tempting to associate this new ring
with positrons that could have been generated in this interaction. However, to
go beyond these speculations would again require a full theoretical analysis,
using the field theoretical framework of the second quantization.

We turn now to two other types of relativistic processes that do not require
the numerical resolution of the Dirac equation.

3.6 Two-Photon Bound–Bound Transitions

The advent in the near future of new powerful sources of radiation in the XUV
and soft X-ray ranges will open also the possibility of observing multiphoton
transitions involving inner shells in high-Z atoms [57,58,59,60]. Although it is
well known that relativity plays a determinant role in the fine structure of the
atomic levels, it is not so easy to determine to what extent it affects the radiative
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transition probabilities. For instance, it has been observed in standard X-ray
spectroscopy that for one-photon transitions, the non-relativistic dipole approx-
imation leads to correct estimates well beyond its expected range of validity
[131]. In order to account for this observation, it has been surmised that there
exists a partial cancelation between different higher order corrections beyond
the dipole approximation, such as retardation, spin effects and other relativistic
effects. An open question is to determine whether or not such cancelations
would still hold in the strong field context, i.e., for multiphoton transitions.

Regarding inner-shell multiphoton transitions, it appears that in spite of the
remarkable brightness of the currently designed sources in the X-ray range, a
perturbative treatment of the processes is adequate. This is because the relevant
atomic unit of intensity for hydrogenic systems with charge Z scales like
IZ ¼ Z6 3:5� 1016 W cm�2. In this context, ‘‘exact’’ computations of two-photon
j 12S1=2i !j 22S1=2i transitions in hydrogenic systems have been reported. The
calculations have been performed with the help of a sturmian expansion of the
Dirac–CoulombGreen’s function [132,133,134].When comparingwith less sophis-
ticated computations, it turns out that relativistic corrections become significant
already for Z ¼ 20, at frequencies ! ¼ 2:04 keV and that they can amount to
more than 10% for Z ¼ 50, at frequencies ! ¼ 12:75 keV. These results clearly
demonstrate that there is a need for more sophisticated calculations, beyond the
non-relativistic dipole approximation, in order to determine the multiphoton rates
involving inner-shell states in high-Z elements.

For recent analytical calculations performed along similar lines, for the static
and dynamic polarizabilities of hydrogenic systems in the relativistic regime, see
also [135,136].

3.7 Radiation Reaction

An electron submitted to a super-intense laser field can scatter the radiation
through non-linear Thomson or Compton processes, the latter being associated
tomomentum transfer. Although the theory of these processes is well delineated
in the case of constant amplitude fields, the question of a proper treatment of
their respective influences on the electron’s dynamics in time- and space-varying
fields remains a challenge for theory, see [137] for a recent discussion of non-
linear Thomson scattering. The possibility of generating high-order harmonics
[35, 138] and even X-ray pulses [139] from this latter process has been discussed.
Moreover, when electrons are born almost at rest from atomic ionization within
the field, one expects that they experience huge accelerations and, consequently,
they must radiate sizable part of the energy they acquire. The characteristics of
the Larmor radiation emitted in such circumstances have beenmodeled in [140].

Then the question arises of the influence of this damping, or in other words of
the ‘‘radiation reaction’’, on themotion of the electron and of the signatures of the
effect. It has been surmised that it could induce changes in Compton scattering
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profiles or in harmonic generation spectra. A fully quantum (QED) treatment

being out of reach, a classical approach, based on the so-called Lorentz–Dirac

equation, has been advocated [141]. The difficulty is however that the solutions

are plagued by the so-called runaway solutions, the divergence of which being

linked to the point-like character of the electron [142]. Nevertheless, clever

integration schemes, running backward in time, have been proposed which

permit to extract finite quantities from the equation, see the recent discussion in

[143]. Then, with the help of a CTMC treatment, it is possible to compare the

dynamics of an ensemble of electrons depending on whether the radiation reac-

tion terms are included or not in the equations of motion [144]. The simulations

show noticeable, though very small, changes in the emission radiation spectra,

already at intensities around IL � 1020 W cm�2. An interesting outcome of these

studies is to revitalize the topic of Classical Electrodynamics, through the Dirac–

Lorentz equation, when applied to strong field physics in a wide range of con-

texts, including astrophysics [145] and laser–electron interactions [146].

4 Conclusions and Perspectives

In this chapter, we have presented several of the relativistic effects which govern

atom–laser interactions in the strong field limit. It appears that at the intensities

currently achieved in experiments, the dominant relativistic contributions ori-

ginate from the mass shift and Lorentz force effects. In a QED perspective,

these effects are linked to the non-linear Thomson and Compton scattering

processes.
Atomic physics effects come into playwhen defining the initial state of electrons

that can be released into the focal area of strongly focused fields. It is anticipated

that in the high-intensity regime, i.e., beyond 1020 W cm�2, rather exotic processes
could be observed that belong to the realm of QED in strong fields.

In all these instances, interesting results have been derived from simulations

based on the numerical resolution of the time-dependent Dirac equation.

However, in spite of the remarkable progress registered in the numerical treat-

ment of the latter equation, difficulties still subsist in the interpretation of the

results. This is inherent in the single-particle nature of the Dirac equation.

Recent progress has been realized toward second-quantized treatments that

partially alleviate these difficulties. It is clear that it will be necessary to develop

new computational tools in order to perform calculations in the framework of a

non-perturbative quantum-field theory for time-dependent laser–atom interac-

tions. It is also of interest to develop classical simulations based on the resolu-

tion of the Dirac–Lorentz equation that will bring complementary views on the

dynamics of the processes. Then it will be possible to address the fascinating

questions related to the prospect of realizing a laser control of fundamental

phenomena involving non-linear QED effects.
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Tests of QED with Intense Lasers

Adrian C. Melissinos

1 Introduction

We have seen in the previous chapters that many materials respond nonlinearly

to an externally applied electric field. On the other hand, Maxwell’s equations

for the electromagnetic (em) field in vacuum are absolutely linear. This conclu-

sion is not valid any more if we include quantum-mechanical effects, such as the

production of particles from the vacuum, in the description of the em field. The

particles need not be real but can be virtually produced and reabsorbed (in a

time interval �t) as long as the uncertainty relation �E�t ’ �h holds. Such

processes are at the center of all calculations in quantum electrodynamics

(QED) and also endow the vacuum with nonlinear properties. That the vacuum

would exhibit nonlinear behavior in the presence of em fields was recognized

over 70 years ago [1, 2, 3] and since then QED has been developed into a highly

accurate theory in perfect agreement with all observations. However, it is only

recently that direct experimental evidence was obtained on the nonlinear beha-

vior of the vacuum in the production of eþe� pairs in photon–photon collisions.
One expects to observe such nonlinear effects in the presence of strong em

fields. Indeed, the interaction of electrons with the intense fields at the focus of

short laser pulses has been considered by many authors. Some typical early

work is that of refs. [4, 5, 6, 7, 8]. The scattering of visible light from a free

electron can be understood classically and leads to the well-known Thomson

cross-section. However, in an intense field the motion of the electron can

become relativistic and this results in the emission of higher harmonics of the

incident light. This nonlinear effect is particularly pronounced in the interaction

of intense lasers with atomic electrons. An early observation of harmonic

generation in laser free electron scattering was reported in [9]. A more recent

and detailed study of nonlinear Thomson scattering of an intense laser from

quasi-free electrons is given in [10].
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A related approach to this problem is to detect the scattered electrons. This

has become more practical as the intensity of the available lasers has increased.

In the work of ref. [11], electrons with eV energy scattered from a laser field of

intensity � 1014 W/cm2. When the laser intensity was increased to � 5� 1017

W/cm2 electrons gained as much as 130 keV of energy [12]. Today, acceleration

of electrons to MeV energies by a laser field has been accomplished in many

laboratories. For instance at an intensity � 1019 W/cm2, 1MeV electrons have

been observed [13].
Whereas the experiments discussed so far rely on the interaction of the

electron with the electric field of the laser, strong magnetic fields can also lead

to nonlinear interactions. For instance, linearly polarized light propagating

through a transverse magnetic field acquires an ellipticity which, in principle,

can be detected [14, 15]. The interaction of high-energy electrons with magnetic

fields approaching 100 T has also been considered [16]. Finally, the ‘‘channel-

ing’’ of high-energy electrons through crystals leads to observable nonlinear

effects due to the high electric fields in the crystal lattice [17, 18, 19].
We will not review this extensive body of work but will describe an experi-

ment where high-energy electrons scatter from an intense laser beam. This

results in an effective laser intensity as much as ten orders of magnitude higher

than the actual intensity in the laboratory frame of reference. At these inten-

sities, the nonlinear effects and in particular the production of eþe� pairs from

vacuum are unambiguously observed [20, 21, 22].
It is convenient, and customary, to specify the strength of the em field by a

dimensionless (and Lorentz invariant) parameter �. This is referred to as the

‘‘normalized vector potential’’ or the ‘‘multiphoton parameter’’, or when multi-

plied by the electron rest mass as the ‘‘ponderomotive potential’’

� ¼ e

m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j5A�A� > j

q
(1)

or

� ¼ eErms

!mc
(2)

In the above, e and m are the electron charge and rest mass; ! is the frequency

and Erms the rms value of the electric field of the em wave.1

By writing � ¼ eErms
�l=mc2 we see that when � ¼ 1 the energy gained by an

electron moving across one wavelength equals its rest-mass energy, mc2. Thus

relativistic effects become important. For motion in the plane transverse to the

wave vector the electron acquires an effective mass

1 The vector potential must be in the Lorentz gauge @�A
� ¼ 0 and5A�4 ¼ 0, where54 is

the time average.
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m2 ¼ m2ð1þ �2Þ (3)

Note that � is a classical parameter (it does not involve �h) and that as �! 1

multiphoton effects become dominant. Of course � can be increased by lowering
the frequency of the em wave, and in the limit of a constant field,2 � !1.

To describe quantum effects, a second dimensionless (and Lorentz invariant)

parameter is appropriate:3

� ¼ e�h

m3c5

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5ðF��p�Þ2 >

q
(4)

where p� is the 4-momentum of an electron moving in the em field described by

the tensor F�� [23]. For an electron at rest, p� ¼ fmc; 0; 0; 0g and thus

� ¼ e�h

m2c3
E (5)

Since the electron Compton wavelength l�c ¼ �h=mc, Eq. (5) can be written as

� ¼ eE l�c=mc2, which shows that when � ¼ 1, an electron can gain from the

external field energy equal to its rest-mass energy in traversing one Compton

wavelength. But one Compton wavelength is the distance a virtual electron can

traverse (at the speed of light) without violating the uncertainty relation

�E�t ’ �h; we have �E ¼ mc2 and �t ¼ l�=c. Thus a virtual eþ and e� can

gain enough energy from the electric field to become real particles.We therefore

expect that when � ¼ 1 a static4 electric field will cause the vacuum to break

down spontaneously into eþe� pairs. The field strength that leads to � ¼ 1 in

Eq. (5) is called the critical field (or Schwinger field) and has the value

Ec ¼
m2c3

e�h
¼ 1:3� 1016 V=cm (6)

It is interesting to examine if critical electric fields can be generated in the

laboratory, by intense laser beams. The (peak) amplitude of the electric field of

an em wave of intensity I (W/cm2) is given by

E ¼
ffiffiffiffiffiffiffiffiffiffi
2Z0I

p
ðV=cmÞ (7)

where Z0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
�0=�0

p
¼ 377 � is the impedance of free space. At present, the

highest laser intensity in a near diffraction limited spot does not exceed I ¼ 1022

2 In this description the effect of a constant field on a charged particle corresponds to the
absorption of an infinite number of zero energy photons.
3 The symbol � is often used in place of Y.
4 It can be easily seen that a wave field, or for that matter a static magnetic field, cannot
breakdown the vacuum because energy–momentum conservation is not satisfied.
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W/cm2. Thus Emax � 3� 1012 V/cm well below the critical field, Ec, of Eq. (6).

Nevertheless it is possible to reach the critical field by exploiting the availability

of beams of high-energy electrons.
We first note that Eq. (5) was derived for an electron at rest. If the electron is

moving with velocity v (where � ¼ v=c and � ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
) through a static

electric field E, we find from the definition of Eq. (4) that

� ¼ e�h

m2c3
��E ¼ E �

Ec
(8)

Here E � ¼ ��E is the electric field5 seen in the electron’s rest frame. This can be

a large gain since electron beams of GeV energy ð� > 103Þ are available.
It is instructive to consider the value of the parameters � and � for the

experiment discussed in section 3. A laser beam of intensity I ¼ 1018 W/cm2 is

incident on an electron beam of energy E ¼ 46:6GeV ð� � 0:9� 105Þ. Then the

electric field in the electron rest frame is E� ¼ 2�
ffiffiffiffiffiffiffiffiffiffi
2Z0I
p

’ 0:5� 1016 V/cm or

� = 0.38. On the other hand � does not depend on the electron beam energy,

but does depend on the laser wavelength. If we use l=527 nm then

� ¼ ðeE=mc2Þðl=2pÞ= 0.45.
Since the laser pulse is focussed to an area A ’ 50 mm2 and is only 1 ps long,

the electron beam must be correspondingly short and focussed to achieve an

observable interaction rate. This, coupled with the need for high energy, places

difficult demands on the electron beam. The only such beam available was the

final focus test beam (FFTB) at the Stanford Linear Accelerator Center

(SLAC).

2 Multiphoton Compton Scattering and Multiphoton

Pair Production

The scattering of optical photons from free electrons is adequately described by

the Thomson differential cross-section

d	

d�
¼ 1

2
r20 ð1þ cos2 
Þ (9)

where r0 ¼ e2=ð4p�0mc2Þ ¼ 2:82� 10�13 cm is the classical electron radius. The

integral over angles of Eq. (9) gives

	T ¼
8p
3

r20 (10)

5 For a wave field both the ~E and ~B fields transform and contribute equally so that in the
electron rest frame (setting � ¼ 1) we find jE�j ¼ jB�j ¼ 2�jEj.
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When an optical photon is incident on an energetic electron, the photon energy

in the electron rest frame is much higher and thus the photon imparts a
significant recoil to the electron. In this case we speak of Compton scattering

and Eq. (9) is modified.
The kinematics and the cross-section for Compton scattering are derived by

considering the scattering of a single energetic photon from the electron. In an

intense field, however, several photons may be absorbed from the field with
only a single photon being emitted into the final state. We describe this

process by

e� þ n!! e�0 þ � (11)

The number of photons, n, absorbed from the field can be determined from the
kinematics of the scattering. A related process is the scattering of a high-energy

g-ray (photon) from several photons of the field leading to an electron–positron
pair in the final state

� þ n!! eþ þ e� (12)

Reactions (11) and (12) are related by ‘‘crossing symmetry’’, but experimen-
tally they are quite different! High-energy electrons are directly available in the

incident beam, whereas the high-energy photons are produced by the back-
scattering process of reaction (11). These high-energy photons must interact

within the laser focus to produce the eþe� pair. Another important difference
is that reaction (11) can proceed for any value of n. For reaction (12) to proceed,

n must be large enough so that the cm energy exceeds ð2mc2Þ.
In the present experiment where �h! ¼ 2:35 eV the maximum g-ray energy for

n ¼ 1 in the process (11) is Eg ¼ 29GeV. We then find for process (12)

s ¼ ðk�� þ nk�!Þ
2 ¼ 4n!E� > 4m2c4

or n � 4 for the reaction to proceed.
The geometry of the experiment is shown in Fig. 1, where the laser beam

crosses the electron beam at an angle � ¼ 17� and the (back)scattered photon

angle 
 is measured from the electron direction. From here on we shall use units
where �h ¼ c ¼ 1 and where appropriate will make approximations due to the

large value of � ¼ E=mwith E the electron energy. The kinematical variables are
defined as

p�; p0� 4-momentum of the electron before and after scattering. These take
the values ðE;~pÞ; ðE0;~p0Þ in the laboratory frame.

k�; k0� 4-momentum of a photon before scattering and of the scattered
photon. These take the values ð!; ~kÞ andð!0; ~k0Þ in the laboratory
frame.
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The scattering process is expressed by

p� þ nk� ¼ p0� þ k0� (13)

Here n is the number of absorbed photons. The effective mass of the electron6 in
the strong field is taken into account by replacing p� by q� ( and p0� ! q0�Þ;

q� ¼ p� þ �2m2

2ðk � pÞ k
� (14)

The laboratory energy of the scattered photon is given by

!0 ¼ 2n�2!ð1þ � cos�Þ
2�2ð1� � cos 
Þ þ 2n!�

m þ
�2

1þ� cos�

h i
½1þ cosð
� �Þ	

(15)

For � ¼ 1 ; � ¼ 0 and n ¼ 1; �2 ¼ 0, Eq. (15) reduces to the familiar condition
for Compton scattering

!0

!
¼ 1þ !

m
ð1þ cos 
Þ

h i�1

At high incident electron energies the backscattered g-rays are emitted at
angles of order ð1=gÞ and therefore the differential cross-section is most conve-
niently expressed as a function of the g-ray energy. By introducing the invariants

x ¼ 2p � k
m2

y ¼ 1� p0 � k
p � k (16)

which in the laboratory frame take the values

x ’ 2!E
m2
ð1þ cos�Þ y ’ !

0

E (17)

Fig. 1 The geometry for the
study of nonlinear Compton
scattering

6 Note that q�q
� ¼ m2ð1þ �2Þ as in Eq. (3).
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the Klein–Nishina single photon cross-section [24] can be written in the
invariant form

d	

dy
¼ 2pr20

x
ð1� yÞ þ 1

ð1� yÞ �
4y

xð1� yÞ þ
4y2

x2ð1� y2Þ

� �
(18)

Integration of Eq. (18) yields the total Compton cross-section as a function of
collision (cm) energy

	C ¼
2pr20
x

1� 4

x
� 8

x2

� �
lnð1þ xÞ þ 1

2
þ 8

x
� 1

2ð1þ xÞ2

" #
(19)

which reduces to (10) in the limit x
 1.
The probability for reactions (11) and (12) has been calculated in ref. [7, 8, 25].

The incident wave is treated classically and the modified electron wavefunctions
are used to obtain the Born amplitude for the emission (or absorption) of the
high-energy g-ray. For circularly polarized incident photons the results can be
expressed in closed form and the differential cross-section is given by

d	

dy
¼
X1
n¼1

d	n
dy
¼
X1
n¼1

2pr20
u1
�

� � 4

�2
J2nðzÞ þ 2þ u2

1þ u

� �
½J2n�1ðzÞ þ J2nþ1ðzÞ � 2J2nðzÞ	

� �
(20)

where the following notation has been introduced

u ¼ k � k0
k � q0 u1 ¼

2k � q
m2

un ¼ nu1

and

z ¼ 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uðun � uÞ

ph i.
u1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �2

ph i
(21)

JnðzÞ are ordinary Bessel functions of order n. As �2 ! 0 only the n ¼ 1 term
contributes and Eq. (20) reduces to the Klein–Nishina cross-section [Eq. (18)].

The laboratory energy of the scattered electron can be found from Eq. (15)
and has its minimal value when the high-energy g-ray emerges at 
 = 0. This
gives rise to a kinematic edge which depends on the number of absorbed
photons and the effective mass of the electron

Eedgeðn; �Þ ¼
E

1þ nx=ð1þ �2Þ (22)
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For green laser light ðl ¼ 527 nm) and 46.6GeV electrons the kinematic edges
(for �2=0) are n ¼ 1: Ee>17:6GeV; n ¼ 2: Ee>10:8GeV; n ¼ 3: Ee>7:8GeV;
n ¼ 4: Ee > 6:1 GeV. By observing electrons withmomenta beyond (lower than)
the n-photon kinematic edge one identifies events corresponding to the absorp-
tion of at least n + 1 photons from the laser field. This is shown in Fig. 2 which
gives the photon yield for the infrared laser l ¼ 1053 nm and electron beam
parameters used in the experiment.

When observing the recoil electron one must account for the fact that
electrons may have scattered more than once within the laser focus. This will
degrade its energy beyond the corresponding kinematic limit simulating the
effects of multiphoton scattering. The effects of such ‘‘plural scattering’’ for the
conditions of the experiment have been calculated and are indicated in Fig. 2.
This effect is absent when the forward scattered �-rays are detected.

While this is not obvious from the closed form of Eq. (20) the probability for
processes involving the absorption of n photons from the field varies as �2n.
In the present experiment � ’ 0.3 and the yield of multiphoton effects shown
in Fig. 2 obeys this scaling law. However, for a detailed comparison of the data
with the theoretical prediction onemust account for the variation of �2 through-
out the laser focus. This can only be done by a numerical integration over the
laser focus and electron beam parameters, and comparison of the calculated
electron momentum spectra with the observed spectra.

Electron–positron production follows reaction (12). A high-energy g-ray is
produced by backscattering and then scatters again, before leaving the laser
focus, to produce the pair [26]. The highest energy g-rays are most effective in
producing pairs and this is why green light ðl ¼ 527 nm) was used by doubling
the infrared. Even then, a �-ray arising frommultiphoton scattering would have
an energy exceeding that from ordinary ðn ¼ 1Þ scattering and thus requires the
absorption of a smaller number of photons when it interacts with the field in
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Fig. 2 The calculated rate
of scattered electrons for
linear, nonlinear and plural
Compton scattering for the
infrared laser and electron
beam parameters given in
the text. The solid line is the
sum of all possible processes.
The rates for n = 2, 3 and
4 nonlinear Compton
scattering are shown
separately as well
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order to produce a pair. The calculated number of photons absorbed from the
field is shown in Fig. 3. This is clearly a multiphoton process and for �51, we
expect it to vary as �2n.

The calculated rate for eþe� production according to reaction (12) is given by
an expression analogous to Eq. (20). This must be convoluted with the prob-
ability of producing the high- energy �-ray according to reaction (11). One
wonders whether the pair can be produced by a one-step process (i.e., at the
same space–time point) such as

e� þ n!! e�0 þ eþe� (23)

Such processes take place when energetic electrons pass near nuclear targets and
are referred to as ‘‘tridents’’. In the present case the probability of reaction (23)
is suppressed by a factor � 103 as compared to the two-step process.7

For � � 1 the probability for pair production becomes proportional to

W / e�8=3
ffiffi
2
p

�� (24)

where �� is the dimensionless parameter defined by Eq. (5) but with p� replaced
by k0�, the 4-momentum of the scattered high-energy g-ray. This form is
analogous to the probability per unit volume-unit time for spontaneous pair
creation by a strong static field [23]

W ¼ �E
2

p2
e�p=� (25)
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Fig. 3 Calculated
probability distribution of
the number n of photons
absorbed from the laser field
in the second step of the two-
step pair creation process.
Field intensity
corresponding to �� ¼ 0:2
(� ¼ 0:4) at the laser focus
was used for the simulation

7 This is due in part to the very high photon density within the laser focus.
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We see that the presence of the high-energy electron acts as a catalyst for
spontaneous pair creation by the laser field, while also providing the necessary
energy–momentum balance. A modification of this result for the case of a wave
field is treated in [27].

A standing wave field, for which E 6¼ 0 but B ¼ 0, can lead to pair creation
without the need for a catalyst, provided E 4� Ec. The probability for �4�1 is
given by Eq. (25) within a numerical factor of p=2. In the opposite limit of �
 1
the probability obeys

W ¼ �E
2

8

�ffiffiffi
2
p
� �2n

(26)

as expected for a multiphoton process. Here n ¼ 2mc2=�h! is the number of
photons that must be absorbed from the wave field.

3 Experimental Arrangement

In its simplest form, the experiment consists of scattering an intense laser pulse
from a high-energy electron beam. To study multiphoton Compton scattering
the scattered electrons which are deflected by a magnetic spectrometer are
detected in a silicon–tungsten calorimeter. To study pair production, positrons
are identified and detected using the same magnetic spectrometer and a differ-
ent total absorption calorimeter. The intense flux of forward-going high-energy
�-rays was used mainly to monitor the interaction rate.

As already stated, the experiment was carried out at the FFTB [28] which
delivered 5 �109 electrons per pulse at an energy of 46.6GeV. The repetition
rate was 10Hz. The experimental layout is shown schematically in Fig. 4. The
laser crossed the electron beam at an angle of 17� and was focussed with f# ’ 6
optics. It was returned to the laser room for diagnostic and monitoring pur-
poses. The magnetic spectrometer consisted of a string of permanent magnets
which also directed the beam to the dump. The location of the electron (ECAL)
and positron (PCAL) calorimeters is also indicated.

The laser was a 0.5-Hz repetition-rate, tabletop terawatt laser that operated at
1053nm wavelength (IR), or at 527 nm (green) after efficient ð� 45%) frequency
doubling [29]. It consisted of a mode-locked Nd:YLF oscillator, Nd:glass slab
amplifier. The laser system delivered up to 2.4 J in the IR at the interaction point,
but typically it was operated only up to 800mJ of IR and 500mJ of green.
Intensities above 1018 W/cm2 at the laser focus have been produced.

The synchronization of the laser pulse with the electron beam was achieved
by using the 119-MHz subharmonic of the accelerator master oscillator fre-
quency to drive the mode locker in the laser oscillator [30]. A Pockels cell was
used to select one pulse out of the train and its timing relative to the electron
beam was adjusted by changing the phase of the r.f. drive. Fine timing was
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achieved with an optical delay stage by observing the e–laser scattering rate as
a function of optical delay. A typical ‘‘timing curve’’ is shown in Fig. 5, with
(standard deviation) 	 = 4.3 ps; this is the convolution of the pulsewidths of
the two beams, 	e ’ 3 ps, 	laser ’ 0.6 ps, and of the time jitter 	j between their
centroids.

Fig. 4 Schematic of the experimental setup: The laser pulses crossed through the electron
beamat the interaction point, IP1. The scattered electronswere deflected by the dumpmagnets
into the electron calorimeter (ECAL). Positrons were deflected into the positron calorimeter
(PCAL). The scattered photons were detected in a Čerenkov counter (not shown), or con-
verted to eþe� pairs which could be detected by the pair spectrometer

Fig. 5 A ‘‘timing curve’’ showing the number of electrons scattered into the top row of the electron
calorimeter as a function of delay of the optical pulse. The standard deviation is 	 ¼ 4:3 ps
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At the interaction point the electron beam was tuned to a transverse size of

	x ’ 	y ’ 60 mm; longitudinally, the electron pulse could be adjusted to 	,
between 0.5 and 1mm. The primary spectrometer consisted of six permanent

magnets with mean fields of 0.5 T, providing a transverse kick of 816MeV/c in

the vertical plane. Recoil electrons and positrons exited the vacuum chamber

through 1/4-inch thick stainless steel windows and were detected by sampling

calorimeters.
The calorimeters were made of alternating layers of silicon and tungsten;

each layer of tungsten was one radiation length thick, and each silicon layer

was 300 mm thick, resulting in a sampling fraction of 1.1%. Each of the layers

was divided into 12 rows and 4 columns of 1.6 � 1.6 cm2 active area pads, and

the longitudinal layers for each tower were ganged into segments. The response

(resolution) of the calorimeters to 13GeV electrons is shown in Fig. 6.
An important aspect of the experiment is the alignment of the electron and

laser beams in the transverse plane. Initial alignment was made by lowering a

fluorescent flag into the path of the beam and moving the vacuum (IP) box

containing the mirrors so that the beam overlapped the image of the HeNe

alignment laser. Final adjustment was made bymonitoring the forward-photon

rate as a function of transverse (x� y) position of the IP box. While the vertical

overlap (y) was unambiguous, the overlap in the horizontal plane (x) depended

on the relative timing of the two beams, as indicated in Fig. 7(a).
Thus, it was necessary to carry out a raster scan in both the x-position of the

box and timing delay. This is shown in Fig. 7(b), where the linear Compton

scattering rate observed in one of the monitors is plotted as a function of �x
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Fig. 6 The response of the ECAL to 13-GeV incident electrons. The peaks due to the
simultaneous arrival of up to six electrons are clearly distinguished
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and �t. The correlation between the two offsets is clearly evident. In Fig. 7(c),

the nonlinear rate, for n = 2, is plotted for the same raster scan. A large n ¼ 2

signal was obtained only when the electrons crossed through the peak field

region of the laser beam, which identifies the optimal space–time alignment of

the two beams. These data show that the n ¼ 2 yield is of nonlinear origin and

depends on the peak intensity of the laser flux.
The laser intensity could be determined from a measurement of the pulse

energyU, areaA and pulse duration � . However, for highly nonlinear processes

the fluctuations inherent in these measurements were too large. Instead we

relied on three monitors which intercepted scattered electrons N1;N2;N3 origi-

nating in one-, two- and three-photon Compton scattering. For �251, to a

good approximation

N2 ¼ k2N1�
2 N3 ¼ k3N1�

4

where the factors k2; k3 depend on the acceptance and efficiency of the monitors

but are the same for all events. They can be obtained from the simulation of the
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Fig. 7 (a) The crossing of the laser pulse and electron beam in the x–t plane; two possible
collisions are shown, each giving approximately the same linear Compton scattering rate but
drastically different nonlinear Compton rates. (b) Linear Compton event rate as a function
of transverse beamdisplacement and relative timing. (c)As above, but for then=2scattering rate
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experiment. By making an overall fit to the data � could be determined for each
event with a precision of � 11%. This was particularly important for the
analysis of the pair production data.

4 Results on Multiphoton Compton Scattering

The spectra of the scattered electrons were measured as a function of the laser
intensity for momenta where only multiphoton scattering contributes. This is
well beyond the n = 1 kinematic edge. The spectra are normalized to the total
number of scattered photonsN� . Thus we present ð1=N�ÞðdN=dpÞwhich should
be independent of laser intensity for a linear process. The presentation also
has the advantage that to first order fluctuations in timing and/or spatial over-
lap do not affect the data.

Data are presented for circularly polarized IR ðl ¼ 1053 nm) and green
ðl ¼ 527 nm), in Figs. 8 and 9. The solid points represent the data whereas
the open boxes are the simulation. In general the data extend over three orders
of magnitude. The n = 2 plateau and the dropoff to n = 3 scattering (near the
kinematic edge at 17.6GeV for IR, 10.8GeV for green) are evident at lower
laser intensities. In the green laser data, one can also recognize the n = 3
plateau, which extends from 10.8 to 7.8GeV. A � 30% systematic uncertainty
in the determination of the laser intensity is not shown and this is the primary
cause for the apparent discrepancies between data and simulation.

A simulation that ignores nonlinear Compton scattering, and thereby
includes only n ¼ m plural scattering, is shown by the dashed curve. The effect
of detector resolution on shifting the position of the inflection between n ¼ 2
and n ¼ 3 scattering to lower momentum by 0.5–1GeV/c is especially notice-
able in this case. The data at higher laser intensities cannot be accounted for by
plural scattering only, and clearly indicate the presence of nonlinear Compton
scattering. This is also evident from the measurement of the forward-going
photons which is presented in ref. [22].

If the yield ð1=N�ÞðdN=dpÞ is plotted at fixed momentum as a function of
laser intensity, it should follow the approximate form

1

N�

dN

dP
/ �2ðn�1Þ / I n�1

This is shown for the IR data in Fig. 10. The solid and open circles are
the data at momenta dominated by the n ¼ 2 Compton process, whereas the
triangles and open squares correspond to n ¼ 3 and n ¼ 4 processes. The
bands represent the range predicted by the simulation when the systematic
uncertainty is included. A fit to the n ¼ 2 data gives the correct exponent
n� 1 ¼ 1:01� 0:13, but is less reliable for n ¼ 3 and n ¼ 4. This is because
the systematic errors depend on the laser intensity and it is difficult to obtain
scatters involving large n at low laser intensity.
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5 Results on eþe� Pair Production

As already stated, evidence for the production of an eþe� pair was based on the

detection of a positron in the PCAL calorimeter. The momentum, p, of the

positron is directly related to the location of impact on the calorimeter. The

total energy, E, deposited in the calorimeter is also recorded. Thus the ratio E=p
should equal unity for positrons originating from the laser focal area. This was
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Fig. 8 The yield of nonlinearly scattered electrons, ð1=N�ÞðdN=dPÞ, vs. momentum, P, for six
different circularly polarized IR laser energies. The data are the solid circleswith vertical error
bars corresponding to the statistical and reconstruction errors added in quadrature. The open
boxes are the simulation, with error estimates indicated by the horizontal and vertical lines.
The effect of systematic uncertainty in the laser intensity is not shown. The dashed line is the
simulation of n = m plural scattering without including nonlinear effects
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tested by placing a thin wire at the focus so that pairs were copiously produced

by the Bethe–Heitler process. A plot of E=p as measured in the calorimeter for
p � 21:0GeV using this calibration method is shown in Fig. 11. The subsidiary

peaks at E=p ¼ 2 and 3 correspond to cases when two or three positrons (at that

given momentum) reach the calorimeter in the same pulse.
A total of 175 positrons were identified with the laser on, and data were

also taken with the laser off in order to measure the background. The number
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of positron candidates with the laser ‘‘on’’ and the laser ‘‘off ’’ normalized to the

same incident flux is shown in Fig. 12(a). The positron momentum spectrum,
after subtraction of the background, is given in (b) of the figure. The solid line
is the prediction of the simulation.

We can also plot the number of detected positrons as a function of the laser
intensity expressed by the parameter � /

ffiffi
I
p

. In Fig. 13 the laser ‘‘on’’ events are

shown by the solid circles, while the shaded area gives the background, as
deduced from the laser ‘‘off’’ events. A power law fit to the form

Reþ / �2n

gives n ¼ 5:1 � 0:2 and is indicated by the solid line. This is in agreement with
the fact that near threshold five photons must be absorbed from the laser field;

one photon to create the high-energy �-ray and at least four photons to create
the pair as shown in Fig. 3.

The data are compared with the simulation in Fig. 14. The yield is normal-
ized to the total number of Compton scatters which is directly inferred from
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the monitors while the simulation is shown by the solid line. The prediction
of the simulation has not been normalized and is in excellent agreement with the
data. This would not have been possible without an accurate knowledge of
the laser intensity for each event. Therefore for this analysis the laser intensity
was determined by the indirect method discussed at the end of section 3.

It is also of interest to consider the positron yield as a function of the para-
meter � defined by Eq. (4), namely �� ¼ ð2k0=mec

2ÞðE=EcÞ with k0 the g-ray
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energy, k0 � 29GeV. We would then expect in the limit �4� 1 a dependence such

as given by Eqs. (24, 25). This is confirmed by the data which are plotted in

Fig. 15 as a function of 1=��. A fit to the form

Reþ / e�A=��

yields A ¼ 1:27 � 0:08 � 0:25, the first error being statistical and the second

systematic. This result is to be compared with the asymptotic expectation [see
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Eq. (24)] of 8=3
ffiffiffi
2
p
¼ 1:89. However, given the value of � in this experiment the

asymptotic value should be reduced to about 1.1 in good agreement with the
observed slope. For more details see refs. [22, 27].

Thus the production of positrons observed in this experiment can be inter-
preted either as photon–multiphoton scattering or as the breakdown of the
vacuum by the intense laser field.

6 Discussion

We have seen that when an electron scatters from an intense laser field it
can absorb more than one photon while emitting only a single high-energy
�-ray. Furthermore this process depends nonlinearly on the intensity of the
field. One can interpret the effect classically by invoking the emission of
harmonics of the incident radiation [31], but highly Doppler shifted as a
result of the very high energy of the incident electrons. Nevertheless a QED
calculation using the modified propagator for the electron in the laser field
reproduces the data accurately. It is also of interest that the kinematics of
the scattering allows the determination of the number of photons absorbed
from the field thus emphasizing the particle properties of the photons in the
field.

One expects that the electron will acquire an effective mass for motion in the
plane transverse to the laser propagation vector. This would be reflected in the
kinematics of the scattered photons but has not been observed as yet. However,
the exactly similar effect when electrons radiate as they traverse a magnetic
undulator is well established [32].

The production of eþe� pairs in the scattering of a high-energy �-ray from
the laser field is a purely quantum-mechanical effect and has no classical
interpretation. Technically, it is referred to as arising from ‘‘vacuum polariza-
tion loops’’. However, in the experiment that we described pair production
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was possible only by the participation of several photons from the laser field.

Thus the effect was nonlinear in the laser intensity exhibiting, for �51, the

‘‘perturbative’’ dependence on the field amplitudeR / �2n. Here n is the number

of photons participating in the interaction.8

Pair production can also be interpreted by a tunneling model. The applica-

tion of a potential step V0 > 2 mc2 will raise the negative energy states of the

Dirac sea to an energy E > mc2. If such a state can tunnel through the

potential barrier it will appear as a physical positron. This sequence of events

is shown in Fig. 16 where it is evident that the width of the barrier is

s ¼ 2mc2=eE with E the external applied electric field associated with the

potential step V0. Since tunneling is exponential we find for the probability

of pair production

P / e�s=l� c ¼ e�2Ec=E ¼ e�2=�

which shows the same dependence on the invariant� as Eqs. (24, 25). Achieving

critical field without the kinematic boost exploited in the SLAC experiment

appears rather difficult. It would require laser intensities of order

I ’ 1030 W=cm2.
The experiments discussed here are among the most stringent and direct tests

of ‘‘strong QED’’ but in a region of very low momentum transfers. They are in

excellent agreement with the theoretical predictions. Of course, scattering of

high-energy particles tests QED in the ‘‘perturbative’’ regime but at high

momentum transfer. Again excellent agreement is found between theory and

experiment to distances as short as 10�16 cm.

Fig. 16 Illustration of one-
dimensional tunneling of a
positron from the Dirac sea
in the presence of a strong
electric field

8 Positron production has been reported in some recent experiments where intense lasers
interact with matter [33]. This is a completely different process whereby an electron is
accelerated to high energy by the laser field and then interacts with matter to produce a pair
by the Bethe-Heitler process.
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Nuclear Physics with Intense Lasers

Ravi Singhal, Peter Norreys, and Hideaki Habara

1 Introduction

In the past 10 years, multi-terawatt laser systems with subpicosecond pulse

lengths have opened up a range of exciting possibilities in the study of laser–

matter interactions. For focused laser intensities of 5�1019 W cm�2, the elec-

tromagnetic fields are of the order of 2�1013 V m�1 and 105 T. The motion of

electrons in such high fields is highly relativistic, the quiver energy of the

electrons being determined by the product of the laser intensity and the square

of the laser wavelength, I l2. For example, for I = 5�1019 W cm�2 and l =

1 mm, the quiver energy is already several times the electron rest mass. Smaller

numbers of electrons of much higher energies of up to 100MeV are also

produced. Bremsstrahlung is produced collaterally by the fast electrons in the

target material. Such energies are sufficient to induce nuclear reactions in

materials, as the typical energy thresholds may be as low as a few MeV [1].
Rapid progress in the study of the interaction of intense lasers with matter

has been fuelled due to the vast possibilities afforded by such measurements.

The generation of highly relativistic plasmas with applications in astrophysics

and inertial confinement fusion, laser-induced nuclear photophysics, positron

emitters for nuclear medicine, high-energy proton beams for cancer therapy,

intense neutron sources, treatment of nuclear waste are some of the ideas that

have practical applications [2,3]. Theoretical understanding of intense laser–

matter interactions and the study of relativistic plasmas is already providing

high dividends. Concepts like wakefield acceleration with gradients of about

100GeV m�1 could herald a new era in the design of particle accelerators for

high-energy physics research. The production of electron–positron plasmas will

open up new fields of research. Lasers under construction will be able to

generate exotic particles like pions [2,3].
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In this chapter, various aspects of the interaction of intense lasers with solid

targets will be discussed with particular emphasis on the observation of nuclear

effects and their applications in medicine. Most experiments have been carried

out at the VULCAN laser facility (which is capable of delivering intensities up

to 9�1019 W cm�2 at 1 ps pulse length to target) at the Rutherford Appleton

Laboratory (RAL). The highest peak power experiments to date have been

performed at the Lawrence Livermore National Laboratory (LLNL) Nova

PetaWatt Laser facility (>1020 W cm�2 at 450 fs). Single laser shots are

employed and the resulting nuclear activation is measured in these experiments.

Recently studies of nuclear reactions at shorter pulse lengths produced by

Ti–sapphire lasers have also been reported. Ti–sapphire lasers are physically

much smaller and their high repetition rates make them ideal candidates for

application-based laser-induced nuclear reactions. The peak powers in indivi-

dual pulses are still modest, but new laser systems are being developed to

address this problem (see article by Ian Ross in this volume).

2 Production of High-Energy Electrons and g -Rays

As a result of the interaction of an intense laser pulse with the surface of a solid

target, electrons are first accelerated to high energies. During their travel

through the solid target, the electrons radiate bremsstrahlung, the g-rays
being produced predominantly in the forward direction. The energy and angu-

lar distributions of the electrons and g-rays are important parameters in so far

as a precise knowledge of these helps to design nuclear activation experiments.

The models of electron acceleration mechanisms can also be improved with

such data. Cowan et al. [4] have measured energy spectra of electrons at 308 and

908 to the laser direction. Figure 1 shows that for a 1.05 mm wavelength laser

pulse of intensity >1020 W cm�2, electrons of energy up to 100MeV are

produced. A 2000 times lower energy laser prepulse was focused on the target

about 2 ns prior to the main pulse. Cowan et al. performed 2D PIC simulations

in the presence of a preformed plasma of scale length �50 mm created by the

prepulse. The predicted electron distribution is in reasonable agreement with

the experimentally measured spectrum over most of the energy range respon-

sible for hard bremsstrahlung.
For a range of elements, Ledingham et al. [5] have studied nuclear activation

induced by high-energy g-rays generated in a 1.75mm thick tantalum target on

irradiation by the VULCAN laser pulse of intensity �1019 W cm�2. The

primary reaction is (g,n) such that the daughter product, being proton rich, is

a positron emitter. After the laser shot, the target is removed to a laboratory

where the positron activity is measured by coincidence recording of the counter

propagating 511 keV annihilation g-rays. Figure 2 shows the target arrange-

ment and Fig. 3 shows the 300 �300 Nal coincidence counting system.
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Fig. 1 Measured energy distribution of electrons ejected from the target at 308 (open circles)
and 908 (solid squares) with respect to the incident laser pulse. The dashed curve shows the
expectation from a ponderomotive potential while the solid curve shows the results of a PIC
simulation. (Reproduced with permission from the authors)

Bremsstrahlung
tantalum target 

laser

laser

γ beam

γ beam

Various activation
targets

45°

Each Cu segment 
subtends 10°

Cu target for
normalisation 

Fig. 2 The upper diagram shows the arrangement for measuring the angular distribution of
the high-energy g-rays. The Cu segments are 10mm long and each subtends an angle of 108.
The lower diagram shows the arrangement for irradiating a number of different targets for the
determination of electron temperatures in the plasma (see text)
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With laser intensities of about 1019 W cm�2, activities up to 3000Bq were

produced. The activity of a sample as a function of time provides a determina-

tion of the half-life of the positron-emitting isotope. These half-life measure-

ments agree very well with the known values and provide confirmation of the

production of high-energy g-rays.
Each (g,n) reaction cross–section has its unique dependence on the g-ray

energy. From the measurements of activities of two target elements having

different (g,n) thresholds, it is possible to estimate the plasma electron tempera-

ture. Spencer et al. [6] used 12C (Q-value = 18.7MeV) and 63Cu (Q-value =

10.9MeV) targets and the known energy dependence of the (g,n) cross-sections
to compare shot to shot variations of the electron temperature (kT) in the

plasma generated by laser intensities of about 1019 W cm�2 (Fig. 4).
The use of two different targets brings in difficulties of normalisation of

g-flux due to different geometry, etc. This may be circumvented by measuring

different ordersm of (g,mn) reactions in a suitable target. For example, the (g,n)
and (g,3 n) thresholds in 181Ta are at 7.6 and 22.1MeV, and the positron

emitting isotopes 180Ta and 178Ta have half-lives of 8.1 and 2.1 h. For laser
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intensities of about 1020 W cm�2, Spencer [7] measured the X-ray spectra from
these daughter products to determine the induced activities and has estimated
an electron temperature of 4.5MeV.

The study of laser-induced (g,n) reactions results in the production of
positron-emitting radionuclides. However, separation of the active nuclides
from the sample is not easily possible as the loss of a neutron still leaves the
daughter product in the same chemical state. For nuclear medicine applications
like positron emission tomography (PET), availability of radionuclides with
half-lives of a few minutes to several hours is required. This may be accom-
plished by utilising high-energy protons that are also produced in the interac-
tion of intense lasers with suitable targets. This is discussed in the following.

3 Production of High-Energy Protons

In the interaction of intense laser pulses with matter, proton emission was first
reported in the early 1970s. By the mid-1980s, a sufficiently large database had
been assembled to remove systematic uncertainties. A review of the work to that
point was summarised byGitomer et al. [8]. It was shown that the protons arose
from hydrocarbon or water contamination layers on the surfaces of the targets
and that both the average and maximum ion energy scaled with I l2 on target in
the same way as the hot electron temperature that was generated by resonance
absorption. Protons were accelerated by electrostatic fields driven by the fast
electrons.

Fews et al. [9] and Beg et al. [10] were among the first to measure the
generation of multi-MeV protons from the front surface of targets using
1053 nm laser pulses of between 1.0 and 4.0 ps duration with intensities up to
Il2 = 1019 W cm�2 mm2. More recently, several measurements of the produc-
tion of protons from the rear surface of the targets have been reported by Clark
et al. [11] and Snavely et al. [12]. The teams observed protons with energies up to
20 and 50MeV, respectively. An empirical power law relation of proton energy
and I l2 has been obtained from the measurements [13]. It is concluded that the
production of protons with energies of 200MeV, required for cancer therapy,
needs further increase of laser energy by about a factor of 16. Other application
of protons is in the production of positron emitters for PET scanners – currently
available energies are adequate but increased proton fluxes are required for
commercial viability. These matters are visited later in this section.

Figure 5 shows the experimental arrangement for the production of protons
at the VULCAN laser at RAL. Laser intensities up to 1020 W cm�2 irradiated
thin aluminium or CH foil target at 458 incident angle. The target chamber is
evacuated to 10�5 Torr. In the ‘blow-off’ direction to the front of the target,
protons and ions are produced in a direction perpendicular to the target.
Protons are also emitted from the rear of the target – in the ‘straight-through’
direction. The angle of proton emission in the ‘straight-through’ direction is
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found to be along the target normal. VULCAN laser prepulse is a long 1 ns laser
pulse with an intensity of about 10�6 of the main pulse. The prepulse generates a
blow-off plasma to the front of the target with which the main laser pulse
interacts. The arrival time of the prepulse defines the density scale length L
that is a measure of the spatial gradient between the density where energy is
absorbed (called the critical density) and the vacuum. Electrons are accelerated
into the target in a direction that depends on L. The width of the cone in which
fast electrons are emitted has beenmeasured to be about 358 at 1019W cm�2 [14]
and 208 [12] at somewhat higher laser intensities.

4 Models of Proton and Ion Acceleration

There are a number of mechanisms that can accelerate ions to high energies in
ultra-intense laser plasmas, in addition to the electrostatic sheath acceleration
away from the front surface of the target. Charge separation occurs at
the critical surface over short distances due to the ponderomotive force of the
laser pulse, leading to the phenomenon of hole-boring. Here the ponderomotive
pressure greatly exceeds the thermal pressure and the plasma is expelled from
the focal region [15]. This mechanism is well understood, but is expected to
accelerate protons only to the ponderomotive energy of the laser (i.e. up to
4MeV for intensities of 1020 W cm�2 on target).

Other theoretical models have also shown that, provided the plasma scale
length and the laser pulse duration are sufficiently small, a collisionless

Autocorrelator
(pulse length)

“blow-off”
direction

“straight-through”
direction 

Off-axis
Parabolic
mirror 

Compressed laser
Pulses 1053 nm,
1ps, 120 J 

Cu activation
plates

Alumimium
Target 

Fig. 5 Schematic experimental lay-out for proton production measurements. The positron
activity of 63Cu(p,n)63Zn reaction is measured
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electrostatic shock is launched into the overdense plasma [16,17]. This shock

arises from the reflection of the background ions on the electrostatic potential
barrier associated with a large amplitude ion acoustic wave that propagates into

the target, driven by the intense ponderomotive pressure. The fraction of
absorbed laser energy converted to ion kinetic energy is predicted to increase

with higher intensities and scales as �I ¼ 2 I0 �c3
�� �1=2

. Here � ¼ niMi is the

absorber density, ni is the ion density and Mi is the ion mass [16].
The most detailed study to date of these complementary processes of hole-

boring and collisionless electrostatic shock formation is that reported by
Toupin et al. [18], who predict that a highly collimated, multi-MeV ion beam
is directed into the target under small scale length and ultra-high-intensity

irradiation conditions. They also show that angular distribution of the acceler-
ated ions is strongly dependent on the density scale lengthL. Some experimental
evidence, based on neutron spectroscopy, has been presented that supports this

interpretation [19,20,21].
In addition to these collisionless processes, which are well modelled using

multi-dimensional particle-in-cell (PIC) tools [22], resistive electric fields are
generated inside the target that may also accelerate these multi-MeV ions to still

higher energies. This electric field is required to draw the return current from the
target so as to maintain charge neutrality. The forward MeV electron beam is
generated from electrons drawn out of the skin depth at the critical density

surface – but the return current is drawn from the slower drift of background
electrons in the solid density plasma. These are strongly affected by
collisions, and the resulting electric field can be estimated from the target

resistivity [23,24].
Wilks et al. [25] have proposed the target normal sheath acceleration (TNSA)

mechanism to explain the proton emission from the rear of the target. This is an
extension of earlier models for front surface acceleration. The source of protons

is considered to be a thin layer (�5 nm) of contaminants on the rear target
surface, as before. Such hydrocarbon or water-based contaminations are
always present and consist of a large number of hydrogen atoms. According

to TNSA, at the front surface of the target, the prepulse produces a plasma that
expands spherically to a radius of the order of 100 mm before the main pulse

arrives. The main laser pulse interacts with this plasma and generates a large
number of hot electrons with average temperatures of several MeV. The fast
electrons form an energetic electron cloud on the back of the thin target. The

proton layer is ionised and accelerated by the electrostatic fields generated in the
cloud. The accelerating gradients generated by ultra-short laser pulses may
reach values of tens of MeV per mm on the back of the target. Since the protons

in the back are in a sharp, flat density gradient, they are accelerated quickly in
the first few mm off the target to high energies in the forward direction – normal
to the target surface. In the blow-off direction at the front of the target, the scale

length is somewhat larger – and consequently the accelerating gradient is much
smaller. Therefore, protons on the front of the target are expected to be less
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energetic than the ions on the back of the target.Moreover, protons on the front

of the target are spread out into 2p steradians.
With the laser pulse intensity of 1020 W cm�2 Spencer et al. [26] observed the

production of 1012 protons in the straight-through direction with an energy cut-

off at 37MeV. The maximum proton energy depends on the product I l2. In
Fig. 6, this dependence is demonstrated as (I l2)0.4 up to 1018 W cm�2 mm2. For

higher intensities the maximum proton energy scales as (I l2)0.5. This indicates a
transition in the underlying process of hot electron production from classical

resonance absorption to ponderomotive j�B acceleration at higher intensities

[13,14]. The proton energy does not depend only on I l2; additionally the angle
of incidence, pulse length, polarisation of the laser, prepulse characteristics,

target properties, etc. also affect the production of protons. The effect of these

parameters has not been investigated in sufficient detail and may explain some

of the spread in the data in Fig. 6.
An important factor is the efficiency of conversion of the laser energy into

proton energy. From the data available, it appears that more of the laser energy

is converted into protons as the product I l2 is increased. The absorption into

proton energy has been found to increase from 0.5% at I= 2�1017 W cm�2 to

12% at 3�1020 W cm�2.
The experimental measurements [7] of the differences between front and rear

surface proton acceleration are shown in Fig. 7. The rear surface protons are

accelerated to higher energy than the front surface protons. The data is con-

sistent with the TNSA model – but is also consistent with protons that are

accelerated at the front through collisionless shocks and that then experience

the subsequent electric fields generated inside the resistive dense plasma and at

the rear surface. The conversion efficiency data is consistent with the Denavit

model for collisionless shock formation – but also with the TNSA model. It is

clear that it is difficult to accurately model these competing/complementary

Fig. 6 Maximum ion energy
as a function of Il2.
(Adapted from [13])
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processes theoretically and to distinguish between them experimentally. The
multi-dimensional PIC tools are generally collisionless and computationally
expensive for realistic target parameters. The resistive models do a good job

modelling the solid density plasma, but fail to handle the laser-plasma interac-
tion processes in the coronal plasma on the front and rear surfaces of the target.
Hybrid computer codes that bridge the gap between the two methods and

density regimes are under development. Further experiments varying target
thickness, material prepulse levels and intensities are needed to distinguish the
competing processes.

5 Applications of Laser-Produced Proton Beams

It is clear from the discussion above that current high-intensity lasers can
provide proton beams with low divergence, of the order of 208 and up to a

maximum energy in the region of 50MeV. One of applications of the proton
beams may be to provide ion sources for accelerators, but the most promising
application is in nuclear medicine. With the laser technology advancing rapidly,

it is expected that relatively compact laser systems will be able to deliver
intensities in the 1020–21 W cm�2 region. For example, the proton beams can
then be used to produce positron-emitting radio-pharmaceuticals for positron

emission tomography (PET) scanners. The potential of this is already well
researched [27] and is examined in the following.

The important positron emitters for PET scanners are 11C, 13N, 15O and 18F.
Their half-lives are 20.34, 9.96, 2.05 and 109.7min, respectively. Because of the
short half-lives, the positron emitters are produced locally. The cross-sections

for the production of these isotopes (Fig. 8) peak for proton energies between 5
and 15MeV, and the current laser intensities are adequate for the efficient
production of positron emitters via (p,n) and (p,�) reactions. In these reactions,
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the positron emitters correspond to a different chemical element and may be

separated from the target bulk by fast chemistry.
The experiment used a target arrangement similar to that in Fig. 5 for the

production of PET isotopes. Targets of boron and silicon nitride were placed in

front of the target which were then activated by the ‘blow-off’ protons produced

by a VULCAN laser shot of 1020 W cm�2. The targets were removed from the

target chamber and the positron activity as a function of time of the sample

counted with the coincidence counting system shown in Fig. 3. The measured

decay curves are shown in Fig. 9. Definite evidence of the reactions 11B(p,n)11C

and 14N(p,�)11C is obtained from the measured half-life of 11C. An activity of

about 2�105 Bq for the 11B(p,n)11C is inferred from this data.
From the cross-sections for various reactions, it is estimated that a produc-

tion rate of 105 Bq may be achieved for 18F per VULCAN laser shot. These

production rates are still some way short of being commercially viable. PET

scanners require that positron emitters of initial activity of about 109 Bq are

produced. This improvement may be achieved through various means. For

example, protons at the back of the target are more energetic and are produced

in fluxes that are 10–100 times greater. Table-top lasers with 1 J pulse energy

operating at 1 kHz would provide a factor of 104 improvement if the activity is

integrated for 500 s. Yamagiwa and Koga [28] have estimated that with laser

pulse intensities of 1021 W cm�2 it is possible to produce 1014 Bq of 18F. This

production rate is two orders of magnitude higher than can be generated with

present cyclotrons.
A very interesting and potentially extremely important application of laser-

produced high-energy protons is in proton oncology. The energy carried by

protons may be deposited in the tissue at a desired depth from the surface and
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is very effective in killing tumour cells. The advantages of using high-energy
protons is demonstrated in Fig. 10 assembled by the Midwest Proton Radiation

Institute, USA. Protons have a unique energy deposition pattern which is very

different from that of electrons or electromagnetic radiation. For the latter,
energy of the primary beam decreases exponentially with depth and the tissue is

more or less uniformly irradiated. This results in unacceptable damage to

healthy cells through which the radiation must pass. Protons and other charged

Time in minutes

A
ct

iv
ity

 (
B

q)

1

10

106

105

104

103

102

0 50 100 150 200 250

11B(p,n)11C half-life 20.31 ± 0.4 minutes 

14N(p,α)11C half-life 20.13 ± 0.5 minutes

Fig. 9 Production of the isotope 11C via the proton-induced reactions 11B(p,n)11C and
14N(p,�)11C. The samples were boron and silicon nitride. The laser intensitywas 1020W cm�2 [26]

Depth in water in cm

R
el

at
iv

e 
do

se

 
5 10 15 20 3025

20

80

100

60

40 20 MeV
electrons 

200 MeV
protons 

8 MV
X-rays 

Sum of
Bragg peaks
for protons 

Fig. 10 Energy deposition by various radiation in water (www.iucf.indiana.edu/MPRI/
about.htm)

Nuclear Physics with Intense Lasers 529



particles like pions and light mass ions are not deflected as they travel in the tissue
which is a serious problem with X-rays and electrons. The energy deposition of
200MeV protons, Fig. 10, shows rather small energy loss until proton energy
decreases sufficiently. At this stage, rate of energy loss exhibits a sharp increase,
called the Bragg peak, and protons come to rest very quickly. The range of
200MeV protons in water is 0.24m. By using a suitable spectrum of proton
energies, the volume and depth of the irradiated tissuemay be defined. This is also
shown in Fig. 10.

Recently, protons accelerated in laser-plasma interactions were applied to
investigate nuclear reactions of interest to the traditional fields of nuclear and
accelerator science. McKenna et al. [29] have shown that laser-generated pro-
tons could potentially be used to investigate residual isotope production in
proton-induced nuclear spallation reactions.

Laser-induced production of protons has tremendous promise since the pro-
ton beam is highly directional. The present capabilities are the production of
about 40MeV protons at intensities of 3�1020 W cm�2. Assuming a 0.5 power
dependence of the proton energy on laser intensity, one would require a 16-fold
increase in laser intensity to 8�1021 W cm�2 at 1053nm wavelength. Such
upgrades are being implemented at VULCAN (RAL) and other laboratories.

6 Production of Neutrons

As discussed in this chapter, neutrons may be produced by (g,n) reactions if the
photons have energy greater than theQ-value of the reaction. Such photons are
produced in large numbers when intense laser pulses irradiate matter. A solid
target of high atomic number, tantalum, is used to produce high-energy photons.
For example, using a 1019 W cm�2 VULCAN pulse, a yield of 107 neutrons may
be inferred from the measured positron activity of 62Cu. The yield of neutrons is
expected to increase with laser intensity and currently 1010 neutrons may be
produced with (g,n) reactions.

Another source of neutrons is the D–D fusion reaction d þ d ! 3He
(0.82MeV)þ n (2.45MeV). Deuterons of about 100 keV or greater are required
for efficient production of neutrons from the d(d,n)3He reaction. This can be
accomplished through several physical processes in which a target containing
deuterium, generally a deuterated plastic, is used.

The VULCAN and the NOVA PetaWatt lasers are single shot lasers and
tend to be very large in physical size. This makes them impractical for commer-
cial use. Neutrons have many applications such as in damage testing of materi-
als caused by large neutron fluxes, structure studies. For these to be
commercially viable, one requires to use table-top Ti-sapphire laser systems
that are currently capable of delivering short laser pulses of about 100 fs dura-
tion and a few hundredmJ energy at a repetition rate of 10–1000Hz. Significant
improvement in these characteristics is already being reported, and this trend is
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expected to continue for the foreseeable future. In the following, the observa-
tion of neutrons produced by 1018 W cm�2 pulses from a table-top laser is
described [30]. The underlying physics is highly fascinating and is discussed
first.

When a laser pulse is focused in an under-dense plasma (optically transpar-
ent), channel formation due to relativistic self-focusing is possible. Relativistic
self-focusing leads to an increase of the refractive index due to the relativistic
mass increase of the electrons quivering in the focal region. The medium then
acts as a convex lens producing an increase in the focal intensity. For intensities
greater than 1018 W cm�2, electrons are accelerated in the laser direction to
multi-MeV energies. The associated very large magnetic fields lead to self-
pinching of both the electrons and the laser pulse, resulting in a long narrow
channel a few l across. Pretzler et al. [30] generated a deuterium plasma by
using a deuterated polyethylene target and a prepulse. Deuterium ions are
accelerated to several hundred keV energies and undergo d(d,n)3He reaction.
Neutrons were detected in a NE213 liquid scintillator coupled to a fast photo-
multiplier tube. From time-of-flight measurements, the neutron energy was
determined to be 2.45MeV. The neutrons are emitted isotropically at an aver-
age rate of 140 neutrons per pulse. Extensive PIC code calculations by the
authors support the experimental observations.

A promising method of producing fusion neutrons is by the interaction of a
laser pulse with a gas jet containing large clusters of deuterium. With a 32 fs
pulse at 820 nm wavelength and of intensity 1016 W cm�2, Ditmire et al. [31]
produced 104 neutrons per laser shot with the neutron yield increasing rapidly
with laser intensity.

Another source of neutron production is the fission of the actinides. Ledingham
et al. [32] and Cowan et al. [4] observed the 238U(g,f) reaction with the VULCAN
100TeraWatt and the NOVA PetaWatt lasers, respectively. The neutrons are
generated as pulses of a few hundred femtoseconds from a region that is a few
mm in dimensions. Such sharp time and spatial characteristics provide a unique
source for time-resolved neutron physics.

7 Neutron Spectroscopy in Ultra-intense Laser–Matter

Interactions

We are planning multi-channel spectroscopy of neutrons generated through
nuclear reactions to measure the momentum distribution of accelerated ions
inside the target.

One obvious way to measure the ion momentum distribution is the direct
observation of ions with track detectors such as a CR-39. The drawback with
this method is that the ionmotion will be significantly affected by strong electric
and/or magnetic fields in the plasma, as we have already discussed. By contrast,
neutron spectroscopy has the advantage that neither the target potential nor the
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magnetic fields can affect the motion of neutrons generated in the target.

Unfortunately, neutron spectra for one direction does not give the dimensional

ion momentum needed to fully characterise the ion dynamics. We need to

measure the neutron spectra from three different directions to obtain the ion

momentum distribution in the target. In this way, we hope to distinguish

between the competing processes of hole-boring, collisionless shock formation

and the resistive fields inside the dense plasma. This will help quantify the role

played by sheath acceleration fields on the total ion energy measured outside

the target.
Figure 11a shows an example of neutron spectra in beam-fusion reaction

taken from three viewing angles [21]. The 1 mm laser light obliquely irradiated a

CD 5 mm target from 408 from target normal for s-polarisation condition at

intensity of 1019 W cm�2. Figure 11a shows experimental spectra at three

observation angles: 908 (solid line), 568 (dashed line) and 388 (dotted line) to

the target normal, respectively. To investigate precise momentum distribution

of ions, we performed 3D Monte Carlo simulation to compare the calculated

spectra with the experimental results. Figure 11b shows the well-fitted calcu-

lated spectra at the same view angle with the experiments, which indicates that

the ions are accelerated to rear target normal direction. The ion distribution is
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shown in Fig.11(c) as a contour plot projected on the x–y plane from 3D

distribution. The distributions collimated the target rear direction are given as

a momentum ratio of Px:Py:Pz=2.3:1:1. The ion energy to the x-direction

corresponding to the rear target normal is 330 keV, whereas the energy to the

y- and z-directions is about 70 keV.
The neutron spectrometer detector that we are re-constructing is a multi-

channel spectrometer, LaNSA [33], which originally consisted of 960 channels

of scintillators/photomultiplier tubes. In order to measure the angular distribu-

tion of neutrons, these modules will be divided into three parts, which have 240

channels in each part. The neutron detector consists of a BC505 liquid scintil-

lator and Thorn-EMI9902KB05 photomultiplier. The neutron signals are deliv-

ered to a LeCroy Fastbus Time-Digital-Converter (TDC), which records the

signal arrival timing, via a discriminator. These timings are collected and then

converted into a neutron spectrum through the time-of-flight (TOF) method.

The data acquisition of the system is based on PC to control all CAMAC and

Fastbus modules. For safety reasons, liquid scintillator leakage will be mon-

itored by fluctuation of high voltage to the scintillators to stop HV supply and

other laboratory electronics when there is a leakage.
These three modules are set at target area PetaWatt (TAP) and the 100 TW

target area (TAW) at VULCAN laser system in Rutherford Appleton Labora-

tory. Figure 12 shows an image of neutron detection for one spectrometer in

TAP and overview of set-up for PW laser. The distance between the modules

and chamber centre at TAP will be about 12 and 5m.
The energy resolutions of each module are shown in Fig.13 for different

neutron energies. Clearly, the shorter the distance between the spectrometer

and the focal position, the worse the energy resolution of the neutron spectrum.

(a) (b)

Fig. 12 (a) Positioning of one of the neutron spectrometers in the VULCAN PW target area
(TAP); (b) schematic illustration of the PW compressor chamber and target chamber
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For example, at 5m distance, the module has 300 keV of energy resolution for
2.45MeV neutrons, and only 800 keV for 14MeV neutrons. On the other hand,
at 12m distance, the energy resolution is much improved; 100 keV for 2.45MeV
neutron and 350 keV for 14MeV neutrons. Therefore, when the module at
nearer side is set up perpendicularly to the ion acceleration direction adjusting
target rotation or incident laser direction, the energy resolution of bothmodules
can remain at a comparably lower level. On the other hand, the dynamic range
to be able to detect neutrons can be increased by a factor of 2 by adjusting the
sensitivity of the scintillator to neutrons.

Using these neutron spectrometers, we plan to measure the ion acceleration
distributions. In the 100 TW target area, it is possible to change plasma density
using 6 ns duration, high-energy glass laser pulses, which allows precise mea-
surements of the plasma scale length dependence on the ion acceleration com-
bining the short pulse laser. Furthermore, the laser intensity dependence on the
ion acceleration can be obtained in broad range of laser intensities using the
upgraded PW laser, which is expected to be 1021 W cm�2. The neutron spectro-
scopy generated by different nuclear fusion reactions will be one of the most
interesting measurements. In particular, B-D and Li-D reactions generate
higher energy neutrons and have higher energy cross-sections than those of
DD reaction which will allow us to measure the high-energy part of the ion
distribution simultaneously.

8 Conclusions and Future Outlook

Some of the results of the interaction of intense laser pulses with matter have
been discussed. The generation of g-radiation of energy up to 100MeV and
protons of up to 50MeV energy has been established. Neutrons are also
produced in high fluxes. Production of energetic heavy ions has also been

Fig. 13 Energy resolution
for different neutron energy
as a function of the distance
between the spectrometer
and laser focal position
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reported. Laser–matter interaction provides a unique set of projectiles for a host
of applications. The very intense, subpicosecond nature of the radiation will
afford the study of a new class of experiments, for example, measuring the
population of short-lived isomeric states, measurement of photo-nuclear cross-
sections on small samples. The heavier ions produced in the laser-plasma
interaction may be used as ion sources for heavy-ion accelerators. The produc-
tion of positron emitters for PET scanners is potentially a very powerful break-
through and may allow wider availability of PET scanners in hospitals.

The study of nuclear effects has a direct application in the diagnostics of
plasma properties. Determination of quantities like plasma electron tempera-
ture and testing of PIC simulation codes is facilitated by the measurement of
nuclear effects induced in laser–matter interactions.

The availability of high-energy proton and ion beams from laser–matter
interactions has potential for managing the fast-ignitor process. The reasons
are the same as for the application of protons in cancer therapy. Essentially, in
the fast-ignitor context, ions are superior to electrons as they deliver most of
their energy just before stopping, and unlike electrons, ions are not easily
deflected as they pass through the plasma. We will investigate whether protons
can be used directly as the heating source for the fast ignitor through sheath
acceleration processes or whether energetic deuteron beams can be used to
supplement fast electron heating [9].

Tremendous progress is being made in achieving still higher intensities.
Tajima and Mourou [34] have reviewed the progress towards the realisation
of exawatt (1018 W) and zettawatt (1021 W) laser pulses with correspondingly
greater focused intensities. They state ‘. . .could accelerate particles to frontiers
of high energy, tera-electron-volt and peta-electron-volt, and would become a
tool of fundamental physics encompassing particle physics, gravitational phy-
sics, nonlinear field theory, ultrahigh-pressure physics, astrophysics and
cosmology’.
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Part V

Intense Field Physics with Heavy Ions



Ion-Generated, Attosecond Pulses: Interaction

with Atoms and Comparison to Femtosecond

Laser Fields

Joachim Ullrich and Alexander Voitkiv

1 Introduction

The electromagnetic fields generated by highly charged heavy ions either in a

static situation, when the ions are at rest, or in a dynamic scenario, when they

move with low up to relativistic velocities, are the strongest and in collisions the

shortest fields in time that can be realized in earth-bound laboratories. Three

different time-scale regimes of extreme ion-induced fields might be distin-

guished: First, as illustrated in Fig. 1, the expectation value of the static electric

field strength for a K-shell electron in hydrogen-like uranium is six orders of

magnitude higher than in atomic hydrogen, at least a factor of 104 larger than

any field that can be reached with advanced laser technology and its binding

energy approaches its rest mass. Second, in a quasi-static situation, where, for

example, two thorium ions collide at moderate velocities, the 1s�-binding
energy of the quasi-molecule forming within about 10�19 s at small inter-nuclear

distances b even exceeds the electron rest energy ‘diving’ into the negative

energy continuum in ‘super-critical’ fields and giving rise to such exotic pro-

cesses like the ‘decay of the vacuum’ by spontaneous or dynamic pair creation.

Third, schematically depicted in Fig. 2, the transient field generated by a fast

highly charged ion when passing atoms or molecules at distances of several

atomic units, far outside the radius of outer-shell electrons, reaches power

densities of up to 1023 W/cm2 in time intervals below attoseconds (as).
Hence, on the one hand, highly charged heavy ions provide an ideal test

ground to investigate fundamental questions connected with super-strong

fields: In bound states, non-perturbative quantum electrodynamics (QED),

few-electron correlation, relativistic effects or properties of nuclei are explored.

In time-dependent situations, during collisions, dynamic QED is accessible

when pairs are created in close encounters between heavy nuclei and, finally,

the behaviour of atoms or molecules being exposed to exawatt/cm2 power
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densities on attosecond time scales can be investigated in distant collisions with
highly charged ions. On the other hand, a variety of applications have emerged,
ranging from material analysis or modifications, the generation and heating of
(fusion) plasmas, diagnostic methods for terrestrial and astrophysically rele-
vant plasmas and, last not least, cancer tumour therapy using fast highly
charged ions, pioneered at the LBNL in Berkeley and successfully applied
since few years at the heavy-ion accelerator complex at GSI in Darmstadt.

Fig. 1 Expectation value of
the electric field strength for a
K-shell electron in hydrogen-
like systems as a function
of the nuclear charge Z
(from [1] )
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The present contribution will exclusively concentrate on the third scenario,
where atoms and molecules are exposed to strong, attosecond ‘half-cycle’
electromagnetic pulses (Fig. 2). Readers interested in accelerator based atomic
physics as well as applications including tumour therapy will find a recent
summary in [1]. The basic interaction mechanisms between the field and target
atoms will be described in some detail in Section 2. Many-particle momentum
spectroscopy techniques for ions and electrons will be shortly outlined in
Section 3. In Section 4, a selection of illustrative results will be presented for
single and multiple ionization in attosecond as well as femtosecond laser fields.
Future developments are addressed in Section 5. Due to the short scope of the
contribution and the explosion-like expansion of the field, only the main lines
can be sketched and illustrative pictures are developed, sometimes at the
expense of a rigorous theoretical treatment which the reader is referred to in
literature.

2 Interaction of Ion-Generated Pulses with Atoms

2.1 Introduction

It has been recognized more than 20 years ago from satellites in high-resolution
X-ray spectroscopy that a target can bemultiply ionized in a collision with a fast
highly charged projectile. Subsequently, using efficient time-of-flight methods,
total cross-sections for multiple target ionization have been explored in great
detail for very different projectile (ionic) charge states Zp and velocities �p,
ranging from medium charge states and �p of few percentage of an atomic unit
at femtosecond collision times � to relativistic U92þ impact at sub-attosecond
time scales (for a review, see [2]). As illustrated in Fig. 3, target ion charge states
of up to fully stripped Ar18þ or Xe32þ have been observed to be produced with
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Fig. 3 Cross-sections for
the production of highly
charged Ar and Xe ions
in single collisions with
15.5MeV/u (�p ¼ 25 a.u.)
U75þ projectiles
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huge cross-sections (10�18 cm2) in collisions with U75þ at �p ¼ 0:18c (c ¼ 137
a.u. is the speed of light). Atomic units (�h ¼ e ¼ me ¼ 1) are used throughout
unless otherwise stated.

2.2 Ion-Generated Fields and Comparison to Laser Fields

In order to obtain a physical picture on what might happen in such a collision
and come to some quantitative comparison with a typical situation in strong-
field laser physics, where peak-power densities of a few 1016 W/cm2 are achieved
in 25 fs pulses from commercial Ti:Sa lasers, we have calculated the transverse
electric field (x-direction) in Fig. 2 for U92þ impinging on helium at a (relati-
vistic) velocity of 120 a.u. and an impact parameter of two atomic units, which is
typical for double ionization. Here, at a Lorentz factor of � ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
’ 2,

with � ¼ �p=c, the longitudinal field component (z-direction) is relativistically
suppressed already by a factor of �2 ’ 4. In any case, it changes sign during the
collision, resulting in a net force of zero and, therefore, is not important in many
even non-relativistic situations.

Hence, similar as for a light pulse or for single photons, the direction of the
electric field and, thus, the effective force mainly occurs transverse to the ion
propagation. When the projectile approaches the target, the transverse field
strongly rises to a peak value of about Zp�=b

2 � 50 a.u. and falls off again with
a full width half maximum of � ¼ 0:2 as, with � � b=ð��pÞ. The power density I,
the atom is exposed to during this very short time, is close to 1020 W/cm2. Non-
relativistic (� ’ 1) fast protons (or electrons) with Zp ¼ �1 at identical impact
parameters on the other side will create a field with I � 1015 W/cm2. Depending
on the impact parameter b and the relativistic factor �, it is easily seen that
power densities between some 1013 and 1023 W/cm2 can be realized in ion–atom
collisions at typical collision times, i.e. full width half maximum (FWHM) of
the electromagnetic pulse, between 1 and 10�4 a.u, or, in other words, between a
ten attoseconds and a few zeptoseconds in moderate ultrarelativistic encounters
of � ¼ 100.

Thus, whereas the achievable field strengths, power densities and field direc-
tion (transverse to the ion or laser-pulse propagation) are comparable to those
obtained with present-day high-power lasers, there are basic differences sum-
marized in Fig. 4. First, time scales are at least a factor of thousand shorter, and
hence, typical frequencies involved are much higher. Second, the important
transverse part of the field does not change its sign, i.e. it is directed, it depends
on b, i.e. is different for each single collision, and it is not coherent. Third, there
might be a momentum transfer, which (at not too high �) is mainly in the
transverse direction since the longitudinal one, being equal to the minimum
momentum transfer, is very small in most cases at large velocities. These
differences result in markedly different (many-particle) dynamics when atoms,
molecules or clusters are exposed to such pulses.
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2.3 Single Ionization in As Fields: Connection to Photoionization

2.3.1 Small Perturbations (Single Photon Exchange)

The interaction between charged projectiles and atoms can be regarded as
occurring due to an exchange of photons between a projectile and a target. In
such an approach, the nth term in the perturbation Born series in the projectile–
target interaction corresponds to an exchange of n photons between a projectile

and a target.Many phenomena occurring in collisions of a fast projectile having
a relatively low charge Zp (Zp=�p � 1) can be well understood within the one-
photon-exchange approximation. This approximation describes the situation,
where an atom makes a transition between initial and final states, which are
both eigenstates of the atomic Hamiltonian and are not modified by the field of
a projectile. Photons transmitting the interaction between charged projectiles
and atomic targets represent the so-called close field which cannot exist without
its source (i.e. without a charged particle). In general, such photons are quite
different from real ones, which represent radiation fields, and are usually
termed as ‘virtual’ photons. Only ultrarelativistic projectiles can produce virtual
photons with properties already very close to those of real photons, and

correspondingly, atom ionization by ultrarelativistic projectiles may be funda-
mentally similar to the photo effect in all essential points (for a detailed discus-
sion of the inter-relation between ionization of light atoms by real and virtual
photons see [3] and references therein).

Yet, even virtual photons constituting the electromagnetic field of a fast non-
relativistic projectile already have a very important similarity to real photons,
namely ionization of light atomic targets by fast charged projectiles occurs
mainly in collisions where the amount of energy �Ep transferred to the target
is substantial on the target scale while the momentum transfer is quite small (on
the same scale). In the virtual-photon picture, it means that a virtual photon,

Fig. 4 Schematic illustration
for ion (a) and laser-pulse
(b) impact on an atomic
target. Pp, P

0
p: momentum

of incoming and scattered
ion, respectively, with
momentum transfer
q ¼ Pp � P0p and minimum
momentum transfer
qmin ¼ qk ¼ �Ep=�p (�Ep:
projectile energy loss). Fn

and Fe: main forces acting on
the nucleus and the electron
cloud, respectively
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absorption of which results in ionization, transmits a considerable amount of
energy but in most cases only a very modest amount of momentum, thus,
resembling at this point the action of a real photon in the process of the
photo effect. Hence, in fast collisions with small momentum transfers, where
the complete non-relativistic transition operator

P
j expðiq � rjÞ (here rj are the

coordinates of the j th atomic electron and q is the total momentum transferred
to the atom by the projectile) can be replaced by its dipole approximation,
i
P

j q � rj, single and multiple ionization dynamics should reveal some basic
signatures inherent in ionization induced by the absorption of a single real
‘high-energy’ photon with an energy above the single or multiple ionization
thresholds, respectively.

Since basically all energy transfers �Ep can be realized in a collision, a
continuous ‘photoelectron’ energy spectrum is observed for single ionization,
whereas a sharp line atEe ¼ E� � IP (IP is the ionization potential of the emitted
target electron) is observed in the photo effect. In a kinematically complete
experiment �Ep can be fixed and the results be compared to the photo effect at
E� ¼ �Ep as will be demonstrated for double ionization in Section 4.3. The
situation is profoundly different for atom ionization by strong laser fields. In
the latter case, the energy of a single laser photon is usually not sufficient to
overcome the atom ionization potential and the field has to be such strong that
many photons can be absorbed to obtain ionization. One of the consequences of
this is that atomic transitions occur in continuum states which are strongly
modified by the laser field. This modification is mainly responsible for such
interesting phenomena as the above threshold ionization (ATI) and high-har-
monic generation (HHG).

In general, all momenta q up to the maximum momentum transfer are
present in ion–atom collisions. This is accounted for by taking the complete
non-relativistic transition operator

P
j expðiq � rjÞ. In addition, going to high

collision energies, the transition operator has to be modified according to the
relativistic theory. Recently, significant modifications in spectra of low-energy
electrons emitted along the ion beam axis have been observed in collisions with
a moderate value of the Lorentz factor, � � 2, and their origin was traced back
to appear due to relativistic effects [4].

2.3.2 Large Perturbations

In collisions with highly charged projectiles, the field of a projectile cannot be
regarded as weak even for high-velocity collisions if the condition Zp=�p5�1
is fulfilled. In such a situation, first-order theories in the projectile–target
interaction are, as a rule, not applicable even for treating single ionization.
Quantitatively, ionization in strong fields of fast highly charged projectiles can
be thought of as the ‘incoherent’ absorption, occurring during a very short
effective transition time, of several ‘high-energy’ virtual photons from the
electromagnetic pulse generated by the projectile. Obviously, due to the nar-
rowness of the pulse in time, one obtains a broad distribution in the frequency
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domain giving rise to a broad energy spectrum of the emitted ‘photoelectrons’
for single as well as for multiple atom ionization. As far as this simple virtual-
photon picture remains reasonable, fundamental differences to strong-field
laser (multiple) ionization emerge: (i) first, due to the completely different
time scales involved; (ii) second, a laser field strongly affects the target con-
tinuum states whereas they are only relatively weakly influenced by the field of a
fast projectile.

If the factor Zp=�p substantially exceeds 1, the perturbation Born series and,
correspondingly, the virtual-photon picture cease to be well adapted to discuss
atom ionization. The most prominent feature in such collisions is that the
emitted electrons as well as the recoiling target ion experience a strong force
from the (relatively) slowly receding highly charged projectile. Electrons are
dragged behind the projectile yielding a pronounced forward shift of the other-
wise (nearly) forward–backward symmetric momentum spectra, whereas the
recoil ion is pushed backwards with about the same force [5]. Theoretically,
the distortion of the initial and final electron states by the projectile field can be
taken into account within distorted-wave approaches, of which the continuum-
distorted-wave-eikonal-initial-state (CDW-EIS) approximation is mostly fre-
quently used to consider atom ionization [6]. One should add, however, that
whereas the emission spectra of low-energy electrons are generally described
in very good agreement with the experiment by this theory, major difficulties
have been found to arise, when the full three-body dynamics of single ionization
is addressed [7].

According to Bohr, when 2Zp=�p � 1, the treatment of atom ionization
based on the classical Newton equations is expected to receive sound grounds.
In such a case, calculations using the classical trajectory Monte Carlo (CTMC)
method, which apply the classical description for both heavy (nuclei) and light
(electrons) particles, yield good results for both differential and total cross-
sections [8].

In the domain of relativistic collision velocities, the distortion of the initial
and final target states by a projectile weakens due to the flattening of the
projectile field. Still, even for single ionization of atoms occurring in collisions
with relativistic highly charged ions, the higher-order effects in the interaction
projectile–target interaction turns out to be very important if the full three-body
dynamics of the collision is considered [9]. Moreover, such effects become of
paramount importance if transitions of two and more electrons occur in the
target under the highly charge ion impact.

2.4 Double Ionization

Asmultiple ionization is concerned, we can realize intensities (see Section 2.2) in
ion–atom collisions, where similar processes like ‘sequential’ or ‘non-sequential’
ionization might dominate multiple ionization. Double ionization, for example,
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either can occur due to an independent interaction (which is one aspect of

‘sequential’, disregarding the aspect of subsequent times) of the field with

both target electrons (two-step-2, TS-2, in the terminology of collisions) or

due to a single interaction of the field with the atom, where the second electron
is emitted as a result of the electron–electron correlation.

In ion–atom collisions as for photoionization the latter ‘non-sequential’

process usually is further subdivided in terms of many-body perturbation-

theory diagrams: Two-step-1 (TS-1), a single interaction of the projectile with
the target plus a second step, when the emerging first electron interacts with

the second one, is distinguished from the shake-off (SO) or ground-state (GS)

correlation contributions (for details and the diagrams, see [10]). Whereas the
TS-2 contribution, which is not present at all in double ionization by single

photon absorption, is proportional to the square of the perturbation strength

ðZp=�pÞ2, the one-step contributions depends linearly on Zp=�p. Accordingly,
the ratio of double to single ionization cross-sections �2þ=�þ decreases with

decreasing Zp=�p until a certain value, the ‘high-energy limit’, is reached where

it stays constant (see Fig. 5).1 This behaviour has been intensively investigated
and verified for a large collection of collision systems and perturbation

strengths leading to a profound knowledge of which of the processes, sequential

or non-sequential in the ‘laser language’, TS-2 or TS-1, SO and GO in the

terminology used for charged particle and single photon impact, might dom-
inate if a certain collision system is considered. Furthermore, the ratio observed

in the high-energy limit, where the relevant matrix elements attain a certain

similarity to those for double ionization by single photons, has been explained
in terms of double to single photoionization ratios (see [12] and references

Fig. 5 Ratio of double
to single ionization
cross-sections �2þ=�þ as a
function of �p=Zp for
various projectile charges
Zp and velocities �p

1 One has to note that in collisions at velocities approaching the speed of light, the ‘high-
energy limit’, due to relativistic effects, can be reached at larger values ofZp=�p [11] compared
to what is suggested by the non-relativistic consideration.
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therein). So, for weak perturbations, TS-2 contributions can be neglected and,
as for single ionization, similarities with double ionization by single photon
impact can be observed for small momentum transfers, as will be shown in the
results. Theoretical approaches which describe the projectile–target interaction
in the first order using target states obtained within a coupled-channel
approach (CCC: convergent close coupling) are at hand and yield reasonable
agreement with experimental data for electron impact even on the level of fully
differential cross-sections [13]. Work is in progress to include the TS-2 in ab
initio theories [14]. Doubly differential electron emission spectra have been
calculated for double and triple ionization in the non-perturbative regime
[15]. The authors of [15] used the CDW-EIS approach for obtaining the sin-
gle-electron transition probability and constructed multi-electron ionization
probabilities by applying a binomial distribution. Very recently a novel
approach was proposed in [16] in order to address the full four-body quantum
dynamics of collisions between helium (and helium-like ions) and relativistic
highly charged ions.

2.5 Summary

To conclude Section 2, we have seen that fast ions generate extremely short
electromagnetic half-cycle pulses with a FWHM between 10 and 10�3 as and
power densities of 1013 � 1023 W/cm2. Atoms and molecules are efficiently
ionized in these fields with large cross-sections, and the simultaneous emission
of up to 40 electrons in one single encounter has been observed in uranium on
xenon collisions. In a somewhat generalized view, which is quantitatively only
substantial in the asymptotic limits, the interaction of the field with the target
can be understood by the exchange of one (weak field) or several (strong field)
virtual photons causing single or multiple ionization. Due to the short pulse
times the virtual-photon frequency distributions are broad, extending up to
very high frequencies so that even inner-shell electrons can be ‘photoionized’
simultaneously with weakly bound outer-shell electrons in strong fields, mak-
ing multiple ionization to occur with tremendous cross-sections. Thus, during
the short collision time, a considerable amount of energy can be very effici-
ently transferred to the target. In most cases, the energy transfer is accom-
panied only by a modest momentum transfer so that the many-particle
collision dynamics is similar to photoionization. Furthermore, since the pro-
jectile recedes very fast after the interaction in swift collisions, it usually does
not noticeably interact with the target fragments in the continuum, similar to a
single photon which is absorbed and simply does not exist at all in the final
channel.

This is very different from the strong-field laser case: First, only low optical
frequencies are present in the field and target electrons can only be ionized via
multi-photon absorption becoming very inefficient with increasing number of
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photons required. Accordingly, direct inner-shell ionization is extremely unli-
kely and consequently, even at similar power densities, the final degree of
ionization is considerably less than in ion collisions (see Fig. 3). Second, since
even one optical cycle is on the order of one femtosecond and, thus, much
slower than typical revolution times of even outer-shell-bound electrons, the
situation is very ‘adiabatic’. Electrons can overcome the barrier (‘barrier sup-
pression’) or tunnel into the laser-modulated continuum (so-called Volkov
states in the limit when the residual ion potential can be neglected) and, then,
strongly interact with the field, oscillating and receiving considerable quiver as
well as drift energies. Thus, in the final state, the optical laser field is much more
efficient in transferring energy to the atomic fragments of quivering electrons
and ion. Obviously, as correlated dynamics of electrons is concerned, it takes
place on the femtosecond time scale, i.e. at some hundreds of atomic units.
Correlated bound-state dynamics of atomic ground states, occurring on time
scales of one atomic unit and below, i.e. at 10 as for outer-shell electrons, cannot
yet be accessed with present short-pulse lasers.

3 Many-Particle Momentum Spectroscopy of Ions and Electrons

Within the last decade, many-particle momentum spectroscopy of ions and
electrons has been developed to investigate ionization dynamics in fast heavy
ion–atom collisions. These instruments, the so-called Reaction Microscope,
turned out to be extremely versatile and can be used for the investigation of
multiple ionization or molecular break-up dynamics induced by the impact of
ions, single photons, laser pulses, antiparticles or electrons (for details, see two
recent reviews on the topic [17, 18]). Only the salient features of these techniques
will be summarized here; details can be found in [19]. For the results presented
in this contribution, ion beams of 1000Mev/u U92þ and 3.6Mev/u Au53þ were
delivered by the SIS and UNILAC facilities at GSI in Darmstadt. Nanosecond,
pulsed electron beams are produced in the Heidelberg Max-Planck-Institut für
Kernphysik. As outlined in Fig. 6, the given beam was directed on a supersonic,

Electrons

Recoil-
ions

Fig. 6 Schematic drawing of
a Reaction Microscope: The
electric field along the
projectile propagation
(� 2 V/cm) is generated in
between two ceramic plates,
covered with resistive
layers. The magnetic field
(2–100G) is provided by two
1.5 diameter coils in
Helmholtz configuration

548 J. Ullrich, A. Voitkiv



internally cold (typically below 1K) atomic gas jet (density 1011 atom/cm2).
Recoiling ions and electrons emitted during the collision are guided by homo-
geneous electric andmagnetic fields tomulti-hit, position-sensitive multi-channel
plate detectors, mounted in the longitudinal direction, i.e. along the axis of
symmetry parallel to the ion beam propagation. From the times of flight
(obtained by a coincidence with each projectile or with the trigger for pulsed
beams) and the positions of arrival, the initial momenta of the fragments are
calculated from the equations of motion for electrons and ions in the well-known
electric and magnetic fields.

By varying the strength of the projection fields, both the resolution and the
fraction of the fragments in momentum space that are projected can be chosen
over a wide range. Typically, all ions of interest with momenta jPRj 	 5 a.u. are
accepted simultaneously. At the same time, all electrons with transverse ener-
gies (transverse to the beam propagation) Ee? 	 100 eV as well as with long-
itudinal energies of Eek51 in the forward and Eek 	 15 eV in the backward
directions are detected in a typical experiment. Up to ten hits on the electron
detector are accepted for a minimum time between two hits of 15 ns in case that
both electrons hit the detector within a distance of less than 1 cm. For all other
events, electrons can be detected on the 8 cm diameter detector even if they hit
the detector at identical times.

Thus, depending on the collision dynamics and on the exact electric and
magnetic fields chosen in the specific experiment, the Reaction Microscope
simultaneously monitors between 60% (for 2 keV electron impact) and 80%
(for 3.6Mev/u Au53þ and 1000Mev/u U92þ) of the 12-dimensional final-state
momentum space for double ionization. Superior momentum resolution of
�jPej ¼ 0:01 and �jPRj ¼ 0:07 a.u. has been demonstrated to be achievable,
corresponding to an energy resolution of �Ee ¼ 1:4mev for electrons and
�ER ¼ 9 meV for ions close to zero energy in the continuum. Thus, among
other advantages, doubly differential electron emission cross-sections are
obtained for the first time in a regime that is notoriously difficult to access for
conventional electron spectroscopy methods.

With some modifications, the apparatus can be used as well for the investi-
gation of laser-pulse-inducedmultiple ionization: First, the laser beam traverses
the spectrometer in the transverse direction, perpendicular to the supersonic jet,
as well as to the extraction directions of electrons and ions. For symmetry
reasons, electrons and ions are usually extracted along the light polarization
direction, if linear polarized light is used. Second, the rest gas pressure as well as
the target density has to be considerably less than that typically used for charged
particle or single-photon impact, since the laser pulse ionizes all particles within
its focus of about 8 mm diameter. Thus, as correlated emission of electrons and
ions from the same atom shall be measured, only one target atom is allowed to
be in the focus of the laser pulse and, accordingly, the target is operated at a line
density of about 108 atoms/cm2 (usually 1011 atoms/cm2 ) at a background
pressure of 2
 10�11 Torr (usually 10�8 Torr). Third, and finally, the trigger for
the time-of-flight measurement can be simply taken from the Q-switch of the
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laser. Here, a disadvantage arises in comparison with charged particle or single-
photon impact experiments. While in those experiments up to MHz repetition
rates of the pulsed beam can be realized, state-of-the-art high-power Ti:Sa lasers
operate at repetition rates of typically 1 kHz with an upper limit of 5 kHz for
commercial systems. Thus, though using significantly longer measuring times,
still much less statistical significance has been obtained and no kinematically
complete measurements have been performed for double and multiple ioniza-
tion up to now in any laser experiment due to that reason (for details, see [20]).

This situation might change substantially in the near future due to usually
the rapid progress in the performance of high-power lasers on the one hand but,
even more important, due to the advent of VUV and soft X-ray self-amplified
free electron lasers (SASE-FEL) which are expected to work at a repetition rate
of 70 kHz, with 1MHz being envisaged in future schemes (see discussion and
references in Section 4.3 and in the chapter of Feldhaus/Sonntag). Results for
intense, short-pulse-laser-induced ionization presented in this contribution
were obtained at the Max-Born Institut in Berlin using a 25 fs Ti:Sa laser at
1 kHz repetition rate and intensities between 1014 and a few times 1015 W/cm2.
More recently, plenty of data have been reported using a Ti:Sa laser at 3 kHz at
the Max-Planck-Institute für Kerphysik that can be focused to intensities of up
to 1016 W/cm2 and compressed to a pulse length between 25 and 6 fs (see, e.g.
[21, 22]). For a recent review on differential multiple ionization experiments in
intense laser fields using Reaction Microscopes, see [18, 23].

4 Results

Using Reaction Microscopes, multiple ionization dynamics can be explored
for all (see above paragraph) momentum and energy transfers in weak
fields (exchange of one virtual photon in a simplified picture) as well as in
super-strong fields, where many ‘high-energy’ virtual photons are exchanged
‘simultaneously’, within less than attoseconds. Both situations have not been
accessible up to now, neither in experiments at third-generation light sources,
where only one photon is absorbed at a time with well-defined energy, angular-
momentum and negligible linear-momentum transfer, nor using femtosecond
lasers, where the photon energy is much lower and the time scale larger by at
least a factor of thousand.

4.1 Single Ionization Dynamics in Perturbative As Pulses

In Fig. 7, final-state momenta of the electron, the recoiling target ion as well as
the momentum change of the scattered projectile (�Pp ¼ �q) are shown for
helium single ionization in collisions with 1000Mev/u U92þ projectiles [24], i.e.
at a velocity of 120 a.u. in a situation that has been schematically illustrated in
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Figs. 2 and 4. Exploiting azimuthal symmetry, all momenta are projected onto a

plane defined by the incoming projectile momentum vector Pp ¼ ð0;PpkÞ and
the momentum vector PR ¼ ð�PRx;PRkÞ of the recoiling ion. Following the

intuitive scenario depicted in Fig. 4, this should be the plane (with respect to the

azimuth) containing the projectile-generated electric field. The momentum

transfer in the longitudinal direction, calculated from the collision dynamics

qk ¼ �Ep=�p, is very small (	 0:06 a.u.) for typical electron energies Ee5200

eV (more than 95% of all events). The FWHM of the Ppk-distribution in Fig. 7

is determined by the experimental resolution (mainly of the recoil ion) and it is

about 0.2 a.u. in this case. Thus, essentially ‘no’ momentum is transferred to the

target in the longitudinal direction, and even the transverse momentum transfer

is found to be small compared to the target fragment momenta. Scattering

angles are typically less than 20 nrad.
We therefore trivially rediscover the dynamics for the absorption of a single

(virtual) photon of E� ¼ �Ep, where the ejected electron momentum is com-

pensated by the recoiling target momentum alone. In Fig. 8, the applicability of

the ‘photon picture’, i.e. in essence of the dipole approximation, is analysed

in some detail by looking on electron spectra as a function of the longitudinal

electron momentum pek (pek k vp). In examples shown in the figure the trans-

verse electron momentum was restricted to pe?53:5 and pe?50:25 a.u., respec-
tively. A calculation within the dipole approximation [25]2 (dashed line) yields a

striking agreement with the experimental data (full circles) in shape as well as in

absolute magnitude. Performing a relativistic calculation where the momentum

transfer is not assumed to be small (full line) the agreement in general improves,

especially for the case pek > pe?, where the dipole approximation fails (for a

detailed discussion of relativistic effects, see [4]).
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Fig. 7 Two-dimensional final-state momentum distribution for the recoiling Heþ target ion,
the electron and themomentum change of the projectile in singly ionizing 1GeV/uU92þ onHe
collisions (logarithmic z-scale). The projectile initially propagates along the Pk direction, its
field mainly acts along the x-axis

2 Small non-dipole and post-collision corrections are included as well.
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The analogy to photoionization can be brought forward by Fourier trans-
forming the time-dependent electromagnetic pulse into the frequency domain.
Subsequent quantization yields the number of virtual photons per energy inter-
val in the charged particle-induced field. Thus, the cross-section for photo
absorption can be deduced from the measured single ionization cross-sections
for well-defined energy loss of the projectile as a function of �h! ¼ E� ¼ �Ep.
This is demonstrated in Fig. 9, where the ion-impact ‘virtual-photon’ results are
comparedwith recommended values for �� , the helium photo cross-sectionsmea-
sured using single real photons from synchrotron radiation sources (full lines).

It has been shown recently (see next section) and directly follows from the
photon picture (transferring energy but ‘no’ momentum) that the shape of the
longitudinal electron momentum spectrum strongly reflects the bound-state
momentum distribution of the ionized electron. In a (over)simplified picture,
the bound state might be seen to be ‘imaged’ in a ‘snapshot’ via photoionization
by virtual photons of well-known frequency-dependent density distribution by
the attosecond pulse.

Fig. 8 Longitudinal (along
the projectile propagation)
momentum distributions for
electrons emitted in singly
ionizing 1GeV/u U92þ

collisions. Circles and
squares: experiment; solid
and dotted curves: relativistic
first Born and dipole
approximations, respec-
tively; dashed curve: non-
relativistic first Born
approximation (c!1).
Upper part: emitted
electrons with transverse
momentum restricted
to pe?53:5 ; lower part:
pe?50:25 a.u.

Fig. 9 Cross-section �� for
single ionization of helium
by absorption of real
photons (full line:
recommended experimental
values) and virtual photons
generated in 1GeV/u U92þ

on He collisions (see text) as
a function of the photon
energy E� ¼ �h! ¼ �Ep
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In intense laser fields (25 fs, 1�1015 W/cm2), on the other side, the comparable
ion (electron) spectrum transverse to the polarization, i.e. field direction,
is determined by the tunnelling probability [26] as illustrated in Fig. 10a (for a
Ne target [27], similar results have been obtained for helium [28]). In the
polarization direction, transverse to the pulse propagation (Fig. 10b), the ion
momentum distribution is still centred around zero, reflecting the oscillating
nature of the field. Its shape is determined by the phase dependence of the
tunnelling probability defining the final drift momenta the ions receive in the
oscillating field. Hence, whereas the magnitude of ion and electron momenta
are quite similar for single ionization in both cases, the physical mechanisms
producing them and thus the conclusions that might be drawn are considerably
different. In simplified words, in ion-induced fields, one mainly sees the short-
time bound-state motion of the electron on an attosecond time scale, whereas in
laser fields, dynamics on a tenth of a femto-second time scale is explored, since
the ion momentum (along the field) is directly proportional to the phase of the
field where tunnelling occurred (for recent results in laser fields with very high
resolution, see [22, 29]).

4.2 Single Ionization Dynamics in Non-perturbative As Pulses

The visibility of bound-state properties in the longitudinal momentum spectra
as well as the influence of the projectile Coulomb potential in the final state has
been investigated at lower energies, in a strongly non-perturbative situation,
using Ne and Ar targets in collisions with 3.6Mev/u Au53þ, i.e. at �p ¼ 12 a.u.
In Fig. 11, experimental longitudinal electron momentum distributions are
shown for different cuts in pe? for single ionization of argon along with the-
oretical CDW-EIS predictions (full lines [6, 30]).

Three striking features are observed in the doubly differential cross-sections:
First, all electron distributions are shifted into the forward direction (positive
momenta), i.e. electron emission into the forward hemisphere is most likely.
This has been observed before [5] and has been attributed to the ‘post-collision
interaction’ (PCI) with the highly charged receding projectile that pulls con-
tinuum electrons into the forward direction. In Fig. 8, this PCI is not visible
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Fig. 10 Longitudinal (a) and
transverse (b) with respect to
the photon propagation (see
Fig. 4) momentum
distributions of Neþ ions
created in collisions with a
25 fs laser pulse (795 nm) at a
power density of about 1
PW/cm2. Circles:
experimental data. Line:
tunnelling theory [26]
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since (i) the factorZp=�p was substantially smaller and (ii) the relativistic effects
contracted the longitudinal projectile potential making it ‘short ranged’ and,
thus, less effective in the final state. The acceleration of the electron in the final
state, after its transition into the continuum during a very short, attosecond
time � � b=ð��pÞ within the collision, might be seen in analogy with the oscilla-
tion and drift of the unbound charged particles in the laser field, after tunnelling
or barrier-suppression ionization had occurred. In the present case, however,
this relatively slow varying in time (‘femtosecond’) component of the projectile
field in the final state is (nearly) unidirectional in contrast to the oscillating laser
field and hence accelerates ions and electrons along the pulse propagation
(projectile velocity) into well-defined but opposite directions. In the laser case,
instead, they acquire drift momenta perpendicular to the pulse propagation,
along the polarization axes without defining a direction.

Second, structures in the electron longitudinal spectrum at pek ¼ �0:5 a.u.
are identified in theory (full line), which are within the error bars of the
experimental data. In this first calculation, these enhancements were interpreted
to be related to the nodal structure of the 3p0 state.Whereas this direct signature
of the ground state momentum distribution could not be verified in more recent
calculations [31], it was found, however, in agreement with [30] that different
subshells lead to pronounced differences in the longitudinal electron momen-
tum distribution and that all substates have to be considered in order to
reproduce the experimental spectrum. In summary, strong evidence is provided
that the longitudinal electron momentum distributions reflect the properties
of the respective bound-state wave functions, independent of the momentum
transfer, occurring mainly in the transverse direction. Finally, quantum
mechanical CDW-EIS calculations beyond perturbation theory are at hand,
which reliably predict the observed features on an absolute scale, taking into
account the influence of the slow, ‘femtosecond’ field component due the final-
state interaction with the receding projectile.
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Fig. 11 Double differential
cross-sectionDDCS in singly
ionizing 3.6 (�p ¼ 12 a.u.)
Mev/u Au53þ on Ar
collisions as a function of
the longitudinal momentum
pk of the emitted electrons
plotted at fixed electron
transverse momenta
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4.3 Double Ionization in Perturbative Collisions

Dynamical mechanisms [32] as well as signatures of the correlated initial state

[33, 34] have been investigated in spectra projected onto planes transverse and

along the pulse propagation direction, respectively, by inspecting partially

differential cross-sections for double ionization of He by 100Mev/u C6þ impact

(�p ¼ 63 a.u.) in the perturbative regime (Zp=�p ¼ 0:1). Here, we will elucidate

the analogy of charged particle induced to photo double ionization in ultimate

detail on the basis of fully differential cross-sections in 2 keV electron on helium

collisions atZp=�p ¼ 0:08, which might be roughly thought of as corresponding

to average intensities of about 1 PW/cm2. Such data are not yet at hand for ion

impact due to limited statistical significance of the above-mentioned results.
At high velocities, where the first Born approximation is valid, electron and

proton impacts yield identical results, since within the first-order treatment

cross-sections are proportional to Z2
p. Here, at power densities of the electro-

magnetic field in the PW regime (depending on the impact parameter b), the

electromagnetic pulse induced by a charged particle interacts only once with the

target, similar to a single photon, and consequently, double ionization can

occur solely due to electron correlation in the target. Thus, strong (in principle

up to infinite) enhancement of double (or multiple) ionization cross-sections

compared to predictions of any independent electron model does not seem

surprising. Leading matrix elements in a many-body perturbation theory are

TS-1, GSC and SO which are identical or similar to some of those that have

been discussed as ‘non-sequential’ contributions in double ionization by strong

laser pulses [35]. There, in addition, ‘collective tunnelling’ of two electrons [36]

and ‘rescattering’ [37] have been introduced, the latter being essentially a TS-1-

like contribution in the presence of a radiation field but at a later time, when the

first electron is thrown back on its parent ion by the oscillating field. Both

contributions are not present in ion collisions, since the collision time is too

short for tunnelling on the one side and recollision does not occur in the half-

cycle pulse on the other side. Thus, the situation is considerably simpler for

ionization by charged projectiles and, accordingly, ab initio calculations are

at hand for a detailed comparison with the experiment.
For illustration, the data are presented in ‘coplanar’ geometry, where both

emitted target electrons (b) and (c) and, as a consequence, the recoiling He2þ

target ion lie in one plane defined by the vectors of the incoming electron

momentum Pp and the momentum transfer q (see Fig. 4a for ion impact).

Since the effective force induced by this half-cycle electromagnetic pulse acts

in this plane along q, not only are most events found in this plane but also a

comparison to photo double ionization is straightforward and most illustrative

simply replacing q by the photon polarization direction e.
In Fig. 12, the fivefold differential cross-sections (FDSC), where all kinematical

parameters are fixed for a double ionization event, are presented for coplanar

geometry in a two-dimensional representation as a function of emission angles #b
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and#c of the ejected electrons for 2keV electron–helium collisions. Themomentum

transfer is fixed to jqj ¼ 0:6� 0:2 a.u. and equal energies of both electrons

Eb ¼ Ec ¼ 5� 2:5 eV are considered. The density plot representation has been

chosen to visualize the overall structure of the three-electron continuum containing

nodal lines aswell as symmetries. In the experiment (Fig. 12a), only events inside the

circular solid lines have been detected with full efficiency (see Section 3). Cross-

sections for double photoionization (Fig. 12c), obtained by using a phenomen-

ological parameterization [38] of experimental data and orienting e along q

(#e ¼ #q ¼ 550) for better comparison, exhibit four major structuring ele-

ments: First, nodal lines (i and ii) are observed due to dipole selection rules.

Second, emission with identical angles #b ¼ #c (diagonal from lower left to

upper right, not indicated in the figure) is forbidden for electrons withEb ¼ Ec.

Third, cross-sections are symmetric with respect to an exchange of both

electrons, and fourth, reflection symmetry with respect to a plane perpendi-

cular to the electric field (diagonal indicated by the full line) arises since e

denotes an axes rather than a direction (for a detailed discussion, see [13]).
Obviously, all major structures are rediscovered in the experiment as well as in

theCCCpredictions [39], which have previously found to be in excellent agreement

with double photoionization results. Moreover, deviations from photoionization,

observed in the experiment as well as in theory, occur due to deviations from

the dipole approximation (peak (A) becomes more intense than (B)). Remaining

discrepancies between theory and experiment, the position of peak (B), have been

attributed to higher-order projectile–target interactions (for example, TS-2; for a

recent publication, where second Born contributions are included, see [40]).
In summary, some profound knowledge on double ionization in charged

particle-induced attosecond fields has emerged in the recent past on the basis of

Fig. 12 Fivefold differential cross-section FDCS for helium double ionization by 2 keV
electron impact in coplanar geometry as a function of the ejected electron emission angles #b
and #c relative to the incoming beam direction for Eb ¼ Ec ¼ 5 eV. (a) Experiment for Ep ¼ 2
keV and q=0.6 a.u. The direction of q is marked by an arrow. Inside circular full lines: full
acceptance. (b) CCC calculations. (c) Parameterized experimental photo double ionization
data (see text) with the polarization axis e oriented along q (� 550). Lines (i) and (ii): dipole-
forbidden correlated angles. Full lines: symmetry axis for photo double ionization
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kinematically complete experiments and advanced theoretical approaches which

treat the interaction between the field and the target in first order (see also [41,

42]). The relationship of charged particle-induced ionization by exchange of a

virtual photon to real photo double ionization has been elucidated. Work is in

progress to perform experiments for proton and antiproton collisions,3 the latter

at CERN at reversed directions of the pulse, in order to identify interference

contributions between first and second order, that manifest themselves in differ-

ent ratios of double to single ionization for p; p – impact. Furthermore, measure-

ments at lower incoming electron energies, where the TS-2 becomes the dominant

contribution, have recently been performed. Here, especially very low energies are

of interest, where one proceeds to the double ionization threshold. Such data and

theoretical calculations will be of indispensable help for the understanding of

‘rescattering’ occurring in double or multiple ionization in laser fields, where the

electron recollision energies are typically close to threshold up to a few hundreds

of eV, at intensities, where ‘non-sequential’ processes dominate high charge-state

production. Furthermore, kinematically complete investigations of (e,2e) reac-

tions in the presence of a laser field have become feasible [44] and are urgently

required to understand strong-field recollision dynamics: Whereas differential

data on non-sequential laser-induced multiple ionization [27, 28] are in excellent

agreement with the kinematical boundaries (full lines in Fig. 13a) set by energy

and momentum conservation within the recollision model [45], recent data

unambiguously demonstrate [46, 47] that the (e,2e) recollision dynamics in the

presence of the laser field differs dramatically from what would be expected from

a field-free situation [48] (e.g. for 2 keV electron impact) illustrated in see Fig. 13b

(for more recent theoretical work on two-electron dynamics, see, e.g. [49, 50] and

references therein; for experimental work, see [51]).
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Fig. 13 Correlated two-electron momentum distributions along the force direction e, q (for
(a) and (b), respectively) for double ionization of Ne by 1 PW/cm2 laser-pulse impact (a) and
2 keV electron impact on He (b). Full line: kinematical boundaries within the classical recolli-
sion model (see text)

3 Note that even the single ionization dynamics in collisions with protons and antiprotons has
profound differences, see, e.g. [43].
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4.4 Double Ionization at Strong Perturbation

Assuming that the effective strength of the projectile field is such that target single

and double ionization occur mainly due to absorption of one and two virtual

photons, respectively, from the pulse generated by the projectile, the simplest way

to treat double ionization is to combine the first-order transition probabilities for

target electrons with the independent electron model. Using such an approach

Moshammer et al. [24] were able to qualitatively describe single differential cross-

sections as a function of the energy of one ‘typical’ electron (integrated over all

energies of the second) for double ionization of helium by 1GeV/u U92þ impact.

As shown in Fig. 14, shape and absolute magnitude agree reasonably well with

the calculation (full line). Since now, in this ‘sequential’ situation (in the sense

of independent interactions with the projectile field), no electron–electron corre-

lation is needed at all to obtain double ionization, one might assume that

correlation effects are of minor importance. For a state-of-the-art treatment of

the four-body quantumdynamics in double ionization of helium by super-intense

fields generated by relativistic ions, see [16].
Nevertheless, as shown in Fig. 15, where the correlated longitudinal (along

the beam direction) momenta of two electrons are plotted in a two-dimensional

density representation, strong correlation has been observed in recent experi-

ments at lower impact energies [52] for He and Ne double as well as Ne triple

ionization.
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This was partly explained by classical trajectory Monte Carlo calculations

(CTMC), where the target electrons move on classical Kepler orbits, with

microcanonical distributions, bound with subsequent ionization potentials for
many-electron atoms and where Newton’s equations are solved during the

collision [7]. In order to explain the data, electron correlation had to be included
in the initial state by ‘dynamical screening’, where the effective nuclear charge,

seen by either one of the two electrons, dynamically varies as a function of the

distance between ’the other’ electron and the nucleus. In addition, the final-state
interaction between the two electrons has been ‘switched’ on in the moment,

when both electrons are in the continuum, i.e. have positive energies during the
collision. Also shown in Fig. 15 is the He ground-state probability distribution

of the two electrons in the longitudinal momentum space, shifted by a long-
itudinal electron sum-momentum of 0.6 a.u. (estimated from the experimental

results) to account for the final-state post-collision attraction into the forward

direction by the receding projectile. For collisions, where the projectile emerges
fast compared to the target fragment velocities, this is a reasonable approxima-

tion, since all target fragments experience about the same electric field in the final
state. Then, if the result of the collision would be effectively identical to ‘sudden

switching off ’, the interaction between the target electrons and the target nucleus

and the final-state interaction between the electrons could be neglected; the
upper right frame of Fig. 15 would represent the final electron momenta.

It is quite likely that the final-state electron momenta observed in the

experiment may indeed closely reflect properties of the initial-state correlated
two-electron wave function. It has been even speculated that the (short-time)
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Fig. 15 Correlated two-
electron longitudinal
momentum distributions
in a two-dimensional
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Ne2þ and Ne3þ production
in collisions with 3.6Mev/u
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correlation of the bound electrons may become visible and then the technique

might be an ‘attosecond microscope’ for the investigation of bound states in

atoms, molecules and clusters.
Recently, this idea has been further developed (see, e.g. [53]) by inspecting

the so-called correlation function R of the emitted electrons. Here, the prob-

ability to find two electrons emitted in the same multiple ionization event with a

certain momentum difference is compared to the corresponding probability for

two independent electrons emitted in two different collisions. It was demon-

strated that the correlation function is sensitive neither on the respective

mechanism leading to double ionization (i.e. first-order or TS-2 interaction

with the projectile) nor on the final-state post-collision interaction with the

projectile, possibly making R an ideal tool to investigate ground-state proper-

ties of the correlated wave function. Recently, this was substantiated by analys-

ing the correlation functionR for back-to-back emission of electrons with equal

energy. For this particular emission pattern it was found, in qualitative agree-

ment with theory, that not only is the maximum in R sensitive on the mean

initial-state separation between the two electrons (see Fig. 16) but, moreover, its

shape strongly depends on the correlated initial state used in the calculation.
It is very interesting to note that in first differential experiments on double

ionization of He and Ar by femtosecond laser pulses in the ‘sequential regime’,

no [54] or at least very weak [47] correlation has been observed in the two-

electron transverse momentum spectra as shown for Ar at 1 PW/cm2 in Fig. 17

(momentum component transverse to the pulse propagation and parallel to the

polarization direction). Here, it becomes obvious that ‘sequential’ does not only

mean that the electrons are removed in independent interactions with the field

but, moreover, that the interaction really might be sequential as a function of

time, removing the electrons in different, subsequent optical cycles of the field.

If that is the case, no correlation at all might be expected, at least as the final

state is concerned.
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4.5 Multiple Ionization in Attosecond Fields

Up to now, one kinematically complete pilot experiment on multiple ionization

at lower energies has been performed [55], where the final-state interaction

cannot be neglected. In Fig. 18, the momentum vectors of triply ionized Ne

recoil ions are plotted along with the vector sum-momenta of all three emitted

electrons for 3.6Mev/u Au53þ impact together with theoretical results obtained

in the nCTMC approach. The collision plane is defined as in Fig. 7. The
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classical calculations are found to be in remarkable agreement with the experi-

mental results, which might be not too surprising since 2Zp=�p � 8:8� 1.
At extreme relativistic velocities, the projectile field will be strongly com-

pressed in the longitudinal direction becoming closely similar to an ideal dipole

half-circle pulse that moves at the speed of light. The virtual photons, building

the field, more and more resemble transversally polarized real photons and

the longitudinal force along the beam direction vanishes, i.e. no post-collision

interaction is left.In the present case, at much lower velocities (and high Zp), we

find a strong post-collision effect where the projectile field is dragging each of

the electrons behind but at the same time pushing away the Ne3þ ions with

nearly identical momenta. Thus, following the above ideas, the post-collision

effect can be seen as a dissociation of the target fragments in the field of the

receding ion, again without any noticeable net-momentum transfer to the

fragments. Implying that all the electrons are influenced by the post-collision

interaction on the same footing after the collision (strongly supported by the

fact that PR � �
P

i Pei ) independent on their momenta in the instant of

ionization, one might separate the influence of the post-collision interaction

from the relative motion of the three electrons by choosing the (non-inertial)

three-electron centre-of-mass (CM) coordinate frame, where the post-collision

effect would be not present at all in the ideal case when the projectile field may

be considered in the final state as spatially homogeneous.
We have performed such a transformation and plotted the relative energies

of the three electrons in the CM system "ei ¼ E
ðCMÞ
i =

P
j E
ðCMÞ
j (withE

ðCMÞ
i being

the CM energy of the ith electron) in a modified Dalitz plot in Fig. 19. This is an

equilateral triangle where each triple ionization event is represented by one

point inside the triangle, with its distance from each individual side being

proportional to the relative energy of the corresponding electron as indicated

in the figure. Only events in the inscribed circle are allowed due to momentum
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a) b) c)

Fig. 19 Dalitz representation (see text) of the energy partitioning of three electrons emitted in
triply ionizing 3.6Mev/u Au53þ collisions in the electron centre-of-mass (CM) coordinate
system. "i: relative energy of the ith electron in the CM system. Electrons are numbered
according to their angle with respect to the projectile direction (see text). Left: experiment;
middle: nCTMC without electron–electron interaction; right: CTMC with correlated three-
electron initial state (see text)
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conservation of the three electrons in the CM frame
P

P
ðCMÞ
ei ¼ 0. Numbering

the electrons is achieved by exploiting information on their emission angle:
Electron 1 is the one with the smallest angle relative to the projectile propaga-
tion direction in each triple ionization event; electron 3 is the one with the
largest angle and electron 2 lying in between.

Obviously, the electron energies are not independent of each other, and the
many-electron continuum, explored for the first time experimentally, is found to
be strongly correlated. There is an increased probability that electrons 1 and 3
have large energies compared to electron 2. Performing nCTMC calculations
with the electron–electron interaction not included beyond an effective poten-
tial in the initial state, these structures cannot be reproduced (Fig. 19b). This
situation is similar to the one described before for double ionization, where
qualitative agreement between nCTMC and experiment was only achieved
when the electron-electron interaction was explicitly implemented in the final
state. Proceeding in the same way for triple ionization did lead to structures
in the Dalitz plot but essentially with the role of electrons 2 and 3 exchanged.
Introducing in addition a completely correlated, three-electron (p-electrons
neglecting the spin) classical initial state, where the individual electrons syn-
chronously move on Kepler ellipses at equal distances relative to each other on
the corners of an equilateral triangle in a plane, with the electron–electron
interaction ‘switched on’ during the entire collision (not only in the final
state) brought the theoretical results close to the experimental data (Fig. 19c).

Thus, in the light of the results for single ionization by the same projectiles,
where the longitudinal electron momentum spectra have been demonstrated
to closely reflect features of the Hartree–Fock initial-state wave function
(see Fig. 11), it does not seem to be too optimistic to expect that multi-electron
momentum distributions might reveal direct information about the correlated
many-electron bound-state wave function. Moreover, since the target disinte-
gration occurs within attoseconds, i.e. on a time scale short compared to typical
revolution times of ground-state electrons, one might even hope that such experi-
ments will provide direct information on the short-time correlation between the
electrons in the initial state.

5 A View into the Future

5.1 Experiments in Storage Rings

Presently, work is in progress to perform such experiments at higher energies,
i.e. at 500Mev/u for projectile charge states between about 30+ and 92+ in
the experimental storage ring ESR of GSI. To verify whether or not and to
what extent the final-state electron momenta mirror the correlated initial state,
i.e. whether an ‘attosecond-microscope’ is realizable, experiments will be per-
formed for ground-state as well as metastable excited helium targets. Due to the
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strongly increased luminosity in the storage ring we expect considerable, orders
of magnitude, increased event rates, so that fully differential cross-sections
should become measurable not only for double but also for triple and quad-
ruple ionization.

As compared to the strong-field laser case, this would correspond to high-
power lasers at MHz repetition rates. Different from the attosecond scenario,
where one might expect short-time information on correlated ground states of
atoms and molecules, one then explores correlated few-electron dynamics on
femto- and sub-femtosecond time scales. Here, as demonstrated above, the laser
efficiently transfers energy to the system in the final state, once the electrons are
set free, whereas the initial (tunnelling or multi-photon) ionization process
remains quite ineffective, even if 1019 W/cm2 pulses at MHz repetition rates
were at hand.

5.2 Laser-Assisted Collisions

An interesting situation arises, and might be realized with the PHELIX laser at
GSI, if both, atto- and femtosecond fields act together. The ion-induced pulse
efficiently brings a large number of electrons into the continuum, placing them
‘simultaneously’ with little energy into the oscillating field of the laser, which
then accelerates this bunch of electrons very effectively in a coherent way
heating them tremendously. Thus, one might envisage that the most effective
way to transfer energy to matter might be a concerted action between ion-
induced and laser fields.

Unexpectedly strong coupling of an even weak (F0 ¼ 0:005 a.u.), low-
frequency (!L ¼ 0:004 a.u.) electromagnetic radiation field to matter has
been predicted in laser-assisted collisions considering a nearly reversed situa-
tion, where target electrons are strongly accelerated in a direct collision with
a fast (�p � 10 a.u.) proton (the so-called binary encounter electrons; BEE)
[56] or a high-energy photon (the laser-assisted Compton effect) [57]. Whereas
the laser field considered was by far not strong enough to noticeably disturb
the hydrogen target atom ground state alone, strong effects occur during the
collision in the high-energy BEE emission, where thousands of laser photons
were observed to couple to the system strongly modifying the energy and
angular distribution of the BEE. In general, laser-assisted collisions that
have been theoretically explored since a while (see [58] for a recent review
and other references therein) but were only accessible experimentally for
elastic scattering until the advent of Reaction Microscopes combined with
intense ns-pulsed YAG lasers. Such experiments, first realized with still
limited statistical relevance in [44], should in the future help to shed light
on the hitherto unexplained ‘laser-assisted’ (e,ne) dynamics occurring during
‘recollision’ as leading non-sequential contribution to strong-field multiple
ionization.
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5.3 VUV- and X-Ray Free Electron Lasers (SASE-FELs)

Novel and exciting strong-field phenomena will arise and can be explored in
detail using Reaction Microscopes with the advent of SASE-FELs, presently in
the test phase at the TESLA test facility of DESY in Hamburg and proposed as
BESSY-FEL in Berlin (see the contribution of Feldhaus/Sonntag in this book).
Recently, 50 fs pulses have been demonstrated at power densities reaching 1017

W/cm2 for a photon energy of around 10 eV. Pulses of similar power density
with a bandwidth of �l=l ¼ 10�4, 50 fs pulse duration and repetition rates
between 10Hz and 70 kHz are envisaged in an energy range of 10 eV to about
300 eV in the second phase, starting in spring 2005. Now, similar to the virtual
(quasi-real at ultrarelativistic velocities) photons in the attosecond pulse, indi-
vidual electrons can be brought into the continuum by separately absorbing a
single high-frequency photon from the field which have identical energies,
however.

Then, ab initio calculations, solving the time-dependent Schrödinger equa-
tion for the two-electron system in three dimensions on a grid [59], which cannot
yet be performed for optical laser frequencies due to the limitations set by state-
of-the-art massively parallel computing facilities, can be tested in detail. In
general, due to the tremendously improved capability to perform ab initio
calculations for reduced number of active photons [60], such devices will be of
indispensable help to investigate fundamental questions on the interaction of
strong electromagnetic radiation fields with matter.
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22. A. Rudenko, K. Zrost, C.D. Schröter, B.L.B. de Jesus, B. Feuerstein, R. Moshammer,
and J. Ullrich, J. Phys. B 37, L407 (2004)

23. R. Dörner, Th. Weber, M. Weckenbrock, A. Staudte, M. Hattass, R. Moshammer,
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gating by laser field, 294
interference of two-photon

transitions, 290–292
RABBITT scheme, 294–295

storage rings, experiments in, 565–566
streak camera measurement of, 296
trains of, 300

See also Attosecond pulse
train (APT)

ultrashort time structures in non-linear
response, 284

HHG, 285–287
use in probing electronic structure of

atom, 297
VUV- and X-ray free electron lasers

(SASE-FELs), 567
x-ray pulses, generation of, 273–275
XUV, 275

See alsoFemtosecond (fs) laser pulses,
Pulses

Attosecond-microscope, 565
Attosecond physics, and HHG, 153
Attosecond pulse train (APT), 210
Attosecond pump–femtosecond probe, 298
Attosecond streak camera

measurements, 295–297
techniques, 292–294

Attosecond two-color sampling
technique, 81

Auger decay, time-domain observation
of, 299

Auger process, decay of inner-shell vacancies
through, 365

B

Bandgap energy, 250, 253
Band model, of high-field laser excitation of

wide-gap solid, 250
Bandwidth

crystals for high-gain high bandwidth
BBO, 47
See also BBO crystals
LBO, 47
See also LBO crystals, for bandwidth

gain
Barrier-suppression ionization, 483
BBO crystals, 47

for bandwidth gain, 36, 47, 52
type I, 38

BBO OPA, 42
type I, 39

BC505 liquid scintillator, 535
Beam quality, in OPA, 47
Becker’s model, 162
Benzene, 194

ellipticity dependence of, 195
highest occupied molecular orbital

of, 196
Beryllium filter, use in CCD camera, 387
Bessel functions, 412, 472

of two/three arguments, 421, 422
BESSY-FEL, 567
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Betatron oscillations, 383
transverse, 444
undergone by electron, 386

Betatron X-ray
emission, 386
intensity, and spatial distribution, 388
source, principle of, 383

Bethe–Heitler process, 514
Binary encounter electrons (BEE), 566
Bond softening, 197–199, 202
Born approximation, 469, 557

collision frequency in, 460
Born-Oppenheimer (BO)

approximation, 197
potential, of molecular ion, 221

Stark shifts in, 222
Bragg peak, 532
Bremsstrahlung, 521

application of, 464–466
Brillouin zone, 487
Broadband chirped mirrors, 70, 72

use in pulse compression, 11
Broadband OPCPA pre-amplifier, 52
Broadband synchrotron radiation, 452
Broadband X-ray radiation, 451
Brunel absorption, 458
Bubble regime, of LWFA, 431

C

Cancer therapy, 521
Carrier envelope offset (CEO), 118

frequency, 71
Carrier-envelope phase (CEP)

evolution of, 62
role in macroscopic emission, 273
measurement with ATI, 83–85
of ultrashort pulses, see Ultrashort

pulses, CEP of
Carrier frequency, in few-cycle regime, 76
Chapman–Enskog method, for solving

kinetic equations, 461
‘Chirp compensation’ technique, 45
Chirped mirrors, demonstration of, 4
Chirped pulse amplification (CPA), 48–50

compressor, 349
laser system, CPA-based, schematic

diagram of, 18
pulse stretcher, spectral filtering in, 49
systems, intense femtosecond pulses

from, spatial quality of, 30
technique, 3

application of, 17
technology, 323

development of, 346
technology of ultrashort-pulse

lasers, 430
Chirped pulse amplifier (CPA), 36, 45

phase-preserving chirped pulse OPA,
56–57

Chirp-encoded recollision technique, 222
Classical trajectory Monte Carlo (CTMC),

547, 561
calculations, 482, 484
techniques, 481

Cluster explosion, in intense laser-cluster
interaction, 232

Cluster heating
Drude-based model for, 233
nonlinear, 235–236

Cold-target recoil-ion momentum
spectroscopy (COLTRIMS), 160

Colliding pulse mode-locked (CPM) dye
laser, 4

development of, 3
Collisional heating, 232–235
Collision frequency, 458, 459

in Born approximation, 460
Collisions, laser-assisted, 566

See also Recollision
Compression techniques, see Hollow fiber

compression technique
Compton diffusion, of lasers, 389
Compton scattering, 452, 480, 493, 511

cross-section for, 503
linear, rate of, 510
multiphoton, 508

and multiphoton pair production,
502–508

QED test results of intense lasers on,
512–513

Nonlinear, 482
geometry for study of, 504

Conduction-band electrons, 76
Continuumdistorted-wave-eikonal-initial-

state (CDW-EIS) approximation,
547, 549

Corkum’s model, 210
Coulomb effects, 223
Coulomb–KFR (C-KFR)

approximation, 404
wavefunctions, 405, 406

Coulomb–Volkov Schrödinger equation
asymptotic solution of, 400
in dipole laser field, 398

Coulomb–Volkov wavefunctions
adiabatic, 400–401
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Coulomb–Volkov wavefunctions (cont.)
approximate Coulomb–KFR

wavefunctions, 403–404
asymptotic, 398–400
Green’s function, 402–403
HHGunder adiabatic condition, 405–409
semiclassical, 401–402

Coupling efficiency, 6
CPA, see Chirped pulse amplification (CPA)
Crank–Nicolson method, handling

interaction propagator via, 123
Crank–Nicolson propagator, 126
CRAPOLA model, 159
Cross-correlation techniques, 290

development of, 13
Cross-correlator, 63
CR-39, track detector, 533
Cycloatoms, in numerical resolution of

Dirac equation, 492

D

Debye potential, 460
Debye shielding, 229
Deformable mirrors (DM), 4

role in residual distortion
compensation, 27

for wavefront correction, 30
Denavit model, for collisionless shock

formation, 528
Density oscillations, reasons for greater

complexity of, 313
Deuterium (D2), and H2, photoionisation

difference in crosssections for, 222
Deuterons, 219
Dielectric function, 463

Fresnel formula for calculation of, 466
Dipole approximation, 113, 130–132, 309

approximate dipole calculation, 130–132
breakdown of, 409
non-relativistic, 493

Dipole laser field, Coulomb–Volkov
Schrödinger equation in, 398

Dipole moment
approximate, calculation of, 130–132
responsible for photoemission, 119

Dirac–CoulombGreen’s function, sturmian
expansion of, 493

Dirac equation, 483
numerical resolution of, 486

cycloatoms, 492
pair production, 489–491
radiation reaction, 493–494
spin effects, 488

tunneling time, 491–492
two-photon bound–bound

transitions, 492–493
Zitterbewegung, 488–489

single-particle solutions of, 489
solutions of, 488
time-dependent, 481, 487, 489

for Gaussian wavepackets, 491
Dirac–Floquet equation, reduced version

of, 418
Direct laser acceleration (DLA), 430
Double ionization

dependence of, 193
of He and Ar by femtosecond laser

pulses, 562
of He atom, non-sequential process

for, 397
in perturbative collisions, 557–559
at strong perturbation, 560–563
typical for, 544

See also Ionization
Drude-based model for, cluster heating, 233

E

ECAL, location of electron, 508
EHYBRID simulations, 348
Electomagnetic wave, free electron motion

in: relativistic threshold, 431–435
Electron acceleration, in relativistic laser-

plasma, bubble regime of, scaling
laws for, 448–449

See also Laser wake field acceleration
(LWFA)

Electron-atom scattering, laser-assisted, role
of mass-shift and related
effects in, 484

Electron collisions, 338
electron-electron collisions, 234
electron–ion collision frequency, 471, 473
electron–ion collisions, 234

absorption connected with, 458
Electron density

spatially resolved spectrum of, 315
and temperature distribution in laser-

produced plasma, 325
Electron-density depression, 383
Electron-electron

collisions, 234
interaction, 565

Electronic heating mechanisms, 230–232
collisional heating, 232–235
nonlinear cluster heating, 235–236

Electron–ion collision frequency, 471, 473
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vs. electron temperature for aluminum,
474

Electron–ion collisions, 234
absorption connected with, 458

Electron–ion recollision, 192, 203
Electron–positron

pair, 503
plasmas, production of, 521
production, 506

Electron recollision probability, 203
Electron recollisions

laser-driven, probing molecular structure
and dynamics by, 209–223

within an optical cycle, 211–213
proton dynamics in molecules,

chirp-encoded measurements
of, 219–223

signatures of molecular structure in
HHG signal, 213–219

See also Electron collisions
Electron(s)

axial velocity of, 94
back-to-back emission of, 562
conduction-band electrons, 76
density oscillations, reasons for greater

complexity of, 313
ECAL, 508
energy partitioning of, Dalitz

representation of, 564
‘‘figure-of-eight’’ motion by, 305
free electron motion in EMW: relativistic

threshold, 431–435
and g-rays, high-energy, production of,

522–525
kinetic energy spectra of, 84
many-particle momentum spectroscopy

of, 550–552
newly formed, characteristics of, 191–197
oscillation velocity of, 446
in plasma channels, direct laser

acceleration of, 442–445
quasi-monoenergetic electron beams,

449–451
rest-mass energy of, 416
self-trapping of, 446

Electron scattering, laser-free, harmonic
generation in, 499

Electron’s rest frame, 502
photon energy in, 503

Electron trajectory displacement, 211
Electron wave function

calculation by numerical integration of
TDSE, 286

time-dependent expression for, 488
Electron wave packets, 191, 192

energy gain from laser field by, 209, 212
few-cycle dynamics of, 202
lateral spread after ionization, 193, 194
recollision of, 220

Elliptic polarization, 124
Emission spectra, of nickel-like Ag X-ray

laser, 331
Emission wavelength, in XRLs, 325–326,

327–328
Energy deposition, by various radiation in

water, 531
Energy partitioning, of electrons, Dalitz

representation of, 564
Energy recovery LINAC (ERL, linear

accelerator), 388
Etalon, use of, 23
EUV-lithography, 373, 374
Excimer lasers (XeF), 149
Excitation

of nonlinear processes, in
XRLs, 375–376

OFI, 356
with circularly polarized pump pulse-

collisional XRL, 361, 364
with linearly polarized pump pulse-

recombination XRL, 359–361
XRL, overview of, 362–363
XRL, propogation issues

in, 357–359
Excitation mechanisms, in XRLs

collisional XRLs, 342
fast discharge capillary, 350–351
gas puff, 349–350
hybrid pumping of capillary, 351–352
Ne-like scheme, 343–344
Ni-like scheme, 344–346
transient excitation scheme, 346–348
travelling wave pumping, 348–349

ISPS, 364–367
OFI excitation, see Excitation, OFI
photoresonant pumping, 368–369
recent developments

soft XRLs in GRIP geometry,
369–370

XMOPA, 370–371
recombination XRL, 352–356

Excitation scheme, three-level, principle
of, 329

Extreme ultraviolet and soft X-ray (XUV)
pulses, 79
region, 79
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F

Fabry-Perot, use of, 23
FELs, see Free electron lasers (FELs)
Femtosecond (fs) laser pulses, 18

damage induced by, 247–248
double ionization of He and Ar by, 562
generation of, milestone in, 3
high peak power at moderate pulse

energies in, 245
sub-4-fs regime, 11–12

Femtosecond laser ablation, features of,
256–257

Femtosecond lasers, intense, focusability
of, 30–31

Femtosecond machining, 256
Femtosecond pulse

compressor, 21
stretcher, 20

Femtosecond technology, dispersion control
in, 4

Femtosecond X-ray beams, 387
Fermi energy, 457
Fermion doubling, 486
Few-cycle dynamics, of electron wave

packet, 202
Few-cycle pulses

CEP role of, 13
CEP-stabilized, HHG using, 79
high stability of, 297
intense, phase stabilization of

cavity build-up, 74
phase-stabilized Ti:sapphire amplifier

system, 71–72
self-stabilized j from OPA, 72–73

laser, 273, 275
(non-adiabatic) phenomena, 272–273

light, 74, 76
linearly polarized, EMF evolution

of, 77
Feynman path integrals, 169
Feynman’s path integral formalism, 492
‘‘Figure-of-eight’’ motion, by electron, 305
Final focus test beam (FFTB), at SLAC, 502
Finite-sum approximation method, 397
Fivefold differential cross-sections (FDSC),

557, 558
Floquet-Dirac equation, reduced,

retardation reduction in intense
short-wavelength fields, 417–418

Floquet expansion, modified, retardation
reduction in intense short-
wavelength fields, 415–416

Floquet states, manifold of, 199

Fluorescence, by K-shell vacancies, 13
‘‘Flux-doubling’’ model, 253
Forced laser wakefield regime, 382
Fourier transform theory, 71
Frantz and Nodvik model, 23
Free carrier absorption, 252, 253
Free electron lasers (FELs), 388

BESSY-FEL, 567
HGHG FEL, layout of, 105
role in investigation of nanoplasmas

in VUV to X-ray wavelength
regime, 226

microbunching, 94–96
motion of relativistic electron through

undulator under EMW influence,
91–93

peak spectral brightness for, 372
photon energy of, 103
pulses, single, spectra of, 99
SASE FELs, 91

hard X-ray, 102–103
soft X-ray, 99–102
X-ray, 567

SASE-FELs
VUV, 567

seeding with coherent radiation, 104–106
start-up from spontaneous emission,

96–99
VUV, 475
XFEL, see X-ray free electron lasers

(XFELs)
Fresnel bimirror, 374
Fresnel formula, for calculation of dielectric

function, 466
Fresnel number, 334
FROG (frequency resolved optical

gating), 28

G

Gases, two-color above-threshold ionization
of, 290

Gating, by laser field, 294
Gires–Tournois interferometer

compressor, 4
Glass laser technology, 55
Gould–deWitt ansatz, 459
Gould–DeWitt approach, 465
Gould–DeWitt approximation, dynamical

collision frequency in, 460
Gouy phase shift, 83
Grating, 20
�-rays, high-energy, production

of, 522–525
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Green’s function
of complex atoms, finite-sum

approximation to, 397–398
Coulomb-Volkov Green’s function,

402–403
GRIP (GRazing incidence pumping)

geometry, soft XRLs in, 369–370
Gross–Bohm dispersion relation, 471
Group-delay dispersion (GDD), control

of, 4
Group velocity dispersion (GVD), 3, 27, 65

H

Harmonic spectra
from CO2 molecules, interference dips

in, 218
divergence, and conversion efficiency,

316–318
Hartree–Fock initial-state wave function,

565
Hartree–Slater equations, 115
Helium (He) atom subject to IR laser pulse,

velocity distributions calculated
for, comparison of, 136

HHG, see High-order harmonic generation
(HOHG)

High-density plasma laser interaction, 457
applications, 463

bremsstrahlung, 464–466
reflectivity, 466–468
Thomson scattering, 468–471

linear response theory, 458–463
nonlinear collisional absorption, 471–475

High-energy pulse compression techniques, 3
applications and perspectives, 12–13
experimental results, 10

sub-4-fs regime, 11–12
hollow fiber compression technique

general considerations on, 9–10
nonlinear pulse propagation in hollow

fibers, 7–9
propagation modes in hollow fibers,

5–7
High-gain harmonic generation (HGHG),

105, 106
High harmonic generation (HHG), 185, 546

alignment-dependent modulations
of, 216

mechanism of, 209
High-intensity laser sources

carrier-envelope phase of ultrashort
pulses, 61

evolution of, 62

j, role in strong-field interactions,
and measurement of, 74–85

measurement and control from mode-
locked lasers, 62–71

phase stabilization of intense few-
cycle pulses, 71–74

See also Ultrashort pulses, CEP of
free-electron lasers (FELs)

hard X-ray SASE FELs, 102–103
microbunching, 94–96
motion of relativistic electron through

undulator under EMW influence,
91–93

seeding with coherent radiation,
104–106

soft X-ray SASE FEL facilities,
99–102

start-up from spontaneous emission,
96–99

high-energy pulse compression
techniques, 3

applications and perspectives, 12–13
experimental results, 10–12
hollow fiber compression technique,

5–10
optical parametric amplification

techniques, 35
OPCPA schemes and their

optimisation, 48–57
principles and analysis of optical

parametric amplifiers, 36–48
ultrafast laser amplifier systems, 17

amplification, 22–25
intense laser systems, limitations in,

25–31
pulse stretching and recompression,

20–22
ultrashort-pulse laser oscillators,

18–20
High-intensity X-ray sources

FELs, see High-intensity laser sources,
free-electron lasers (FELs)

High-order harmonic generation (HOHG),
79–80

under adiabatic condition, Coulomb-
Volkov wavefunctions in intense
short-wavelength
fields, 405–409

efficiency of, 310
experimental results and historical

perspective, 150–153
high-frequency approximation for,

412–414
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High-order harmonic generation (cont.)
from highly charged ionic species, role of

mass-shift and related effects in,
485–486

macroscopic effects in, 263
attosecond x-ray pulses generation,

273–275
few-cycle laser pulse (non-adiabatic)

phenomena, 272–273
influence on macroscopic

properties, 272
optimal generating conditions,

270–272
phase matching, new proposals

for, 276–279
propagation effects, main, 265–270
propagation equations, 264–265

milestones in, 152–153
from plasma surfaces, 303

experimental observations of,
316–319

modeling of, 304–316
See also Plasma surfaces, HOHG

from
quasi-phase-matched regime of, 279

schemes for, 276
quasi-single-cycle regime of, 275
SFA description of, 133
SFA for, 167–171
signal, signatures of molecular structure

in, 213–219
from solids, 304

Hole-boring, 526, 527
Hollow fiber compression technique, 4

general considerations on compression
techniques, 9–10

hollow fibers
nonlinear pulse propagation

in, 7–9
propagation modes in, 5–7

Hollow fibers
nonlinear pulse propagation

in, 7–9
propagation modes in, 5–7

HOMO (highest occupied molecular
orbital), , 216

of N2, tomographic reconstruction
of, 218

Hybrid pumping of capillary, 351–352
Hydrogen ion

half vibrational period of, 203
HHG from, numerical simulations

of, 215

for illustration of features interacting
with strong laser fields, 197, 198

TDSE for, numerical solution for, 201
Hypernetted chain (HNC)

approximation, 473

I

Impact ionization
CB electrons from, 249
in light-matter interaction, 252–254

Inner-shell photoionization scheme (ISPS),
excitation mechanism in XRLs,
364–367

Integrated optical-field ionization, phase
sensitivity of, 75

Intense femtosecond lasers, focusability
of, 30–31

Intense few-cycle pulses, phase
stabilization of

cavity build-up, 74
phase-stabilized Ti:sapphire amplifier

system, 71–72
self-stabilized j from OPA, 72–73

Intense-field dynamics, parameters
characterizing, 393–394

Intense field ionization, two regimes of, 185
Intense field physics with heavy ions

ion-generated, attosecond pulses, 541
double ionization at strong

perturbation, 560–563
double ionization in perturbative

collisions, 557–559
interaction of ion-generated pulses

with atoms, 543–550
laser-assisted collisions, 566
many-particle momentum

spectroscopy of ions and electrons,
550–552

multiple ionization in Asec fields,
563–565

non-perturbative Asec pulses, single
ionization dynamics in, 555–556

perturbative Asec pulses, single
ionization dynamics in, 552–555

storage rings, experiments in, 565–566
VUV- and X-ray free electron lasers

(SASE-FELs), 567
Intense-field S-matrix theory, 406
Intense laser–cluster interaction

fundamental concepts of
cluster explosion, 230
inner ionization, 227–229
outer ionization, 230
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Intense lasers
interaction with noble gas clusters, see

Noble gas clusters, intense laser
interaction with

nuclear physics with, 521
high-energy electrons and g-rays,

production of, 522–525
high-energy protons, production of,

525–526
laser-produced proton beams,

applications of, 529–532
neutron spectroscopy in ultra-intense

laser–matter interactions, 533–536
neutrons, production of, 532–533
proton and ion acceleration, models

of, 526–529
QED tests with, 499

discussion, 518–519
experimental arrangement, 508–512
multiphoton compton scattering and

multiphoton pair production,
502–508

results on e+e� pair production,
513–518

results on multiphoton compton
scattering, 512–513

Intense laser systems, limitations in
focusability of intense femtosecond

lasers, 30–31
pulse duration limitations, 26–28
temporal contrast of intense

pulse, 28–30
thermal effects, 25–26

Intense pulse, temporal contrast of, 28–30
Intense short-wavelength fields, atomic

multi-photon interaction with
Coulomb–Volkov wavefunctions

adiabatic, 400–401
approximate Coulomb–KFR

wavefunctions, 403–404
asymptotic, 398–400
Green’s function, 402–403
HHG under adiabatic condition,

405–409
photon thresholds signature in ‘tunnel

regime,’ 404–405
semiclassical, 401–402

Green’s function of complex atoms,
finite-sum approximation to,
397–398

intense-field dynamics, parameters
characterizing, 393–394

K-H frame

numerical methods in, 414–415
oscillating, 409–414

lowest (non-vanishing) order
perturbation theory (LOPT),
395–397

reduction of retardation
modified Floquet expansion, 415–416
reduced Floquet–Dirac equation,

417–418
relativistic domain, 416–417
spin-flip and spin asymmetry in

ionization, 422–424
super-intense fields: spin dynamics,

418–422
N-to-2� interferometers, 67, 72
Interferometric autocorrelator, 63
Interferometry, XRL application, 374
Inverse bremsstrahlung, 414, 458, 464
Inverse Bremsstrahlung heating (IBH), 234

Hartree–Fock analysis of, 235
Ion–atom collisions, heavy, 550
Ionization

barrier-suppression ionization, 483
charge-enhanced

in diatomic molecule, schematic
of, 228

cluster charge-enhanced, 229
double ionization, 547–549

in perturbative collisions, 557–559
at strong perturbation, 560–563

enhanced, 201, 229
experiments in single atom physics,

149–150
from highly charged ionic species, role

of mass-shift and related effects
in, 485

impact ionization, in light-matter
interaction, 252–254

inner, in intense laser-cluster interaction,
227–230

integrated optical-field ionization, phase
sensitivity of, 75

Intense field ionization, two regimes
of, 185

multiphoton, 185
multiple ionization, in Asec fields,

563–565
non-sequential double ionization

(NSDI), 137
optical-field, of atoms, 74–76
outer, in intense laser-cluster interaction,

230
polarization-enhanced, 229
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Ionization (cont.)
recollision-induced, 220
restricted ionization model, for single

active electron approximation,
134–136

single ionization
in Asec fields: connection to

photoionization, 545–547
single ionization dynamics

in non-perturbative Asec pulses,
555–556

in perturbative Asec pulses, 552–555
of small molecules by strong laser

fields, 185
electron, newly formed,

characteristics of, 191–197
experimental setup, 186
fate of electron: measuring dynamics

of double ionization, 202–204
fate of ion: bond softening/enhanced

ionization, 197–202
initial ionization process, 187–191

spin-flip and spin asymmetry
in, 422–424

time dependence of, 273
triple and quadruple, 566
tunnel, 185

See also Tunneling ionization
Ionization suppression, mechanism for, 189
Ions and electrons, many-particle

momentum spectroscopy of,
550–552

IR laser pumping, 352

J

Jacobi–Anger formula, 412

K

KDP
booster amplifiers, 55
crystals, 316

large aperture, 36, 47, 52, 54
Kelbg pseudopotential, MD data for,

comparison between, 462
Keldysh–Faisal–Reiss approximation,

generalization of, 162
Keldysh model, 251
Keldysh parameter, of intense-field, 393
Keldysh’s impact ionization formula, 252
Keldysh’s theory, 250
Kepler ellipses, 565
Kerr effect, 9
Kerr lensing, 19

Kerr-lens mode-locking, demonstration in
Ti:sapphire oscillator, 3

Kerr non-linearity, of laser crystal, 19
K0 frame, 306, 307, 308
KFR approximation, 403, 406
K-H (Kramer–Henneberger) frame, in

intense short-wavelength fields
numerical methods in, 414–415
oscillating, 409–412

high-frequency approximation for
HHG, 412–414

Kirchhoff’s law, 464
Klein–Gordon equation, 481, 483

spinless, 488
Klein–Nishina cross-section, 505
Kohn–Sham potential, 140
K-shell

electron, 541
holes, 365
vacancies,fluorescence by, 13

Kubo formula, 459

L

Landau damping, 231
Large hadron collider (LHC), 450
Larmor radiation, characteristics

of, 493
Laser amplification, stages of, 18

See also Amplification
Laser amplifier systems, see Ultrafast laser

amplifier systems
Laser-assisted collisions, 566
Laser-based X-ray sources, main types

of, 381
Laser channeling, 442

3D simulations of, 443
Laser–cluster interaction, see Noble gas

clusters, intense laser interaction
with

Laser-driven X-ray sources
atomic multi-photon interaction with

intense short-wavelength fields
Coulomb–Volkov wavefunctions,

398–409
Green’s function of complex atoms,

finite-sum approximation to,
397–398

K-H frame, numerical methods in,
414–415

K-H frame, oscillating, 409–414
LOPT, 395–397
parameters characterizing intense-

field dynamics, 393–394
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reduction of retardation problem:
modified floquet expansion,
415–416

reduction of retardation: reduced
Floquet–Dirac equation, 417–418

relativistic domain, 416–417
spin-flip and spin asymmetry in

ionization, 422–424
super-intense fields: spin dynamics,

418–422
attosecond pulses, 283

applications, 297–300
attosecond pulse measurements,

289–297
perspectives, 300
propagation effects, 287–289
ultrashort time structures in non-

linear response, 284–287
HOHG, from plasma surfaces, 303

experimental observations of,
316–319

modeling of, 304–316
HOHG, macroscopic effects in, 263

attosecond x-ray pulses generation,
273–275

few-cycle laser pulse (non-adiabatic)
phenomena, 272–273

influence on macroscopic
properties, 272

optimal generating conditions,
270–272

phase matching, new proposals for,
276–279

propagation effects, main, 265–270
propagation equations, 264–265

table-top X-ray lasers in SLP and
discharge driven plasmas,
see X-ray lasers (XRLs)

time-resolved X-ray science: emergence
of X-ray beams using laser
systems, 381

laser-based X-ray beam, see X-ray
beam, laser-based

Laser ellipticity, 192
Laser-free electron scattering, harmonic

generation in, 499
Laser-induced optical breakdown in

solids, 245
applications, 256–258
damage induced by

femtosecond laser pulses, 247–248
nano-/pico-second pulses, 247

light–matter interaction

impact ionization, 252–254
multiple pulse effects, 254–255
photoionization, 249–252
scaling laws, 254

Laser-matter interaction
investigation of, 4
nonlinearity of, 303

Laser-matter interaction-nonrelativistic
intense laser interaction with noble gas

clusters, 227
collective vs. collisional phenomena,

236–239
electronic heating mechanisms,

230–236
experiments and applications,

226–227
fundamental concepts

of, 227–230
laser-induced optical breakdown in

solids, 245
applications, 256–258
femtosecond laser pulses, damage

induced by, 247–248
light–matter interaction, 249–255
nano-/pico-second pulses, damage

induced by, 247
probing molecular structure and

dynamics by laser-driven electron
recollisions, 209–223

within an optical cycle, 211–213
proton dynamics in molecules,

chirp-encoded measurements
of, 219–223

signatures of molecular structure in
HHG signal, 213–219

single atom physics, principles of: HHG,
ATI, and non-sequential
ionization, 147

experimental conditions andmethods,
148–150

experimental results and historical
perspective, 150–161

SFA, see Strong field approximation
(SFA)

theoretical methods, 161–162
strong field physics, numerical methods

in, 111
multiple active electrons, 137–141
single active electron approximation,

see Single active electron (SAE)
approximation

velocity gauge time propagation,
141–143
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Laser-matter interaction (cont.)
strong laser fields, ionization of small

molecules by, 185
electron, newly formed,

characteristics of, 191–197
experimental setup, 186
fate of electron: measuring

dynamics of double ionization,
202–204

fate of ion: bond softening/enhanced
ionization, 197–202

initial ionization process, 187–191
Laser-matter interaction - relativistic

high-density plasma laser interaction, 457
applications, 463–471
linear response theory, 458–463
nonlinear collisional absorption,

471–475
nuclear physics with intense lasers, 521

high-energy electrons and g-rays,
production of, 522–525

high-energy protons, production of,
525–526

laser-produced proton beams,
applications of, 529–532

neutron spectroscopy in ultra-intense
laser–matter interactions, 533–536

neutrons, production of, 532–533
proton and ion acceleration, models

of, 526–529
QED tests with intense lasers, 499

discussion, 518–519
experimental arrangement, 508–512
multiphoton compton scattering and

multiphoton pair production,
502–508

results on e+e� pair production,
513–518

results on multiphoton compton
scattering, 512–513

relativistic laser–atom physics, 479
atomic photoionization in relativistic

regime, 481–486
Dirac equation, numerical resolution

of, 486–494
relativistic laser-plasma physics, 429

bubble regime of electron
acceleration, scaling laws for,
448–449

electrons in plasma channels, direct
laser acceleration of, 442–445

free electron motion in EMW:
relativistic threshold, 431–435

LWFA, 445–446
numerical simulation of relativistic

laser-plasma: PIC method,
438–439

quasi-monoenergetic electron beams,
449–451

relativistic LWFA, 3D regime of: the
bubble, 446–448

relativistic self-channeling of light in
plasmas, 439–441

relativistic similarity, 435–438
wide laser pulses, multiple

filamentation of, 441–442
x-ray generation in strongly non-

linear plasma waves, 451–452
Laser-plasma cavity, 447
Laser polarization, 193

ellipticity of, 192
changes in, 194

Laser-produced proton beams, applications
of, 529–532

Laser pulse–electron interaction, examples
of, 246

Laser pulses
carrier phase of, harmonic emission

on, 275
mJ-level, 13
nanosecond, 304
synchronization of, 508

Laser(s)
Compton diffusion of, 389
experimental conditions and methods in

single atom physics, 148–149
intense femtosecond, focusability

of, 30–31
mid-infrared, 112
mirrorless, 324
Nd:glass lasers, 53, 149
Nd:YAG lasers, 149

frequency-doubled Q-switched, 52
Nd:YAG/Nd:YLF pump lasers, 23
Nd:YFL mode-locked laser, 149
for study of atoms in strong

electromagnetic
fields, 148–149

Laser sources, high-intensity, see High-
intensity laser sources

Laser systems
10 Hz, 100 TW, layout of, 25
X-ray beams using

comparison with other ultrafast x-ray
sources, 387–391

emergence of, 381
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experiments, 386–387
principle of, 382–386

Laser wake field acceleration (LWFA), 430,
445–446

the bubble, 3D regime of relativistic
LWFA, 446–448

scaling laws for, 448–449
bubble regime of, 431
electron trapping and dephasing in, 437
self-modulated (SM-LWFA), 445

Lawrence Livermore National laboratory
(LLNL), 522

LBO crystals, for bandwidth gain, 36,
47, 52, 53

Lenard–Balescu collision term (LB), 459
Lewenstein integral, 213, 214
Lewenstein model, for atomic dipole

expectation, 406, 407
Light–matter interaction

impact ionization, 252–254
multiple pulse effects, 254–255
photoionization, 249–252
scaling laws, 254

Light pulse electric field, key parameter
of, 13

Light pulses, in few-cycle regime, 79
Light, relativistic self-channeling, in

plasmas, 439–441
Linac coherent light source (LCLS), 102, 113
Linear combination of atomic orbitals

(LCAO), 216
Linear response theory, 458–463
Linewidth, in XRLs, 335–336
Liquid-crystal spatial light modulators, 4, 11
Liquid scintillator

BC505 liquid scintillator, 535
NE213 liquid scintillator, 533

Lorentz–Dirac equation, 494
Lorentz transformations, 306, 445
Lowest (non-vanishing) order perturbation

theory (LOPT), 394, 395–397
general problem of, 396

Low-lying states, quantum beats of, 298–299
LWFA, see Laser wake field acceleration

(LWFA)

M

Mach–Zehnder-type interferometer, 374
Manley–Rowe relations, 40
Many-particle momentum spectroscopy of

ions and electrons, 550–552
‘‘Mass-shift’’ effect, 482

role in

atomic ‘‘stabilization’’, 484–485
HHG from highly charged ionic

species, 485–486
ionization from highly charged ionic

species, 485
laser-assisted electron–atom

scattering, 484
Master oscillator-power amplifier

(MOPA), 370
Maxwell–Vlasov equations, 429, 435, 436
MCTDHF, useful properties of, 141
Mermin approximation, 469, 470
Michelson-type interferometer, set up

of, 374
Microbunching, 91
Microstructuring, 256
Mid-infrared lasers, 112
Midwest Proton Radiation Institute, 531
Mie

frequency, 232, 238
oscillation, 233
resonance, 233, 236

MIT-bag model, 487
Mixed gauge propagation, in single active

electron approximation, 124–125
Mode-locked lasers, measurement and

control of CEP from, 62
CEP evolution in mode-locked pulse

train, frequency domain
description of, 63–64

cross-correlation, 63
ƒ0 detection using quantum interference,

68–69
frequency domain detection of �j, 65
frequency domain stabilization, 66
octave-spanning spectrum generation,

65–66
octave-spanning Ti:sapphire oscillator,

phase stabilization with, 69–70
phase noise

after pulse selection, 71
and coherence, 66–68

Mode-locking, in laser, role of Kerr lens
in, 19

Molecular dynamics (MD) simulations, 462,
473, 474

Molecular structure and dynamics, probing
by laser-driven electron
recollisions, 209–223

within optical cycle, 211–213
proton dynamics in molecules, chirp-

encoded measurements of,
219–223
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Molecular structure and dynamics (cont.)
signatures of molecular structure in HHG

signal, 213–219
Molecule–field interaction, 199
Monte Carlo simulation, 3D, 534
MOPA, see Master oscillator-power

amplifier (MOPA)
Mott scattering, laser-assisted, 488
Multichannel plate (MCP) detector, 220
Multipass amplifier layout, 24
Multiphoton compton scattering

and multiphoton pair production,
502–508

QED test results of intense lasers on,
512–513

Multiphoton ionization (MPI), 185, 187, 250
Multiphoton scattering, 506, 508

See also Compton scattering
Multiphoton transitions, 493
Multiple active electrons (MAEs), for

calculation of strong field
AEM, 137–138
orbital-dependent potentials, 138–141

Multiple ionization, 562
in attosecond fields, 563–565
laser-pulse-induced, investigation

of, 551, 552
reaction microscope for investigation

of, 550
Multiple pulse effects, in light-matter

interaction, 254–255
Multi-pulse pumping, 346
Multiterawatt peak power pulses, 25

N

Nanoplasmas, 238
in VUV to X-ray wavelength regime,

FEL role in investigation
of, 226

Nanosecond laser pulses, 304
Nanosecond pulsed electron beams, 550
Nd:glass lasers, 53, 149
Nd:YAG lasers, 149

frequency-doubled Q-switched, 52
Nd:YAG/Nd:YLF pump lasers, 23
Nd:YFL mode-locked laser, 149
Nd:YLF oscillator, 508
NE213 liquid scintillator, 533
Neon-like yttrium laser, 374
Neutron spectra, example of, 534
Neutron spectrometers, 535, 536
Neutron spectroscopy, in ultra-intense

laser–matter interactions, 533–536

Neutrons, production of, 532–533
Nickel-like Ag X-ray laser, emission spectra

of, 331
Niobiumbimorph mirror, 374
Noble gas clusters, intense laser interaction

with, 226
collective vs. collisional phenomena,

236–239
electronic heating mechanisms,

230–232
collisional heating, 232–235
nonlinear cluster heating, 235–236

experiments and applications, 226–227
fundamental concepts of

cluster explosion, 230
inner ionization, 227–229
outer ionization, 230

‘‘Non-adiabatic self-phase matching’’
(NSPM), 279

Nonlinear cluster heating, 235–236
Nonlinear collisional absorption, 471–475
Nonlinear propagation, 3
Non-linear Sagnac interferometer, 29
Non-sequential double ionization (NSDI),

137, 140, 191, 193
of benzene, 195, 197

Non-sequential ionization
experimental results and historical

perspective, 157–161
milestones in, 158–160
SFA for, 175–176

Non-sequential molecular ionization, use in
measurement of sub-cycle
dynamics, 202

NOVA PetaWatt lasers, 522, 532, 533
Nuclear photophysics, laser-induced, 521
Nuclear physics with intense lasers, 521

laser-produced proton beams,
applications of, 529–532

neutron spectroscopy in ultra-intense
laser–matter interactions,
533–536

production of
high-energy electrons and g-rays,

522–525
high-energy protons, 525–526
neutrons, 532–533

proton and ion acceleration, models of,
526–529

Nuclear spallation reactions, proton-
induced, residual isotope
production in, 532

Nuclear vibrational wave packet, 202
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Nuclear waste, treatment of, 521
Nuclear wavepacket, propagation of, 221
Nyquist frequency, 71

O

Octave-spanning spectrum generation,
65–66

Öffner triplet-based stretcher, set up of, 22
OFI, see Optical-field ionization (OFI)

excitation
‘‘One-electron’’

molecule, for illustration of features
interacting with strong laser
fields, 197

problem, methods for solution of,
161–162

OPCPA, see Optical parametric chirped
pulse amplification (OPCPA)

Optical breakdown in solids, laser-induced,
245

applications, 256–258
damage induced by

femtosecond laser pulses, 247–248
nano- and picosecond pulses, 247

light–matter interaction
impact ionization, 252–254
multiple pulse effects, 254–255
photoionization, 249–252
scaling laws, 254

Optical compression technique, 3
Optical-field ionization (OFI) excitation

general features, 356–357
OFI

with circularly polarized pump
pulse-collisional XRL, 361, 364

with linearly polarized pump
pulse-recombination excited XRL,
359–361

OFI-XRL
overview of, 362–363
propagation issues in, 357–359

Optical parametric amplification (OPA)
techniques, 35

OPAs, principles and analysis of, 36
background noise for an OPA, 47–48
beam quality, 47
energy capacity, 47
intensity solution, 37–39
limiting processes, 42–43
maximum bandwidth options, 43–46
OPA spectral bandwidth, 41–42
phase solution, 39–41

OPCPA schemes and their optimisation

amplification of chirped pulses,
48–50

broadband OPCPA pre-amplifier, 52
high gain OPCPA for amplification

up to Joule energies, 52–53
multi-PW OPCPA, future potential

for, 54–56
phase-preserving chirped pulse OPA,

56–57
PW OPCPA, 53–54
tunable 10 fs high-repetition-rate

OPCPA, 50–51
See also Optical parametric chirped pulse

amplification (OPCPA)
Optical parametric amplifiers (OPAs)

background noise for, 47–48
idler wave of, 73
phase-preserving chirped pulse OPA,

56–57
principles and analysis of, 36

background noise for an OPA, 47–48
beam quality, 47
energy capacity, 47
intensity solution, 37–39
limiting processes, 42–43
maximum bandwidth options, 43–46
OPA spectral bandwidth, 41–42
phase solution, 39–41

self-stabilized j from OPA, 72–73
tunable near-infrared pulses from, 186

Optical parametric chirped pulse
amplification (OPCPA), 23, 36, 45

schemes and their optimisation
amplification of chirped pulses, 48–50
broadband OPCPA pre-amplifier, 52
high gain OPCPA for amplification

up to Joule energies, 52–53
multi-PW OPCPA, future potential

for, 54–56
phase-preserving chirped pulse OPA,

56–57
PW OPCPA, 53–54
tunable 10 fs high-repetition-rate

OPCPA, 50–51
Optical parametric generators (OPG), 35
Optical parametric oscillators (OPO), 35
Optical pulse compression, 17
Optimal coupling, 6
Orbital-dependent potentials, for calculation

of strong field, 138–141
Oscillating mirror model, 312, 314

on HOHG from plasma surfaces,
304–305
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Oscillating mirror, train of attosecond pulses
generated by, 311

Oscillations, betatron, 383, 386
Oscillator, 66

repetition rate of, 74
Oscillators

ultrashort-pulse laser oscillators, 18–20
OSIRIS, PIC code, 438

P

Pair production, 519
Path integral Monte Carlo (PIMC),

simulation technique, 459
PCAL, location of positron, 508
PEGASUS, PIC code, 438
Pendulum equation, 94
Perot–Fabry, spectral transmittance of, 27
Petawatt peak power pulses, 25
Phase matching, 36, 263

effects of, 264
influence on macroscopic emission, 272
linear atomic polarizability role in, 267
parameter, 268
propagation of harmonic field in

nonlinear medium by
atomic dispersion, 267
dipole phase, 266
electronic dispersion, 267
generalized phase-matching

condition, 267–269
geometric dispersion, 266–267
new proposals for, 276–279

spatially homogeneous, 269
Phase modulation, 309
Phase modulation effect, 304
Phase noise

after pulse selection, 71
and coherence, 66–68

Phase-preserving chirped pulse OPA, 56–57
Phase stabilization

of intense few-cycle pulses
cavity build-up, 74
phase-stabilized Ti:sapphire amplifier

system, 71–72
self-stabilized j from OPA, 72–73

with octave-spanning Ti:sapphire
amplifier system, 69–70

Phase-stabilized amplifier, schematic of, 72
PHELIX laser, 566
Photocurrent, modulation of, 78
Photo double ionization, 557
Photoelectrons

angular distribution of, 75

energy-selective detection of, 298
polar angle distributions of, 484
role in relativistic dynamics of

electrons, 480
XUV photoelectron yield, 299

Photoelectron spectra, in single active
electron approximation, 125–128

Photoelectron spectroscopy, 150
Photoemission

dipole moment responsible for, 119
optical-field-induced, frommetal surface,

76–78
Photoemission spectra, in single active

electron approximation, 128–130
Photoionization, 549

atomic, in relativistic regime, 481–486
CB electrons from, 249
difference in crosssections for H2

and D2, 222
in light-matter interaction, 249–252
and single ionization in As fields, 545–547
of valence band (VB) electrons, 247

Photon coupling, 368
Photon–photon collisions, 499
Photons

high-energy, 503
propagation, 555
virtual, 545, 546, 549, 552

absorption of, 560
Photopumping, 368, 369
Photoresonant pumping, in XRLs, 368–369
PIC (particle-in-cell) codes, 537

3D
TRISTAN, 438
VLPL, 438, 450

2D, ZOHAR, 438
PIC (particle-in-cell) simulations

2D, 522
3D, 383, 449
2D and 3D, 440, 443
of HOHG from plasma surfaces, 312–316
for LOA experiment, 450
numerical, of relativistic laser-plasma

by, 438–439
success of, 438
role in understanding of harmonic

generation at plasma–vacuum
boundary, 304

PIC (particle-in-cell) tools, multi-
dimensional, for collisionless
electrostatic shock formation,
527, 529

Pions, 521
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PIXEL projet, compared with existing
ultrafast X-rays

average brightness, 391
X-ray flux, 390

Plasma cavitation, 442
Plasma oscillations, 315, 316

efficient excitation of, 318
Plasmas

laser-produced, electron density
and temperature distribution
in, 325

relativistic self-channeling of light in,
439–441

Plasma scale length, influence on HOHG
from plasma surfaces, 318–319

Plasma surfaces, HOHG from, 303
experimental observations of

harmonic spectra, divergence, and
conversion efficiency, 316–318

plasma scale length, influence
of, 318–319

frequency spectrum of emission from,
308–310

modeling of
frequency spectrum of emission from

plasma surface, 308–310
oscillating mirror model, 304–305
oscillations of plasma surface,

305–308
PIC simulations, 312–316
time domain picture, 310–311

oscillations of, 305–308
Plural scattering, 506
Pockels cell, 23

frequency of, 71
use of, 508

Polarization, 264
elliptic, 124
p-polarization, 306, 307, 308

calculated excursion of critical density
surface, 312

electron density distribution for, 312
harmonic intensity for, 310

s-polarization, 306, 307, 308
electron density distribution for, 312
harmonic distribution for, 309
harmonic intensity for, 310

See also Laser polarization
Polarization gating, new scheme for, 275
Polarizers, 23
Polystyrene, harmonic spectra from, 317
Ponderomotive energy, 154, 443,

480, 482

acceleration of protons to, 526
of 1 eV, 127, 128
exceeding photon energy, 155

Ponderomotive energy scales, 134, 212
Positron activity, coincidence system for

measurement of, 524
Positron emission tomography

(PET), 525
scanners, 529

positron emitters for, 537
Positrons, production of, 518
Post-collision interaction (PCI), 555
Power spectral density (PSD), 70

of CEP fluctuations, 71
PPT model, demonstration of tunnel

ionization of atoms by, 188
Prism chirped-mirror compressor, 10
Proton and ion acceleration, models

of, 526–529
Protons

high-energy, production of, 525–526
production of

laser-induced, 532
proton dynamics in molecules,

chirp-encoded measurements
of, 219–223

Pseudopotential model, for solution
of ‘‘one-electron’’ problem, 162

Pulse duration
limitations, in intense laser systems,

26–28
in XRLs, 336

Pulse picking, 71
Pulse propagation, 555, 556
Pulse(s)

attosecond x-ray pulses, generation
of, 273–275

See also Attosecond (as) pulses
carrier-envelope phase-stabilised, 56
chirped, amplification of, 48–50
femtosecond pulses, 18

sub-6-fs, 3
See also Femtosecond (fs) laser pulses

few-cycle laser pulse (non-adiabatic)
phenomena, 272–273

few-cycle pulses, CEP role of, 13
intense few-cycle, phase stabilization of

cavity build-up, 74
phase-stabilized Ti:sapphire amplifier

system, 71–72
self-stabilized j from OPA, 72–73

intense, temporal contrast of, 28–30
laser
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Pulse(s) (cont.)
femtosecond, damage induced by,

247–248
mJ-level, 13
nano- and picosecond, damage

induced by, 247
nanosecond, 304

multiterawatt/petawatt peak power, 25
nano- and picosecond pulses, damage

induced by, 247
optimal compression of, 5
petawatt peak power pulses, 25
shorter, 4
single-cycle, 65
single-cycle pulses, 65
sub-ns pulses, 35
sub-two-cycle pulses, 65
ultrashort, see Ultrashort pulses
ultrashort laser, 527

Pulse selection, phase noise after, 71
Pulse stretcher, 18

CPA, spectral filtering in, 49
Pulse stretching and recompression, 20–22
Pump depletion, 41
Pumping

hybrid pumping of capillary, 351–352
IR laser pumping, 352
multi-pulse pumping, 346
photoresonant pumping, in XRLs,

368–369
short-pulse pumping, 346
transient collisional pumping, 347
travelling wave pumping, 348–349

Pump power density, 333
PW OPCPA scheme, 49, 50

Q

QED, see Quantum electrodynamics (QED)
Q-switching techniques, development of, 35
Q-switch, of laser, 551
Quantum beats, of low-lying states, 298–299
Quantum electrodynamics (QED), 479

calculations in, 499
formalism, 490
investigations, 480
non-perturbative, 541

Quantum electrodynamics (QED) tests, with
intense lasers, 499

discussion, 518–519
experimental arrangement, 508–512
multiphoton compton scattering and

multiphoton pair production,
502–508

results on
e+e� pair production, 513–518
multiphoton compton scattering,

512–513
Quantum-field theory framework, 491
Quantum interference control (QIC), of

injected photocurrents in
semiconductors, 68, 69

Quantum interference, for detection
of ƒ0, 68–69

Quantum mechanical theory, 152
Quasi-monoenergetic electron beams,

449–451
Quasi-phase-matched (QPM), HHG

in, 277, 278
Quasi-static approximation, 273
Quasi-static theory, 274
Quasi-stationary X-ray lasers, 344
Quiver velocity, of free electrons, 471

R

RABBITT (reconstruction of attosecond
beating by interference of two-
photon transitions) scheme, 289,
291, 292

for attosecond pulse measurement,
294–295

Radiation pulse, 105
Raman effect, High-energy pulse

compression techniques
based on, 9

Raman modes, active, 219
Random phase approximation (RPA), 459

application of, 463, 469, 470
Reaction microscope, 550, 551, 552

applications of, 566, 567
Recollision, 193, 285

electron–ion recollision, 192, 203
of electron wavepacket, 219
elliptical dependence of, 189

See also Electron recollisions
Reflectivity, application of, 466–468
Reflectometry, XRL application, 375
Refraction, in XRLs, 338–340
Regenerative amplifier layout, 24
Relativistic filamentation, 439
‘Relativistic intense-field many-body S-

matrix theory’ (RIMST), 419
Relativistic laser–atom physics, 479

atomic photoionization in relativistic
regime, 481–486

Dirac equation, numerical resolution
of, 486
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cycloatoms, 492
pair production, 489–491
radiation reaction, 493–494
spin effects, 488
tunneling time, 491–492
two-photon bound–bound

transitions, 492–493
Zitterbewegung, 488–489

Relativistic laser-plasma physics, 429
electron acceleration, bubble regime of,

scaling laws for, 448–449
electrons in plasma channels, direct laser

acceleration of, 442–445
free electron motion in EMW: relativistic

threshold, 431–435
LWFA, 445–446

relativistic, 3D regime of, 446–448
quasi-monoenergetic electron beams,

449–451
relativistic laser-plasma, numerical

simulation of: PIC method,
438–439

relativistic self-channeling of light in
plasmas, 439–441

relativistic similarity, 435–438
wide laser pulses, multiple filamentation

of, 441–442
x-ray generation in strongly non-linear

plasma waves, 451–452
Relativistic ponderomotive force (RPF), 434
REMP, PIC code, 438
Resonance-enhanced multiphoton

ionization (REMPI), 185
‘R-matrix method,’ 414
RPA, see Random phase approximation

(RPA)
Rutherford Appleton laboratory (RAL), 522

S

SAE, see Single active electron (SAE)
approximation

Sagnac interferometer, non-linear, 29
SASE FEL, see Self-amplified spontaneous

emission (SASE)
Schrödinger equation, 75

(ab initio) solution of, 273
TDSE, see Time-dependent Schrödinger

equation (TDSE)
Self-amplified spontaneous emission

(SASE), 388
FEL based on (SASE FEL), 91

advent of, 552, 567
amplification in, 104

at DESY, 97
principle of operation of, 91, 92
quantitative description of, 99

Self-phase modulation (SPM), 3, 20
‘‘Self-referencing’’ technique, 74

for measuring optical frequencies, 65
Selftrapped excitons (STEs), formation

of, 255
Sequential stripping mechanism, 157
SFA, see Strong field approximation (SFA)
Short light pulses, propagation in single-

mode optical fibers, 3
Short-pulse pumping, 346
Silin ansatz, 472
Single active electron (SAE), 161

models, 190
potentials

model potentials, 114–115
pseudopotentials, 115–116

Single active electron (SAE) approximation,
113

approximate dipole calculation, 130–132
choice of gauge, 117–118
computational scaling, 125
elliptic polarization, 124
mixed gauge propagation, 124–125
photoelectron spectra, 125–128
photoemission spectra, 128–130
restricted ionization model, 134–136
SAE calculations, 118–119
SAE potentials

model potentials, 114–115
pseudopotentials, 115–116

SFA relation, 132–134
TDSE, discrete form of, 119–122
time propagation, 122–124

Single atom physics, principles of: HHG,
ATI, and non-sequential
ionization, 147

experimental conditions and methods
ionization experiments, 149–150
lasers, 148–149

experimental results and historical
perspective

ATI, 153–157
HHG, 150–153
non-sequential ionization, 157–161

SFA, 162
for ATI, 172–175
derivation of, 163–167
for HHG, 167–171
for non-sequential ionization,

175–176
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Single atom physics (cont.)
theoretical methods, 161–162

Single-cycle pulses, 65
Single FEL pulses, spectra of, 99
Single ionization dynamics

in non-perturbative As pulses, 555–556
in perturbative As pulses, 552–555

Single-mode optical fibers, propagation of
short light pulses in, 3

Slowly evolving wave approximation
(SEWA), 7

S-matrix theory, 175, 418
intense field, 406
RIMST, 419

Spatial light modulators (SLM), liquid-
crystal, 4, 11

role in residual distortion
compensation, 27

for wavefront correction, 30
Spectral filtering, 275
Spectroscopy

neutron spectroscopy in ultra-intense
laser-matter interactions,
533–536

ultra-fast time-resolved spectroscopy,
demonstration of Auger decay
by, 299

X-ray spectroscopy, high-resolution, 543
SPIDER (spectral phase interferometry for

direct electric field reconstruction)
technique, for pulse
characterization, 12, 28

Spin dynamics, in intense short-wavelength
fields, 418–422

Spin effects, for numerical resolution of
Dirac equation, 488

Spin-flip, and spin asymmetry in ionization,
422–424

Spin–orbit
coupling, 488
splitting, 416

Split-step Fourier method, 8
Stanford linear acceleration center

(SLAC), 468
final focus test beam (FFTB) at, 502

Stark shifts, 198
in Born–Oppenheimer (BO)

potential, 222
‘‘Stereo-ATI’’ spectrometer, 84
Stretcher/compressor pair, 20
Strong field approximation (SFA), 162

accuracy, improvement of, 218
for ATI, 172–175

derivation of, 163–167
developments of, 160
for HHG, 167–171
for non-sequential ionization, 175–176
in reducing the HHG emission, 218
relation to SAE approximation, 132–134
relativistic, 419

Strong-field interactions, products of, 74
Strong-field ultra-fast physics, HHG

investigation in aligned ensembles
of molecules in, 213

Strong laser fields, experimental setup for
studying atoms in, 148

Strong laser fields, ionization of small
molecules by, 185

electron, newly formed, characteristics of,
191–197

experimental setup, 186
fate of electron: measuring dynamics of

double ionization, 202–204
fate of ion

bond softening, 197–199
enhanced ionization, 199–202

initial ionization process, 187–191
Super intense fields: spin dynamics, 418–422
Synchronization, of laser pulse, 508
Synchrotron light sources (SLSs), 451
Synchrotron radiation, 382

sources, 554
Synchrotrons, 372, 373

third generation of, 388, 389
Synchrotrons., 383

T

Table-top laser
neutrons produced by pulses from, 533

Table-top lasers, 530
See also X-ray lasers (XRLs)

Table-top X-ray lasers in SLP and discharge
driven plasmas, see X-ray lasers
(XRLs)

Target area PetaWatt (TAP), 535
Target normal sheath acceleration

(TNSA), 527
model, for collisionless shock

formation, 528
TDSE, see Time-dependent Schrödinger

equation (TDSE)
TESLA test facility of DESY, 567
Thermal lensing, 25
Thomson scattering, 463, 480

application of, 468–471
nonlinear, 493, 499
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Thorn-EMI9902KB05 photomultiplier, 535
Time-dependent density functional theory

(TDDFT), 140, 141
Time-dependent Hartree–Fock (TDHF)

theory, 139
MCTDHF, useful properties of, 141

Time-dependent Schrödinger equation
(TDSE), 134, 161

discrete form of, 119–122
grid-based solutions of, 111
strong field, 112

Time-digital-converter (TDC), 535
Time-domain observation, of auger

decay, 299
Time-resolved x-ray science, see Laser

systems, X-ray beams using
Ti:sapphire amplifier system, phase-

stabilized, 71–72
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