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Foreword

The annual International Conference on Global Security, Safety and Sustain-
ability is an established platform in which security, safety, and sustainability
issues can be examined from several global perspectives through dialogue be-
tween academics, students, government representatives, chief executives, security
professionals, and research scientists from the UK and from around the globe.

The three-day conference in 2011 focused on the challenges of complexity,
the rapid pace of change, and risk/opportunity issues associated with modern
products, systems, special events, and infrastructures.

In an era of unprecedented volatile political and economic environments
across the world, computer-based systems face ever more increasing challenges,
disputes, and responsibilities. Their role in facilitating secure economic transac-
tions and maintaining steady and reliable sources of information that support
politically stable and sustainable socioeconomic systems is becoming increas-
ingly critical. Under such a spectrum of issues, the 7th International Confer-
ence on Global Security, Safety and Sustainability and the 4th Conference on
e-Democracy were jointly organized.

The conferences provided coverage of a wider spectrum of related topics and
enhanced incentives for academic debate with a sharply focused critical evalu-
ation of researchers’ results from innovative applications of methodologies and
applied technologies.

ICGS3 2011 and eDemocracy received paper submissions from more than
12 countries in all continents. Only 37 papers were selected and were presented
as full papers. The program also included three keynote lectures by leading
researchers, security professionals, and government representatives.

September 2011 Hamid Jahankhani
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Transforming Vehicles into e-government 'Cloud 
Computing' Nodes 

Dellios Kleanthis1, Chronakis Aristeidis2, and Polemi Despina1 

1 Department of Informatics, University of Piraeus,  
80 Karaoli & Dimitriou St., 18534, Piraeus, Greece  

2 Intrasoft International, Software Engineer,  
{kdellios,dpolemi}@unipi.gr,  

Aristeidis.Chronakis@Intrasoft-intl.com 

Abstract. Nowadays sophisticated vehicles can become autonomous e-government 
service providers by viewing them as “G-Cloud computing” nodes. By using web 
services technologies vehicles can offer e-government cloud computing services.  

Keywords: vehicular, G-Cloud, e-government, web services, registry,  
discovery.  

1 Introduction 

Vehicles have evolved from basic assets into sophisticated devices produced by a 
conjunction of sciences such as architecture, mechanical and electronic engineering, 
telecommunications and computer science [1]. This kind of technological invocation 
continues seeking ways to transform vehicles into autonomous service providers.  

Cloud Computing is giving us a new trend and form of technological resources and 
enterprise services of the Web [2]. Several efforts are being made by the automotive 
industry to exploit the cloud computing concept on vehicles [3] in order to provide 
end-users with new kind of services.   

In this paper an architecture with which vehicles become Vehicular Service Providers 
(VSP), acting as G-Cloud Computing Nodes, is proposed utilizing Web Services and 
Cloud Computing technologies to provide and deliver e-government services whether 
they are public order vehicles (e.g. police vehicles, ambulances, fire trucks units) or 
commercial vehicles. This paper is structured as follows: Second section there is an 
introduction to the concept of cloud computing vehicular services; the third section 
presents an adaptation of Cloud Computing terms into vehicular terminology; the fourth 
section proposes a vehicular service discovery mechanism in order for vehicles to be-
come cloud computing nodes. The paper concludes with future research directions. 

2 Situation Awareness 

Vehicle vendors focus in new technological developments addressing vehicular net-
work requirements in order to enhance vehicular services [3]. Nowadays, web  
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enterprises applications utilize in high extend the Web Services technologies over the 
“Cloud”. Several efforts are being made by the automotive industry to exploit the 
“Cloud Computing” concept on vehicles in order to provide end-users with new kind 
of services. A powerful example is the partnership for research and development of 
Ford, Microsoft and Intel with the University of Michigan in order a vehicle to access 
Windows Azure “Cloud” Platform [4]. 

Such kind of services can be utilized to enhance e-government service information 
strategy. The combination of Cloud Computing and Web Services can provide gov-
ernment agencies with innovative creations of new set of services and applications, 
addressed to citizens, third party application developers and the automotive industry 
as a whole. Web Services technology can reduce the cost of integration and produce 
immediate financial advantages with the integration of new systems for deploying 
services. Additional functionality can be composed using Web Service messages me-
chanisms [5, 6]. The roles in the operational model of Vehicular Web Services (Fig. 
1) are defined as follows: The VSP provides the environment for the deployment and 
operation of Web Services defines the vehicular services and publishes them.  

The Vehicle Service Requestor (VSRq) refers to a Vehicle Client program, which 
invokes Web Services. The Vehicle Service Registry (VSRg) is responsible for the 
vehicular service registration.  

 

Fig. 1. Operational Model of Vehicular Web Services 

The VSRg lists the various types, descriptions and locations of the vehicular ser-
vices. During the publish service operation, the VSP registers Web Services informa-
tion in VSRg. The VSRq finds in the Registry information such as service description, 
interface description and access point. Finally, the vehicle requestor finds the required 
vehicular service and executes it from the VSP.  

This mechanism is a key to overcome actual implementation and standardization 
issues now that vehicles are becoming intelligent platforms and possess tremendous 
computational power, capable to host complex applications. Taking vehicles to the 
next level, is to consider them as computation "Clouds" providing services to other 
vehicles and various in-vehicle network-capable “terminals”. This paper proposes a 
web service-based model, for offering vehicular services over the G-Cloud. 
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3 “Cloud Computing” Vehicular Services  

In this paper, the term “services” in a vehicle computation G-Cloud, describes how a 
vehicle or any other network-capable electronic device can use on demand computa-
tion assets provided by other vehicles. Vehicles can provide the following Vehicular 
Cloud Services:  

Hardware - Infrastructure as a Service: Is a type of service that can be available in 
a Vehicle Cloud Computing or G-Cloud. This kind of services offers the hardware 
infrastructure of a vehicle (e.g. on-board memory, GPS receiver), to users that do not 
have in their vehicles the same hardware capabilities.   

Platform as a Service: A vehicle may provide more than infrastructure. A fully 
networked vehicle [3] could deliver an integrated set of software and hardware that a 
developer needs in order to build an application for both software development and 
runtime. 

Software as a service: While vehicle  applications are stand-alone applications, 
companies who want to offer portfolio of next generation, vehicle applications will 
increasingly rely on shared services between vehicles (e.g. governance, account man-
agement, workflow, single-sign-on, social networking). 

Network - Internet as a Service: Vehicles with internet access can be used by ve-
hicle users to obtain internet service (e.g. e-mail, RSS feeds) or even be the gateway 
for users to gain access to any other network or the Web. 

Treating traditional vehicle services (e.g. such as navigation, traffic, warning and 
weather information), as vehicle cloud services, there will be an enhancement in 
terms of functionality, interoperability and cost effectiveness. Specifically this new 
view can enhance the notion of e-government such as traffic information and man-
agement (cooperative traffic information & forecasting, dynamic free parking space 
information, location based information and warning), safety and security (e.g. hazard 
warning, theft recovery, tracking and trace, emergency calls) or comfort (e.g. future 
adaptive cruise control systems and infotainment systems with music/video on de-
mand or business information) enabling them to offer innovative next generation  
services. Cloud computing and web services can offer technological and financial 
advantages in government agencies.  

4 Vehicular Service Registry Mechanism 

The combination of cloud computing services and vehicles, state that a vehicle with less 
capabilities than others, could be able to request a service from vehicles that already are 
equipped with. In the various modes of Vehicle-to-Anything (V2X) communication, 
network capabilities are under consideration to support new applications and services. 

In this paper a high level implementation mechanism that can be used by the  
contracting parts, is described for the exposure of various governmental vehicular 
services. These services are provided by the “G-Cloud” vehicles and their discovery is 
made by the client vehicles. Technologies used in Web Services play a key role to this 
operational model. 
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A Web Services Description Language (WSDL) document is used by the side of 
the service vehicle provider in order to describe the functional characteristics of its 
Web Service [5, 6]. The UDDI ver.3 protocol (Universal Description, Discovery and 
Integration) is an XML-based registry that is used to register and locate the services 
provided by the “cloud” vehicles. UDDI v3 protocol introduces the function of a ser-
vice subscription. In this case, the service subscription function provides the service 
requestor vehicle with the ability to subscribe interested service information in the 
UDDI and receive notification of adding, updating and deleting operations [5, 6]. 

There can be three implementation mechanisms for service discovery over a high 
mobility cloud. In all service discovery mechanisms SOA Protocol (SOAP) messages 
are being exchanged between all vehicle-counterparts. SOAP is utilized for exchang-
ing information between the VSP and the VSRq. The three secure discovery mechan-
isms are described as follows: 

4.1 Case 1: Decentralized Service Discovery over a Vehicle (DSDV) 

A Decentralized Service Discovery over a Vehicle (DSDV) (Fig. 2) can be applied in 
an environment where no centralized service infrastructure exists. A client node that 
requests services search for existing connections with other available online nodes. 

 

 

Fig. 2. Case 1- DSDV Overall 

This action occurs until the client node finds another node capable to provide the 
required vehicular services. Every time that a VSRq node connects to another node 
always checks if a UDDI with registered vehicular services exist. If a UDDI exists the 
VSRq will filter the provided exposed vehicular services, to find and use a service of 
its interest. More specific DSDV takes place after the network communication be-
tween the VSP and the VSRq is established. A servicing vehicle having its services 
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functionalities exposed is being discovered by the client by the exchange of SOAP 
messages. The VSRq filters the services that interests it and decides to use them. A 
connectivity status check process can be utilized, during all phases of nodes  
communication of DSDV.  

4.2 Case 2: Centralized Service Discovery over Infrastructure (CSDI) 

In the second case of a CSDI implementation mechanism a local region based dynam-
ic UDDI infrastructure (Fig.3) holding all services is utilized.  

After the registration of the service takes place the local UDDI infrastructure pro-
vides the VSRg with a security token. This security token is provided for authentica-
tion reasons once a connection between the VSP and the VSRq nodes is established. 
A client requesting services in that specific region will search the local UDDI for a 
VSP. The infrastructure will provide the client with a security token after the identifi-
cation of the service occurs. This security token will be used by the client in order to 
be authenticated by the VSP. A connection will then be established with the VSP. 

 

Fig. 3. Case 2 - CSDI Overall 
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For authentication reasons the VSP will check the VSRq security token in order to 
provide services. The VSP sends its security token for authentication by the client. 
Finally, the VSRq will authenticate the VSP and will use the service. 

In CSDI, a connectivity status check process can be utilized during all phases of 
vehicle node communication.  

4.3 Case 3: Centralized Service Discovery a Vehicle (CSDV) 

The CSDV implementation mechanism is utilized due to the lack of a centralized 
region based infrastructure holding a UDDI. A number of vehicles capable to provide 
services are forming a group and decide which one will hold the UDDI. Once this 
phase is completed the rest of the CSDV mechanism is the same with the CSDI me-
chanism (Fig. 4). All VSPs will register their services to the vehicle holding the 
UDDI. The vehicle UDDI will generate a security token that will provide to each 
VSP. 

 

 

Fig. 4. Case 3 - CSDV Overall 
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When a VSRq establishes a connection with the vehicle UDDI will find that a 
UDDI exists and will search and find the desired vehicle service. If the services are 
not provided locally by the vehicle UDDI, the VSRq will receive a security token in 
order to be authenticated by the VSP. The VSRq will then establish a connection with 
the VSP. For authentication reasons the VSP will check the VSRq security token in 
order to provide services. After the authentication of the VSRq, the VSP will send its 
security token to the client vehicle. Finally, when the VSP’s authentication is com-
pleted, the VSRq will consume the service. During all phases of CSDV mechanism a 
connectivity status check process can be utilized. 

In addition, the vehicles, regardless of their role, are capable for transmission 
through an onboard or external network capable device. This way vehicle will be 
updatable and upgradeable. 

5 Conclusions – Future Directions 

Three implementation mechanisms for vehicular service discovery over a governmen-
tal cloud are presented in this paper. These mechanisms can be applied in cases that a 
client vehicle or a group of client vehicles request services. Provided on demand ge-
neric services such as navigation information, points of interests, road warnings and 
weather condition information via a computation cloud, next generation services are 
offered in vehicles.  

Moreover, the second implementation mechanism can also be used in cases where 
the services are consumed from already existing road infrastructures that can host in 
the future the UDDI. This case of implementation also helps the appliance of cloud 
computing in vehicles in order to become stand alone cloud nodes. 

Nowadays vision regarding vehicles is to be able to operate over functional 
oriented architectures and information-based services over packet based networks.  
Cloud computing in vehicles can not only offer new generation services, but also can 
provide system efficiency in high mobility environments, such the one that vehicles 
are operating.  

Vehicular Safety also can be increased via a Vehicular G-Cloud Computing coop-
erative environment. In addition, a cloud computing notion, fully adopted in a high 
mobility environment such as the one that vehicles are operating, a vehicular service 
discovery mechanism plays a key role when applying the notion of cloud computing 
in vehicular services.  

The presented Vehicular Service Discovery Mechanisms is a functional approach 
of a service finding model. A future enhancement approach for this implementation 
will be the construction of a more dynamic vehicular invocation framework. This 
framework can be specialized in vehicular high mobility environments along with 
new security mechanisms such as an embedded vehicular firewall.  
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Abstract. This work introduces a new concept that addresses the problem of 
preserving privacy when anonymising and publishing personal data collections. 
In particular, a maximum entropy oriented algorithm to protect sensitive data is 
proposed. As opposed to k-anonymity, ℓ-diversity and t-closeness, the proposed 
algorithm builds equivalence classes with possibly uniformly distributed sensi-
tive attribute values, probably by means of noise, and having as a lower limit 
the entropy of the distribution of the initial data collection, so that background 
information cannot be exploited to successfully attack the privacy of data sub-
jects data refer to. Furthermore, existing privacy and information loss related 
metrics are presented, as well as the algorithm implementing the maximum en-
tropy anonymity concept. From a privacy protection perspective, the achieved 
results are very promising, while the suffered information loss is limited. 

Keywords: Privacy preservation, maximum entropy anonymity, k-anonymity, 
ℓ-diversity, t-closeness, maximum entropy, (SOMs), neural-network clustering. 

1 Introduction 

Data contained in databases may be personal, i.e. information referring to an individ-
ual directly or indirectly identifiable and therefore its processing should be restricted 
to lawful purposes. However, exploiting such personal data collections may offer 
many benefits to the community and support the policy and action plan development 
process and even contribute to prognosis and treatment of diseases [1]. To address 
these at first sight contradicting requirements, privacy preserving data mining tech-
niques have been proposed [2-10]. 

A few years ago, the most common and simplest method to protect from privacy 
breaches was to remove the identifiers from the database. But an attacker can asso-
ciate published databases from different sources and extract personal information of 
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an individual. An attack of this kind is called “linking attack”. A study held in 2000 
linked a Massachusetts voter list with an anonymized database that contained medical 
records demonstrating that 87% of the population of the United States can be uniquely 
identified. 

Existing privacy-preserving data mining algorithms can be classified into two cate-
gories: algorithms that protect the sensitive data itself in the mining process, and those 
that protect the sensitive data mining results [1]. The most popular concepts in the 
privacy preserving data mining research literature are k-anonymity, ℓ-diversity and t-
closeness. All these concepts belong to the first category and apply generalization and 
suppression methods to the original datasets in order to preserve the anonymity of 
individuals or entities data refer to [15].  

In this paper, the authors propose a new concept called maximum entropy anonym-
ity concept. It is based on the idea of creating equivalence classes with maximum 
entropy with respect to the sensitive attribute values. 

The paper is structured as follows. Section 2, provides an introduction to the pro-
posed maximum entropy concept, while in section 3, anonymity and information loss 
metrics are briefly presented. In section 4, the algorithm that implements the proposed 
concept is presented and in section 5 the experimental studies and results are dis-
cussed. 

2 Maximum Entropy Oriented Anonymity Concept 

The concept of k-anonymity does not take into account the distribution of the sensi-
tive attribute values in each equivalence class, thus leaving space for successful priva-
cy related attacks, while the concept of ℓ-diversity reduces this risk by requiring at 
least ℓ different sensitive attribute values in each equivalence class. Finally, t-
closeness aims at having sensitive attribute values, in each equivalence class, that 
follow the related distribution of the initial data table being anonymised in order to 
cope with background knowledge based attacks.  

From the privacy protection perspective, the maximum entropy oriented anonymity 
concept sets a much more ambitious goal, namely that of  building equivalence 
classes with possibly uniformly distributed sensitive attribute values, i.e., showing 
maximum entropy with regard to sensitive attribute values and thus maximizing the 
uncertainty of an aspiring attacker exploiting background knowledge. Background 
knowledge related attacks are radically encountered, regardless of the information an 
attacker may possess. However, maximum entropy may not be achieved in all equiva-
lence classes, and depending on the initial distribution it may be restricted to only a 
few. For such a reason, the original goal may be reduced and the new requirement 
could be set for each equivalence class to have maximum entropy or at least equal 
entropy to that of the initial data collection. Noise must be constructed and introduced 
into those equivalence classes for which the defined goal cannot be achieved other-
wise, while keeping the information loss to possibly negligible levels. 

The algorithmic implementation of the maximum entropy oriented anonymity con-
cept is attained by dividing the initial sensitive attribute distribution into possibly 
equivalence class uniform distributions, while minimizing the required noise and 
information loss. 
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3 Performance Evaluation 

The anonymization process has two objectives, that of preserving privacy, in other 
words to achieve a high degree of anonymity, and, that of minimizing the resulting 
information loss. Therefore, any performance evaluation criteria should take into 
account the above two objectives [15].  

Information theoretic anonymity metrics have been proposed mainly based on the 
entropy concept [15, 20]. The entropy H(X) refers to an attacker’s a priori knowledge 
regarding for instance possible senders of a message or a number of messages, 

 ( ) ( )2( ) logi i
i X

H X p x p x
∈

=  (1) 

while H(X/C) is the conditional information quantity for an attacker after having re-
ceived the anonymized table (published table), while exploiting available background  
The higher the entropies, the better the anonymity, i.e. the more uncertain the attacker 
is about data subject identities [15, 20].  

From the information loss perspective, several criteria have been proposed so far in 
the literature [12, 13, 16, 22]. In most previous work that proposed group based  
ano-nymization, the relevant evaluation metrics used are: Discernibility metric [12, 
13, 22], Classification metric [12, 16] and Normalized Certainty penalty (NCP)[13]. 
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,
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Discernibility metric assigns a penalty to each tuple based on how many tuples in the 
transformed dataset are indistinguishable from it. This can be mathematically stated 
as follows:  

 2

. .| | . .| |
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where |D| the size of the input dataset, E refers to the equivalence classes of tuples in 
D induced by the anonymization g. 

The Normalized Certainty penalty calculates the information loss introduced by the 
generalization depth incurred in every attribute value of each tuple, considering also 
the importance of each attribute by assigning them with a proper weight. If the 
attribute is a numerical one then the information loss is measured as follows  

 ( ) i i
iA

i

z y
NCP t w

A

−=   (4) 

where zi-yi is the range of the generalization to the tuple t on the values of the attribute 
Ai and |Ai| is the range of all tuples on this.  
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4 The Maximum Entropy Anonymization Algorithm 

In the beginning of the proposed algorithm, equivalence classes with distinct sensitive 
attribute values are being created. The algorithm that is presented in [15] with the 
proper modifications is being used to create those equivalence classes.  

 

Fig. 1. The Main Algorithm 

 

Fig. 2. The Clustering Procedure 
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Fig. 3. The “Create Equivalence Classes” Procedure 

 

Fig. 4. The “Incorporation” Procedure 

After the initial creation of equivalence classes, the incorporate procedure is un-
dertaken. In this procedure, firstly the entropy of the created equivalence classes is 
calculated. Secondly, the tuples that belong to equivalence classes with entropy lower 
than the set threshold ε are removed from the temporary anonymized set and are  
incorporated to the Low Entropy table. Thirdly, for each tuple of this table, the equi-
valence classes with the most common quasi identifier set from the temporary ano-
nymized table are searched. Finally, the tuple is incorporated to the class that does not 
contain the same value to the sensitive attribute field in order to achieve larger entro-
py value. The entropies of the created equivalence classes are calculated once more 
and the same procedure of the incorporating step is being repeated until there are no 
more classes with entropy lower than the threshold ε. The proposed algorithm is 
shown in the above Figures 1 – 4. 
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5 Experimental Data Set Up and Results 

The Adult database from machine learning repositories offered by the California Uni-
versity has been used for the implementation of the suggested algorithm of this paper. 
This database includes 30162 tuples with 14 attributes. Eight out of those (age, work 
class, education, marital-status, occupation, race, sex, native-country) were chosen for 
the experimental part of this work. The attributes were represented in numerical form 
according to their distributions and their domain generalization hierarchy as stated in 
[16] and [23], respectively and extends by setting the restriction of the valid generali-
zation [12]. For the categorical attributes “work class” and “marital status” the same 
taxonomy trees as those stated in [12] were used. To the categorical attributes “race” 
and “sex” a simple two level taxonomy tree was applied.  

The mapping to numeric values from the categorical attributes was applied accord-
ing to the valid generalization notion [12]. Age, education, occupation and native-
country were considered as numerical attributes. The generalizations for the attribute 
age were defined through rounding to median while that to the former ones through 
total generalization. For the evaluation of the algorithm, total weight certainty penalty 
NCP(T) and the discernibility metric CDM that were discussed in section 3, are com-
puted. The experiments were conducted under the Windows XP professional operat-
ing system on a PC with a 2.4 GHz AMD Athlon processor and 2 GB RAM.    

 

Fig. 5. Entropy of the created equivalence classes considering occupation as sensitive attribute 

For the first experiment in this work, the set {age, education, marital-status, occu-
pation, race, sex, native-country} was chosen as quasi indentifying set, while work 
class was considered as sensitive attribute. For the second experiment we choose the 
set {age, work class, education, marital-status, race, sex, native-country} as quasi 
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indentifier set and occupation as the sensitive attribute. The distribution of this 
attribute is much closer to uniform than the previous one. Fig.5 shows the entropy 
values of the created equivalence. While the entropy of the initial dataset is 3.4, in the 
resulting intermediate equivalence classes, most of them consisting of 22831 tuples 
have entropy higher than 3.4. Noise is to be added into the rest of the equivalence 
classes in order to satisfy the above mentioned entropy threshold. 

6 Conclusions 

The maximum entropy anonymity concept was introduced and an algorithm that im-
plements it was designed. The performance of our algorithm was measured with re-
spect to privacy by the entropy of the sensitive attribute in each equivalence class and 
with respect to information loss by means of the NCP and discernibility metrics.   

We conclude from our work that keeping the distribution of the sensitive attribute 
values in each equivalence class possibly uniform, or at least the same as the distribu-
tion of the initial table, leads to better privacy preservation. We intent to further ex-
plore the impact of introducing noise into the equivalence classes, in order to achieve 
almost perfect privacy preservation, while the resulting information loss is kept to a 
minimum. 
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Abstract. In this paper we challenge the widely accepted approach where a first 
responder does not capture the RAM of a computer system if found to be po-
wered off at a crime scene. We investigate the presence of confidential data in 
RAM such as user passwords. Our findings show that even if the computer is 
switched off but not removed from the mains, the data are preserved. In fact, 
when a process is terminated but the computer is still operating, the respective 
data are more likely to be lost. Therefore capturing the memory could be as crit-
ical on a switched off system as on a running one. 

Keywords: memory forensics, order of volatility, data recovery.  

1 Introduction 

Forensic analysis of volatile memory is a rapidly developing topic in the recent years 
[1]. The need to capture and analyse the RAM contents of a suspect PC grows con-
stantly as remote and distributed applications have become popular, and RAM is an 
important source of evidence [2] containing network traces [3] and unencrypted 
passwords. However the RAM is captured only when the computer is switched on; in 
the opposite case the first responder would typically seize the hard disk and other 
non-volatile media which are further examined according to a dead forensic analysis 
process. 

This paper has two aims. The first aim is to investigate the robustness and reliability 
of a method of examining RAM data of a system even when turning it off. The second 
aim is to investigate the feasibility of obtaining sensitive data such as unencrypted 
passwords from a practical perspective. In order to meet the first aim we introduced two 
definitions that will assist on structuring and studying the underlying problems. 

The paper is structured as follows. In Section 2 the dynamics of seizing volatile 
memory are presented. In Section 3 the approach for capturing and extracting passwords 
and cryptographic keys is presented. Section 4 presents the concluding remarks. 

2 A Measure of Volatility 

The observation that the computer’s volatile memory can maintain content for certain 
seconds even minutes after shut down of power supply, was made first by a  team of 
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researchers from the University of Princeton [4]. It was demonstrated that with the 
use of a bottle of compressed air one could freeze the memory and maintain its con-
tents intact for up to hours. This indicates that confidential data such as cryptographic 
keys can be exposed.  

Flushing memory is an expensive operation and not favoured by operating systems 
developers. Non-surprisingly, there is no correlation between the operating systems 
and preservation of RAM contents. The latter depends solely on the hardware and 
whether the computer system is connected to the mains when switched off. 

 
Definition 1. Complete volatile memory loss is the state of memory where it is not 
possible to distinguish, for any memory address location, whether the stored value is a 
result from some past system or user activity. 

 
The above definition refers to the complete “erasure” of the activities in a system – 
from a volatile memory perspective. Here erasure does not necessarily require that all 
values are zeroed out; in fact we are interested in the ability to distinguish whether a 
particular bit stored in memory was part of a particular process activity. Depending on 
the context of the forensic investigation, the different types of data may have a differ-
ent weight in terms of forensic value. For example, in malware forensics, the data 
containing the execution commands of the binary will surely be of some interest since 
these will be used to extract the malware signature and footprint to be incorporated in 
an antivirus solution. In contrast, when investigating user activities – say downloading 
illicit material – the focus would be on the data area of the process. Nonetheless the 
need to secure the integrity of the data remains, and therefore in a complete volatile 
memory loss state any data recovered would not be admissible. 

However as in most digital forensics cases it suffices to recover portions of data 
that are capable of proving or refuting a hypothesis therefore even if parts of the 
memory are valid they may contain the “smoking gun” evidence, or other pieces of 
data that may support an investigation such as passwords and encryption keys.  

 
Definition 2. Partial volatile memory loss is the state of memory where for m>0 
memory address positions their stored values can be correlated with past system or 
user activity. 
 
It can be claimed that when t=tshutdown (the moment of deactivation of the computer) 
we have partial memory loss, whereas in time t=tshutdown+toff  with toff→∞ we have 
total memory loss. The rate of memory loss depends on the technology of the memory 
and may also depend upon external conditions (such as temperature). In DDR type 
RAM there is no memory loss if the computer is switched off but connected to mains. 
This means that a first responder should enrich the widely accepted procedure of re-
moving and making a bit-stream copy of a hard disk as follows: 

Forensic acquisition process 
System conditions: Computer is switched off and plugged into mains. 
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long ago a process was terminated. This estimate can be improved by augmenting the 
proposed approach with other methods establishing the user activity in the system [5]. 

However, as shown in Fig. 2 the presence of passwords when visiting a web appli-
cation (in our case Facebook), is less predictable. As expected after 60 minutes of 
logging out of the application and terminating the browser, the number of password 
copies drops, but surprisingly there is an increment after 15 minutes of logging out. 

 

 0m
  

5m 15m
  

60m 

Mean
  

4.9 2.2 5.5 0.6 

Stdev 2.60 1.03 4.45 0.84 

Fig. 2. Password hits and descriptive statistics for a Facebook session 

3 Password Discovery 

The images described in Section 2 were examined for passwords. It is highlighted that 
the corresponding applications were terminated prior to performing a memory image 
dump. This was done in order to cover the case of the computer being switched off or 
the user terminating the process as in the opposite case – that is when the process is 
active – all userspace data as well as metadata can be unambiguously identified 
through memory analysis tools such as the Volatility Framework [6].   

To assist the analysis we developed a simple tool that combines strings, egrep and 
bgrep to search for patterns primarily as regular expressions in a memory dump im-
age. The syntax of the tool is  

 
totalrecall.sh <image_file> <pattern_file> 

 

where image_file is the memory dump image and pattern_file is the file containing 
the regular expressions or hex patterns for the strings and binary search respectively. 
Our findings are summarised and categorised in Table 1. 

From the above we can conclude that volatile memory loses data under certain condi-
tions and in a forensic investigation such memory can be a valuable source of evidence.  

4 Conclusions and Outlook 

Against conventional forensic acquisition recommendations we argue that capturing 
memory should be performed even when a computer is found to be switched off at a  
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Table 1. Password states 

Application/use case Encoding Detection method 
Firefox 3 plaintext Regular expression patterns. 

Gmail signin: 
&Email==[0-9]?{15}[a-z]?{15}%40([a-

z]{8}\.)?[a-z]{8}\.com&Passwd== 
Facebook: 

locale=el_GR&email=[0-9]?{15}[a-
z]?{15}%40([a-z]{8}\.)?[a-z]{8}\ 
.com&pass=[0-9]?{15}[a-z]?{15} 
Hotmail signin: 

MSPPre=[0-9]?{15}[a-z]?{15}@[a-
z]{8}.com|[a-z]?{18}[0-9]?{18}||MSPCID= 
[a-z]?{18}[0-9]?{18} 

Firefox 4 Unicode Hex patterns of the form: 
00.xx.00.yy.00.xx.00... 

MSN Plaintext  
in cookie 

Regular expression patterns. 
MSPPre=[0-9]?{15}[a-z]?{15}@[a-

z]{8}.com|[a-z]?{18}[0-9]?{18}||MSPCID= 
[a-z]?{18}[0-9]?{18} 

Winrar Plaintext Indexed strings for dictionary attack 
 
 
crime scene. This is because memory is not flushed during a system shutdown as this 
is an expensive and unnecessary operation which is avoided. In addition if the com-
puter is connected to the mains, most of the data are preserved. The position that  
volatile memory should be considered as an unreliable means of storage when the 
computing system is switched off is of course valid. However, from a forensic pers-
pective such a coarse consideration is not sufficient. Therefore we have introduced 
two finer grained definitions of volatile memory loss, offering a more suitable  
representation of the forensic value of the memory. 

Provided that every case is distinct, the primary data gathered in the paper are rela-
tively limited in scope as they were used as a proof of concept to develop the forensic 
process and submit the recommendation of conducting a memory dump of a switched 
off computer. Although that it is generally recommended that a memory dump should 
be performed, it is the first responder’s judgment as to whether the memory is  
examined. 

Another well known issue reinstated by this research is the importance of security 
considerations that need to be adopted by the application developers. Firefox for in-
stance does not protect the sensitive password values. A possible solution could be to 
erase (zero out) any memory address spaces associated with HTML password type 
variables. Although these are expected to be protected during transit (through SSL) 
and they have to be in plaintext in RAM, they can be more ephemeral and be deleted 
as long as they are not required.  Apart from the legitimate needs of a forensic  
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examiner, many organisations have been affected nowadays from advanced persistent 
threats (APTs) and a malware can trivially perform a RAM dump straight after infect-
ing a computer to speed up the harvesting of passwords. 

Lastly, as part of ongoing and applied research a knowledge of different types of 
RAM chips and motherboard combinations should be developed in order to capture 
the volatility measurements, as data persistence in memory depends upon the  
hardware. 
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Abstract. The ability of a robot, computer or any man made system to 
understand exactly what a human, and who the human is that said it, is the focus 
of many research projects. IBM Via voice [1], and efforts in the Microsoft XP 
operating system, endeavoured on understanding what a person said. We cannot 
argue the fact that it would be fantastic if a PC can listen, interpret and 
understand what a human commands. However, this type of effortless, exact 
voice commanding is still only a feature experienced in futuristic stories like 
Star Trek. This paper considers a novel approach in improving the current voice 
recognition and authentication efforts in existing software systems. It does not 
replace or make any current efforts absolute. In this paper the way that sound 
essentially works is discussed; Research by Fletcher-Munson [2], [3] on equal 
loudness is integrated into a new voice recognition proposal, and implemented 
as a middle tier software algorithm. Considering the suggestions and findings of 
this paper, will serve as a stepping stone towards allowing man made systems to 
interact with humans, using voice commands. The application of this algorithm 
improves the false acceptance rate and false rejection rate of tested voice 
authentication systems. 

Keywords: Voice recognition, Biometrics, Security, Phon Curve, 
Characteristics of Sound, Fletcher-Munson, Voice authentication.  

1 Background 

2001: A Space Odyssey is an old movie filmed in 1968 [4]. The central character of 
this movie is a central command computer known as HAL. The impressive feature of 
HAL, among many others, is the ability of HAL to seamlessly communicate with the 
crew on the space ship, using spoken word. 

Interacting with a human in this way, today, nearly forty five years later, is still 
science fiction. Even if you really make a lot of effort to “educate” the software, the 
system will still often make the odd misinterpretation of what was actually said. 

Sound technology, on what all voice recognition and voice authentication 
approaches are based, is in no way a young technology. The ability to transduce 
sound into electricity is based on magnetic induction, discovered my Michael Faraday 
in 1821 [5]. 

To store sound, analogue methods were first developed, which, among other 
approaches, physically etch the vibrations from the transducer, into a medium like tin 
foil, developed by Thomas Edison [6]. 
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Today, sound is digitized using a pulse code modulation (PCM) algorithm, to store 
or manage sound signals. An IPod is a prime example of a sound device relying on 
digitized sound. 

2 Introduction 

This section will briefly consider the building blocks of sound, which is used to 
identify sounds produced by humans. 

2.1 Transduction 

A computer system cannot directly interpret a voice commands, it must be digitally 
presented, for the computer system to work with the sound from this voice. 

Thus sound must be changed from sound energy into electrical energy; this is done 
using a microphone. The first step is to present the sound as electricity (which is 
analogue in nature). The next step is to convert the analogue electrical signal into a 
digital representation of the sound. Once in digital format, software algorithms can be 
applied to process the sound, and analyze the sound. The process of changing sound 
into electricity is accomplished by two main methods [7], [8]: 

Dynamic transduction relies on magnetic induction to generate an analogue 
electrical representation of a particular sound. A picture of a dynamic microphone is 
illustrated in figure 1. Essentially sound waves move the diaphragm which is attached 
to a voice coil, seated on a magnet. The sound waves cause the diaphragm to vibrate, 
vibrating the voice coil, which, because of the magnet, induces an electric current on 
the voice coil. This current is then sent to a circuit for further amplification (using a 
microphone pre-amp). 

 

Fig. 1. Cross-Section of dynamic Microphone 

Condenser transduction relies of static electricity to transduce sound into an 
analogue electrical representation of the sound. A picture illustrating the working of a 
condenser microphone is illustrated in figure 2. 
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Fig. 2. Condenser transduction 

In short the system relies on two plates to be charged with a static electric load. 
Let’s assume that the two plates are charged with a negative static load. If the sound 
wave are to exert sound pressure on the top, thin plate (in high quality microphones, 
made of thin gold foil), the negatively loaded plate would move closer to the 
negatively charged bottom plate, causing electrons to flow through the circuit, thus 
once again creating an analogues flow of current through the circuit. The transduction 
is a very important part of the chain of sound production. If the microphone does not 
effectively convert all the sound signals to electricity, the transduced sound will not 
be a true representation of the sound that actually occurred. The biometric decision 
algorithm relies on very specific tolerances, to make the correct decision. If a low 
quality microphone is used, the false rejection rate is often negatively influenced. If 
voice recognition is the aim of the system developed, Condenser transduction should 
be favoured over dynamic transduction. The reasons for this, falls beyond the scope of 
this paper. 

3 Sound Characteristics 

Sound characteristics are the fundamental tools used in voice recognition; sound is 
composed of 3 characteristics [9] – Pitch, Dynamic range, and Timbre. Whenever a 
human speaks, these 3 characteristics will always be present, in fact for any sound 
that exists, these 3 characteristics will be present. 

3.1 Pitch 

As sound is cyclic vibrations, which causes a medium to vibrate, the cycle of each 
vibration is measured in Hertz (1Hz is one full cycle in one second). A young human 
ear is sensitive to hearing sound vibrations ranging from 20Hz to 20 KHz. The 
fundamental sounds that humans produce when speaking is roughly between 120Hz 
and 7 Khz (take note that there will be a lot more sound content produced by a 
human, but will be elaborated on, later in the paper). The more accurate the 



26 B.L. Tait 

microphone can transduce the sound vibrations emanating from a human, the better 
the electrical representation will be of the actual sound. 

3.2 Dynamic Range 

The second characteristic is dynamic range or loudness. A human year can hear a 
wide dynamic range. The difference between the softest audible sound and the loudest 
is exponential in nature. If we assume that the dynamic range of two fingers brushing 
against each other is for e.g. a measure value of 23, then the sound of a rocket being 
launched should be around 4,700,000,000. In order to address this, Alexander bell 
devised the decibel [11]. Decibels are designed for talking about numbers of greatly 
different magnitude, thus huge deviation found in all possible values, such as 23 vs. 
4,700,000,000,000. With such vast a difference (deviation) between the numbers, the 
most difficult problem is getting the number of zeros right. We could use scientific 
notation, but a comparison between 2.3 X 10 (23) and 4.7 X 10 to the 12th 
(4,700,000,000,000) is still awkward. In sound the decibel must be presented as a unit 
of specific measurement, for example decibel SPL (sound pressure level) or decibel 
Watt, depending on what aspect of the dynamic range was measured. 

The decibel of interest in the paper is decibel SPL, which can be calculated using 
the following formula: 20 Log(Measurement A / Measurement B).  

Where the measurement A will be the loudness of an initial sound pressure, and 
measurement B is the second, altered sound pressure measurement. According to this 
calculation, the Db SPL of finger brushing against each other will be close to 0 Db 
SPL (Zero Decibel SPL) [10], and the sound of a launching rocket will be around 140 
Db SPL [10]. Normal conversation should be around 60Db SPL [10]. Take note that 
every 6 Db SPL will sound like a doubling of the SPL on the point of transduction 
(however, if Db Watt is to be considered, every 3db Watt, will be a doubling of for 
example current consumed or produced). 

3.3 Timbre 

The last sound characteristic is known as timbre. Timbre is also referred to as 
harmonics or overtones. Timbre is determined by its spectrum, which is a specific mix 
of keynote, overtones, noise, tune behavior, envelope (attack, sustain, decay), as well 
as the temporal change of the spectrum and the amplitude [11]. As this is the 
characteristic in sound, mostly responsible for uniqueness, this aspect of sound should 
enjoy the greatest attention, if voice authentication is to be considered. 

Sound is only composed of vibrations (pitch) and loudness (dynamic range). 
Timbre is also only vibrations, emanating from the source. If we take for example two 
males, and we ask them to sing a A4 note (440Hz) at the same loudness (let’s say 60 
db spl), we will agree that the vibrations they both create is around 440Hz, and they 
both sing the same loudness, but they sound clearly different. Timbre is the reason for 
this difference. Timbre describes those characteristics of sound which allow the ear to 
distinguish sounds which have the same pitch and loudness. If any object vibrates in a 
medium, the object will have a fundamental vibration, but this is not the only 
vibration which will occur. A human’s chest cavity, nose cavity and many other body 
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parts will vibrate and resonate because of the fundamental vibration. The harmonic 
series is important in objects which produce sounds. The natural frequencies of the 
string mentioned above form a harmonic series. 

A frequency is harmonic if it is an integer multiple of the fundamental frequency. 
The fundamental is the first harmonic (although it's generally referred to as the 
fundamental). The second harmonic is two times the frequency of the fundamental; 
the third harmonics is three times the fundamental, and so on. So with a fundamental 
of 100 Hz, the second harmonic is 200 Hz, the third is 300 Hz, the fourth is 400 Hz, 
or if the fundamental frequency is 25Hz, the second harmonic is 50 Hz, the third is 75 
Hz, the fourth is 100 Hz etc. Due to harmonics, the frequency range of the human 
voice can run from 42Hz right up to 30Khz [12]. Often the digitizing process (PCM) 
will only convert 20hz to 20KHz to digital format. 

4 Equal Loudness 

Fletcher-Munson [2], [3] conducted research on the way that humans actually hear. 
They determined that humans hear frequencies differently in relation to other 
frequencies based on the dynamic range of the frequency. During their research, they 
tested many humans. Equal-loudness contours were first measured by Fletcher and  

 

 

Fig. 3. Phon Curves 
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Munson using headphones. In their study, listeners were presented with pure tones 
atvarious frequencies and over 10 dB increments in stimulus intensity. For each 
frequency and intensity, the listener was also presented with a reference tone at 1000 
Hz. The reference tone was adjusted until it was perceived to be of the same loudness 
as the test tone. Loudness, being a psychological quantity, is difficult to measure, so 
Fletcher and Munson averaged their results over many test subjects to derive 
reasonable averages. From this research they produced the Fletcher-Munson curve, 
illustrated in figure 3. The Fletcher-Munson curve is a measure of sound pressure 
frequency for which a listener perceives a constant loudness. The unit of measurement 
for loudness levels is the phon, and by definition two sine waves that have equal 
phons are equally loud. 

Our ears do not perceive all sounds equally at the various frequencies or sound 
intensities. The sound levels for a particular sound as defined by the level at 1000 Hz 
will find the same for any given frequency along the curve. This indicates that our 
ears are less sensitive to low frequency sounds than mid to high frequencies. 

The next section of the paper will consider the proposed application of the 
Fletcher-Munson curves.  

5 Applied Phon Curve for Voice Recognition and 
Authentication 

It is clear from the aforementioned sections that there are many factors to be 
considered when working with sound. During this research, presented in this section, 
the information presented by the Fletcher-Munson curves are used to improve the 
ability of software to recognize the person speaking, and to determine what the person 
said. 

5.1 Factors to Note Based on the Fletcher-Munson Curves 

Frequency spectrum sensitivity: If sound is transduced by a microphone to electricity, 
a decent microphone will not perceive any difference between for e.g. a 800hz Sound 
and a 4.5KHz sound. However, a human will clearly hear frequencies between 2KHz 
and 6Khz much clearer, and better than the other frequencies found in the audible 
spectrum.If a computer needs to “listen” the way humans interact, the computer must 
weight the importance of frequencies. 

Bass frequency sensitivity: A second observation if the Fletcher-Munson Curves are 
considered is the fact that a microphone will not perceive any difference between the 
intensity of bass frequencies (roughly under 500Hz) and other frequencies. 

During a test conducted in this research, it can clearly be demonstrated that if a 
microphone is supplied with let’s say a 40Hz tone, set at 20 db SPL, the human will 
struggle to hear the test tone, however the microphone will indicate that a 20 db SPL 
signal is received. On a next test, a test tone of 1 KHz was used, also at 20 db SPL. To 
the human the 1 KHz tone was clearly audible. In both cases, there was no difference 
shown by the microphone, as in both cases the microphone register a 20 db SPL 
signal. However, as indicated by the Fletcher-Munson Curves, if the bass signal 
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produced is of high intensity, the difference between bass and higher frequencies are 
not as much as in a the case of bass at lower intensities. If the slope on the bass side 
(20hz to 500hz) of the 20 Phon curve is considered, and compared with the slope of 
bass side of the 100 Phon curve, the reader will note that the bass side slope from 
higher intensities (higher Phon curves) are not as steep as in lower intensities (lower 
phon curves). The human thus struggles to hear low frequencies with low intensity. 

6 Software Algorithm Developed 

A software algorithm has been developed to apply the insight provided by the 
Fletcher-Munson curves. 

6.1 Frequency Spectrum Sensitivity 

The phon curves are used as a weighting system in the algorithm to adapt the system’s 
ability to “hear” the way the human hears. Due to the fact that humans are 
unconsciously aware of the frequencies which we hear best, humans tend to 
accentuate the frequencies during speech. Humans tend to use different frequencies 
based on different situations. If a lady is in distress, she will use higher pitch 
frequencies to attract attention. Unconsciously we know that higher frequencies are 
heard well. This ability is programmed into the algorithm, to allow the system to 
focus on the frequencies for humans of note. 

6.2 Bass Frequency Sensitivity 

Secondly the algorithm adapts the loudness based on the phon curve detected when a 
speech signal is received. Thus is a person speaks softly, the system will expect that 
the bass content will contain less usable info, compared to a situation when speech 
signal is received on higher intensities. 

7 Conclusions 

In order to improve current voice recognition and verification systems, the process of 
converting sound into digital, should consider the way that humans interact with each 
other using speech. 

Sound equipment provides a very clinical approach, and does not have the ability 
to listen to humans like humans listen to each other. Research done by Fletcher-
Munson, paved the way to understand how humans interact with one another using 
sound, based on how we hear. 

By considering two major factors, frequency spectrum sensitivity and bass 
frequency sensitivity, as interpreted from the phon curve diagrams, a algorithm was 
developed. This algorithm adapts the sound signal to ensure that the signal being sent 
for further processing resembles a closer match to the way humans actually 
communicate and authenticate each other. 
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The software is installed as a middle layer, between the digitizing software and he 
voice recognition software. Though the final statistics are still being evaluated, it was 
abundantly clear that the software managed to recognize spoken words a lot better, 
compared to the ability of the software excluding the phon curve adaption. 
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Abstract. We discuss the networking dimension of the Integrated Platform for 
Autonomic Computing (IPAC). IPAC supports the development and running of 
fully distributed applications that rely on infrastructureless (ad-hoc) network 
with multi-hop transmission capabilities. Such environment is typically used for 
the realization of collaborative context awareness where nodes with sensors 
“generate” and report context while other nodes receive and “consume” such in-
formation (i.e., feed local applications with it). Due to its highly dynamic cha-
racter this application environment, an efficient solution for the dissemination 
of information within the network involves the adoption of epidemical algo-
rithms. With the use of such algorithms, a certain node spreads information 
probabilistically to its neighborhood. Evidently this is a rational approach since 
the neighborhood changes frequently and nodes are not necessarily in need of 
the generated contextual stream. IPAC mainly targets embedded devices such 
as OS-powered sensor motes, smartphones and PDAs. The platform relies on 
the OSGi framework (a popular middleware for embedded devices) for compo-
nent deployment, management and execution. We discuss implementation is-
sues focusing on the broad spectrum of IPAC services that were developed in 
order to facilitate applications. We elaborate on the networking stack that im-
plements epidemical dissemination. We also discuss how such infrastructure 
has been used to realize applications related to crisis management and environ-
mental protection. We present an adaptive flavor of the epidemical dissemina-
tion which expedites delivery by tuning the forwarding probability whenever an 
alarming situation is detected. 

Keywords: wireless sensor networks, dissemination, epidemical algorithm, 
wildfire, epidemic model, forwarding probability.  

1 Introduction 

During the last few years advantage of WSN (wireless sensor networks) gave 
affordable and smart solutions to “real life” problems and situations. IPAC aims at 
providing all the communication functionality for fully distributed applications 
including medical monitoring and emergency response applications, monitoring 
remote or inhospitable habitats, disaster relief networks, crisis management 
applications, early fire detection in forests, and environmental monitoring.  
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Following nature's example a good way of disseminating information over WSN 
are the so called epidemical algorithms and gossip protocols solving the underlying 
problems that comes with the lack of a secure direct path for the data to be delivered. 
In this paper we discuss the efficiency in information dissemination of IPAC platform 
in a emergency case of a wildfire. In such cases multiple factors can be used for 
understanding the state of fire and predict the spreading so the data to be delivered 
safely. We use a temperature vs time model behavior as an example to explain the 
spreading algorithms of IPAC project.  

2 Wildfire Behavior 

Before further explaining the dissemination of information we must describe the 
factors that are taken into consideration during the spread of a wildfire into a forest 
monitored from IPAC sensors. In such cases sensors measuring temperature are 
preferred from others more sophisticated, like for example heat flux measuring 
sensors, due of being inexpensive and more reliable. 

2.1 General Behavior 

According to [1] the temperature course of a wildfire may be divided into three 
periods:  

1. The growth period. 
2. The fully developed period 
3. The decay period. 

 

 

Fig. 1. Temperature produced by a wildfire versus time measured from a constant point. Can be 
used for emulation of the results that a sensor will receive while measuring absolute values of 
temperature. 
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These periods are illustrated in the figure below, where an idealized fire temperature 
course is shown. During the growth period, heat produced by the burning trees 
increasing rapidly to high values. After a certain temperature the fully developed 
period starts and then follows the decay period. 

2.2 Wildfire Modeling 

According to [5] a relationship between temperature, distance from flame and flame 
length is the following: 
߇  ൌ 300 · ܳ ଶ                                                                     ሺ1ሻܮ ൌ 60 1 െ ݔ݁ ൬ െ1300 ·  ൰൨                                                    ሺ2ሻܦ

 
where I, L, Q and D denote fire intensity (in kW/m), flame length (in meters), 
radiation intensity (in kW/m2) and the distance from the flame position (in meters) 
respectively. Assuming a linear T = a Q relationship (with a=10 as inferred from [3] 
and [4]) we can establish a temperature distance T = ݂(D) relationship for any given 
L. On the other hand for large flame height, the authors in [6] have presented a model 
that estimates the net radiant energy transfer to a fire fighter standing at a specified 
distance D from a fire of a height L. It is observed that the larger the flame height the 
larger is the distance from the flame that would result to a specific heat flux (and 
sensed temperature) value. We can use this work to extract a T = ݃(D) relationship 
for large flame heights, L > 8m. It is interesting that the two different methods, for 
small [5] and large [6] flame sizes, produce approximately the same temperature 
estimates at the cutoff point of L=8m.  

3 Adaptive Epidemic Model 

In this section we introduce the concept of adjusting parameters of the SIS epidemic 
model for achieving efficient valid information dissemination in an IPAC WSN. Con-
sider a discrete time domain, i.e., t ∈ N. We consider a IPAC WSN consisting of N + 
1 nodes. Each node is indexed by an integer i ∈ N. The node 0 is the source, which 
generates and transmits data values. The node i = 1, . . . ,N is the (consumer) relay 
node, which receives, stores and forwards. Nodes disseminate data if they are within 
the communication range of each other. The source node 0 is equipped with a sensor 
(for our example a temperature sensor). At each discrete time instance t, the node 0 
generates a data value x(t) of a contextual parameter (e.g., temperature data) from an 
attached sensor and a temporal validity value v(t) ∈ R. The parameter is sampled with 
frequency z. The υ(t) value indicates the maximum time-horizon that a value x is 
considered valid, that is, υ(t) = ݐா − t. The υ(t) value decreases with time. A υ(t) = 0 
indicates that the value x(t) turns obsolete at t. The source forwards the pairs (x(0), 
υ(0)), (x(1), v(1)), . . .) with a time–varying forwarding probability β(t) ∈ (0, 1]. Any 
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relay node i = 1, . . . ,N, which receives x(t), becomes infected at time t once υ(t) > 0 
and forwards x(t) to its neighbors with constant forwarding probability γ ∈ (0, 1]. 
Since we have only one source, an infected node, which has recently received (x(t), 
υ(t)), can be re-infected with some received (x(t+1), υ(t+1)) at time instance t+1 since 
υ(t+1) > υ(t), i.e., x(t+1) is more valid data than x(t).  

We now discuss the significance of the forwarding probabilities γ  for relay nodes 
and β(t) for the source. A high value of γ and β(t) leads to (almost) full network cov-
erage (i.e., information diffusion among the nodes) but at the expense of increased 
energy consumption due to redundant transmissions –receptions of messages. For γ = 
1 we obtain the Flooding scheme. On the other hand, low values of γ and β (t) lead to 
a global ageing of information throughout the network, i.e., the consumer nodes re-
ceive (and process) information of lower quality due to the elongation of the time 
interval γ − ீݐ(reception time-generation time). In addition, the delay of a received 
piece of information is measured as the time interval between ீݐ and the reception 
time at some node in which the information is considered usable. A consumer node 
relies on the last received piece of data (for further processing by the upper layers) 
until a new one is received. With a low value of β(t) and a low value of γ  a newly 
generated piece of information is received with increased delay. Hence, a random 
relay node is badly synchronized with the source. A relay node is considered well 
synchronized with the source if the time interval (γ − ீݐ) is relatively small. On the 
other hand, synchronization is negatively impacted if the discussed time interval in-
creases. Let us introduce a global error indicator e to clearly indicate the impact of 
delayed data delivery to consumer nodes. The error indicator captures the timed data 
value difference between the source and relays. Surely, the e indicator should be kept 
at low levels and can be adopted as a metric for the assessment of the proposed 
scheme. Good synchronization leads to a low e value while the opposite holds for 
poor synchronization.  

Evidently, there is a trade-off between data dissemination efficiency and validity. 
Our idea is to adjust the β(t) value on the source prior to injecting information to the 
WSN according to the data stream(DS) variability experienced there. The DS varia-
bility is quantified through the rate of change of the disseminated pieces of informa-
tion. Intuitively, a DS of high variability has to be disseminated by the source with 
higher β(t) than a DS with low variability. High variability in the DS is manifested 
through frequent changes in the observed (sampled) quantity.  

A high value of γ for the relay nodes safeguards the rapid dissemination of infor-
mation throughout the network. Distinct values generated by the source (with proba-
bility β(t)) reach the various consumers in the network rapidly. Hence the induced 
error indicator drops and synchronization improves. A low β(t) value increases the 
inter-arrival time for data readings messages at relay nodes. Received values are not 
promptly updated and become stale and obsolete. Despite their ageing and expiration, 
such values can still be exploited by relays, since the DS is relatively static i.e., exhi-
bits low variability. Apart from the discussed β(t) tuning, another, closely related 
parameter (that still qualifies for tuning) is the time-to-live (TTL) of the disseminated 
data. The maximum temporal validity (TTL) of a sampled piece of information de-
pends on the observed variability of the DS and the relay probability of WSN nodes. 
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On a high variability DS, the sensed data values have to cover the whole WSN in 
order all nodes to ‘follow’ the rate of change of the DS, which is experienced by the 
source. The proposed adaptive SIS model is entirely data-centric meaning that specif-
ic characteristics of the generated DS tune the propagation (dissemination) of infor-
mation throughout the network. 

3.1 The Adaptive Epidemic Model 

We use the epidemic model in terms of the adaptive behavior of the source and the 
forwarding capability of the relay nodes. We assume that the WSN operation starts at t 
= 0. At that time all the relay nodes are susceptible and the source is infected. 

3.2 The Behavior of the Source 

Let ݔ(t) the temperature that is sensed by the source node 0 at time t. At time t ≥ 0, 

the source determines the value for the forwarding probability β(t) ∈ (0, 1] by taking 

into account the rate of change 
௱௫బሺ௧ሻ௱௧  of the sensed ݔ (t) value(the change of 

temperature). In addition, the temporal validity value υ(t) at time t, i.e., the TTL of the 
sensed data value ݔ(t), depends also on the variability of the temperature and the 
relay probability of the relay node γ as described later. We introduce the real functions 
f and g such that 

ሻݐሺߚ  ൌ ݂ ൬ݔ߂ሺݐሻݐ߂ ൰ , ݂: Թ ื ሺ0,1ሿ                                               ሺ3ሻ ߭ሺݐሻ ൌ ݃ሺߚሺݐሻ, ,ሻߛ ݃: ሺ0,1ሿ ൈ ሺ0,1ሿ ՜ Թ                                ሺ4ሻ 

The f (·) and g(·,·) functions rely on the nature of the sampled DS ݔ(t). The following 
paragraphs provide details of f (·) functions. 

3.3 Adaptive Forwarding Probability 

In this section we discuss the characteristics of the f (·) function. 
 

1. The f (·) function produces probability values (forwarding probability β(t)) 
2. The f (·) function is increased in the interval [0, ∞) of the DS variability 

percentage change ቀ|௱௫బሺ௧ሻ||௫బ௧| ቁ  The higher the percentage change in DS 

variability gets, the higher the probability of forwarding ݔ (t) to the 
neighbors of the source becomes. In such case the relay node I can 
reconstruct a DS ݔሺݐ) with high variability assuming a small e value. On the 
other hand, a DS with low rate of change can be disseminated with lower 
forwarding probability since the ݔ  DS remains quite constant. The 
reduction in β(t) reduces the transmissions for the sake of energy.  
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3. The f (·) function should be tunable so as to treat the 
|௱௫బሺ௧ሻ||௫బ௧|  values in a non-

uniform way. In other words, the f (·) function should be able to assign 

varying significance to 
|௱௫బሺ௧ሻ||௫బ௧|  ratio values depending on the application and 

the actual utility of the transmitted data value. In certain cases, a small 

change in the DS ቀ|௱௫బሺ௧ሻ||௫బ௧| ቁ can be regarded as noise and suppressed by the 

network to preserve energy efficiency while a significant change in the DS 
would be considered as highly important (e.g., an emergency alarm) and 
affect the f (·) value accordingly. 

 
We adopt the sigmoid s-shape function (structured as shown below) as it allows the ad 
hoc, discriminative treatment of the DS changes as discussed above. Specifically, 
 ݂ ൬Δݔሺݐሻ

Δݐ ൰ ൌ 11  ݔ݁ ቆെܿ ൬|ݔ߂ሺݐሻ|ݐ߂ |ሻݐሺݔ|1 െ ߱൰ቇ                                  ሺ5ሻ 

 

Fig. 2. We observe the different s-shaped graphs for the sigmoid f function versus the percen-
tage change of variability for the different values of constant c. For c = 0.1 the graph approach 
a linear form.  

The c ∈ [0, 1] and ω ∈ (0, ∞) in (5) are the tuning factors of f (·). Without loss of 
generality, we assume that ∆t = 1. The ω parameter is the ‘significance threshold’, 
which indicates the percentage change of the variability of the temperature, i.e., |௱௫బሺ௧ሻ||௫బ௧|   that yields source forwarding probabilities greater than 0.5. The c parameter 

is a ‘bias factor’ that determines the shape of the f (·) function around the ω value. The 
higher the c the higher the rate of change of f from ω− to ω+ . Evidently, a zero value 
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of c yields a constant f (·) = 0.5 function which is completely independent of 
|௱௫బሺ௧ሻ||௫బ௧|  

(β(t) = 0.5). In this paper, we deal with a fire-detection application[8] . By inspection 
of the collected data, we noticed percentage value changes of the DS variability lower 
than 50%. Hence, we adopt as significance threshold ω = 0.5. In the unlikely case |௱௫బሺ௧ሻ||௫బ௧|   > 100% appears in the DS, the β(t) = 1 will be adopted as the ceiling value. In 

addition, we adopt c = 0.1. Such values are aligned with the characteristics points (3) 
to (5) of f (·) discussed above.  

We applied the fire progress details found in studies like [8] and observed the way 
the β(t) parameter fluctuates. Our findings are presented in the following table. 

Table 1. Results of β(t). Anything above 0.4 alarms the dissemination process. 

Condition β(t) 

Regular Sensor Operation(Ambient Temperature) 0.3-0.4 

Alarming Conditions(Possible Fire) 0.4+ 

4 Conclusions 

The proposed scheme satisfies two important requirements for sensor networks in 
critical safety applications (a) it saves energy throughout regular operation, thus, 
extending the lifetime of the network and improving dependability and (b) is totally 
reactive to changes of the sensed environmental parameter, thus, guaranteeing the 
timely issue of alarms and the required follow-up operations. 
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Abstract. In this paper one type of the security problem of DoS (Denial
of Service) is studied and transformed to check the robustness of a multi-
ple components system. The network components like attackers, normal
clients and the network devices are modeled as implementations of the
testing system. And by evaluating the system’s robustness, the poten-
tial design defects can be detected. The methods on robustness testing
of multiple components are studied, and a new model of Glued-IOLTS
(Labelled Transition System) is given for defining this kind of multiple
and networked system. Then a new approach and algorithm are given
for generating the robustness test cases automatically.

1 Introduction

The Denial of Service attack is a normal way of network attacking aiming to crash
the network service or make the network resource unavailable. If the system has
some potential design defects, it risks to be attacked. As the networking becomes
more and more complex and are consisted of different network components,
checking defaults are more and more difficult. At the same time, the robustness
testing methods consider the problem from the whole system view, and aiming
to detect all the possible defects. If we take the system as a multiple components,
we can transform this DoS defects checking problem to the problem of robustness
testing for a networked and concurrent components.

The concurrent and networked components represent the components which
are connected through some kinds of mediums, and communicate with each
other to be a concurrent system to achieve some specific functions. While those
networked components are generated by different manufactures and implement
several network protocols or specifications which are defined by the organisa-
tions for standardization like IEEE, ISO...etc. However, different manufactures
need their products uniquely and specially, and they will add or extend some
functions to their implementations. And because of those expansions and aug-
mentations, the manufactures strongly need to test their products conformance,
robustness, and interoperability before they sell them to the market [9]. Related
works- In [5] and [1], the authors considered the interoperability testing of two
concurrent components, and proposed their C-Methods to describe the concur-
rent system, then derive the pathes between two components to generate the
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interoperability test cases. In [8], the authors do well on the robustness test-
ing for the software components, they consider the robustness problems for the
closed components by experience. They give a definition of the addition set LSE
(language specific error) for ”dangerous” input values, and use this ”error” set in
their ”Path generation” to generate their robustness test cases. In [6], the author
presents a method to get the extended specification which includes the consid-
ered ”errors” to present the specification with Robustness. Our work is based on
those forward works and go ahead to achieve the problem of robustness testing
for the concurrent and networked components.

Our contribution is to extend the IOLTS (Input/Output Labelled Transition
System) to give a definition of multiple concurrent and networked components,
and then give an approach and algorithm for generating the robustness test
cases. We consider black box testing, that is we do note care how the security
mechanisms are implemented like in [2], but just whether they are correctly
enforced by the network components implementations. This method can be used
to design or examine the network protocols including multiple components and
different network protocol layer. The method can also be used in the software
testing domain.

The following sections are organized as follows: In Section two, we introduce
the general testing theories and our testing architecture. In Section three, the
formalism based on Labeled Transition System (LTS) is introduced, and our
assumptions and approaches are given. In Section four, one case study of con-
current components using RADIUS protocol is given. And the Section five draws
our conclusion and future works.

2 Robustness Testing of Concurrent Components

Formal testing methods take the implementations as block-boxes [10], which can
be only observed with inputs and outputs. In a specification based testing, a test
case is a pair of input and output, which are derived from the specifications, and
are executed through the implementation by the tester. The specifications are
described as graphs by some kinds of modeling languages like FSM, LTS, etc. The
test cases can be taken as traces of the graphs, and the testing methods are trying
to see whether the traces of the specifications also exist in the implementations
[7]. When running the test case through an implementation, the input sequence
of the test case will cause the corresponding output sequence. If the outputs are
similar to the pre-defined outputs in the test cases, we say this test case running
is successful, and we note ”Pass” to this test case. Otherwise, the test running
is failed, and the test case is marked as ”Fail” [4].

The concurrent components refer to the networked system which has many
local or remote components to work together to finish some functions. Those
components are connected through some materials or mediums, and exchange
messages and data through them. We considered this concurrent and networked
components testing from a simple instance with only two communicated compo-
nents. The testing architecture is presented in Fig.1. In a concurrent components
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Fig. 1. Test Architecture

testing, each of the IUT s (implementation under test) has two kinds of interfaces.
The lower interfaces LIi are the interfaces used for the interaction of the two
IUT s. These interfaces are only observable but not controllable, which means a
lower tester(LTi) connected to such interfaces can only observe the events but
not send stimuli to these interfaces. The upper interfaces UIi are the interfaces
through which the IUT communicates with its environment. They are observable
and also controllable by the upper tester(UTi).

Robustness is the degree to which a system or component can function cor-
rectly in the presence of invalid inputs or stressful environmental conditions [3].
Robustness testing concerns the appearance of a behavior which possibly jeop-
ardizes the rest of the system, especially under a wrong input. A system with
robustness means it can be executed without crashing, even when it is used
inappropriately [6]. We considered the specifications using IOLTS, which em-
phasize the input and output labels, and then we expand the IOLTS by adding
the medium states and transitions into the definition to suit for the requirement
of concurrent components.

Labeled Transition System
Labeled transition system is specification formalism studied in the realm of

testing, it is used for modeling the behavior of processes, and it serves as a
semantic model for various formal specification languages [12].

Definition 1: A labeled transition system is a 4-tuple array 〈S,L, T, s0〉
where

– S is a countable, non-empty set of states;
– L is a countable set of labels;
– T is the transition relation, which T ⊆ S × (L ∪ {τ})× S
– s0 is the initial state.

The labels in L represent the observable actions which occur inside the system;
the states of S are changing just cause of the actions in L. The sign τ denotes
the internal and unobservable actions. The definition of T reveals the relations
between states in S, for example: (s0, a, s1) ∈ T . A trace is a finite sequence of
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observable actions. The set of all traces over L is denoted by L∗ , and ε denotes
the empty sequence. If σ1, σ2 ∈ L∗, then σ1 ∗ σ2 is the concatenation of σ1 and
σ2. |σ| denotes the length of trace of σ.

Definition 2: An input-output transition system p is a labeled tran-
sition system in which the set of actions L is partitioned into input
actions LI and output action LU(LI ∩ LU = ∅, LI ∪ LU = L), and for
which all input actions are always enabled in any state. If q ∈ S, then
Out(q) denotes all the output labels from q, In(q) denotes all the input labels
to q, and Out(S, σ) denotes the output of S after σ. ref(q) represents the input
actions which are not accepted by state q.

3 Our Approach

As we described in Section 2, the concurrent components communicate each
other through a common medium using their lower interfaces, and receive the
messages from the environments through their upper interfaces(see Fig.1). We
separated the states of each component which are directly connected to the
common medium into higher level states, and we use the low level states to
define the common medium.

Definition 3: The states of the concurrent and networked components
system have two levels:

– higher level state si u connects to the environment or other states
of the same component.

– lower level state si l connects to the states of other components

A common medium is a subset of the lower level interfaces of the
states, which stimulate the messages to other components. We make
SM to denote all the states in the medium, si denote some state in
IOLTSi, sj denote some state in IOLTSj then

{∀s ∈ SM | ∃si, ∃sj , s = si l, and Out(si l) ∩ In(sj) �= ∅}

With the help of a common medium, we can glue the components together. We
connect the medium states and the stimulated component’s initial states with
the same label as the medium state received(denoted as LM ). Then the different
components are glued.

Definition 4
A Glued IOLTS represents a set of IOLTS 〈Si, Li, Ti, si 0〉 (i=1,n) and a
medium M, which is a 4-tuple:
IOLTSglu = 〈Sglu, Lglu, Tglu, sglu 0〉, whith
– Sglu = 〈S1 × S2 × ...× Sn × SM 〉,
– Lglu = 〈L1 ∪ L2 ∪ ... ∪ Ln〉,
– sglu 0 = 〈s1 0, s2 0, ..., sn 0〉 is the initial state,
– Tglu ⊂ Sglu × Lglu × Sglu

Tglu = {(s1, s2, ...si, ...sm)
α−→ (s1, s2, ...s

′
i, ...sm)|(si, α, s′i) ∈ Ti ∪ TM},

TM = {(si l, μ, sj l)|i �= j, μ ∈ Out(si l) ∩ In(sj l)}
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One example of Glued-IOLTS is presented in Fig.2 of the next Section.
Robustness testing needs to take into account both normal and threatening

inputs. In order to obtain all the possible traces in the concurrent and networked
components, first we need to extend the specification to include all the possible
inputs actions. We use the so called ”Meta-graph” [6] to describe the processes
of invalid inputs, and use the ”Refusal Graph” [12] to describe the inopportune
inputs, then join them to one extended Glued IOLTS: S+

glu to describe all the
possible pathes.

Here for a better understanding, we use GIB (Graph Invalid inputs Block) to
describe the process of dealing with invalid inputs. By adding the elements of
invalid and inopportune input actions, the S+

glu includes all possible actions. We
say the implementation of concurrent and networked components is robust if it
follows the following conditions:

Definition 5
The implementations of a concurrent and networked components sys-
tem are denoted as IUTs, Suni represents the specification of the those
implementations, then:

IUTs Robust Suni ≡def ∀σ ∈ traces(S+
glu) ⇒ Out(IUTs, σ) ⊆ Out(S+

glu, σ)

According to this Definition, to check the robustness of the system, we need to
see whether any traces in S+

glu can also be found in its implementations.
So the robustness test case can be generated through the following approach:

– Analyze the compositions’ specifications to figure out the concurrent system
described using Glued IOLTS Sglu.

– Calculate the S+
glu

– Calculate all the possible pathes of the S+
glu to generate the test cases.

– Test Cases run on the implementation. If the implementation can pass all
the test cases, the implementation is robust. If not, the implementation fail
the robustness testing.

We give an algorithm in Listing 1 to calculate the testing cases automatically.
We assume the ”initial” states are reachable, and we define the ”end” states
as the states which after them, the system goes back to the ”initial” state or
stop. The inputs of this algorithm is the Extended Glued Specification. The
pair 〈stimulate, reponse〉 denotes the actions between different systems, and
the function opt() in the algorithm is to calculate the corresponding actions in
this pair. The algorithm uses two recursions to trace back the specifications from
the ”end” states to the ”initial” states. The algorithm uses an arraylist ”Trace”
to record all the passed labels. When the algorithm reach the ”initial” state, it
uses the function Check glue() to detect the actions inputs from the common
medium. If it find that the passed traces need the inputs from the medium, then
it adds the corresponding medium labels, and continue to trace back to another
system. If it can not find the requirements from the passed traces, the algorithm
stops this traceback, and continue to the next trace.
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Listing 1.1. Algorithm

Inputs : the s t a t e s o f G lued Spe c i f i c a t i o n S ,
the l a b e l s o f G lued Spe c i f i c a t i o n L ;

Outputs : p o s s i b l e t ra ce a r r a y l i s t s t ra ce [m] ;
in t k ,m, n=0;
A r r ay l i s t t rac e [m] , L s t i [ k ] ;
// t race [m] r e cord s the passed act ions , and m r ep r e s en t s d i f f e r e n t t r a ce s .
// L s t i [ k ] r e cord s the ac t ion s in one t ra ce which w i l l s t imula t e another systems .
//k r ep r e s en t s d i f f e r e n t t r a c e s .
pub l i c main (){

ArrayList<s tate> s end ;
For ( in t i =0; i<S . s i z e ( ) ; i++){

i f (S . get ( i ) . ge tS tatus ( ) . equa l s (” end ” ) ) ;
s end . add (S . get ( i ) ) ;}

For ( in t i =0; i<s end . s i z e ( ) ; i++){
Traceback ( s end [ i ] ) ;
For ( in t j =0; j<n ; j++){

Check glue ( t ra ce [ j ] ) ; }
For ( in t j =0; j<n ; j++){

pr in t t ra c e [ j ] ;}}}
pub l i c t ra c e Traceback ( s t a t e s ){

ArrayLi s t L= In ( s ) ; // a r r a y l i s t L reco rds a l l the input ac t i on s to s ta t e s
I f ( s i s i n i t i a l s t a t e ){

return t ra ce [m] ; }
For ( in t i =0; i<L. s i z e ( ) ; i++){

t ra ce [m+i ] . add ( t ra ce [m] ) ;
m=m+i ;
n=m;// count a r r a y l i s t t rac e }

For ( in t i =0; i<L . s i z e ( ) ; i++){
t ra ce [m] . add (L . get ( i ) ) ;
s=L . get ( i ) . p r e s t a t e ;
Traceback ( s ) ;
m=m−1;}}

pub l i c void Check glue ( a r r a y l i s t t ra c e ){
For ( in t i =0; i<t ra ce . s i z e ; i++){

I f ( t r a ce . get ( i ) in L s t i u l a t e ){
L s t i . add ( t ra ce . get ( i ) ) ;}}

I f L s t i . s i z e ()=0{
return t ra ce ;}

e l s e {
For ( in t i =0; i<L s t i . s i z e ( ) ; i++){

t ra ce . add ( opt ( L s t i . get ( i ) ) ) ;
Traceback ( opt ( L s t i u l a t e . get ( i ) ) . p r e s t a t e ) ;}

For ( i =0; i<m; i++){
Check glue ( t ra ce [ i ] ) ;}}}

4 Case Study - RADIUS Protocol

RADIUS protocol is a network protocol between three basic components: client,
NAS (network access server), and RADIUS server. The three components con-
nected and worked together, to finish the handshaking and AAA (authentication,
authorization, and accounting) security processes. This RADIUS system is a con-
current and networked components system, and we need to use our approach to
check the robustness of the implementations of the RADIUS protocol.

Analyze the Specification and Construct the Glued IOLTS
We take the client as one part of the environment, and in the RADIUS pro-

tocol, there are two components: NAS and RADIUS server are considered. Fig.2
presents the Glued Specification of the ”Authentication” processes between NAS
and RADIUS server according to the standard RFC 2865 [11]. The interactions
τ of RADIUS server part represent the processes of security checking.

Calculate the S+
glu and the Possible Traces

By adding the GIB and the refusal graphs at each side of Fig.2 to represent
the invalid inputs and the self cycles to represent the inopportune inputs, the
S+
glu can be obtained and presented in Fig.3. In this case study, with the help of

the algorithm, we got 17 traces by considering the invalid inputs.
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Fig. 2. RADIUS-NAS-Glued-Auth

Fig. 3. RADIUS-NAS-Glued-Auth-Plus

Assess the Robustness of the Networked Implementations
After the generations of the test cases, we need to use those test cases to test

the implementations. The implementations are tested by checking the outputs
with the outputs of the test suites. If the outputs of the implementations are
the same as the outputs of the test suites, the implementations are robust. We
take the 17th trace of the results: {invalidinput, τ , τ , ?Ac req n, !Ac req n,
?Known id, ?Ac req} as an example. This trace of the RADIUS protocol implies
the client(or hacker) sends an access request message(?Ac req) to the NAS Server
to ask for accessing to the protected network, then the NAS Server checks this
user’s id, and find it is an already known id(Known id), and send a message
{Ac req n} with the client’s security information to the Radius Server. Then the
Radius Server checks the client’s encryption method, and find it is supported by
the server(the first τ), then it checks the authentication of the client(the second
τ), after this, the RADIUS Server receives a undefined message(invalidinput
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which is maybe an attack), and the system should terminate this session. If
after we input this test case to the system, and find it does not terminate the
session, then we know there is a potential risk which exists in the system.

5 Conclusion

In this article, we use a formal method to describe the network components and
we extend the definition of Labelled Transition System to model the concurrent
component systems. Then we give a definition of robustness of concurrent com-
ponents system, and give our approach to the robustness test design. We also
do an experiment to generate the test cases for the RADIUS protocol. We be-
lieve by modeling the network system, and checking its robustness, the potential
security defects can be detected and then be fixed.

In this work we did not consider extra functional requirements like real-time
constraints. For future work, we also plan to investigate the time conditions
required in the network behaviour.
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Abstract. Internet Telephony (Voice over Internet Protocol or VoIP) has re-
cently become increasingly popular mainly due to its cost advantages and range 
of advance services. On the same time, SPam over Internet Telephony (SPIT) 
referred as unsolicited bulk calls sent via VoIP networks by botnets, is expected 
to become a serious threat in the near future. Audio CAPTCHA (Completely 
Automated Public Turing test to tell Computers and Human Apart) mechanism 
were introduced and employed as a security measure to distinguish automated 
software agents from human beings. The scope of this paper is to present the 
security economics frame and to have an in-depth review of the related eco-
nomic models of SPAM and its analogies with SPIT. 

1 Introduction 

The evolution of technological innovations for robust Internet Services must not only 
be efficient enough to solve current security problems at the technical level, but 
should also incorporate what in [1] is referred as economic implications of a solu-
tion’s technical design. Today’s Internet does not only comprise a series of fast-
growing technologies, but it is an entire ecosystem of economic agents with monetary 
incentives and interdependence [2]. 

One big challenge is protecting services and resources that are provided through 
the web from waste or abuse due to the prevalence of malicious software running 
automated tasks, which is well-known as bot. Bots perform simple tasks that are re-
peated at a much higher rate than would be possible for a human alone. They usually 
infect as many vulnerable computers as needed for launching massive attacks against 
the targeted service or resource. The infected computers is said to form a botnet. In 
CSI’s 2008 Computer Crime and Security Survey, computer security incidents that 
involved bots were ranked as the second most expensive with an average annual loss 
of $300,000 for each of the 522 surveyed companies. 

The technology used for protecting Internet services and resources is the “Com-
pletely Automated Public Turing test to tell Computers and Humans Apart”, widely 
known with the acronym CAPTCHA. A CAPTCHA is a type of challenge-response 
test trying to ensure that the response to a given challenge is not generated by a com-
puter. It usually involves a server asking the service user to complete a test that is 
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automatically generated and graded, but other computers are supposedly unable to 
solve. In effect, any user entering a correct solution is presumed to be human. A num-
ber of CAPTCHA generation mechanisms have been successfully broken by bots. 
Also, in [3] it is shown that if someone can employ workers for solving CAPTCHAs 
with wages no more than 50 cents of dollar for 1000 solved CAPTCHA it is possible 
to economically break this protection mechanism. The authors claim that this is feasi-
ble, since it is a work with no particular skill requirements and therefore is not too 
difficult to find many willing to do it. 

SPHINX is a research project that aims to investigate the use of Interactive Audio 
Media as a means to lower the costs for provisioning adequate protection for Internet 
services and resources. SPHINX develops a service that will integrate the use of audio 
CAPTCHA with appropriate security policies that will allow adjusting the frequency 
of the resource demanding audio CAPTCHAs to the anticipated needs of a given se-
curity problem. 

The economic perspective of the technology being developed is a fundamental re-
search component and this article focuses on this particular aspect. In section 2, we 
place the security economics frame that we consider suitable for evaluating the eco-
nomic implications of the developed service. In section 3, we provide an in-depth 
review of the related economic models. The paper concludes with a summary on the 
current findings and the future research prospects. 

2 Economic View 

Economics is the social science that studies how people and society decide and 
choose to allocate their scarce resources among alternative uses and get out the most. 
It is common to distinguish positive economics that attempts with scientific and ob-
jective epexegesis to attribute how economy functions (e.g. imposition of taxes will 
cause increase in product price), from normative economics that address subjective 
evaluation methods (deontological – ethical) to admeasure the efficiency of economic 
plans (e.g. a tax should be enforced in order to ban smoking in public places). 

The economic aspect of information considers that dissimilar economic actors have 
access to different information and so information defines and determines differently 
economic choices. Economic organizations (especially those of technological sector) 
develop attitudes that set them in risks and those risks are carried over economy. This 
diffusion of risk from economic organization to economic organization and from eco-
nomic sector to economic sector, deregulate economics caused by problems  
concerned with externalities. Externalities are side effects (external) that arise when 
actions of a person have effect on the well being of another person. In economics, we 
are concerned with actions that inhere value. Those in the process of a transaction are 
translated into expenses associated with an action that do not charge diametrically the 
relative one with the action people, but some other outside this. Decisions (of produc-
tion or consumption) that a person will take have direct affect on production or con-
sumption of other persons. Positive externality consist the benefit that people derive 
from market operation that they do not participate, whereas negative externality is the 
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damage obtained and not recompensed in people that they do not participate in the 
production or consumption process of a market. Consider creating a college campus 
in a city. The value of the certain area will increase as it is upgraded and that causes a 
positive externality. On the contrary, if a city dump is created, then the value of the 
area will decrease due to the fact that the operation will cause damnification not able 
to be claimed [4, 5]. 

Network externalities can cause encirclement by creating a technological pattern 
that is difficult to replace. They comprise the consequences that a user of a product or 
service receives from other users that use analogous or compatible products or servic-
es. Positive externality is experienced when benefits consist of an ascending function 
of the number of other users and vice versa negative externality when benefits consist 
of a descending function of the number of other users. Security is characterized by 
positive externality. If I take measures at a personal level, I support/invigorate securi-
ty for others as well as for myself. This discernment broach the subject of free rider 
problem as one of the classical cases of market imperfection or failure (here the secu-
rity market). In the frame of this problem, users or private individuals (as individual 
entities) are not willing to apply security measures or policies, expecting from others 
to act or relying on others to assure their social welfare. Users partially invest in  
security as they do not run the real social cost of their actions, which cause negative 
externality [6, 7]. This application reveals the market failure and necessitates public 
intervention through regulations [8]. [9] describes the security process in transporta-
tion. Security consist positive externality for non users since it is offered to anyone 
and leaves them with no motive to act collectively, which is the cause of the free rider 
problem mentioned above. Namely, security is described in terms of marginal social 
benefits (MSB), payments for services are described as marginal social costs (MSC), 
while the marginal private benefits (MPB) are also taken into account. The societal 
optimum occurs where MSB = MSC (for simplicity it has been assumed that marginal 
social costs are equal to marginal private costs). The equilibrium is established at 
point F (social optimum) given a quantity Q* and price P*. Point F requires govern-
ment expenditure to supply the needed quantity of security (Q*- Q), while private 
sector supplies Q units (Figure 1).  

But why there is such a plethora of vulnerabilities? The answer is economic terms 
is given as follows. Software companies in case are not (economically) motivated to 
develop secure software and customers are primarily concerned for the price and the 
special benefits/characteristics. Hereupon, if a software developer is concerned with 
designing secure software, will have higher production cost and will need a longer 
period of time to circulate, effectively giving the chance to another developer that 
might be established and win the market by circulating sooner and faster rich in cha-
racteristics products. 

Losses from security incidents emerge from inefficient security measures, human 
errors, frauds, system failures, exogenous factors (economical, technical) etc. Infor-
mation losses can cause direct economic losses (quantitative determinable) and indi-
rect economic losses (reputation, trust). Economic losses can be classified in several 
categories such as damage in operational function, computer resources, and human 
hypostasis. 
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Fig. 1. Economic model of social benefits and costs 

Economic analysis is the base of budgeting expenses (investments) in information 
security. Economic evaluation of security methods is necessary for the rationalization 
of budgeting/financing security actions. A first group of researchers aim to develop 
more practical methods to analyze, determine and quantify the optimal level of securi-
ty investments in terms “what should I implement, what will it cost me and what will 
I earn”? Economic security metrics are concerned with how efficient a security meas-
ure is. Those methods include, Annual Loss Expectancy (ALE), Return On Security 
Investment (ROSI), Net Present Value, (NPV), Internal Rate of Return (IRR), risk 
management and focus on economic/managerial evaluation of security investments 
[10, 11]. 

The second group is based on classic economic theory, with methods such as effi-
cient market hypothesis. In this theory every stakeholder should try to maximize utili-
ty and have orthological expectations in order for optimal investments to emerge, 
which should be escalated when new information arise. 

Investments are divided into two key categories. Firstly in ex ante that aims in de-
termine what firm intends to invest (total expenditure per investment plan). Secondly 
in ex post that analyze and measure the actual past performance (return achieved) of 
an investment. The first one consists in deciding whether or not to invest in one secu-
rity measure or not, as to choose the best alternative solution from the available one. 
The second one can lead to precise observation and comparison of target. On the other 
side of security there is insecurity as a formal and not quantitative form of risk. There 
are several sources of such risk and in economy too. Insecurity causes cost to people 
and to investors that are risk averse. Economic theory reveals that economic agents 
who abominate risk prefer economic environment less insecure and are willing to pay 
insurance to limit risk [12]. 
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3 Economic Modeling 

One field for applying SPHINX with economic extensions is fighting Spam over IP 
Telephony (SPIT). Spamming activity comes from spammers (who create and send 
spam), but its effects expand far more, concerning Internet Service Providers (ISP), 
companies and users (receivers of spam), since all of them are stakeholders of this 
phenomenon [13]. 

Every economic actor, major companies, tries to achieve the maximum profit by 
maximizing sells and minimizing costs. Practically, this means raising the price of 
product – service and lowering expenses such as marketing that should be relatively 
low. From the moment that spamming has been used as a marketing method it creates 
benefits rather than cost. Consequently, spam will rise since as we mentioned before 
forms rational economic choice – behaviour [14]. The spam-based marketing method 
is also a little bit of paradox, because we all receive disturbing marketing 
calls/messages but few are those who admit to have taken into consideration those 
marketing calls and stepped forward to a buying procedure. 

At the same time, we observe the enrichment of the content of spam and coinstan-
taneously maturation of anti-spam/spit tools-methods [15]. The basic problem is indi-
cated in the limited perception we have in three parameters of value proposition of 
spam: the cost of spam, counterbalance of conversion rate, namely converting visi-
tors/guests into customer and marginal utility (profit) per selling. Furthermore, as [16] 
suggests according to the subjective Theory of Value “reasonable people are likely to 
disagree about what constitutes desirable and undesirable content”. 

[17] mentions that spam makes economic essence, though the negligible percen-
tages of responses that achieves, because it can happen, almost at no cost and that is 
the reason to be included in internet side effects (Net parasites). The parasitic eco-
nomics of spam means that cost of sending a message is less for sender than for the 
other parties implicated in the process, meaning transferring to others the cost than to 
the sender [18]. While spam has no effect on spammers, for all other postulates a loss 
of time, disturbance, lost resources (e.g. bandwidth) [19]. How much does spam cost 
is difficult to quantify in terms of bandwidth, time and nuisance [20]. 

[21] refers that in order to understand the economics of spam we have to examine 
two models: 

1. There only exists one spammer who has many recipients of his spam 
2. A user (of email in his paper of VoIP Services for us) receives spam from many 

spammers and some other calls for us (emails in the paper) 

Spam harmfulness is shown by [22] in three major ways by: 

1. degrading user experience 
2. containing malicious software that, when is executed, could destroy the computing 

system 
3. transferring and discovering waste a significant amount of network and computing 

resources 
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[23] from user side, shows that internet users consider spam “objectionable” due to 
fact that it induce direct cost (security infrastructure) and indirect cost (information 
overload). The real financial profit of spam is aiming for the cost of sending spam 
against anti-spam techniques to be less than the return from the negligible response 
from recipients [24]. Comparably to e-mail spam SPIT network resources might be 
ten times more loaded and more obtrusive since the phone will ring with every spam 
call/message, anytime, disrupting users activity [25]. Companies are also unwilling to 
outsource their security to outside security providers fearing that they might not ex-
ecute their services in order to shrink costs and increase their profit. In economics this 
called as moral hazard problem and depicts the disposition of companies to lower 
efforts as one part will go to capital [26]. 

[27] clarifies that many organizations evaluate and predict the economic harm of 
spam but the numerical data are difficult to compare because they include “different 
types of spam harm, computation methods and make different assumptions about 
economic data”. He furthermore categories cost as “direct” if it is produced by just 
occurring and “indirect” if  the harm is happening from operations or disoperation that 
result from spam. [28] also indicates that the existence of Spam directly and indirectly 
damages the economy. Spam damages production function, decreases labour produc-
tivity and the level of the GDP (Gross Domestic Product) [29]. 

4 Conclusion 

Economic measures for solving spam mails are solutions that could be suggested and 
applied for securing VoIP services, which find application in voice CAPTCHA. Aim 
should be to find a solution that demands the minimum efforts for changing the way 
we use Internet services. The basic semblance of solving spam or spit comes from 
comparing the cost of sending mails with the cost of a telephone call [30]. Since a 
solution (countermeasure) is defined, the hardest part is to analyze whether benefits 
overcome costs. If the suggested solution is more likely to cause bigger harm than 
benefits, then in the possibility of market failure or of choosing not to do anything, 
this might be the wisest choice. Consequently, Cost Benefit Analysis demands consi-
dering the effect of economic motives at the same time with possible no intended 
results. 

Economic literature often formulates concerns of regulating accidents as problems 
of minimizing cost. Accidents end in harm, economical or physical. Prevention and 
deterrence of accidents also involves cost. In order to solve the problem we need to 
minimize the sum of accident cost, prevention cost and also management cost (ex. by 
applying normative or law). For a CAPTCHA solution the problem is similar. Norma-
tive border/matrix and institutional framework/structure must minimize the sum of 
harm cost that caused from security incidents, costs of preventing incidents and costs 
of management. 
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Abstract. Computer viruses have evolved from funny artifacts which
were crafted mostly to annoy inexperienced users to sophisticated tools
for industrial espionage, unsolicited bulk email (ube), piracy and other il-
licit acts. Despite the steadily increasing number of new malware species,
we observe the formation of monophyletic clusters. In this paper, using
public available data, we demonstrate the departure of the democratic
virus writing model in which even moderate programmers managed to
create successful virus strains to an entirely aristocratic ecosystem of
highly evolved malcode.

Keywords: malware, computer virus, phylogeny, cybercrime, malware
writers.

1 Introduction

Malicious software is one of the most persistent threats to computer users. Earlier
types of malcode debuted at the mainframes [1, 2], but a substantial rise could
be attributed to the proliferation of home and personal computers [3]. Com-
puter virology was theoretically and experimentally established by Fred Cohen
and his supervisor Leonard Adleman [4]. Since then, computer viruses and other
parasitic applications have became a common albeit annoyance for most com-
puter users. As a result a multibillion world market for security applications has
emerged and soared since then. Europe spent more than 4.6 billion eur for se-
curity applications and services in 2008 [5]. According to antivirus vendors more
than 4500 new malware species appear daily [6]. The effective handling of such a
large number of threats requires substantial efforts and resources, human as well
as computational, in order to provide timely remedies and protective measures.
As consequence the absolute number of malware species constantly increases
and at the time exceeds 2.6 million threats [6]. The overwhelming majority of
the malware is either proof of concept code or flawed malicious programming
attempts. Only a small number of viruses and worms manages to propagate in
the wild (or in other words to reach and affect normal users), and merely a
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handful of them had the potential to become epidemics or pandemics. Therefore
it is necessary to prioritize the imminent malware threats and devote the ap-
propriate resources accordingly. In this paper we analyze a large data set of the
computer viruses and other forms of malcode, that have been seen in the wild
and we evaluate the current landscape so as to identify current hot spots that
should trigger immediate attention. We believe that through the understand-
ing of malcode evolution, a prioritization of current threats is both viable and
beneficial. By extending the well established Darwinian theory, we find that the
small percentage of computer viruses which is capable to mutate and adapt to
the environment, is responsible for the majority of the security incidents.

The rest of this paper is organized as follows: Section 2 summarizes the related
work, Section 3 presents and discusses our findings, whereas Section 4 concludes
this paper along with possible future directions.

2 Related Work

A number of analogies between biological and computer viruses have been re-
vealed [4, 7] in the past and more recently [8, 9]. An important outcome of this
approach is the realization that the monocultures are particular harmful for the
security of the software ecosystem [10–13]. Most of the work, however tackled the
evolution of the security mechanisms from the defenders perspective [7, 14–16].
A more aggressive strategy would focus on reconnaissance of the weak points of
the malware development process through biological analogies. Phylogenetics is
the study of the relationships between organisms based on how closely they are
related to each other. Researchers have applied similar methodologies to inves-
tigate the evolution of software and malware in particular, either using manual
methodologies [17] or automated techniques [18–20]. It is reasonable to expect
that only successful viruses will have the chance to mutate and eventually to
create phylogenetic clusters. Therefore the WildList is better suited to become
the basis of an evolutionary study. Though there is no reason to believe that the
actual number of computer viruses differs from the estimation of major antivirus
vendors, there is a clear difference between the malcode that has been developed
for proof of concept purposes, in vitro environments and the number of malware
strains that can be found in vivo. Moreover even if a virus circulates, it is not
expected to cause significant damage given the total number of viruses in the
wild. In our previous work we examined the factors that contributed to the suc-
cess or the failure of a worm [8]. In this study we decided to utilize data from
the WildList Foundation to capture the malware dynamics that have been seen
in the wild. This list is somehow arbitrary as it is based on a limited number
of participants, but as we will discuss, we believe that it provides significant
advantages over other traditional approaches [21]. Despite the fact that some
antivirus vendors [22] and researchers [23] do not agree with the methodology
used by the WildList, still in general “it is considered as an authoritative col-
lection of the widespread malcode and is widely utilized as the test bench for
in-the-wild virus testing and certification of anti-virus products by the icsa and
Virus Bulletin” [24].
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Various av vendors provide statistical data about the proliferation of com-
puter malcode, paying more attention to the evolution of the malware codebase
and the financial motives of their developers [6]. On the other hand researchers
have focused on interviewing malware writers in order to explain their psy-
chosynthesis [25–28]. These findings are important and useful, but have not been
updated and correlated with the current trends. Our work shows that the devel-
opment of malcode is no more a “democratic” activity, in which any individual
with moderate skills (for fun, political, religious or other reasons) could develop
a new strain of a computer virus and cause significant or widespread damage.
Most modern malware incidents are the result of a few number of prominent
malcode families which dominate the landscape and are responsible for most
annoyances and damages. The rate of which improved versions of the specific
families are rolled out predominates most of the malware activity.

3 Discussion

Although the current malware activity can be obtained through various sources,
we deliberately choose to work with the WildList because we believe it repre-
sents better the observed malcode dynamics. According to their definition “The
list should not be considered a list of ‘the most common viruses’, however, since
no specific provision is made for a commonness factor. This data indicates only
’which’ viruses are In-the-Wild, but viruses reported by many (or most) partic-
ipants are obviously widespread”. In other words, this list contains the viruses,
worms and other types of malicious software that succeeded to propagate suf-
ficiently to be detectable, which clearly excludes proof of concept prototypes,
academic examples, or ill engineered malcode artifacts.

The WildList employes an arbitrary naming scheme to identify malware treats
which is basically the name most used by different av scanners or the name given
a virus by the person who first reported it. For the purpose of identifying mali-
cious code of the same malware family we analyze the archives of the Wild List
Organization from July 1993 till June 2010 and we taxonomize them accord-
ing to their name. For example during January 2008 we identified several worm
strains as members of the W32/Feebs family. This approach which is based on
the categorization of the WildList is not as detailed as the manual or automatic
inspection of the malcode using “phylogeny model generators (pmgs)” [18] so
as to discern their phylogenetic characteristics. Nonetheless we find the method
of the WildList Organization sufficient to correctly categorize most of malcode
species to malware families. Another issue with the Wild List is the fact that
does not provide absolute numbers regarding the malevolent activity of the mal-
ware species. Therefore we are not able to know the number of infections so as
to categorize the viruses and the worms according to their virulence. As a result
a worm with a single entry in the WildLight might have caused more infections
than all mutations of a malware family. On the other hand the fact that numer-
ous mutations of a malcode phylogeny managed to propagate to a wide scale
so as to be included in the WildList is indicative of its capabilities to exploit a
large pool of victims.
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In order to proceed with the classification we used a small bash script to
download all the monthly archives form the WildList Organization. A Python
program stripped all the unnecessary content of the archives and a subsequent
Python application identified the malware families and performed analysis on
the data. Our applications processed 175 files containing 238474 lines of text
which were eventually stripped down to 69820 lines of data.

These data were the basis of the analysis for identifying the current threats in
computer virology. The first and most observable trend indicates an important
clusterization of the malicious software to a small number of malware families.
From Figure 1 we can witness that the percentage of the malcode species that
belong to a dominant malware family does not show significant change in respect
to the first available data of the year 1993. Though one can observe evident
increase for some months after the February of 1997 as well as for the period
of the last years (after 2005), the latest measurements show a stabilization of
the dominant malicious activity related to the dominant malcode family around
15% of all the viruses, worms, spyware families that were found in the wild
each month. Far more important are the findings if we analyze the trends of
the three, five or ten most dominant families in conjunction. In that case we
can observe that according to the latest data (January 2010) the three most
dominant families represent now the 40.81% of all malware species that have
been actively circulating compared to a mere 24.04% of the first available data
at the July of 1993. The five most dominant families at the same period show
a serious increase from 28.85% to 58.77%, where for the ten most dominant
malware families we recorded a substantial growth from 38.46% to 77.42%.

The trends depict a significant change of the malware activity. Our interpre-
tations of these findings agree with the work of S. Gordon [25–27], who examined
the motivation of malware writers from a psychological perspective and that of
S.Savage et al [29], which focused on the economic initiatives that drive the pro-
liferation of computer crimes through the development and the maintenance of
botnets. The earliest data (1993) depict a number of different malware strains
that managed to propagate sufficiently so as to be included to the WildList.
This trend eventually fades out as very few dominant malware families and
their respective members represent the vast majority of the viruses that succeed
to circulate at large. Therefore it is not as easy for a malicious entity to de-
velop a new virus, worm or spyware as it used to be fifteen years ago. On the
contrary one has much better chances to achieve widespread infection using a
modified or extended version of a well maintained malware family. Based on the
data analysis, an extended view of the malicious software landscape is available
in Figure 2. Unfortunately, due to space limitations we had to include only the
viruses, worms, spyware and bots that had more than 100 entries in the WildList
in total and hence Figure 2 contains only 97 from the 821 malicious applications
that were identified in the WildList.

Further analysis of the data indicates that the top ten malware families ac-
count for the 37.4% of the 817 total incidents that have been recorded in the
WildList, while the top ten malware species are responsible for the 48.5% of all
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the incidents. In other words ten malware phylogenetic clusters are accountable
for half of the cases that formulate the WildList so far. The common character-
istic of the top ten entrants is that they have caused widespread problems and
are also well known for their ability to mutate rapidly.
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Fig. 1. Percentage of malware incidents attributed to top malcode families
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Fig. 2. Dominant Malware in the WildList

The implications of these findings are important as they suggest that most
of the viruses, worms, spyware, do not manage to propagate in the wild and
remain in vitro samples of malicious code. Even the malcode that manages to
infect a sufficient number of victims so as to be included in the WildList, either
mutates and evolves rapidly, or eventually diminishes and vanishes. Therefore
only well written malcode, which offers high degree of upgradability or can be
easily mutated, has improved chances to survive in the wild for a sufficient period.
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Fig. 3. Top family per month
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Fig. 4. Number of incidents per month

4 Future Work and Concluding Remarks

Our analysis is targeted to identify the dominant malware phylogenetic clusters
and to indicate via statistical means that virus writing has become a professional
activity in which amateurs with moderate skills are no more eligible to partic-
ipate. Of course the available data of the WildList Organization could reveal
other significant characteristics of computer virology. Our intention is to work
in the future towards the prediction of the imminent threats by implementing
econometric models and technical analysis on security data. Specifically, known
models such as ar, ma and arma could be used to predict future threats de-
pending on past data by finding self-similarities and periodicity.
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The latest highly sophisticated malcode of the largest malware families in-
dicates an escalation of the security arms race between malware writers and
security researchers. The analysis of the WildList data emphasizes on the fact
that malware writing is not any longer a trivial task. Gone are the days when
disgruntled teenagers, activists or college dropouts could wreak havoc using sim-
plistic programing tricks and earn their 15 minutes of fame. Competent malware
should be able to mutate rapidly so as to propagate sufficiently and overcome
the creation of effective signatures and evade other security mechanisms. The
available data on the other hand signalize that the spreading of a virus or a
worm in a wide scale is far from a trivial task. Therefore from a malware per-
spective it is better to work on a well maintained malicious code base than to
develop new virus strain from scratch. Security professionals might found more
promising an approach which prioritizes and concentrates their efforts against
the most dominant malware phylogenies rather than trying to neutralize an over-
whelming number of threats. For that reason if the available recourses are not
adequate, it would be more productive for the research community to focus on
the largest malware families, to monitor closely all the related developments and
disseminate as fast as possible any findings of this activity. For years malcode
developers exploit the monoculture weakness of modern it in order to perform
their vicious acts. By turning our attention to the most common and widely
used malcode, we can exploit their tactics for our benefit.
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Abstract. The threats mobile phone users face, are about to increase due to the 
rapid penetration of advanced smartphone devices and the growing Internet 
access using them. As such, reinforcing users’ security has become a critical 
imperative. This paper refers to a system that pinpoints and informs mobile 
phone users that have a low security level, thus helping them protect 
themselves. The system consists of software-application, installed in mobile 
phones as well as of software and data bases, installed in the mobile telephony 
operators’ servers. Mobile telephony providers (by adopting this application), as 
well as manufacturers (by pre-installing it in their phones), could help mitigate 
the increased security threats effectively protecting the end users. 

Keywords: Mobile phones security, User Education, Security Enhancing 
Application, User Profiling, Behavior Modeling. 

1 Introduction 

Mobile devices are becoming a critical component of the digital economy, a style 
statement and useful communication device, a vital part of daily life for billions of 
people around the world. The threats mobile phone users face, are about to increase 
due to the rapid penetration of advanced smartphone devices and the growing Internet 
access using them [1]. Mobile ubiquitous services pose great security challenges [2] 
while mobile phones are used from both experienced and security savvy users as well 
as from people that do not pay that much attention to security issues. All of them must 
be protected from unauthorized third party access to their data and from economic 
frauds. Since users’ alone can’t cope with this task, operators and handset 
manufacturers have to take extra security measures and to educate users.. The best way 
to deal with the problem, however, is by educating users. 

2 Related Work 

As previous work has shown [3][4], users exhibit different levels of knowledge in 
regards to security. A study of mobile users focusing on their awareness and concerns 
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related to security threats, from security vendor McAfee, indicated that more than three 
quarters of respondents don't have any security at all [5]. In other words, despite of 
acknowledging the wealth of threats - ranging from phishing scams to viruses - that 
could impact them (including concerns about losing or having their phone or personal 
data stolen [6][7][8]), users don’t see security strengthening of their phone as a critical 
concern. 

In addition to the above, mobile security is not considered a critical issue by 
companies. Cell phone security for enterprise devices is seriously lacking, and a little 
misunderstood as well [9], while the majority of companies do not have a security 
policy that addresses mobile devices [10]. However, some initiatives are taken in the 
direction of protecting mobile phones against threats like viruses policies, tools and 
recruiting technically skilled personnel [11]. In regards to awareness systems, there 
have been efforts to create a sense of accountability in a world of invisible services 
that we will be comfortable living in and interacting with [12] as well as mechanisms 
for managing security and privacy in pervasive computing environments [13] but they 
still focus mostly in privacy issues and not actual security enhancement through 
education. In any case there are also significant legal issues as presented in [14].  

It is more than clear that the mobile security area is going to be the next 
battleground since mobile security is an emerging discipline within information 
security arena and security levels are not high enough [15]. While users are not 
receiving proper cyber security and training education from schools [16], they are 
lacking the security awareness and proper etiquette [17]. This presents a vast 
opportunity for carriers and service providers to play a proactive and strategic role in 
protecting their subscribers, both through education and also through the security 
software they deploy across their networks, as is the case presented in this paper. 
Indeed, thanks to the system described in the following sections, these specific user 
categories can easily be pinpointed and presented with the right amount of 
information and dialogs [18] to restore their security level. 

3 System’s Architecture and Functions 

The system consists of an application, installed in mobile phones and software and 
data bases, installed in mobile operators’ main servers. These applications 
communicate through the mobile telephony network in a ciphered way. The mobile 
phone installed application (with minor differences in the array of services offered) 
would be able to function in all kind of devices that have an advanced operating 
system (e.g. Windows Mobile, Symbian, Android, iOS).  A lighter version could also 
be implemented for older and simple devices using J2ME (Java 2 Micro Edition).  

Three main functions are performed by the system. The first function allows 
pinpointing users, who have a low security level in their mobile phone, for whatever 
reason. The second function automatically suggests the proper methods, actions and 
best practices the user has to follow in order to restore security in a higher level. 
Finally, the third function, allows the encrypted communication and data exchange, 
between mobile devices and provider’s servers. 
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The device’s security level evaluation function can be implemented automatically, 
manually or with a combination of the two. Using the automatic method, the 
application transparently examines device’s settings and informs the user for those 
that are in a state possessing security risk. In addition, by addressing questions to the 
user, the manual method, can check aspects of his behavior that do not reflect directly 
to the device’s settings. Furthermore, the user is asked for his subjective opinion on 
how secure he feels his mobile is. As it is proven in previous work [14][3][4] users 
can be grouped in specific security categories, based on demographical and other 
behavioral elements as well as on the way of using their mobile phones. Results from 
both the manual and the automatic method are transferred to the applications in the 
server, where using artificial neural networks and rules, conclusions are extracted for 
the specific combination of user – mobile phone. Respectively, the answers to proper 
questions that examine the security practices that users follow, can lead to a security 
behavioral prediction model of the users. It is also possible to record the hour where 
changes of security influencing settings take place, as to provide one more element 
that can help the security model. 

The system maintains data bases from studies in large user categories that provide 
the proper body for the system’s training. These data bases are constantly updated 
with the results and the metrics from the system’s operations. Finally, a very 
important function is the comparison of automated metrics to the user’s answers, 
through which can be determined whether the user actually knows and applies the 
security measures or not. For this purpose, we use two metrics as awareness  
and security indicators: The mean actual awareness value (MAAV) and the mean 
actual security value (MASV), as described in [19]. These two methods, the automatic 
detection of settings and the conclusions extraction based on user’s answers, complete 
the first stage of evaluating the security level.  

At the second stage, the system implements the functionality of informing the user. 
Examining the current state and user’s profile, the application suggests proper 
methods, actions and best practices the user has to follow in order to restore (if 
needed) the security in a higher level. If the device allows it and if the user accepts it, 
device settings can automatically be changed. Depending on the device functionality, 
instructions are presented to the user, either as a simple text documents or as 
multimedia material. The user can also configure different graphical user interface 
and setup elements as customization is a critical issue for software acceptance [20]. 

For the proper operation of the system, encrypted communication and date 
exchange between the device’s application and the servers of the provider’s network 
takes place. This communication is essential for off-loading the resource intensive 
neural network classification to the servers, instead of running it in the mobile device. 
In that way, the mobile device only records settings and the whole process takes place 
in the servers. Moreover, this communication allows not only the disposal of new 
multimedia material whenever is available, but also the enrichment of the manual 
evaluation method with new questions when new scientific data are presented. It can 
also upgrade the application itself, so that it can examine and locate a greater array of 
mobile phone’s settings that reflect to its security. In any case, the communication 
takes place in a ciphered way so that interception is not possible.  
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4 Conclusion 

By using this simple to implement system and the powerful data mining and modeling 
techniques of the underlying scientific principles it is possible to achieve a high 
security level, minimizing the risk factor attributed to the users. Bad security practices 
and risky usage are immediately pinpointed. In addition, user profiling and behavior 
prediction models based on the data gathered allow to further focus security efforts to 
those users that mostly need them. In any case the educational aspect of the 
application, using multimedia material improves users’ overall security level, leading 
to greater security feeling and as such increased mobile phone usage. 
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Abstract. With the current trend of moving intelligent services and 
administration towards the public private partnership, and the security controls 
that are currently in place, the shareable data modeling initiative has become a 
controversial issue. Existing applications often rely on isolation or trusted 
networks for their access control or security, whereas untrusted wide area 
networks pay little attention to the authenticity, integrity or confidentiality of 
the data they transport. In this paper, we examine the issues that must be 
considered when providing network access to an existing probation service 
environment. We describe how we intend to implement the proposed solution in 
one probation service application. We describe the architecture that allows 
remote access to the legacy application, providing it with encrypted 
communications and strongly authenticated access control but without requiring 
any modifications to the underlying application.  

Keywords: RAS, Secure Mobile Working, Security Standards.  

1 Introduction 

The public sector model has evolved over the years but it continues to be a reactive 
model to new legislations and policies. The arching factor of cost versus scalability 
and robustness has become very visible, and it has established itself as the most 
significant consideration in any technical design. The traditional Virtual Private 
Network (VPN) structure has not evolved as fast as technology and the offering of 
new tools on traditional infrastructures where the essence of these is to protect data 
and uphold confidentiality. However, the limitation and the disparity between what 
the private and public sector can offer has exaggerated the need for bridging 
connectivity over legacy boundaries that are no longer flexible enough to 
accommodate new advances and developments. This is very much a systematic 
problem for the public sector in particular where the requirements for personnel to 
have remote and mobile access to classified data (e.g. at Restricted or IL3 level or 
higher). The modeling of true, secure mobile working shouldn’t be a generic 
implementation of technology. It needs to ensure acceptance of various managements 
within a complex structure of partnership adhering to different affiliations’ of security 
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standards. To mitigate the risks, the implementation needs to address both technical 
controls and potential human intervention or malicious intent. 

The next section discusses the RAS modeling guidelines. Section 3 then provides 
an overview of the potential design of the solution. Finally, conclusion and future 
work is presented in section 4.   

2 RAS Modeling Guidelines 

In its logical interpretation, the conceptual design of the solution and how it manages 
security accreditation (certification) [1] is based on the below guidelines: 

1. Protection and Confidentiality: each traffic flow is protected in accordance 
with the established requirements. This includes flows between the remote 
client device and the remote access server, and between the remote access 
server and internal resources. Protection should be verified by means such as 
monitoring network traffic or checking traffic logs.  

2. Authentication: is required and cannot be readily compromised or 
circumvented. All authentication policies are enforced. Performing robust 
testing of authentication is important to reduce the risk of attackers accessing 
protected internal resources.  

3. Applications: the remote access solution does not interfere with the use of 
software applications that are permitted to be used through remote access, nor 
does it disrupt the operation of the remote client devices (for example, a VPN 
client conflicting with a host-based firewall).  

4. Management: Administrators can configure and manage the solution 
effectively and securely. This includes all components, including remote 
access servers, authentication services, and client software. The ease of 
deployment and configuration is particularly important, such as having fully 
automated client configuration versus administrators manually configuring 
each client. Another concern is the ability of users to alter remote access 
client settings, which could weaken remote access security. Automating 
configurations for devices can greatly reduce unintentional errors from users 
incorrectly configuring settings.  

5. Logging: the remote access solution logs security events in accordance with 
the organisation’s policies. Some remote access solutions provide more 
granular logging capabilities than others. An example is logging usage of 
individual applications versus only connections to particular hosts. So in 
some cases it may be necessary to rely on the resources used through remote 
access to perform portions of the logging that the remote access server cannot 
perform.  

6. Performance: the solution provides adequate performance during normal 
and peak usage. It is important to consider not only the performance of the 
primary remote access components, but also that of intermediate devices, 
such as routers and firewalls. Performance is particularly important when 
large software updates are being provided through the remote access solution 
to the remote client devices. Encrypted traffic often consumes more 
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processing power than unencrypted traffic, so it may cause bottlenecks. In 
many cases, the best way to test the performance under load of a prototype is 
to use simulated traffic generators on a live test network to mimic the actual 
characteristics of expected traffic as closely as possible. Testing should 
incorporate a variety of applications that will be used with remote access.  

7. Security: the remote access implementation itself may contain vulnerabilities 
and weaknesses that attackers could exploit. High security needs may choose 
to perform extensive vulnerability assessments against the remote access 
components. At a minimum, all components should be updated with the latest 
patches and configured following sound security practices.  

8. Default Settings: The default values for each remote access setting and alter 
the settings are reviewed as necessary o support security requirements.  The 
remote access device should be assured to ensure that it does not 
unexpectedly “fall back” to default settings for interoperability or other 
reasons.  

9. Acceptance: the CA “certification authority” will depend on a holistic 
approach necessary to develop an effective security infrastructure. This is in 
addition to discussing the individual components and the role they play 
[2][3]. 

3 Technical Foundation 

The implementation enables the Public/Private partnership to build a RAS offering 
that meets the requirements for CESG “National Technical Authority for Information 
Assurance” [8]. The RAS solution will need to meet CESG guidelines for data 
handling and as such the data classification for the RAS compliance with IL3 level 
[4][5].  

An application database that is hosted within the GSI cloud would be built around 
application guidelines and would adhere to CESG policy.  The database would be 
migrated into a previously accredited environment and therefore would not be 
required to follow an additional accreditation submission. The model proposes that 
the desired solution for Users within the field recording and updating national and 
protected records would be a 3G enabled device. 

This remote device solution will be designed within the following 
recommendations: 

 
• Hardware must support TPM “Trusted Platform Module” chip technology. 
• The Operating System will be Microsoft based. 
• The hardware will be encrypted using Windows Bitlocker. 
• The Bitlocker entropy will be supplied by Becrypt. 
• Backup Entropy will be stored on a secure server within the previously 

accredited environment. 
• USB bitlocker token authentication will be required to log on to the laptop. 
• The hardware build will include Cisco VPN client and require client 

certificates. 
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• Internet browsing will be by proxy via the secure internet [6]. 
• 3G dongle for internet connectivity for hardware devices 

 
The figure below shows a user connecting to the complimentary environment via a 
client/server VPN connection and then being forwarded to the application VLAN 
within the same environment. 

 

Fig. 1. Proposed solution architecture overview 

4 Conclusion 

Internet is changing the way public sector activities are conducted. Security 
compliance of mobile working solutions is the enabling technologies that simplify the 
management and security of such activities. With the right approach to an accredited 
implementation, public sector organizations with obligatory responsibility to protect 
confidentiality can spend less time worrying about security, while focusing on their 
main activities. For example, confidential documents no longer need to wait for days 
to be physically shipped. Instead, they can be securely sent through e-mail. Web 
servers can allow secure access for only designated users, eliminating the need for 
human intervention. Public sector organization networks including military can 
securely extend over the Internet, eliminating expensive leased data lines. Future 
work is geared towards further integration and consolidation of platforms to deliver 
further efficiencies. In practical terms certifying authorities will be encouraged to 
come together in a cooperative intervention to deliver an agreed upon security 
baseline. 
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Abstract. The dynamic establishment of shared information (e.g. secret
key) between two entities is particularly important in networks with no
pre-determined structure such as wireless sensor networks (and in general
wireless mobile ad-hoc networks). In such networks, nodes establish and
terminate communication sessions dynamically with other nodes which
may have never been encountered before, in order to somehow exchange
information which will enable them to subsequently communicate in a
secure manner. In this paper we give and theoretically analyze a se-
ries of protocols that enables two entities that have never encountered
each other before to establish a shared piece of information for use as
a key in setting up a secure communication session with the aid of a
shared key encryption algorithm. These protocols do not require previ-
ous pre-distribution of candidate keys or some other piece of information
of specialized form except a small seed value, from which the two entities
can produce arbitrarily long strings with many similarities.

Keywords: Key agreement, key predistribution, mobile ad-hoc networks.

1 Introduction

Wireless Sensor Networks (WSNs) have some constraints, with regard to bat-
tery life, processing, memory and commnication ([1]) capacity, and as such are
deemed unsuitable for public crypto-based systems. Thus, symmetric key cryp-
tosystems are more appropriate for these types of networks, but lead to problems
with key distribution. These problems are mitigated with key pre-distribution
schemes, in which candidate keys are distributed to members of the network be-
fore the start communication. Many innovative and intuitive key pre-distribution
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schemes for WSNs have been proposed for solving the problem of key distribu-
tion in sensor networks. On the two ends of the spectrum are key pre-distribution
schemes that use a single master key as the encryption key distributed amongst
all the nodes, and all pairwise keys, where a unique key exists for every pair of
sensors. The former provides the most efficient usage of memory and scales well,
but an attack on one node compromises the whole network, whereas the latter
provides excellent resilience but does not scale well. In addition, schemes exist
which are in essence probabilistic, relying on the fact that any two neighbouring
nodes have some probability p of successfully completing key establishment.

Some such schemes (presented in [2–8]) pre-suppose that the sensor nodes
have been loaded with some pre-existing information (i.e. the key, or sets of
keys) prior to network deployment, except for Liu and Cheng ([9]). They propose
a self-configured scheme whereby no prior knowledge is loaded onto the sensor
nodes, but shared keys are computed amongst the neighbours.

In this paper, we propose a key agreement scheme whereby network nodes are
not pre-loaded with candidate keys, but generate pairs of symmetric keys from
two, initially, random bits strings. The initial research conducted ([10]) proposed
a protocol that involved the examination of random positions of subsets of size
k, and the elimination of a random position if the two bit strings were found to
disagree on more than half the examined positions. In that paper, however, the
nodes cannot secretly compute the number of differing positions, a problem that
is resolved in the present paper using secret circuit computations. In addition,
the present protocols do not eliminate differing bits but flips them, depending
on the number of bit difference in the examined subset of k bits. This leads to a
different stochastic process that called for a different theoretical analysis.

2 The Bit-Similarity Problem

Two entities, say 0 and 1, initially possess an N -bit string, X0
N and X1

N re-
spectively. The entities’ goal is to cooperatively transform their strings so as
to increase the percentage of positions at which their strings contain the same
bits, which we denote by X(i), with i being the time step of the protocol they
execute. Then X(0) is the initial percentage of the positions at which the two
strings are the same. Below we provide a randomized protocol in which the two
entities examine randomly chosen subsets of their strings in order to see whether
they differ in at least half of the places. If they do, one of the entities (in turn)
randomly flips a subset of these positions. This process continues up to a certain,
predetermined number of steps. The intuition behind this protocol is that when
two random substrings of two strings differ in at least half of their positions,
then flipping some bits at random in one of the substrings is more likely to in-
crease the percentage of similarities between the strings than to decrease it. In
the description of the protocol Xc

N [S] denotes a substring of string Xc
N defined

by the position set S. Protocol for user Uc, c = 0, 1 Protocol parameters known
to both communicating parties: (i) k, l, the subset sizes, (ii) T , the number of
protocol execution steps, (iii) the index (bit position) set N , (iv) The circuit
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C with which the two entities jointly compute whether there are at least �k/2�
similarities between randomly chosen subsets of their strings.

i ← 1 /* The step counter. */
while i ≤ T /* T is a predetermined time step limit.*/
begin /* while */
S←JOINT RAND(k, {1, . . . , N})/* Shared random set of k positions. See text. */

same pos ← C(Xc
N [S], X

(c+1 mod 2)
N [S]) /* A secret computation of number of

positions with same contents). */
if (same pos ≥ � k

2
� and odd(i+ c)) then /* Users 0 and 1 alternate. */

begin
SF ← RAND(l, S) /* Random set of l positions from within S

to be flipped by the user whose turn it is to flip. */
flip the bits of Xc

N [SF ]
end

SYNCHRONIZE /* Users 0 and 1 wait to reach this point simultaneously */
i ← i+ 1

end/* while */

3 Secret Two-Party Function Computation

During the execution of the protocol, it is necessary for the two communicating
parties to see whether they agree on at least half of the positions they have
chosen to compare (line 13-14 of the protocol). Thus, the two parties need to
perform a computation: compute the number of positions on which the corre-
sponding bits in the two chosen subsets of k bits are the same. This is an instance
of an important, general problem in cryptography: Secure Computation. More
formally, let A and B be two parties with inputs of nA and nB bits respectively.
The objective is to jointly compute a function f : {0, 1}nA × {0, 1}nB → {0, 1}
on their inputs. The issue, here, is that A and B cannot, simply, exchange their
inputs and compute the function since they will learn each other’s inputs, some-
thing that is not desirable in a secure computation setting. More importantly,
even it A and B are willing to share their inputs, they would not allow an eaves-
dropper to acquire these inputs too. This leads to the problem of secure function
computation. In our context, we consider the following two Boolean functions:

fr : {0, 1}k × {0, 1}k → {0, 1} with wA, wB ∈ {0, 1}k

and 0 ≤ r ≤ k : f(wA, wB) =

{
1 if X(wA, wB) ≥ r;
0 otherwise.

We are interested in r = �k
2�.

fX : {0, 1}k × {0, 1}k → {0, 1}�log2(k)� with wA, wB ∈ {0, 1}k :
fX(wA, wB) = x, with x = X(wA, wB) written in binary.
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The function fX is, strictly, an ordered tuple (f0
X , f1

X , . . . , f
�log2(k)�−1
X ) of

�log2(k)� 1-bit Boolean functions, where the function f i
X computes the ith most

significant bit of x = X(wA, wB) (with i = 0 we take the most significant bit
and with i = �log2(k)� − 1 we take the least significant bit). Using techniques
from oblivious function computation (see [11] for a survey on these techniques),
we can prove that the computation of fr and fX can be done with randomized
protocols using O(|Cfr |) and O(|CfX |) communication steps respectively, with
Cfr and CfX being the Boolean circuits that are employed for the computation
of f and fX respectively. Since both fr and fX are easily seen to be polynomial
time computable Boolean functions, we can construct for their computations
circuits of size polynomial in their input sizes, i.e. circuits Cfr and CfX such
that |Cfr | = O(kc1) and |CfX | = O(kc2), with constants c1, c2 ≥ 0. Since k is
considered a fixed constant, we conclude that we can compute fk and fX in a
constant number of rounds. The number of random bits needed by each step of
the randomized protocol is in both cases O(k) and, thus, constant. To sum up,
the functions fr and fX can, both, be evaluated on two k-bit inputs wA, wB held
by two parties A,B using a constant number of rounds and a constant number
of uniformly random bits. In what follows, we will assume that the communicat-
ing parties use the function f� k

2 �. With regard to the required randomness, we

assume that each of the two parties has a true randomness source, i.e. a source
of uniformly random bits. Such a randomness source can be easily built into
modern devices. This randomness source is necessary in order to implement the
randomized oblivious computation protocols for the computation of the function
f� k

2 �. In addition, it will be used in order to produce the randomly chosen posi-

tions, are required by Step 6 of the protocol. Since each position can range from
1 up to N (the string size), to form a position index we need to draw �log2(N)�
random bits. Alternatively, if we allow the two parties to share a small (in rela-
tion to N) seed, they can produce the random positions in synchronization and,
thus, avoid sending them over the communication channel.

4 Theoretical Analysis of the Protocol

In order to track the density of positions where two strings agree, we will make
use of Wormald’s theorem (see [12]) to model the probabilistic evolution of the
protocol described in Section 2 using a deterministic function which stays prov-
ably close to the real evolution of the algorithm. The theorem in [12] essentially
states is that if we are confronted with a number of (possibly) interrelated ran-
dom variables (associated with some random process) such that they satisfy a
Lipschitz condition and their expected fluctuation at each time step is known,
then the value of these variables can be approximated using the solution of a
system of differential equations. Furthermore, the system of differential equa-
tions results directly from the expressions for the expected fluctuation of the
random variables describing the random process. We will first prove a general
lemma that gives the probability of increasing the similarity between two strings
through flipping, at random, the contents of a certain number of positions.
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Lemma 1. Let w1, w2 be two strings of 0s and 1s of length k. Let also j, 0 ≤
j ≤ k, be the number of places in which the two strings differ. Then if l positions
of one string are randomly flipped, the probability that s of them are differing

positions is the following: Pk,j,l,s =
(js)(

k−j
l−s)

(kl)
.

Proof. In the above equation the denominator is the number of all subsets of
positions of cardinality l of the k string positions while the numerator is equal
to the number of partitions of the l chosen positions such that s of them fall
into the j differing positions and the remaining l − s fall into the remaining
k− j non-differing positions of the two strings. Thus their ratio gives the desired
probability. �
The following lemma, which is easy to prove based on general properties of the
binomial coefficients, provides a closed form expression for a sum that will appear
later in some probability computations.

Lemma 2. The following identity holds:
∑l

s=0(2s− l)
(js)(

k−j
l−s)

(kl)
=

(
2j
k − 1

)
l.

We will now derive the deterministic differential equation that governs the evo-
lution of the random variable X(i) manipulated by the protocol in Section 2
using Wormald’s theorem.

Theorem 1. The differential equation that results from the application of
Wormald’s theorem on the quantity X(i) (places of agreement at protocol step
i) as it evolves in the agreement protocol is the following:

E[X(i+ 1)−X(i)] =
∑k

j=� k
2 �

∑l
s=0[(s− (l − s))Pk,j,l,s]Pn,n−X(i),k,j .

Proof. We will determine the possible values of the difference X(i + 1)−X(i)
along with the probability of occurrence for each of them. The protocol described
in Section 2 flips l positions within the k examined positions, whenever these k
positions contain j ≥ �k

2 � differing positions in the two strings. From the flipped
l positions, is s of them (0 ≤ s ≤ l) are disagreement positions, then the two
strings will have gained s agreement positions, losing l − s. The net total is
s− (l− s). The probability that this total occurs, for a specific value of s and a
specific value of j is equal to Pk,j,l,sPn,n−X(i),k,j . Summing up over all possible
values of s, j we obtain ( in Theorem 1). �
Corollary 1. The following holds:

E[X(i+ 1)−X(i)] =
∑k

j=� k
2 � l

(
2j
k − 1

) (n−X(i)
j )(X(i)

k−j)
(nk)

.

Proof. The above Equation follows from Theorem 1 using the Equation of
Lemma 1 with k = n, l = k, s = j, n− j = X(i), in conjunction with Lemma 2.

Corollary 2. Using Wormald’s Theorem (in [12]), the evolution of the random
variable X(i) whose mean fluctuation is given in Corollary 1 can be approximated
by the following differential equation:
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dx(t)
dt =

∑k
j=� k

2 � l
(
2j
k − 1

) (
k
j

)
[1− x(t)]jx(t)k−j .

Proof. By applying the approximation
(
N
k

)
= Nk

k!

(
1 +O

(
1
N

))
of the binomial

coefficients which is valid for k = O(1) on the three binomials which appear
on the the right-hand side of Equation in Corollary 1, we obtain the following:
(n−X(i)

j )(X(i)
k−j)

(nk)
� (

k
j

) (
1− X(i)

n

)j (
X(i)
n

)k−j

. Using Wormald’s theorem, we make

the correspondence x(t) = X(i)
n and dx(t)

dt = E[X(i+1)−X(i)], which results in
the required differential equation of Corollary 2. �

5 Efficiency of the Protocol

From Corollary 2 we see that the percentage of similar positions, represented
by the function x(t), is a monotone increasing function since its first derivative
is always positive. In what follows, we will estimate how fast this percentage
increases depending on its initial value x(0) as well as the parameters l and k.

Lemma 3. The solution x(t) to the differential equation given in Corollary 2 is
monotone increasing.

Proof. From the differential equation, we see that the first derivative of the
function x(t), which is equal to the right-hand side of the differential equation,
is strictly positive, since 0 < x(t) < 1. Thus, the function x(t) is monotone
increasing. �

Lemma 4. Let x(t1) be the value of the function x(t) at time instance t1 and
x(t2) be the value at time instance t2, t1 < t2. Let, also, c(t1) be the ab-
solute value of the point at which the tangent line to the point (t1, x(t1)) of
x(t1) cuts the t-axis and c(t2) the corresponding value for t2. Let, also, p(x) =∑k

j=� k
2 � l

(
2j
k − 1

) (
k
j

)
(1− x)jxk−j . Then,p(x(t1)) =

x(t1)
c(t1)+t1

, p(x(t2)) =
x(t2)

c(t2)+t2
.

Proof. Let ε1 and ε2 be the two tangent lines to the function x(t) at the points
(t1, x(t1)) and (t2, x(t2)) respectively, as shown in Figure 1. Due to the mono-
tonicity of x(t), the points at which the two lines intersect with the t-axis are
negative. Let c(t1) and c(t2) be the absolute values of these two points for lines
ε1 and ε2 respectively. Then from the two right angle triangles that are formed

we have tan(φ1) = x(t1)
c(t1)+t1

and tan(φ2) = x(t2)
c(t2)+t2

. From the definition of the

derivative, tan(φ1) = dx(t)
dt |t1 and tan(φ2) = dx(t)

dt |t2 . From the Equations of

Corollary 2 and Lemma 4, we have dx(t)
dt = p(x(t)) and, thus, the statement of

the lemma follows. �

Theorem 2. Let t′ be the time instance at which x(t′) = hx(0), with 1 ≤ h ≤
1

x(0) . Then, t2 ≤ x(0)
p(hx(0)) · (h− 1).

Proof. We set t1 = 0, t2 = t′ and x(t′) = hx(0) in Lemma 4 and we obtain, the

following: p(x(0)) = x(0)
c(0) , p(hx(0)) = hx(0)

c(t′)+t′ . From these equations we obtain
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Fig. 1. The two tangent lines for the proof of the Theorem

the following: p(x(0))
p(hx(0)) = c(t′)+t′

hc(0) . Solving for t′ we obtain the following: t′ =
hp(x(0))c(0)
p(hx(0)) −c(t′).Since p(x(0)) is the inclination of the tangent line to x(t) at the

point (0, x(0)), it holds that p(x(0)) = x(0)
c(0) . Thus, t

′ becomes hx(0)
p(hx(0))−c(t′).Since

x(t) is monotone increasing, the point at which the tangent to this function cuts
the x(t)-axis at any point is greater than or equal to x(0) (see Figure 1). Let
xc be this point. Then p(x(t′)) = xc

c(t′) or, since x(t′) = hx(0), p(hx(0)) = xc

c(t′) .

Since xc ≥ x(0), c(t′) ≥ x(0)
p(hx(0)) . Thus, we obtain t′ ≤ hx(0)

p(hx(0)) − x(0)
p(hx(0)) =

x(0)
p(hx(0)) · (h− 1) which is the required. �

Lemma 5. The following lower bounds hold for the polynomial in the first Equa-
tion of Lemma 4: If x < 1/2 then p(x) ≥ l[xk + 1 − 2x]. If x ≥ 1/2 then
p(x) ≥ l

k (1− x)k
(

k
� k

2 �
)�k

2�.
Proof. In the first Equation of Lemma 4, allowing the sum index to cover all the
range from 1 to k reduces the value of the sum since it adds negative terms. Thus
p(x) ≥ l

∑k
j=1

(
2j
k − 1

) (
k
j

)
(1−x)jxk−j . Since the sum evaluates to l[xk+1−2x]

the first statement of the lemma follows. If, on the other hand, x ≥ 1/2, then
lower bound given for the first statement of the lemma is not good since it may
even become negative. In this case we observe that the term (1 − x)jxk−j is
minimized for j = k. Setting j = k in the first Equation of Lemma 4, we obtain
the second statement of the lemma. �

Corollary 3. The following bounds hold for the time instance t′: (i)If hx(0) <
1/2 then t′ ≤ x(0)(h−1)

l[hx(0))k+1−2hx(0)]
.(ii)If hx(0) ≥ 1/2 then t′ ≤ kx(0)(h−1)

l[1−hx(0)]k( k

� k
2
�)� k

2 �
.

From the first inequality of Corollary 3 we see that the percentage of similarities
grows fast, if we start from x(0) aiming at hx(0), with h ≥ 1 and hx(0) < 1/2 is
only a very coarse upper bound). If the target is, however, at hx(0) with x ≥ 1/2
the upper bound is not good as the denominator tends to 0 fast. However, since
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this denominator is simply the first derivative of x(t) at hx(0), this derivative
fast tends to 0 if hx(0) ≥ 1/2 and, thus, the tangent at this point tends to
become parallel to the t-axis. Thus, we have again fast convergence.

6 Conclusions

In this paper we described a series of protocols that can be used in order to
increase the percentage of similarities between two strings held by two commu-
nicating parties without revealing their values. The propose protocols are, in
fact, general and may be used in any situation involving either wireless or con-
ventional networks in which there is no trusted third party or key management
authority among the network nodes.
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Abstract. In this paper we identify and define cryptographic dysfunctionality 
and within this context we perform a study to evaluate user perceptions of 
public key cryptography concepts. The study makes use of user testing, 
questionnaires and wrap-up interviews with 121 young, but experienced 
Internet users during their interactions with selected secure Internet locations. 
The results show that the vast majority of users are not familiar with 
fundamental concepts of cryptography, and that they are not capable of 
efficiently managing digital certificates. This case study serves as first evidence 
supporting our hypothesis that user interface design is deteriorating 
cryptographic solutions effectiveness due to usability issues.  

Keywords: Public Key Infrastructure, Usability, Security, Digital Certificates.  

1 Introduction 

In recent years, we have witnessed an explosion in the adoption of social media 
websites, electronic commerce, electronic banking and cloud solutions. As the 
popularity of these tools is increasing, stakes are now higher than ever in the field of 
information and communication security, as profits to be made from scams, extortion, 
online theft, identity theft have risen analogously. Malware is rapidly on the rise and 
becoming even more sophisticated. The percentage of computers infected with 
banking Trojans and password stealers has risen to 17% in 2010 while experiments 
are now showing a success rate of over 70% for phishing attacks on social networks 
[1]. While emails containing links to malicious sites continue to increase as a major 
means of leading new victims to attack sites, sophisticated phishing attacks are now 
poisoning search engine results with hyperlinks to web pages hosting numerous 
security risks.  

In 2010 we witnessed the most sophisticated malware attack to date, the 
STUXNET worm [2][3]. STUXNET appeared to target highly sensitive Supervisory 
Control And Data Acquisition (SCADA) systems, which monitor and control 
industrial, infrastructure or facility-based processes, and was remarkable for the 
sophistication of its code and the amount of work involved in its creation. The 
STUXNET attack, constituted a serious attack on the notion of “trusted software” in 
information systems [2]. 
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Trust is not a new research topic in computer science. The notion of trust in an 
organization could be defined as the customer’s certainty that the organization is 
capable of providing the required services accurately and infallibly. A certainty which 
also expresses the customer’s faith in its moral integrity, in the soundness of its 
operation, in the effectiveness of its security mechanisms, in its expertise and in its 
abidance by all regulations and laws, while at the same time, it also contains the 
acknowledgment of a minimum risk factor, by the relying party[4]. This trust is 
represented in the digital world using Digital certificates which are realized by Public 
Key Cryptography. Digital Certificates are used to establish secure connections to 
servers, authorize and authenticate users, but also validate software source code 
origins and guarantee its integrity. A digital certificate presented to an end user, 
published by a trusted Certification authority, can be defined as the conceptual 
delegation of this trust from the certificate issuer to the certificate owner. This exact 
trust was exploited by the STUXNET worm. In addition to exploiting four zero-day 
vulnerabilities, STUXNET used two valid digital certificates for source code signing, 
giving it credibility and trusted privileges, thus helping keep the malware undetected 
for quite a long period of time [3]. These sophisticated attacks, open Pandora’s box 
for information system security as they put in doubt the effectiveness of one of the 
pillars upon which security in the digital world is built, cryptography and digital 
signatures.  

2 Digital Signatures and Certificates 

In 1976, Diffie and Hellman published a pivotal paper in the field of cryptography 
[5], which introduced a number of pioneer ideas in cryptography, including Public 
Key Encryption , Digital Signatures, One way functions and Trapdoor functions; the 
need to preserve the availability, integrity, authenticity and confidentiality of 
exchanged data and communications had already been identified. Digital signatures 
and Public key certificates have been perceived as an effective and efficient solution 
for achieving secure communications and transactions. Public Key cryptography 
currently realizes the concept of digital signatures; it provides a practical, elegant 
mechanism for symmetric key agreement. At present numerous Internet Protocols 
(SSL/TLS, IPsec/IKE, SSH, DNSsec, etc) employ digital certificates and thus public 
key cryptography to secure online transactions. For years scholars, experts and 
implementors throughout academia and industry have scrutinized the underlying 
mathematics and algorithms that enable cryptographic applications. Paradoxically 
though, 30 years after their inception and in contrast to the rise of information system 
threats, cryptographic applications have never met with wide public awareness. Even 
though the usage of PKI’s in closed and controlled business environments is quite 
common, interoperability and usability problems arise when shifting to a broader, 
open environment [6].  

A devastating majority of Internet users, either business or social, seem to lack the 
basic ability, knowledge or even willingness to effectively use cryptographic 
applications, in a way that can successfully deter imminent threats. A PKI system trusts 
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its users to validate each other’s certificates and effectively protect their private keys. 
PKI strength can be summarized down to specific end user trust judgments regarding 
the trustworthiness of certificate issuers and ultimately certificate holders. As no 
automated mechanism for evaluating and managing the trust relationships exists, to 
make an effective trust judgment about the validity of a specific public key certificate, 
an end user is required to evaluate an extensive list of critical parameters, certificate 
repositories and cross certified authorities[7]. The complexity of this task, dawns on 
user friendliness and overall usability. When users fail to manage their private keys 
securely or when they fail to validate each other’s public keys rigorously, then 
authenticity and privacy guarantees weaken and overall security deteriorates.  Security 
software is only defined as usable if the people who are expected to use it [8]: 

─ are reliably made aware of the security tasks they need to perform; 
─ are able to figure out how to successfully perform those tasks; 
─ don’t make dangerous errors;  
─ are sufficiently comfortable with the interface to continue using it.  

To achieve secure and authenticated communications, a web server presents its own 
digital certificate to an end-user in order to prove its identity and to facilitate the 
establishment of a secure end-to-end session. The end-user is required to: 

• Validate the subject on the digital certificate. In this case the subject of the 
certificate is a domain name, which must match the domain currently visited. 

• Validate the signed content of the digital certificate. Typically, the hash value of 
the certificate’s content is signed and the signature is included in the certificate. 

• Validate the trustworthiness of the certification path, up to a trusted certification 
authority 

• Check the validity period of the digital certificate (effective and expiration dates) 
• Check if the certificate has been revoked 
• If executable signed software is implicated, validate the signature of the source 

code 

The above steps are by default performed by the web browser of the end-user and thus 
it is presumed that the end-user trusts the web-browser program and expects to be 
properly notified if any of these steps fail. Often these validations require the end user 
to participate effectively in the process, as is the case if the certification publisher is 
not pre included in the browsers root certificate repository; thus unknown to the 
browser or a check fails. At this point overall security is as strong as the end user trust 
decision. For the user to effectively participate in this process, and for security to 
adhere to the above definition of usable security, the user is required to have the 
necessary knowledge and understanding, to evaluate a list of critical parameters, 
certificate repositories and cross certified authorities. Hence the problem. Realistically 
only sophisticated users can be expected to meet fully the demands of PKI. Users are 
unable to effectively make decisions regarding digital certificates in daily transactions 
due to the lack of informativeness of the user interface and usability issues. 
Cryptography in its essential form appears to be greatly dysfunctional in every day 
environments, not due to the inherent complexity of the underlying mathematics, but 
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due to the intricacy of the application interface, lack of informativeness and risk 
acknowledgment on a user side.  

The severity of this vulnerability is critical, as a growing number of sophisticated 
malware attacks are exploiting end users inability to effectively validate digital 
certificates. Besides STUXNET, the Zeus Trojan exploited this same vulnerability to 
steal banking information. Zeus during installation exhibited an expired certificate 
belonging to Kaspersky's Zbot product, which was designed to remove Zeus [9]. 
Although this certificate was expired, and contained a different hash value, a plethora 
of users accepted it as trusted, thus enabling its propagation. Another version of 
malware exhibited a digital certificate claiming to be published by a trusted CA Avira 
[10]. When taking a closer look, Microsoft Windows shows a note “A certificate 
chain processed, but terminated in a root certificate which is not trusted by the trust 
provider”. This message simply means that the certificate has not been created by 
Avira.  

Within this context we define cryptographic dysfunctionality. At present, we 
identify the problematic dimension of PKI as being a usability and user interface 
design problem.  During application usage, a detachment seems to occur between the 
application interface, informativeness and operation, which ultimately leads to user 
exclusion. In this exclusion cryptographic dysfunctionality has its deepest roots. 

3 A Study on User Perceptions of Digital Certificates 

We identify and define cryptographic dysfunctionality and within this context we 
perform an investigation, using questionnaires, to evaluate user understanding of 
cryptographic applications, application informativeness, user friendliness and 
usability. The results shed light on several aspects of these applications that deter 
cryptographic functionality in every day transactions. Our case study serves as a test 
of our hypothesis that user interface design is deteriorating cryptographic solutions 
effectiveness due to usability issues.  

3.1 Goal, Method and Participants 

This study’s goal was to investigate the extent to which Internet users can (a) 
understand the most essential concepts of digital certificates, and (b) manage digital 
certificates effectively during their interactions with a number of selected and familiar 
web sites. The methods selected for this survey included user testing, questionnaires 
and wrap-up interviews with students of the department of Product and Systems 
Design Engineering at the University of the Aegean, Greece. It needs to be noted that 
all students of the department make daily use of computers for their studies, in various 
ways, including using email to communicate with academic and administrative staff 
and using an asynchronous e-learning platform to access electronic content for most 
of their courses. All participants can be defined as experienced Internet users, if we 
take into account that they make daily use of the Internet. A total number of 121 users 
participated in this survey. Users were recruited by an e-mail invitation. 
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The user testing phase of the study required users to connect to the academic e-
mail server and access their accounts using the Mozilla Firefox, Internet Explorer and 
Opera web browsers, in a step-by-step process. To connect to the server, users were 
required to establish a secure SSL connection with a server exhibiting a valid digital 
certificate, which is not included in the Trusted Certification Authority Repository. 
This process required from the users to bypass the browser warning message to 
establish a secure connection, and in doing this add the CA to the Trusted Repository. 
For this, users should review the certificate critical parameters.  For each step of the 
process users were asked about basic aspects of digital certificates and filled in the 
questionnaire (the questionnaire was available electronically via Google docs). This 
simple user testing process was followed in order to help users concentrate on the task 
of establishing an SSL connection, and to allow for a brief search of the issues that 
they would be enquired about in the questionnaire. At the end of the process, we 
conducted a number of wrap-up interviews with a selected set of users on the basis of 
their answers in order to provide some clarifications and interpretations.  

The questionnaire comprised of a total of 20 (twenty) questions: the first four (4) 
were demographic, and the other 16 (sixteen) were about basic concepts of digital 
certificates and certificate management issues. For three (3) of these questions, users 
were told where to look for answers: they were also provided with screenshots of 
browser messages and they were asked whether they could understand their content 
and purpose.  

3.2 Results 

A total number of 121 participants took part in this survey; they were all between 18-
23 years of age: 18y: 51 users (42%), 19y: 31 users (26%), 20y: 18 (15%), 21y: 7 
(6%), 22y: 9 (7%), 23y:5 (4%). All participants are of young age and have 
considerable experience with using the Internet: 83 users (69%) reported that they 
have been using the Internet for more than 5 years, 15 users (12%) for more than 10, 
and 23 users (19%) for less than 5 years. The vast majority of participants make daily 
use of the Internet (102 (84%), while a total of 81 users (67%) have performed some 
kind of an electronic transaction, concerning e-commerce (49 users (41%)), e-banking 
(9 users (7%)), e-government (5 users (4%)) and other (18 users (15%)).  

Obviously, users with the above demographic and Internet usage data should be at 
least aware of basic concepts regarding digital certificates, if not capable of 
understanding related complex concepts, able to efficiently manage certificates and 
establish secure connections. User responses raise serious concerns on the 
effectiveness of many security implementations used in online transactions and shed 
light on the true nature of the problem. We shall go through the most important 
answers received and attempt to provide an unbiased interpretation of these.  

 Users were asked if they have ever established a secure connection to an Internet 
website in order to protect their online information exchange (Fig. 1). Although 90% 
of participants had previously stated that they regularly make use of e-commerce and 
e-banking websites (meaning that they often establish SSL connections), a striking 67 
users responded ‘no’ (56%), 39 users responded ‘not sure’ (32%), while a poor 12% 
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answered ‘yes’. This answer was a first contradiction to the aforementioned 
participants’ experience of Internet usage, and it is largely due to the fact that the 
secure connection is quite seamless from the user point of view. However, it need to 
be noted that even their specific and repeated interaction experience with their web e-
mail accounts (during which they are prompted to connect to a ‘potentially unsecure 
location’, according to Firefox terminology) has not proved informative enough for 
the vast majority of users to realize that they are actually establishing secure 
connections every time they accessed their web e-mail account.  

 

 

Fig. 1. Have you ever established a secure 
connection? 

Fig. 2. Do you understand what a digital 
signature is? 

An even more surprising set of answers was provided for the following question: 
“When you connect to a safe Internet location the URL changes to https. Do you 
understand what this means/does?” The vast majority of users (88%) lack any 
understanding of the concept of https (66%: ‘no’; 22%: ‘not sure’).  

Following this, users were enquired about their basic understanding of digital 
signatures and their ability to manage these (import, export and delete them), as this is 
one of the basics tasks users are required to perform in a secure PKI environment. A 
total of 93% (Fig. 2) responded that they “do not know or understand what a digital 
certificate is” (67%: ‘no’, 26%: ‘not sure’). In the following question, answers 
revealed that an 85% of all respondents lacked the necessary knowledge to effectively 
manage digital signatures, this includes deleting a comprised Certification Authority 
from the trusted rooted certificate repository. When enquired about their 
understanding of SSL, 93% responded that they were unable to understand this, 3%: 
were ‘not sure’, and a small 4% responded ‘yes’. These answers reveal that there is an 
astonishing majority of young experienced Internet users that are not aware of the 
most basic terms and concepts of secure online transactions.  

Alarmingly when users were asked if they had ever viewed a digital certificate to 
validate it, only 2 % responded positively [2 responded positively (2%); 111 
responded negatively (91%) and 8 responded not sure (7%)] (Fig. 3). As a PKI 
strength can be summarized down to specific end user trust judgments, regarding the 
trustworthiness of certificate issuers, after reviewing the validity of a specific public 
key certificate, an extensive list of critical parameters, certificate repositories and 
cross certified authorities, an end-user inability to participate effectively diminishes 
the solutions overall effectiveness. What is even more striking is that a total 60% of 
users, responded that they were able to bypass the browser warning message and 
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accept the digital certificate, thus visiting the website that had previously been 
deemed “unsecure” [32 users responded that they were able to bypass the message 
(26%), 41 that they believed they knew how to (34%) and 48 that they were unable to 
(40%)]. This was done without reviewing the certificate parameters. 

 

 

Fig. 3. Have you ever reviewed/validated a 
digital certificate? 

Fig. 4. Do you know how to bypass such a 
warning message? 

At this point we can state that the data clearly points towards users being unable to 
effectively perform in this situation. These questions were made while users were 
required to interact with the web site and check out related Firefox messages and 
pages. However, a very small number of users responded satisfactorily, which 
certainly rings a bell. Despite the fact that there has been over a decade since the first 
studies on the usability of cryptographic user interfaces (with most influential that of 
Whytten & Tygar [8]), it seems that current web-based user interfaces are still not 
‘passing the message’ to online users. 

In the following questions we enquired about users understanding of the messages 
presented to them when visiting a web server exhibiting a certificate issued by a 
RootCA not included in the Trusted Certificate Repository. A user’s knowledgeful 
participation in this process is vital, as if a user accepts a certificate from an untrusted 
publisher, the user could be a victim of a plethora of malicious attacks, including 
password and information stealing, enabling malicious code execution etc. When 
visiting a website that exhibits a certificate not trusted by the Firefox browser, a 
message is presented to warn the user, such the following one, “This Connection is 
Untrusted- You have asked Firefox to connect securely to (domain name), but we 
can't confirm that your connection is secure”. On many occasions trustworthy 
websites use certificates that are not included in the Trusted Root Certificate 
Repository. When enquired about this only 16% responded to understanding the 
nature of such a message.  

Following this users were asked if they understood the message “The certificate is 
not trusted because the issuer certificate is not trusted”. An overall of 93% does not 
seem to understand the nature of such a message (7% responded yes, 63% Responded 
No, 30% responded not sure). When users were asked if they understood what “This 
certificate is untrusted because it is self-signed” means, only 3% appears to 
understand. While most users do not understand the nature of these messages 60% 
knows how to override such a message and visit an untrusted site.  
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 Acknowledging the issue the Extended Validation Certificates have been issued. 
EV Certificates use color-coding of the Web browser's address bar to signal secure 
connections. The browser navigation window turns green to indicate an authentically 
validated site with an EV Certificate, full security, and encryption in place, and turns 
red when it encounters an untrustworthy site. When enquired about these, only 39% 
responded to have ever noticed the coloring [47 responded had noticed the coloring 
(39%), 63 had not (52%) and 11 were not sure (9%)], while a total of 98% had no 
idea as to what the purpose of this coloring was [3 responded positively (2%), 106 
negatively(88%) and 12 were unsure(10%)].  

4 Summary and Conclusion 

Overall, the collected data indicates that users are unable to effectively complete 
specific tasks that are required from an end-user to establish secure communications 
in the context of PKI environments. In view of these tasks, while users are required to 
validate the domain name, expiration date on the digital certificate or check if a 
certificate has been revoked,  98% of responders (from a group that is considered 
above average) have never viewed a digital certificate or are not sure how to view 
one.  Even in the case that one of these checks fails, 92% of responders does not know 
how to manage (delete) certificates. While users are required to validate the 
trustworthiness of the certification authority, 93% of responders do not understand 
what a certification authority is but most dangerously 54% does know how to get past 
a warning security message and add an exception to a specific certificate. The 
exponential rise of risks in the digital world demands a redesign of applications 
interface that manage, use and interact with digital certificates, as the problematic 
dimension in a PKI environment, appears to be a usability problem.  
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Abstract. Today advancements in information technology have led to multi-
user information systems of high complexity, where users can group, 
collaborate and share resources. The variety of such systems include a wide 
range of applications such as collaborative document sharing and editing, social 
networks, work flow management systems, mobile location based applications 
etc. As those systems continue to evolve, additional requirements arise which 
need to be met, such as context inclusion in access control decision making and 
security policies that support grouping, collaboration and sharing. To address 
this need, we are working on expanding C-TMAC, a security model that 
intrinsically supports grouping, collaboration and context awareness. In this 
perspective, we utilize the mathematical modeling language of Colored Petri 
Nets, along with the CPNtools, in order to represent and analyze the basic 
components of C-TMAC model. 

Keywords: Security, Access Control, C-TMAC, RBAC, Colored Petri Nets, 
CPNtools, Formal Modeling and Analysis. 

1 Introduction 

A multi-user, information and resource sharing environment is bound to the conflict  
of the competing goals of collaboration and security, as ease of access is not easily 
paired to the availability, confidentiality, and integrity requirements of a solid security 
policy. In addition, the inclusion of context in these systems means that information 
of high sensitivity is processed which needs to be very carefully controlled. The 
particular need of controlling the information flow between individuals in such 
systems, demands for a security model that can effectively address these combined 
requirements. 

Besides the classical access control approaches, like Mandatory Access Control 
(MAC), Discretionary Access Control (DAC) and Role based Access Control 
(RBAC), the Context-Based Team Access Control (C-TMAC) model was first 
introduced in [1]. C-TMAC is an extension of the highly established RBAC [2]. The 
purpose of this paper is to formally represent and analyze the basic components of the 
C-TMAC model, in order to identify its strengths and shortcomings. Working on this 
direction, we aim at expanding C-TMAC by enriching its intrinsic support of 
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grouping collaboration and context awareness. In order to represent and analyze the 
C-TMAC model we utilize the strong mathematical modeling language of Colored 
Petri Nets (CPNs) that permit future analysis and verification processes. 

The rest of the paper is organized as follows: the fundamental notions and 
notations used throughout the paper are presented in Section 2, which includes a brief 
presentation of the C-TMAC model. Moreover, the mathematical language chosen for 
modeling C-TMAC and the specific tool suite CPNtools for editing, simulating, and 
analyzing Colored Petri nets are briefly discussed. Section 3 contains related research 
that has been developed in two directions: exploiting of the context concept in RBAC-
based access control approaches and utilizing formal analysis and verification 
methods for access control requirements addressing purposes. The developed Colored 
Petri Net of the expanded C-TMAC, is presented in Section 4. Section 5 concludes 
this paper and outlines future research directions. 

2 Background 

2.1 C-TMAC 

The need for Users being able to collaborate in Teams and the notion of access rights 
associated to Teams was recognized early in the development of access control 
models. In RBAC [2] [3] models, Users belonging to the same Role can be defined as 
a group, but there are limitations in collaboration of users assigned to different Roles. 
Thomas in [4] proposed the Team Based Access Control (TMAC) model in which he 
explores the team-based nature of access and work in collaborative settings by 
defining two aspects of the collaboration context, user context and object context and 
the ability to apply this context to decisions concerning permission activation. 

 

Fig. 1. The C-TMAC model 

With the introduction of the C-TMAC model [1], the original TMAC was extended 
in two key directions: a framework to integrate TMAC concepts with RBAC and the 
use of other contextual information besides what is currently used in the user context  
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and object context in TMAC such as time, place, etc. Context is integrated as an 
entity in the model schema (Fig 1).  A further expansion of C-TMAC is discussed in 
Section 4.  

2.2 Colored  Petri Nets and CPNtools 

A Petri Net or Place – Transition Net, is a graphical tool used for the description and 
analysis of concurrent processes which arise in systems with many components, first 
proposed by Carl Adam Petri in 1962. The classical Petri net is a directed bipartite 
graph with two node types: rectangular shapes which denote Places (or Conditions or 
States) and round shapes which denote Transitions. They are interconnected by 
directed arcs. Only connections between different types of nodes are allowed. At any 
given time a place can contain zero or more Tokens, drawn as black dots. Tokens 
indicate the present state-of affairs and can be moved by the occurrence of transitions. 

An extension of Petri Nets was introduced by Jensen [5], named Colored Petri Nets 
(CPNs), allowing tokens to be associated with colors. CPNs are an extension of Petri 
Nets with more expressive power. In a standard Petri net, tokens are indistinguishable. 
In a CPN, every token has a value (color).  

In order to be able to practically make use of CPN graphical tool we need the aid 
of computer tools supporting the creation and manipulation of models. CPNtools is a 
tool suite for editing, simulation, and state space or performance analysis of CPN 
models. CPNtools suite provides a graphical representation of the CPN model, which 
is easy to edit, and capable of running extensive simulations.  

3 Related Work 

Several research efforts have addressed the issue of context inclusion in RBAC based 
models such as the TRBAC model [6] that allows temporal constraints on role 
enabling and disabling. The GTRBAC model [7] is a more generalized version of the 
Temporal RBAC model that supports various temporal constraints on User-Role 
assignment, Role activation, Role-Permission assignment, Role hierarchy and 
Separation of Duty. Covington et al. [8] define context information as environmental 
Roles, which are used to perform context-dependent tasks, and are activated based on 
environment conditions at the time of request. In a different approach [9], context 
based constraints are associated with activation of Role permissions. In [10] a 
programming framework for building context aware applications is presented, 
providing mechanisms for specifying and enforcing context-based access control 
requirements. 

Also in a more collaborative approach, Liscano and Wang [11] extends the 
dRBAC model [12], by applying context information conditions into delegations and 
propose a temporary Session Role, which Users can use to delegate a set of their 
permissions, in order to enable access to each other’s resources. Collaborations in 
Teams, was also explored in [13]. In addition, Tolone et al. in [14] provide an 
examination of access control models as applied to collaboration, pointing out the 
benefits and the weaknesses of these models. In their work the C-TMAC model 
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promisingly addresses the criteria the models are examined against, but as they state: 
“is not yet been fully developed, and it is not clear how to incorporate the team 
concept into a general RBAC framework”. 

As context inclusion and collaboration support in the security model of multi-user 
environments is an ongoing research area, we contribute to the need for the C-TMAC 
model to be further investigated and explored. In order to accomplish that, a formal 
verification method is required: our decision to relay on CPNs is consistent with 
several other researchers’ efforts that explored RBAC based models using the same 
method.  

Specifically Shafiq et al. in [15] proposed a Petri-Net based framework for the 
verification of correctness of event-driven RBAC policies. Rakkay and Boucheneb in 
[16] use CPNs and CPNtools to provide a general CPN model that shape most access 
control aspects with respect to RBAC policy requirements, also using CPN 
reachability analysis to check whether the access control requirements have been 
sufficiently addressed. Timed CPNs are used in [17] to model temporal constraints 
and analyze the TRBAC model [6]. Furthermore, Generalized Temporal RBAC 
(GTRBAC) model [7] is analyzed in [18] with the aid of timed automata. 

To the best of our knowledge, no attempt has been made yet to represent and 
analyze TMAC or C-TMAC using CPNs or any other formal verification method. 

4 Modeling C-TMAC 

Over the last decade there were many important advancements concerning RBAC 
based models, as illustrated in the previous sections. In order to expand the C-TMAC 
model, we adopt the event based realization of RBAC specified in GTRBAC [7]. 
GTRBAC distinguishes between different states of a Role, namely assigned, enabled 
and active. 

If a User is authorized to use a Role then this Role is assigned to the User. The 
enabled state indicates that Users who are authorized to use a Role at the time of  
the request may activate the Role and subsequently the disabled state indicates that 
the Role cannot be used in any User Session (due to constraints). A role in the active 
state implies that there is at least one User who has activated the Role. 

According to previous CPNs of RBAC based models [15, 16], the constraints 
related to state transitions of Roles that are taken into account are: 

• Cardinality constraints 
• Role hierarchy constraints 
• Separation of Duty constraints 

In the C-TMAC model, both Roles and Teams are assigned to Users (see figure 1). 
The use of Teams as an intermediary to enable Users obtain context is similar to the 
use of Roles as an intermediary to enable Users obtain Permissions. Context entity 
includes information regarding the required data objects for a specific activity, as well 
as contextual information such as locations or time intervals, and can be expressed in 
terms of ranges of values. 
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For the detailed representation of the C-TMAC, we isolate in this work two 
important aspects of the model: the User-Role-Session aspect and the User-Team-
Session aspect. 

In the User-Role-Session aspect of C-TMAC the User obtains the sum of 
Permissions of the Roles he activates within a Session (we call them Session-Roles 
Permissions). The event based RBAC CPN model presented in [16] can be 
sufficiently used for the User-Role-Session aspect of the C-TMAC.  

In the User-Team-Session aspect of C-TMAC, the User obtains the sum of Context 
of all Teams he participates in a Session (we call it Session-Team Context). Besides 
context, the User also obtains a combination of permissions of the Roles participating 
in those Teams (combination responds to Aggregation, Maximum/Minimum or 
Current Team Structure, see [1]), which we call Team-Roles Permissions. Following 
the event based approach, we define states for the Teams as well, which in accordance 
to these of Roles are: assigned, enabled and active. The CPN representation of the 
User-Team-Session aspect of the event based C-TMAC model is shown in figure 2. 

 

Fig. 2. CPN representation of the User-Team-Session aspect of the event based C-TMAC 
model 

The specification of this CPN is similar to the previously mentioned User-Role-
Session CPN. Due to space limitations we state some key elements and differences: 

− Color declarations are changed to include Teams instead of Roles (figure 3).  
− Role Cardinality (RC), Role Activation Cardinality (RAC), Enabled Roles 

(ER), Disabled Roles (DR), User Role Assignment/Authorization (UR) and 
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User Role Session Activation (URS) places are replaced with Team 
Cardinality (TC), Team Activation Cardinality (TAC), Enabled Teams (ET), 
Disabled Teams (DT), User Team Assignment/Authorization (UR) and User 
Team Session Activation (UTS) places respectively. 

− There are no hierarchy constraints. Instead we have Teams that are in 
conflict with each other and cannot be assigned to the same User, thus Role 
hierarchy (RH) place is replaced with Team Conflict (TCn) place. 

− Guard functions and tokens are changed accordingly. 

 

 

Fig. 3. Color declarations of User-Team-Session CPN 

The constraints related to state transitions of Teams, which are defined and taken into 
account in this CPN, are: 

• Cardinality Constraints 
− Team Cardinality (TC): The number of authorized Users for any Team does 

not exceed the authorization cardinality of that Team. 
− User Cardinality (UC): The number of Teams authorized for any User does 

not exceed the maximum number of Teams the User is entitled to acquire. 
− User Activation Cardinality (UAC): The number of Teams activated by any 

User does not exceed the maximum number of Teams the User is entitled to 
activate at any time 

− Team Activation Cardinality (TAC): The number of Users who have 
activated a Team in their Sessions does not exceed the Team activation 
cardinality. 

• Separation of duty Constraints 
− Any two Teams assigned to the same User are not in conflict with each other 

 
The two aspects of the C-TMAC jointly provide the final Permission set of the User: 
the Context-based Permissions, which are produced by the combination of Session-
Roles Permissions and Team-Roles Permissions, filtered by Session-Team Context. 
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This CPN can be used for security policy verification regarding the participation of 
Users to Teams within Sessions. In combination with the corresponding CPN of the 
User-Role-Session aspect, they form a framework for security policy verification of 
C-TMAC systems. 

5 Conclusions 

In this paper an expanded C-TMAC model is presented, which combines notions of 
GTRBAC with grouping and context awareness. Using CPNs to represent the 
expanded C-TMAC aids to the clarification of the model, and makes the incorporation 
of the Team concept into a general RBAC framework clearer. Several Team related 
constraints could now be defined and illustrated along with the process of User 
participation to Teams within a Session in the corresponding CPN. For the CPN 
produced, an effort has been made to be as much identical to the one illustrating Roles 
constraints and User activation of Roles within a Session, as possible. This 
significantly reduces the complexity of the C-TMAC formal verification using CPNs. 

Furthermore, adopting the event based approach of GTRBAC and integrating it to 
Teams as well as Roles results into an expanded version of C-TMAC and aids to the 
definition of Team Constraints. Temporal constrains in a context aware model are 
certainly a direction worth of closer examination in future research. An extensive 
version of this paper can include the full specification, simulations and reachability 
analysis of the CPNs for security policies verification of C-TMAC systems. Also, 
more Team related constrains can be defined, tailored to specific case studies.  

Among the various applications of C-TMAC, defining a fine grained framework of 
Teams (groups) formation and user-permission assignment on them based on context, 
can aid to today’s struggle of fine-tuning user permissions on the emerging social 
networks and the privacy concerns that they have surfaced. 

C-TMAC can be particularly effective on emergency information systems, where 
the group of people corresponding to the emergency must obtain elevated permissions 
in accordance to the context of the emergency event. 
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Abstract. Public Key Infrastructure is identified as the essential architecture 
upon which security and trust are built, in order to provide authentication, 
identity verification, encryption and non-repudiation in electronic transactions. 
Cross border availability of e-government services requires such a security 
infrastructure to provide a horizontal level of service across all implicated 
entities. This paper identifies the unique characteristics of a necessary 
interoperable security infrastructure and towards this goal explores the 
restrictions of current authentication approaches. Following this, the ability of 
the electronic passport PKI solution to extend and meet the demands of an 
interoperable cross border e-id solution is explored, as the requirements of such 
an authentication mechanism correlate to the characteristics of the deployed e-
passport infrastructure. Finally, this paper proposes leveraging the e-passport 
infrastructure, to build a secure cross border authentication mechanism. 

Keywords: Public Key Infrastructure (PKI), e-passport, e-ID, identification, 
authentication, e-government, e-voting.  

1 Introduction 

Countries and states globally, realizing the benefits that Information and 
Communication Technologies can offer, by increasing the effectiveness, efficiency, 
interactiveness, decentralization, transparency, and accountability of delivered 
services have proceeded in implementing electronic governments. These 
implementations have been guided by a number of initiatives and policies which set 
the target goals and required development frameworks. Today the field has reached a 
stage of relative maturity, due to the intense scrutiny that has occurred over recent 
years, and a change of focus is taking place. Current initiatives are moving away from 
offering solutions in an asymmetrical method and are building towards electronic 
governments with strong synergy between them, while achieving high citizen 
participation, promoting knowledge sharing and achieving economies of scale.  

Towards this goal, the Lisbon Treaty introduces a whole new dimension of 
participatory democracy alongside that of representative democracy on which the 
European Union is founded [1]. The Lisbon Treaty, enables one million citizens who 
are nationals of a significant number of Member States to call directly on the 
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European Commission to bring forward an initiative of interest to them in an area of 
EU competence”[1]. This provision provides an opportunity to bring the Union closer 
to its citizens and to foster greater cross-border debate about EU policy issues, by 
bringing citizens from a range of countries together in supporting one specific issue. 

The guiding principles for the implementation of the citizen initiative in the Lisbon 
Treaty are as follows; [1],  

─ The conditions should ensure that citizen initiatives are representative of a 
Union interest, whilst ensuring that the instruments remain easy to use. 

─ The procedures should be simple and user-friendly, whilst preventing fraud or 
abuse of the system and they should not impose unnecessary administrative 
burdens on Member States.  

Given the importance of these new provisions of the Treaty for citizens, civil society 
and stakeholders across the EU, and considering the complexity of some of the issues 
to be addressed, the Commission launched a broad public consultation with the 
adoption of a “GreenPaper” on 11 November 2009. Respondents broadly supported 
the idea of having a common set of procedural requirements for the collection and 
verification of statements of support, so as to ensure a uniform process across the EU 
and to avoid organizers having to comply with different rules in each Member State. 
The possibility of online “signing” was called for unanimously, since it would greatly 
facilitate the collection of signatures [2]. However, in order to ensure that statements 
of support collected online are as genuine as those collected in paper format, the 
proposal requires that online collection systems should have adequate security 
features in place, and that the Member States should certify the conformity of such 
systems with those security requirements, without prejudice to the responsibility of 
the organizers for the protection of personal data [2]. 

Although the vision of using digital certificates for the verification and 
authentication of e-government services deployed across Europe, appears to be 
commonsense, the inherent perplexities and complexities of the task at hand, are soon 
evident. Digitally signing a document is a process we have become accustomed to, as 
it provides for the electronic representation of the traditional signing process. Digital 
signatures are used to preserve the basic security characteristics of digital documents, 
such as integrity and authenticity, while acting as the principal verification method of 
the signer’s intended meaning, as expressed in the respective document. The creation 
of a digital signature cannot be denied as an action (non-repudiation), since it can be 
algorithmically proven, using cryptographic techniques. But the process of evaluating 
a digital signatures authenticity relies upon a horizontal support infrastructure that 
guarantees the uniqueness and originality of the signature, while correlating it to a 
specific individual (the signer). Cross-border digital signing requires an infrastructure 
that can provide this service uniformly across borders and services, that at present is 
not in existence. Today, the e-government services themselves are rarely, or not 
easily, available across borders. Europe currently needs better administrative 
cooperation to develop and deploy cross-border public online services, including 
practical e-Identification and e-Authentication solutions [3]. 

It is vital, that all present and future plans and implementations for electronic 
democracy build upon the principles identified in these initiatives, which include 
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─ Targeting enhancing participation in electronic democracy [2] 
─ Providing better services delivered over fewer resources, by optimizing the use 

of available resources and instruments [4] 
─ Targeting overcoming economic, social and environmental challenges [4] 
─ Promoting cross border interoperability of services [3] 
─ Promoting cross border collaboration and scalability [3] 
─ Encouraging the exchange of best practices between Member States[3] 
─ Are designed as part of a horizontal security service, so as to ensure uniform 

conditions of access to e-government services across member states [2] 

These principles suggest a design framework for architects, implementers, researchers 
and stakeholders with recommendations that can assist in decisions regarding 
deployment choices but also assist in understanding the ambiguities, complexities and 
requirements of planning, designing and deploying such Information Systems. 

2 Electronic Identification and Authentication 

High risk threshold applications, such as electronic government services, services 
dealing with highly sensitive information, require strong multifactor authentication to 
ensure protection of data and communications. This need is addressed by electronic 
IDentification (e-ID) systems. An e-ID infrastructure is understood as an 
Authentication Framework that enables individuals to access various e-services 
offered by government and non-governmental entities, using a single dedicated 
identity profile and making use of multi-factor authentication techniques. In terms of 
STORK project "Electronic Identity" is defined as “a collection of identity attributes 
in an electronic form” [6]. These attributes are combined with smart card technology, 
digital signatures and a user’s “knowledge” of a pin number to generate multifactor 
authentication. The development of e-ID infrastructures varies considerably across 
Europe. From 2000 onwards, a number of countries have implemented e-ID card 
projects, with Italy and Finland being the early adopters (2000 and 2003, 
respectively), Austria and Belgium followed in 2004, the Netherlands and Sweden in 
2005,  Portugal in 2007, Germany and Poland are currently starting their e-ID card 
rollout, while a large number of countries are planning deployment[7]. 

Public Key cryptography realizes the concept of digital signatures; it provides a 
practical, elegant mechanism for symmetric key agreement; and in combination with 
smart card technology currently enables the strongest available authentication of 
involved entities and secure communications. A Public Key Infrastructure (PKI) is a 
set of hardware, software, people, policies, and procedures needed to create, manage, 
distribute, use, store, and revoke digital certificates. A PKI infrastructure is comprised 
of several working units, which can be easily correlated to the required services an e-
Id infrastructure is required to provide. PKI deployments often include a Certification 
Authority and a Registration Authority. The CAs role is to certify the key pair/identity 
binding, by digitally signing a data structure that contains some representation of the 
identity and a corresponding public key. This data structure is called a digital 
certificate. The concept of National PKI is conceived by a large number of 
governments, as the de facto infrastructure onto which policies, technology and 
security can be built upon, in order to provide authentication, identity verification, 
encryption and non-repudiation in electronic services [7].  
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It is safe to say that across Europe, all countries are not only at different stages of 
maturity with regards to deployment of e-id infrastructures and respective PKI’s, but 
also lack a common set of implementation mechanisms [8]. While at a national level 
the schemes might operate as initially designed, attempting to use e-ID cards to 
address cross-border function’s, has proved to be nearly impossible as these systems 
are highly interoperable; at a smart card communication level, data access protocols, 
data definition, algorithms and at a PKI level[4][8]. Identifying the problem, a series 
of European Union initiatives and frameworks have been issued. Notable examples 
include the Secure Identity Across Borders Linked (STORK) for Electronic Identities 
(e-ID), the eID Interoperability for PEGS project and the Pan European Public 
Procurement Office (PEPPOL) for public procurement [9]. While these initiatives can 
be considered as steps into the correct direction, unfortunately they are mostly lacking 
to capture some vital requirements, such as enabling in-card el-gamal signature to 
achieve scalability such as e-voting etc [10]. 

Achieving interoperability of e-ids at a PKI trust level is crucial as the electronic 
services for identification, authentication and signature creation purposes are based on 
public key procedures. The validation of these processes requires a level of trust 
above the end user. This trust requires cross border cooperation, between the 
Certification Authorities of National PKI’s. This certainly requires a common 
understanding of all identity management issues (legal, technical, organizational). 
End user certificates, which are stored on the card and link user specific data (unique 
identifiers, etc.), with the corresponding public keys, are signed with the PKI’s root 
certificate (or an intermediate certificate, which in turn is signed by the root 
certificate). If this cross border cooperation is not achieved, it is not possible to 
effectively validate a citizen’s signature, or authentication request successfully[4]. 
Unfortunately in current implementations the notion of trust is not clearly identified 
and either the researchers do not address it or it is considered as de facto granted. 

The deployment of a large Public Key Infrastructure, that shall effectively and 
proficiently escalate into a pan-European Electronic Identification Infrastructure, 
covering all needs of security for e-Government, is a highly complex task. Such an 
infrastructure is itself required to be highly-interoperable, scalable and efficient. 
Overall, an authentication mechanism, achieving cross border interoperability is 
required to fulfill a number of requirements, 

─Technology compatibility (Common Data formats-Semantics; Communication 
Protocol Compatibility; Algorithm usage compatibility; Card compatibility-
Reader Compatibility) 

─Policy Compatibility (Registration procedures and requirements(identity proofing 
etc); Operational Requirements 

─Security Schema Compatibility( Common understanding of security risk assessment 
analysis; Common definition of risk assessment criteria, typically combined with 
a consideration of potential damage in case of incidents; these should be the basis 
for determining security requirements, i.e. Authentication Assurance Levels)  

─Legal Compatibility (Privacy & Data Protection legal framework; Legal Data 
Signature Validity) 
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─PKI Compatibility (Trust relationships must be established between issuing 
authorities; Deployment architecture compatibility) 

─Directories must be complex free and achieve high compatibly 
─Infrastructure must be able to achieve high scalability to respond to dynamics of 

user population 

3 Leveraging e-Passport Infrastructure 

While the research community has been involved in time consuming recursive 
debates on how to implement a globally acceptable and trusted Public Key 
Infrastructure, it seems that the e-passports PKI currently deployed in several 
countries provides a potentially friendly environment for achieving the necessary 
global trust. Electronic passports, or e-passports, are being issued and inspected 
across the globe in accordance with International Civil Aviation Organization (ICAO) 
standards for Machine Readable Travel Documents (MRTD). Every e-Passport has an 
embedded electronic chip that contains the holder’s personal information and photo 
found in the passport. To achieve interoperability a common understanding between 
participants on data structures and communications was required. This was achieved 
in MRTD, as all MRTDs follow a standardized layout to facilitate reading of data on 
a global basis by both eye readable and machine readable means. In order to increase 
confidence in the MRTD scheme, the ePassport chip is digitally signed to prevent 
unauthorized alteration and ensure authenticity. In order to verify a digital signature, 
border and other authorities need to access the ePassport’s public key. As electronic 
passports are designed to be of maximum use in facilitating international travel, 
successfully validating these documents at inspection points is critical. That is why it 
is crucial to share the public keys as widely as possible [11].The aim of this process is 
to link the passports validity and authenticity back to the issuing authority.  

To achieve this, a web of trust is set up between implicated parties. The inspecting 
entity accepts the e-passport as valid, because it trusts the authenticity of the signing 
respective authority. Basically, a chain of electronic certificates and signatures is 
created with one end securely anchored in the authority of the issuing state and the 
other end securely stored in the respective chip [12]. The validity of these documents 
is checked by comparing the validity of the implicated certificates, usually at the top 
of the chain, with the certificate of the country’s issuing authority. This validation, 
requires that the inspection entity has access to the certificate of the respective 
country, to validate against it, otherwise this process is broken.  

The most important advantage currently offered by the e-passport infrastructure is 
the established worldwide trust; the e-passport PKI offers a global multilateral 
framework to verify the entire chain of certificates issued by each country. This is 
achieved either with country cross certification, or by using the ICAO Public Key 
Directory (PKD). Technically, a trust relationship is established when a Country 
decides to trust the root certificate (the certificate of the CSCA) of another Country. 
This de-facto trust infrastructure overcomes the basic drawback of the most 
commercial or closed-groups PKIs. It is critical that e-id infrastructure’s leverage this 
global trust framework, as it provides the required platform for global interoperability 
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at a PKI level. In addition, leveraging the e-passport infrastructure achieves 
economies of scale and knowledge, according to the requirements set by recent 
initiatives, (as identified in previous section).  

A strategic decision for the current implementation of e-passports, is the lack of 
citizen certificates, in order to facilitate a fast-track implementation and to avoid the 
complexity of managing client certificates and keys. The X.509 digital certificates, 
which are issued for the ICAO PKI implementation, are currently restricted only to 
the authorities issuing the passports (i.e. the hierarchy of Country Signing CA and the 
subordinate Document Signing CA). Although the e-passport does not contain an 
X.509.v3 certificate and it is not designed for everyday Internet transactions, it 
exhibits all-but-one of the characteristics of a typical PKI-enabled smart card, 
containing a private key and the relevant digital certificate.  

The e-passport member states PKIs, follow the standard architecture proposed by 
ICAO and are deployed in a hierarchical architecture. A hierarchical architecture has 
been proven under real-world conditions to scale smoothly from hundreds to millions 
of users [13]; thus achieving the demanded scalability requirement. Trust operates in a 
hierarchical manner, starting at the country’s highest certification authority. At the top 
of the hierarchy is the Country Signing Certificate Authority, which is responsible for 
issuing certificates for the subordinate Document Signer Certificate Authority and for 
cross certification with other national CSCA. The Document Signing CA signs the 
passport’s data, including a public key (Active Authentication key) stored in each 
passport. Leveraging existing software, procedures and policies, we propose 
deploying a subordinate CA, the Identification Signing Certification Authority 
(ISCA), which can be deployed with minimal complexity and cost, and shall be 
delegated with the authority of issuing end user X509 certificates. This ISCA is 
deployed as a subordinate CA to CSCA inheriting cross country trust relationships. 
This enables certificates issued by the ISCA, to be automatically trusted by any other 
state or country that has been cross certified or has joined the ICAO PKD. 

Extending the e-passport infrastructure can address a plethora of previously 
identified requirements, while adding value to the overall security of e-government. 
The deployment of the e-passport infrastructure enabled the development of policies 
and procedures that guarantee strict citizen identification and registration required for 
a secure e-id infrastructure. These procedures include designing processes such as 
secure registration, deployments, contingency and recovery planning, and many more. 
These procedures easily correlate to the required procedures for safe issuance of 
secure e-ids as they share a common security profile. Leveraging the e-passport 
infrastructure provides a plethora of additional benefits. Since the ID cards are 
accepted as travel documents within Schengen States, their profile is required to be in 
conformity with many ICAO specifications, common to the e-passport [14]. The 
global e-passports implementation seems to be an attractive PKI establishment, since: 

─The passport as a digital identity is issued by governmental authorities, under very 
strict and reliable identification and issuance procedures for the citizens; due to 
the standardization of most of this process, member states are interoperable at 
policy procedures.   
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─The e-passports and electronic identity documents have common security profiles.  
─The technology used throughout the world is compatible and, thus, interoperable. 

Due to the standardization of the PKI infrastructure it is highly interoperable and 
scalable, as common deployment models have been adopted across member 
states.  

─High security procedures and operational models were defined during the 
deployment of e-passports, including the creation of high security facilities for the 
issuance of e-passports and for the protection of related data. The e-passport 
requirements are identical to the requirements of an e-id infrastructure at this 
level.  

─A worldwide Web-of-Trust is established through a reliable and secure exchange of 
countries self-signed certificates. 

─The member states legal framework has been addressed to be compatible with the e-
passports; thus providing compatibility for e-id cards (registration requirements, 
policy, digital signatures , etc)  

─The e-passport member states PKIs, follow the standards proposed by ICAO and are 
deployed in a hierarchical architecture.  

Many enterprises currently operate independent directories based on closed propriety 
protocols. As the number of applications and utilities relying on these directories are 
increasing, current practices are becoming inefficient. In numerous occasions, 
electronic communications between unknown entities are staggered due to the lack of 
authenticity. There is a trust deficit in electronically presented credentials. Relying on 
information provided by a trusted directory would increase trust in all communication 
between member entities. The homogenous availability of a trusted directory, easily 
accessible and highly available overcomes this requirement, enabling stronger and 
safer e-commerce as it guarantees the validity of credentials of implicated parties. But 
also on a citizen’s side, interaction with web services can be verifiable, as directories 
contain lists of information of natural but also legal entities. Validating an e-services 
certificate would thus increase the integrity of communications.  

4 Conclusion 

Currently, initiatives globally, and specifically in Europe, are targeting at increasing 
the interoperability and scalability of their services as they are aiming at providing 
cross border service delivery to their citizens. There is a growing need that stronger 
authentication mechanisms are implemented and in this direction e-id solutions based 
on PKI and smartcard technology are explored. A crucial element of e-ID 
infrastructures is achieving interoperability and scalability at PKI level. An e-ID 
infrastructure is as strong and as effective as the authentication services ability to 
correlate an entity’s provided credentials with an entity’s valid credentials. The 
validation of these processes requires a level of trust above the end user. Current PKI 
deployments lack the ability to address cross border cooperation, as differences exist 
either at a policy or functional level, arising serious limitations on cross border 
availability of these services.  
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In this paper we explore the e-passport PKI deployment, as it provides a potentially 
friendly environment upon which the necessary global trust is built. The e-passport 
infrastructure provides a successfully deployed architecture in many countries and 
states, which exhibits a plethora of required characteristics, which efficiently correlate 
to the requirements of an e-id infrastructure. At present, the e-passport infrastructure 
has established a worldwide trust net, offering a global multilateral framework to 
verify the entire chain of certificates issued by each country. We propose leveraging 
the existing infrastructure and processes by deploying the Identification Signing 
Certification Authority as a subordinate to the CSCA, inheriting the global web of 
trust relationships. The ISCA is delegated with the responsibility of issuing member 
states natural or legal entities certificates, either in hard or soft format, leveraging the 
existing infrastructures abilities and knowledge. The e-passport PKI infrastructure can 
be extended, with minimum complexity and cost to meet the additional demands of an 
interoperable e-id infrastructure. The proposed architecture provides a common 
interoperable security platform, while achieving economies of scale and knowledge. 
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Abstract. While data encryption is an effective means of keeping data private it 
does not conceal the presence of ‘hidden’ information, rather it serves as an 
indicator that such data is present. Concealing information and hiding the fact 
that information is hidden are both desirable traits of a confidential data 
exchange, especially if that exchange takes place across a public network such 
as the Internet. In the present paper, we describe an approach to textual 
steganography in which data is not only hidden, in virtue of its encoding, but 
the presence of hidden data is also concealed, through use of human-readable 
carrier texts. Information transmitted in this fashion remains confidential and its 
confidential nature is also concealed. The approach detailed addresses several 
shortcomings in previous work in this area. Specifically, we achieve a high rate 
of accuracy in message decoding and also produce carrier texts which are both 
coherent and plausible as human-readable plain text messages. These desirable 
features of textual steganography are accomplished through a system of 
sentence mapping and a genre-based approach to carrier text selection that 
produces contextually related content in the carrier messages. 

Keywords: Textual steganography, genre, data hiding. 

1 Introduction 

The major attraction of steganography is not the goal of concealing data, since this 
can be achieved very effectively with current encryption techniques, but, more 
specifically, the goal of concealing the presence of concealed data [1]. Although such 
information hiding is often addressed through use of media data files as the ‘carrier’ 
for concealed data [2], there is an alternative but underdeveloped approach that seeks 
to conceal data within plain text. Such textual steganography is appealing but 
problematic when compared to transmission via image or audio carrier files. The 
major issues facing textual steganography are twofold: 

(i) Provide an encoding mechanism that is sufficiently flexible to conceal any 
required message; 

(ii) Create carrier texts that are plausible as ‘ordinary’ texts; 
                                                           
*  Corresponding author. 
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The first criterion relates to the successful encoding and decoding of messages while 
the second relates to the successful concealment of hidden data. In the following, we 
describe several approaches that have been used previously as a basis for textual 
steganography before proposing an alternative technique that we have developed, 
based upon sentence mapping and genre-specific carrier texts. 

2 Strategies for Textual Steganography 

Concealing data in text requires that aspects of the text serve as markers or codes for 
the concealed data. This parallels the use of altered pixel brightness or colour values 
in images as the ‘codes’ for concealed data. In the textual realm we may distinguish 
two varieties or strategies for steganography: presentational and linguistic. The 
presentational approach is simpler and uses variations in features such as inter-word 
or inter-line spacing to represent the hidden data. This is similar in concept to image 
steganography since it relies upon visual aspects in the carrier presentation that will 
be ‘inconsequential’ to the human observer but discernible through appropriate 
software analysis. Linguistic approaches tend to be more ambitious in their selection 
of coding strategy and rely upon changes to the textual content as a basis for 
conveying the hidden message. 

2.1 Presentational Strategies 

Presentational strategies for textual steganography include the use of features such as 
inter-word spacing; tabs and spaces; and line shifting. These approaches are outlined 
below. 

Inter-Word Spacing 
Delina [3] describes the technique of generating a cover text depending on the length 
of the secret message and altering the number of spaces between the words in the 
carrier text. One space between a word and the next word indicated a 0 and two 
spaces indicated a 1. The advantage of this method is that additional spaces in 
documents are fairly common especially if text justification or text centering is used. 
Thereby, this feature is unlikely to rouse suspicion. When a small font is used for 
document presentation a human cannot easily tell the difference between one space 
and two spaces. So it is likely that the presence of a secret message will not be 
discerned. However, a potential down side to this approach is that to convey a single 
character will generally require eight bits, meaning that eight inter-word spaces would 
be required to represent one character. This constraint means that only short hidden 
messages can be transmitted, unless the carrier text is very long.  

A similar approach, termed ‘word shifting’, is described by Kim et. al. [4]. 
Arguably, this form of shifting may be less easy for a human to detect because 
horizontal shifting of words is common in newspapers, magazines and other 
documents to fill up lines of text and achieve text justification [5].  
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Tabs and Spaces 
This variation on the use of inter-word spacing was developed by Mansor et. al [6]. 
Their program (SNOW) takes the secret message and a carrier text as input and uses 
an algorithm to add extra spaces and tabs to the end of some or all of the lines in the 
carrier text. A tab is always added first to indicate the start of the concealed message 
and then sequences of spaces and tabs are added to make up the secret message. The 
extra spaces and tabs cannot normally be seen by readers so will not arouse suspicion 
to a human who has a glance at it as the original carrier text is preserved. One 
drawback of this technique is that extra spaces and tabs may be detectable if the 
carrier text was viewed in a text editor. This may arouse suspicion that confidential 
data is hidden within.  

Line Shifting 
Textual steganography by means of ‘line shifting’ conceals data through small vertical 
adjustments (e.g., 1/300th of an inch) to the lines of text in the carrier message [7]. The 
receiving system detects these changes in vertical alignment and reconstitutes the 
hidden message accordingly. As with other presentational approaches, there is some risk 
that a human reader may notice slight variations in the alignment of the lines of text in a 
carrier message [8]. Furthermore, while this technique could be used in formatted 
electronic documents, it is best suited to printed texts [9]. Recovering the hidden 
information may be problematic in cases where the carrier text has been edited or 
retyped.  

2.2 Linguistic Strategies 

While presentational approaches can successfully conceal data and may do so in ways 
that are not noticed by the average human reader, they are primarily limited by their 
dependence upon preservation of document format and layout. This makes them 
better suited to document-based data hiding than ‘live’ transmission systems. In 
contrast, linguistic approaches to textual steganography adopt strategies that depend 
upon changes to the meaning of the carrier message. Unlike presentational 
approaches, linguistic techniques require a mechanism that changes words or word 
combinations as a basis for concealing the data. Linguistic strategies for textual 
steganography include the use of features such as word spelling, synonyms and phrase 
structures. These approaches are outlined below. 

Changing Word Spelling 
In this approach, data is concealed by changing the spelling of specific words in a 
piece of text, for example, British and US spelling [10]. A database (the resource) is 
created which holds lists of words which have different spellings in the British and 
US and the encoding program searches through the carrier text to find words which 
have different British and US spellings. The system changes words in the carrier text 
so that a US word denotes a 0 and a UK word denotes a 1 so that data can be hidden 
in the carrier text. At the receiver end the same database of words is used to search 
through the document in order to build up a sequence of 0 and 1s and thereby extract 
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the hidden message. A potential downside to this approach is its sparsity of encoding. 
Only a small amount of data can be hidden in the carrier text because a whole word 
indicates only a single binary digit. Despite this limitation, this method would be very 
difficult to detect unless a human reader notices the mixture of American spelling and 
British spelling. 

Synonym Replacement 
An attempt to use synonym replacement as the mechanism for concealing data in 
carrier texts was developed by Morran & Weir [11]. This required the use of part-of-
speech tagging on the secret text and the carrier text in order to identify suitable terms 
for synonym replacement, with the aim of maintaining the meaning and sense of the 
carrier text. Thereby, the private message may be concealed in the cover text with a 
key used to identify which words have been changed and, therefore, which words 
conceal parts of the hidden message. In order to eliminate the risk of significant 
changes in meaning, this approach also adopted word-sense disambiguation. Despite 
the sophistication of this approach, the resultant carrier texts were not always 
grammatical and meaningful.  

Phrase Structures 
Chapman et. al. [12] used part-of-speech analysis in order to identify specific phrasal 
forms in the carrier texts that could be replaced as a means of concealing data. This 
was implemented as a system called NICETEXT but, as with Morran and Weir’s 
synonym replacement approach, NICETEXT was impaired by the limitations of part-
of-speech tagging and suffered from occasional grammatical anomalies in the carrier 
texts [1]. 

3 Genre-Based Textual Steganography 

With a view to addressing the main requirements of textual steganography, viz., 
providing a flexible encoding mechanism and creating carrier texts that are plausible 
as ‘ordinary’ texts, we combined two aspects in our prototype system. The first aspect 
is the use of a word to sentence mapping as a means of converting secret text to 
carrier text. This employed a database with a large set of words and an associated 
database of sentences. Words in the secret text are mapped algorithmically to specific 
sentences and the carrier text is a compilation of the successive sentences. This 
approach ensures that each sentence in the carrier text is grammatically well formed. 
The second aspect in our steganography system addresses the need for coherence 
across sentences. This is addressed through use of datasets of genre-specific 
sentences.  

In principle, there might be any number of discrete genre-specific sentence 
datasets. Our prototype system presently operates with two sentence databases. The 
first of these is composed of sentences drawn from a corpus of computer science 
literature while the second is composed of sentences drawn from the Brown corpus. 
Before creating a carrier text from a specific secret text, the user chooses one or other 
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genre database. Each word of the secret text is then mapped to a sentence from the 
selected genre dataset. The choice of genre is also conveyed as a concealed data item 
in the carrier text, thereby ensuring that the decoding process operates with the 
appropriate sentence dataset.  

In the process of formulating the carrier text, each word of the secret text is located 
in the word dataset. For any word not already present in the dataset, the system adopts 
the ‘new word’ procedure. In this case, the new word is added to the sender-side 
database and then broken down into individual characters. The word dataset also 
contains a set of individual characters each of which can map to an item in the 
sentence dataset. This permits newly encountered words to be concealed and included 
within the carrier text. At the receiving side, new words are identified by an in-text 
code, decoded from the sentences in the carrier text and automatically added to the 
receiver-side database. 

3.1 Example Codings 

In the following examples, we show the secret message followed by the carrier texts 
from the Computer Science (CS) genre and then the Brown Corpus (Brown) genre.  

Secret text 1: I like watching films in the evening. 

CS Carrier text: The stat_formula() interface allows derived instrumentation to be 
declared, creating a metric that is a function of other counters. SimpleScalar's 
software architecture has been improved and modularized, making the code easier to 
understand and modify. For tracers in real-world environments, however, especially 
on backbone networks where network traffic is very high, more memory will likely be 
needed. In GOMS terms, there must exist a method with operators to execute the 
command. An open distribution model has potential drawbacks, however. Direct user 
support creates by far the largest demand. The growth in the number of homes with 
always-on, high-speed broadband Internet connections has enabled hackers to spread 
bots widely and quickly, according to David Perry, global director of education for 
antivirus-software vendor Trend Micro. 

Brown carrier text: It was marked by controversy, anonymous midnight phone calls 
and veiled threats of violence. The United States, State Department officials explain, 
now is mainly interested in setting up an international inspection system which will 
prevent Laos from being used as a base for Communist attacks on neighboring 
Thailand and South Viet Nam. Everybody has a different idea on the ethics and 
morals of driving away neighbors, when and if. This resulted in revisions of the King 
James Bible in 1881-85 as the English Revised Version and in 1901 as the American 
Standard Version. Kansas, regarded as tops in the nation in its treatment of the 
mentally ill, spends $9 per day per patient. And after several correspondents went 
into Pathet Lao territory and exposed the huge build-up, administration spokesmen 
acclaimed them for performing a great service and laid the matter before the 
Southeast Asia Treaty Organization. Of the millions who have served time in 
concentration camps in Siberia as political prisoners of the Soviet state, few emerge 
in the West to tell about it. Some 30 spectators remained in the court during the day 
and were on hand to hear the verdict read. 
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Secret text 2: The queen has gone to roost. 

CS carrier text: One is that all DR(i, k)s are distributed evenly in a given range. Both 
evaluations followed the same layout and question structuring. In contrast to other 
bots, Bobax's primary purpose is to send spam. Problems in the representation of 
meaning in information retrieval. Naturally, this reflects on the accuracy of the 
relevance decision. Expected Output: +word +word +word Actual Output: As 
expected Pass/Fail: Pass. Most web pages you find today are written in HTML 
(HyperText Markup Language). 
 

Brown carrier text: Research projects as soon as possible on the causes and 
prevention of dependency and illegitimacy. Mr and Mrs Stevens and the bride's other 
uncles and aunts, the Rush C Butlers, the Homer E Robertsons, and the David Q 
Porters, will give the bridal dinner tonight in the Stevenses' home. We (the Chicago 
Association of Commerce and Industry ) expect to establish closer relations with 
nations and their cultural activities, and it will be easy as a member of the fair staff to 
bring in acts, explains Mrs Geraghty. Led fight on teamsters Gladden has been an 
outspoken critic of the present city administration and led his union's battle against 
the teamsters, which began organizing city firemen in 1959. The city is not adequately 
compensated for the services covered by the fees, he said. Families go out to the edge 
of the terraces to sit on carpets around a samovar. Those three other great activities 
of the Persians, the bath, the teahouse, and the zur khaneh ( the latter a kind of club 
in which a leader and a group of men in an octagonal pit move through a rite of 
calisthenics, dance, chanted poetry, and music ), do not take place in buildings to 
which entrance tickets are sold, but some of them occupy splendid examples of 
Persian domestic architecture : long, domed, chalk-white rooms with daises of 
turquoise tile, their end walls cut through to the orchards and the sky by open arches. 

3.2 Issues 

While every tested example of encoded text has been successfully decoded, there 
remain some issues with the current prototype that we aim to address in future work. 
In the first place, the word-to-sentence mapping results in considerable expansion 
from the secret message size to the carrier text size. This is an inherent consequence 
of the mapping of individual words to sentences but can be reduced through more 
careful selection of sentences for the genre datasets. Specifically, we aim to prioritize 
shorter sentences in order to reduce the data inflation effect.  

A second issue concerns the coherence of the resultant carrier texts. Although there 
is a high degree of coherence in the resultant sentences, there are indications that 
‘noise’ in the sentence datasets can detrimentally impact upon the carrier text by 
introducing partial sentences (e.g., computer science article titles). This signifies a 
need to carefully filter the content of the sentence datasets in order to ensure their 
sentential integrity. 
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4 Conclusion 

The aim of this work was to establish an effective means of concealing and conveying 
hidden messages in plain text such that the presence of such messages would not be 
discernible in the carrier texts. In evaluating the encoding and decoding process, 40 
different secret texts of differing lengths and compositions were tested with the 
system. The results showed that 100% of the secret texts fed in to the system were 
recovered successfully. While such testing cannot guarantee that all possible carrier 
text will be decoded correctly, it lends plausibility to the system’s effectiveness and 
shows that it is able to cope with a wide range of different secret texts.  

As indicated above, the plausibility of carrier texts produced by the current 
prototype is high but occasionally leaves room for improvement. Overall, we are led 
to conclude that this approach achieves the two major issues facing textual 
steganography: 

(i) Provide an encoding mechanism that is sufficiently flexible to conceal 
any required message; 

(ii) Create carrier texts that are plausible as ‘ordinary’ texts. 

The system on the whole does produce plausible carrier texts containing sentences 
which belong to the same genre and are grammatically and syntactically correct. 
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Abstract. This paper presents data from a preliminary investigation on the 
neurophysiological changes that occur when a person attempts to crack a 
password. A password cracking scenario was provided to a small cohort of 
university students and while they were attempting to crack into the password, 
their EEG was recorded. The results indicate that the overall frontal lobe power 
(at electrode position F7) was significantly different during cracking as opposed 
to typing alone. Further, the principal visual area (O1 and O2 electrodes) 
electrodes displayed much more variability in the cracking scenario than in the 
transcriptional typing scenario. Further, the anterior frontal electrodes displayed 
much higher activation than in the transcriptional typing task. These results 
suggest that using EEG recording alone, a unique signature can be acquired in 
real-time which provides significant and suggestive evidence that the user is not 
merely typing – that they may be trying to crack into the system.  

Keywords: affective computing, biometrics, electroencephalography, heart rate 
variability, neurophysiological computing, password hacking. 

1 Introduction 

This pilot study had two principal aims: 1) to investigate the effect of typing on the 
EEG and 2) to investigate whether a person attempting to hack into a computer 
system by on-line password cracking could be identified using standard 
electroencephalography (EEG) technology. The password cracking scenario was 
implemented using subjects that manually (as opposed to an automated character 
generating approach) attempted to guess a user’s password while sitting at the host 
machine. This approach requires the user to type entries and as such, there are two 
elements involved in this process that are relevant here: i) the actual typing process 
and ii) and the hacking process. The assumption utilised in this study is that is that by 
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subtracting out the typing element during keyboard entry based password cracking, 
we would be left with the ‘cracking’ aspects of this behavior. It is interesting to note 
that the literature is sparse on the effects of typing on the EEG – i.e. that those aspects 
of cognition involved in typing have not yet been elucidated based on published 
literature. A side effect of this paper is to provide some basic data on brain activation 
patterns that occur during transcriptional typing. Subjects are asked to perform 
keyboard entry of a small corpus of text (approximately 300 words) prior to the 
hacking scenario. The subjects were asked to type the corpus with no time limit – 
which was completed in approximately 10 minutes (range 7 +/- 2 minutes). The 
subjects were told that they did not have to worry about correctness – though the 
typing errors were on the order of 10%, indicating that the subjects were consciously 
attempting to correctly enter the corpus text.  

Transcriptional typing also entails reading the text while typing, typically using an 
interleaving approach where text is read and stored in a ‘mental buffer’ – short term 
memory and the typed. Professional typists will be able to type without looking – and 
hence they can read the text continuously while typing, thereby producing very fast 
typing rates (60+ wpm). The subjects were university students and hence not 
professionally trained typist. They deployed a ‘read-store-type’ loop during the typing 
process and produced typing speeds of approximately 30 wpm. The critical issue with 
respect to the transcriptional typing task is to control for the reading sub-task which is 
implicit in transcriptional typing. We asked subjects to read a small corpus of text 
prior to typing corpus of the same length (but different) text. The goal here is to try to 
identify those activation patterns associated with reading and subtract these patterns 
from the transcriptional task. In theory, this would leave only those activities 
associated with typing, which in turn would be removed from the hacking scenario, 
yielding activity patterns associated with hacking per se.  

2 Methods 

It is for obvious reasons difficult to acquire physiological recordings while a person is 
attempting to hack into a computer system. In this investigation, we asked volunteers 
(right-handed male university students, aged 20-22) to attempt to crack a password 
system while we acquired their EEG using the Emotiv headset system. The subjects 
volunteered (three in this pilot) for this study without full knowledge of the actual 
purpose of the study, though they were told they would be attempting to hack into a 
computer system. Subjects were asked to sit in a quiet room with normal lighting. The 
subjects were then fitted with the Emotiv headset after assuming a comfortable 
position in an armchair placed in front of a laptop computer. Further, we deployed 
both ECG (3-lead) and a blood pulse volume electrode (placed on the left ear lobe) in 
order to acquire information regarding heart rate variability. We used the Vilistus 
system for the ECG and BVP recordings [1],  

The experiment started once all of the electrodes (EEG, ECG, and BVP) were 
positioned and the recording signal was stable. The subjects were asked to relax as 
much as possible all subjects indicated that the recording equipment was not 
uncomfortable and did not obstruct their hand motion during typing in any way. The 



114 W. Khalifa, K. Revett, and A.-B. Salem 

experiment protocol used in this study is depicted in Table 1. The experiment 
consisted of four contiguous phases as depicted in table 1. Note all phases of this 
experiment were carried out using a standard 102-keyboard integrated into a laptop. 
All subjects were filmed during the experiment and all software deployed (the Evotiv 
TestBench and the Vilistus (v 1.2.38 professional)) and video recording were 
synchronized to a common clock for subsequent data processing and analysis.  

Table 1. Experimental protocol used in this study. Note that the text corpus read in stages 1 and 
3 was the same, and different from the corpus deployed in the transcriptional typing task. 

Read 
silently 

(2 minutes) 

Transcriptional 
Typing 

(10 minutes) 

Reading 
silently 

(2 minutes) 

Login test 
(0.5 

minutes) 

Hacking 
(5 minutes) 

 
After reading the page of text (stage I), the subjects were asked to type in a page of 

text containing approximately 300 words. This text contained very generic 
information about how to hack into computer systems, extracted from a website. 
Upon completion of this task, the subjects were asked to read another page of text 
(which was different from the original page they read) silently (stage III). Once this 
task was completed, the subjects were then provided with the account hacking 
scenario. This scenario attempted to reproduce the hacking process as much as 
possible. The subjects were told that they had to try to hack a 10 character password 
in 5 minutes. Note the hints were presented before the experiment began and were not 
displayed during the hacking scenario. As the subject correctly ‘hacked’ elements of 
the password (which were all lower case letters and digits), they were displayed as 
asterisks ‘*’ in there correct position on the screen. At the end of the 1st minute, a 
timer was positioned on the screen in the upper right hand corner of the screen (in the 
default color black). After the 2-minute mark, the timer digits color was changed to 
RED and the size of the image box which contained the numerical digits of the time 
in a standard stopwatch timer countdown format was enlarged so it was more 
conspicuous. The presentation of the time was meant to induce stress in the subjects 
during the hacking process. At the end of the 2-minute mark, 50% of the characters 
correctly ‘hacked’ were displayed (half + 1 if the number of hacked entries was odd). 
At the end of the next minute, 50% of the remaining correctly hacked characters were 
revealed, and at the last minute, all characters were displayed in addition to any newly 
discovered elements until the test terminated. This test phase of the experiment 
terminated when either the password has been cracked or the timer has expired. The 
subjects were then de-briefed and thanked for their participation.  

Once the test was completed, the data was saved and analysed off-line using 
EEGLab (v 9.0.4.6) for the Emotiv EEG data and Matlab (v7.0.6.324, R2008a) scripts 
were used for analyzing the heart rate variability data acquired from the ECG and 
BVP electrodes [2,3]. The EEG data was obtained using the emotive headset, which 
contains 14 dry electrodes and 2 mastoid reference electrodes (adhering to the 10-20 
electrode system). In order to reduce motion artefacts, subjects were requested to sit 
as still as possible, with elbows placed firmly on the arms of the chair. The subjects 
were asked to type on a standard laptop style 102-keyboard which was positioned at a 
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level and distance deemed to be comfortable for each subject. The EEG was recorded 
and event markers were generated whenever excessive subject movement was noted. 
A digital recording of the experiment was also acquired to provide additional criteria 
for motion artefact detection to enhance the quality of the data. In addition, the BVP 
and ECG were utilised to assist in motion artefact, detection, and the video recording 
assisted in eye blink detection and synchronization as well. Briefly, the EEG data was 
collected at 128 Hz with mastoid referencing in EDF (European Data Format) format, 
which can be directly imported into EEGLab (which runs within Matlab). A channel 
location file was generated which corresponded to the electrode layout for the Emotiv 
headset, and care was taken to ensure that the electrodes were positioned at the same 
positions across all subjects. The first processing stage requires that markers are 
placed in the data indicating the start, termination point, and the phase boundaries. All 
recording components were synchronised to a digital clock and audio data was also 
deployed in order to indicate boundary points. Eyeblinks can be an effective means of 
placing timer marks in the data – they can be caught on camera as well and serve as 
useful and frequent time event markers. Timing (event markers) were placed in the 
datasets (note all recoding modalities were acquired at the same sampling rate of 128 
Hz) for subsequent analysis. In the next phase, data cleansing was required in the 
form of artefact removal. The data was first examined for gross artefact detection 
manually – any sections of the recording that contained significant artefacts were 
rejected. All rejected segments were removed from the data and the ‘cleansed’ data 
was utilised for further processing.  

The heart rate variability (HRV) was also deployed in order to provide additional 
information about typing and the ‘hacker’ tasks. Data for HRV analysis was acquired 
using both 3-lead electrocardiogram (ECG) and blood volume pulse (BVP) 
monitoring was performed using a photoplethysmograph (PPG) placed on the left 
earlobe. All data acquired form HRV determination was band passed filtered (1-50 
Hz) prior to further processing.  

The data was epoched according to experimental phase in the same fashion as the 
EEG data, and artefact removal and band pass filtering (0.1-40 Hz) was performed. 
Any missing elements were filled in with baseline values to maintain temporal 
correlation with the EEG dataset. The BVP serves as a separate measure of heart rate 
which recorded the changes in the volume of the underlying vasculature when the 
heart beats. It is generally considered less susceptible to noise then the ECG and tends 
to produce more stable data then the ECG. The level of physiological data that can be 
extracted using BVP is more limited then the ECG in general, as it does not provide 
cardiac physiology details. It was deployed in this study to determine how well it 
correlated with the ECG in terms of capturing HRV data. The key advantage to BVP 
is the simple method used to obtain the data – a simple clip on the ear lobe is typically 
deployed and could be integrated into a headphone that are currently employed in 
many mobile phones and portable listening devices.  

The EEG analysis focused on a subtraction method, whereby data from phase II – 
the typing phases was analysed with respect to phase I – the reading phase. Any 
differences in the recordings between these 2 phases would represent the difference 
between the tasks – namely the EEG correlates of typing. Likewise, the hacking phase 
(phase IV) data was subtracted from the subtracted phase II data – the typing phase, in 
order to reveal changes associated with the hacking component. Since this is a 
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preliminary study, aimed at producing an appropriate design methodology, not all 
possible outcomes were examined. The results from this analysis are presented in the 
next section. 

The HRV was measured using a method which determines the distance between 
the peaks of each heart beat. The peak of the QRS wave is sought for all heart beats, 
and the time between peaks is measured (variation in beat-to-beat interval). Variations 
in beat-to-beat intervals is recorded and used to access the physiological stress the 
subject may be experiencing [4,5]. The experiment of induced hacking was designed 
to simulate the expected stress levels associated with a time based task and it is 
reasonable therefore to assume that the subject will experience stress. The deployment 
of ECG and BVP was designed to determine whether or not this assumption held in 
our experimental paradigm.  

3 Results 

The principal result obtained from this experiment was that the subject did feel that 
they were under physical stress during the hacking scenario. This result is predicated 
on changes in HRV which was recorded throughout the experiment. The results in 
table 2 depict the average HRV within each of the four phases of the experiment 
across all three subjects. 

Table 2. Heart rate variability presented as the average across all subjects for each experimental 
phase. HRV was measures as the coefficient of variation (CV) for the last 100 heart beats in each 
phase. 

Phase I Phase II Phase III Phase IV 
0.3% 1.1% 0.5% 3.8% 

 
The HRV was significantly larger (p < 0.001) for the phase IV subjects, and this 

held true across all subjects. The same trend held for the BVP measurements, which 
indicates a variation on the heart rate of the subject. Further, the subjects self reported 
that they felt under stress when trying to hack the password. Further confirmation was 
obtained by analyzing the video recording of the subjects, which captured the 
subjects’ actions throughout the experiment. All subjects appeared agitated, 
displaying a variety of facial grimaces and general heightened arousal during the 
hacking phase relative to the reading and typing phases. 

The EEG results indicated significant changes in the power spectrum during 
various stages of the experiment, which varied across electrodes. The difference 
between the transcriptional typing and reading phases suggested that the F3 electrode 
and both occipital electrodes (O1 and O2) especially displayed a high level of 
activation during transcriptional typing relative to reading alone. The alpha frequency 
band (8-12 Hz) power was raised significantly relative to the reading alone scenario, 
with other bands appearing roughly equal in power. The second reading task was not 
significantly different from the initial reading task (Phase III v Phase I), though there 
was a non-significant change in the delta band (1-4 Hz) power spectrum in the 
occipital field electrodes (O1 and O2). The hacking scenario produced the most 
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significant changes of all phases. The power spectrum for the more frontally position 
electrodes (F3 and AF3) were strongly elevated relative to the transcriptional typing 
phase of the experiment in the alpha band. In addition, there was reduced activation 
of the occipital electrodes (O1 and O2) relative to the transcriptional typing task 
(across all frequency bands). Thus a pattern emerged which was consistent across all 
subjects: hacking yielded a reduced occipital power spectrum across all frequency 
bands, and yielded elevated activity pattern in the frontal electrodes (F3 and AF3) in 
the alpha band relative to transcriptional typing and reading.  

Table 3. Summary of the changes in spectral power across all major frequency bands for each 
of the experimental phases. The results are the grand averages across all subjects. These results 
are for the frontal electrode (F3 and AF3). Note that there are also changes in the occipital 
electrodes (O1 and O2), as indicated in the text. Note the reading task was assumed to be the 
control for this experiment.  

Phase I Phase II Phase III Phase IV 
Delta - 1.0 Delta - 1.1 Delta - 1.0 Delta -1.3 
Theta – 1.0 Theta – 1.2 Theta - 1.2 Theta - 1.5 
Alpha –1.0 Alpha – 2.6 Alpha - 1.2 Alpha – 4.2 
Beta – 1.0 Beta – 1.4 Beta -1.1 Beta - 1.2 

4 Conclusion 

This study had two principal objectives in mind: 1) to record the EEG from subjects 
while engaged in typing and 2) to determine how the EEG changes when a person is 
attempting to hack into a computer system by password guessing. The experimental 
paradigm was designed to incorporate controls for both pure transcriptional typing 
and the password hacking task. The transcriptional typing component entailed a 
dictation protocol, where the subjects were asked to type what they were reading in 
real time. Further, the typing of text was used as a control for the hacking component, 
which also involves typing. Typing is a very common motor task that involves a 
series of steps: reading the text, hand positioning, and the actual typing movements. 
Which parts of the brain are engaged during this task has not been clearly presented in 
the literature to date (though see [6,7]). The first stage of this study was designed to 
acquire quantitative data to determine which part(s) of the brain is/are correlated with 
typing as determined from EEG recordings. The results presented in this study 
indicate that there are particular regions of the brain that become activated during 
transcriptional typing (see [8]). The EEG headset contained 14 electrodes (excluding 
two mastoid references), as such it could certainly be the case that other regions of the 
brain could yield additional changes that were not recorded in this experiment 
because of a small electrode set. This can be examined by using a much larger 
electrode array (we are planning to use a high resolution 128 BioSemi system in the 
near future to examine this issue in detail).  
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5 Discussion 

The actual hacking scenario did produce a change in the overall power spectrum that 
was reproducible across all subjects. The pattern was based on relative changes in 
power across frequency bands, a common measure that reflects the brain activity 
within a given frequency band. The pattern that emerged in this study was that 
transcriptional typing produces a unique pattern relative to a passive reading task. 
This is a novel result and will be explored more fully using a quantitative EEG 
electrode setup. Furthermore, this study produced results indicating that the actual 
process of password hacking yields a characteristic signature when examined using 
EEG, ECG, and PPG. The ECG and PPG results provide information on the stress 
level of the individual – the heart rate variability is a significant indicator of stress 
level – and PPG is typically deployed to record physical exertion level – though it is 
suggested by this study that it can also be used to measure mental exertion as well. 
The two measures provided physiological evidence that password hacking per se can 
induce a mental exertion which causes changes in HRV and heart rate generally 
[9,10,11]. The EEG data suggests that there is a unique brain activation pattern 
associated with password hacking that can be recorded using a small electrode helmet 
such as that available in the Emotiv headset. These results suggest that a profile of a 
hacker can be deduced readily – based on the physiological responses engendered by 
the hacking process. Whether these results would hold true for a ‘professional’ hacker 
is a point that requires further investigation. The subjects deployed in this study were 
Nubian hackers and these results may simply reflect their lack of expertise in this 
task! 
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Abstract. E-government has raised many expectations to public administration 
employees, businesses and citizens, regarding the simplification of their 
transactions. Nonetheless, in practice the provision of electronic services is 
followed by much complexity in the way they are used. A common phenomenon 
is the confusion of businesses on various issues connected with public service use, 
such as which public service to use to cover their needs, whether they are eligible 
to do so, and which agency they should address to. Therefore, the paper tries to 
address such issues by presenting a dialogic information service for helping 
agribusinesses’ employees to find easily appropriate public services for their 
business needs and using them without having to search relevant legislation or 
various public agency Web sites. The proposed service comprises a new extension 
of the pilot system Agroportal, and has been based on the methods and tools of a 
European project. 

Keywords: Electronic government, portal technology, agribusinesses. 

1 Introduction 

Electronic government (e-government) is continuously changing the way that 
businesses, citizens and governments transact, and the way that public services are 
governed and delivered. Governments, in order to promote citizens and businesses 
participation, deliver various types of services through their Web sites like e-mails to 
contact government officials, surveys assessing citizens’ opinion about service 
delivery, forums for citizens to raise opinions on different issues, like policies, 
environment, etc. [1]. Towards this direction, the i2010 Action Plan focused on the 
development of such enabling conditions. There is no doubt that these initiatives have 
created the conditions for the development of e-government in the entire European 
Union (EU).  

However, delivering such services through government Web sites is not enough. 
Although e-government has raised many expectations towards the simplification of 
public service transactions, in practice the provision of electronic services is followed 
by much complexity in the way they are used. A common phenomenon is the 
confusion of businesses and citizens on various issues connected with public service 
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use, such as which public service to use to cover their needs, whether they are eligible 
to do so, and which agency they should address to. 

Being that the case, it is usual that a business applies for a service merely because 
another one has done so. Also, businesses tend to use services that provide subsidies 
even though they are not aware about their requirements or their final output. For 
example, recently at the Centre for Genetic Improvement of Animals located in 
central Greece, more than 500 applications have been submitted by livestock farmers 
in order to enlist their farms in pedigree books. The investigation of these applications 
required scheduling approximately 60 on the spot inspections at the livestock farms 
by 8 public servants. Obviously, the administrative, economic and time costs for 
livestock farmers and the public agency were considerable. However, only 8% of the 
applications corresponded to actual needs, while the rest of them did not fulfill the 
relevant criteria. 

The aim of this paper is twofold: firstly to present the progress of e-government in 
Europe and especially in Greece and secondly to implement a dialogic information 
service for helping agribusinesses’ employees to find easily appropriate public 
services for their business needs and using them without having to search relevant 
legislation or various public agency Web sites. Therefore, the structure of the paper is 
as follows: the following section provides an overview of the e-government status in 
Greece with reference to the agribusiness sector. The third section presents the 
Agroportal system and provides a structured dialogue that helps agribusinesses among 
others, to find out whether they are eligible for a specific public service. The fourth 
section concludes the work and provides directions for future research.  

2 Electronic Government in Greece 

The i2010 e-government Action Plan was designed aiming at modernizing public 
services and making them more efficient and more targeted to the needs of different 
population groups. To do this, it has proposed a series of priorities and a roadmap to 
accelerate the deployment of e-government in the EU. The measurement of progress 
is based on 20 basic services (12 for citizen and 8 for businesses). EU shows a 
continuous progress according to the full online availability indicator. The overall EU 
measure has risen to 71% in 2009 from 59% in 2007. According to the sophistication 
indicator EU stands at 83%, compared with 76% in 2007. However, the report 
indicates that the difference across countries is still significant [2].  

Greece is taking on the challenge to enable a step change in its Information Society 
performance. It is prioritizing its investment in information technologies to become 
more competitive. Greece’s recent efforts have led to 83% e-government usage 
among businesses, compared to 68% of the EU average. However, e-government use 
by citizens has stalled and online availability remains below the EU average (10% 
compared to 28% of the EU average). The households and businesses with broadband 
connection are 31% and 74%, compared to 60% and 81% of the corresponding EU 
averages. Also, Greece and Ireland are the only EU countries that do not have a 
national electronic procurement platform or portal. These scores put Greece in the 
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bottom of EU countries scale for the two core indicators, namely availability and 
sophistication [2]. Moreover, Greece recognizes the need for enhancement of the 
population as well as for ease of access for rural areas and has announced the “Rural 
Broadband project”. This project will provide broadband Internet connections for 
more 820.000 people living in rural areas.  

As far as the agricultural sector is concerned, a close investigation reveals that the 
e-government progress that the Greek Ministry of Agriculture (MoA) succeeded the 
last seven years (2005-2011) is insufficient. The platform of the main Web site has 
not been updated and may be characterized as rather outdated in terms of look and 
feel, usability and technologies used. It mainly provides information and news at its 
first (home) page and only in Greek language. The English language version is very 
poor, not updated for many years and several links are broken.  

However, the MoA has announced the implementation of six electronic services, 
namely: permissions for distribution of fertilizers, agro-environmental plans, 
announcements for trading perishable agricultural products, permissions for 
production and trade of propagule, permissions for organic agriculture. Currently, five 
of them are at analysis or design phase and only one is marked as completed (analysis 
and design phase, not the implementation phase). Moreover, the MoA supervises 
agencies that have developed independent portals or Web sites that offer mainly 
information. A notable exception is the Greek Agricultural Payment Agency 
(OPEKEPE in Greek) by offering adequate number of electronic services for farmers 
and agribusinesses, such as the following: integrated system of business unified 
application, electronic economic supports, agricultural consultants, electronic cotton 
management, tobacco reconstruction system and distribution control of animals and 
meat. 

3 An Innovative Dialogic Informative Service 

Agroportal system (http://meli.aua.gr/agroportal) is an e-government portal that has 
been implemented under the research project “Pythagoras: A pilot system for 
electronic agricultural services”, which has been funded by the European Union 
(75%) and the Greek Ministry of Education (25%). Agroportal aims at supporting 
agribusinesses in transacting with Greek agricultural governmental agencies [3].  

The necessity for deploying Agroportal has been evinced by thorough research (of 
literature, the Internet, and questionnaires), showing that the provided e-government 
services for agribusinesses are insufficient in terms of variety and content. The Web 
sites providing them are not linked and not updated for many years. The ways of 
accessing them are inflexible, neglecting a major preference trend of agribusinesses 
towards mobile phones. An agribusiness can access the Agroportal through a PC with 
connection to the Internet in order to access information and governmental services, 
as well as send and receive Short Message Service (SMS) messages to a mobile 
phone in order to request information or apply for a public service. Agroportal 
provides the following types of services [4] [5]: 
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• Information services: providing information on agricultural fields, statistics, 
characteristics of agricultural products, cultivation techniques and bibliography; 
news for events, conferences, new regulation and other; useful links; frequently 
asked questions; and weather forecast. 

• E-government services (electronic government to business-G2B): providing 
information about completing a process (e.g. acquiring a certificate); 
form/application download; and electronic submission of forms. 

• M-government services (mobile G2B): providing information via SMS messages 
for: agricultural products and their cultivation; epidemic alerts for the outbreak of 
an epidemic and proposing measures for confrontation; weather alerts for extreme 
conditions; legislation news for the issuing or abolition of related law; 
administrative information for deadlines (e.g. submission of applications); market 
information for traders, wholesalers, processors (e.g. price tendencies, demand 
forecasting and trends); chat among agribusinesses.  

• Value-added Services: enabling the communication between agribusinesses and 
government agencies through synchronous communication methods (e.g. real-time 
chat), as well as asynchronous communication methods (e.g. email, forum, private 
messages).  

The Agroportal system has been extended with new services for the informative stage 
of a public service, namely information that a business should know before executing 
a particular public service (e.g. its eligibility to perform a service; the public agencies 
that are responsible for it; and what kind of documents should adduce so as to apply 
for the service) [6]. These new services are described as follows:  

• Dialogic Informative e-Services: providing a structured dialogue that helps 
agribusinesses among others, to find out whether they are eligible for a specific 
public service or not; and if eligible to personalize the public service related 
information according to their profile and their specific needs.  

The importance of such services lays on the facilitation of businesses in finding 
information for the “informational phase” of public services, namely for information 
that a business should know before executing a particular public service. Such 
information concerns the business’s eligibility to perform a service, the public 
authorities that are responsible for it or what kind of documents the business should 
adduce so as to apply for it. This information is determined by laws and regulations 
that in many cases are very complex, regularly change and cause errors of ignorance, 
confusion or misinterpretation. This complexity constrains business dexterity and 
induces imparity, since it limits the effectiveness of government’s incentives for 
businesses, creates a barrier for applying to development frameworks and is a 
potential source of fiscal corruption across public agencies. On the other hand, the 
provided dialogic services “decode” laws and regulations into simple dialogues that 
are highly descriptive, explicit and accurate. Therefore, they drive e-democracy by 
increasing the efficiency of G2B services and enabling business’ participation in 
them.  
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The service model of the dialogic informative e-services has been based on 
relevant work undertaken in the context of the “Rural Inclusion” project (www. rural-
inclusion.eu). Currently, the dialogue (Fig. 1 in Greek) concerning the “Issuance of 
permit of agricultural truck” service has been implemented. Instead of searching 
regulation, visiting or calling a public agency for finding information on eligibility of 
use and how to apply, a farmer can just answer a series of simple questions, such as: 
“Is farming your main occupation?”, and “Are you registered in an agricultural 
cooperation?”. The service can be used via the following URL: http://meli.aua.gr/ 
agroportal/process/process_q1.htm.  

 

 

Fig. 1. Agroportal dialogue for the service “Issuance of permit of agricultural truck” 

Agroportal is a pilot system and currently it is operated by the Informatics 
Laboratory of the Agricultural University of Athens. For the modelling of the e-
government services that the Agroportal system provides the Business Process 
Modelling Notation (BPMN) has been used. BPMN is a standard for business process 
modelling, and provides a graphical notation for specifying business processes. The 
objective of BPMN is to support business process management for both technical and 
business users. The Agroportal implementation is based on Internet technology, uses 
open source software, requires minimal investment and provides a cheap way of 
carrying out a set of G2B transactions. 

4 Conclusions 

Following the successful implementation of the Agroportal, a new extension of the 
system has been deployed for untangling the public service usage by agribusinesses. 
More specifically, dialogic e-services for the informative stage of a public service 
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help businesses in finding out whether they are eligible for a specific public service 
and if eligible details on applying for a service are given. The efficiency of G2B 
services is increased and business’ participation in them is enabled by resolving law 
complexity of public services through simple dialogues. 

Future work regards the evaluation of the proposed service by agribusinesses so as 
to receive useful feedback on how to proceed to the application of other dialogic e-
government services. Also, much effort will be put on providing similar dialogic 
services for mobile devices so as to harmonize more public service provision with the 
agribusinesses’ preferences. 
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Abstract. Artificial immune systems (AIS) are a computational metaphor based 
on biological implementations of immune systems. Natural immune systems are 
capable of performing computation based on several properties that they 
possess. Immune systems are capable of adapting to new stimuli – they respond 
appropriately to novel stimuli, and they can remember previous encounters with 
stimuli. The processes which natural immune systems utilise are a combination 
of cellular and humoral responses – which act independently and in concert to 
perform stimulus identification and eradication, with minimal impact on the 
host. This provides an overview of artificial immune systems – which attempt 
to implement the basic functionality of natural systems. The basic properties 
and their interrelations are described in this paper – which is a prelude to their 
application in the context of biometrics. It will be demonstrated that the AIS 
approach is both a natural and potentially very effective approach to providing 
biometric security within a range of modalities. 

Keywords: artificial immune systems, biometrics, computer security, 
distributed systems, natural computation. 

1 Introduction  

Artificial Immune System (AIS) is a new branch of computer science which uses the 
natural immune system as a metaphor for solving computational problems. AIS detect 
unusual/suspicious or rare events by using the ideology of the Immune system. AIS 
can be used for various applications namely Machine Learning (ML), Computer 
Security, Fault detection, behaviour of robots and for Novelty detection. A Pathogen 
is any agent could be virus, bacterium that may cause trouble. The Immune System is 
our primary defence against pathogens and it consists of nonspecific and specific 
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defences. Non Specific Defences are the body’s first line against any disease. Their 
normal function is to guard against all infections regardless of their cause. Specific 
Defences are attempts generated by the body to defend itself against certain 
pathogens. 

2 Role of Immune Systems 

One of the main role of the Immune System is to protect our bodies from infection 
and operating via two non specific lines of defence barriers and general attack namely 
and later via specific line of defence which entails the primary immune response 
whose role is to launch a response to invading pathogens and the secondary immune 
response whose role is to remember the past encounter which leads to a faster 
response the second time the same attack happens. The body’s most important 
nonspecific defence is the skin, unbroken skin provides a continuous layer that 
protects the whole body. The sweat and oil glands at the surface of the skin produces 
a salty and acidic environment that kills the bacteria and other microorganisms. An 
infection occurs when a small portion of the skin is normally broken or scrapped off.  

2.1 Second Line of Defence 

When pathogens do get past the skin and mucous membranes and enter the body, the 
second line of defence takes an active role, triggered by the process of injury to tissues 
in the body. These injured cells release a protein called Histamine which then starts a 
process called the Inflammatory Response. Histamine normally increases the blood flow 
to the injured area and hence increases the permeability of the surrounding capillaries 
hence resulting in fluids and White Blood Cells (WBC’s) leaking into tissues nearby 
from the blood vessels. Phagocytes engulf and destroy the Pathogens. If after all these 
lines of defence a pathogen is still able to get past the body’s non specific defences, the 
Immune System (IS) would then react with specific defences that attack the disease 
causing agent and this is called the Immune Response (IR). An Antigen is known as a 
substance that triggers the specific defences of the Immune System. An Antigen is also 
a substance that the WBC identifies as not belonging to the body.  

3 Algorithms 

3.1 Negative Selection Algorithm 

Forrest et al in [1] proposed an algorithm which is based on the biological negative 
selection principle. The algorithm is developed to detect anomalies in a set of strings 
which could be changed in the checksum and length which is done by using malicious 
codes or programs like a virus. A procedure called censoring is done first where the 
protected string is split into substrings which then form a collection S of Self 
(Substrings). The next step is to generate random strings R0. These randomly 
generated strings which match self are then eliminated and those which do not match 
any strings of S become a member of the detection collection called R – repertoire. 
Once this repertoire is produced, the monitoring phase is then started whereby the 



128 R. Krishnamurthy, K. Revett, and H. Jahankhani 

 

match is done continuously from S against those in R. The effect of negative selection 
is to make a two-class problem a one-class problem. When the randomly generated 
pool of antibodies are culled (when they match the host antigens too strongly), only 
those antibodies with minimal reactivity will remain for subsequent maturation. If the 
mature antibodies respond to an unseen antigen, then one can as assume that the 
antigen was not from the host [2]. This antigen should then be considered for removal 
if this occurred in the context of a classic human immune system.  

3.2 Clonal Selection Algorithm 

This algorithm is modelled on the B-Cell mechanism. Naive B-Cells circulate in the 
blood and the lymphatic organs. Once the receptors of such a B-Cell match to an antigen, 
they proliferate quickly and they also change to attain a better matching value. Those  
B-Cells which have attained better matching proliferate again and again hence producing 
the best matching B-Cells. The induced changes are implemented as mutations, which 
serve to enhance the population of responding cells to the antigen. The rate of mutation 
within the immune system is much higher than the normal cellular mutation rate – this 
provides the search and sensitivity features of an adaptive immune system [3]. 

3.3 Immune Genetic Algorithm 

This algorithm is based on a search technique mainly used in computing to determine 
approximate or true solutions, and also for optimization and search problems. A typical 
Genetic Algoritm first requires a genetic representation of the solution domain and 
secondly a fitness function for evaluating the solution domain. This standard 
representation is done via a bit array. The fitness function is dependent on the problem 
and measures the quality of the represented solution. Once both the genetic and fitness 
functions are defined, the Genetic Algorithm then initializes a population of solutions 
randomly then improving it thorough repetitive application of mutations, crossovers and 
selector operators. One main draw back with this algorithm was that it was not very 
good in local searches and is good with global search [4]. To overcome this problem 
Chun et al [5] proposed a new algorithm, which was based on the genetic algorithm 
whereby the antigen and the antibody are the objective functions and the solution and 
the affinity between an antibody and the antigen is the solution fitness. This method 
mainly improves the selection operator to produce a very good global search.  

4 Applications 

4.1 System Security  

One of the most common application areas for AIS is in the deployment of intrusion 
detection systems (IDS). An intruder is an entity which attempts to acquire computing 
resources without proper authorisation. There are two basic forms of intrusion 
detection: signature and anomaly detection. The former deploys a ‘typical’ template 
for an intruder – the format is acquired through a supervised training approach in 
which hackers are asked to attempt to hack into the system. In anomaly detection, any 
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behaviour which deviates from typical behaviour is flagged as a possible intrusion. 
Anomaly detection is more likely to lead to large false positives, while a signature 
based approach tends to lead to increased false acceptance rates. Both types of IDS 
can be implemented using an AIS based approach. The antigen is the series of system 
calls that a user process generates during interaction with the host system. The 
antibodies are deployed to recognise ‘typical’ system calls. Those that are not 
recognised could be considered suspicious and further action must be undertaken to 
determine if this is a real threat [6].  

In addition to intrusion detection, AIS have been deployed to detect viruses and 
worms [7]. Kephart deployed integrity monitors (based loosely on a minimalist AIS 
system) along with activity monitors to detect a variety of known viruses and worms. 
Forrest and colleagues have used AIS systems to detect changes in system 
executables using a similar approach [8]. Any change to system files is detected by 
exposing a set of antibodies to the typical suite of executables located on the 
computer system. Any change in the executable that would alter the contents of the 
programme would be flagged as an attack and appropriate action would be taken to 
preserve the integrity of the file system. 

4.2 Fault Detection  

This is used to detect malfunctions in a network or in a single system. The Negative 
Selection Algorithm is common here too. Bradley and Tyrell [9] created a hardware 
immune system that runs in real time to monitor continuously a machine for errors. 
They used the Negative Selection Algorithm to differentiate between normal and 
abnormal system operations. This system provides a unique solution to autonomous 
monitoring the state of a physical plant. The plant is examined and a feature set is 
extracted which depicts parameters and their values that are indicative of tolerated 
operation levels. If the parameter values fall outside of the expected operational 
range, an immune response is generated which signals an alert to the system monitor. 

4.3 Data Mining  

Data mining is the process of searching large volumes of data automatically for 
patterns using tools such as clustering or rule mining. J.Timmis and T.Knight [10] 
came up with an immunological approach to data mining which uses the clonal 
selection and called their Algorithm AINE (Artificial Immune Network). AINE uses a 
network of B-cells. AINE has been used in a variety of machine learning and pattern 
recognition tasks, typically in a hybrid approach. Tasks such as automated image 
analysis, spectra recognition, and function optimisation generally have all been met 
with varying degrees of success using AIS alone or in conjunction with other machine 
learning approaches (the AINE is such a hybrid approach). 

5 Conclusion 

This brief survey of the components of an AIS demonstrate that it has all of the 
hallmarks of a computational framework that is capable of an adaptive response to a 
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variety of novel stimuli. It provides this capability without any prior learning - the 
system is designed de novo to respond differentially to self and non-self. In the 
context of biometrics, the self is the authorised person and the non-self is everyone 
else. The ability to make this discrimination without being trained for both cases is a 
distinct advantage the AIS approach has over more traditional approaches such as 
supervised neural networks. Further, the basis of the immune system is very 
consistent – and would leave one to believe that this approach is a natural one for 
biometrics – in more ways than one! This paper describes essential features of the 
human artificial immune system and some notion of how the biological metaphor is 
naturally suitable for use in a variety of computer security applications. To date, 
virtually all research efforts in AIS in the context of computer security have focused 
on their deployment as an automated intrusion detection system. The authors believe 
that this is just the beginning – that AIS can be deployed in more classical biometrics 
such as keystroke dynamics, signature verification – essentially any form of 
biometrics would serve as a useful application domain. This is the basis of our future 
work in this field. 
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Abstract. The increase in violence around the world is becoming a ma-
jor problem, causing severe damages to society: material, social and phys-
ical ones. The Government needs effective tools to fight against crime,
and therefore, some tools are necessary to assist in the prevention of
further crimes, in the allocation of its resources and visualization of ge-
ographic areas with high crime concentrations.

This paper proposes a model of data mining, predicting criminal lev-
els in urban geographic areas. The model was proposed to work using
Brazilian data, specifically criminal and socio-economic ones. This work
shows the approach proposed to face the problems of this social phe-
nomenon, as a unified process to build a system which can able to help
decision managers to fight and prevent crime.

To validate the proposed procedure it was used as a case study. Using
the crime and socioeconomic data of the Metropolitan Region of Fort-
aleza - Brazil (RMF). The case study proved that the process is useful and
effective in building a predictor of criminal levels. The model achieves
70% of accuracy using an innovative method and heterogeneous data
sets.

Keywords: Prediction Model, Criminal Levels, Data Mining Model,
Brazilian Crime, Predicting Crime.

1 Introduction

The increase in violence in recent years has been the object of study of many
researchers. Governments and society in general have problems with the incon-
venience caused by this phenomenon (violence). Each year, governments spent
millions of dollars combating the violence, providing equipment, training and
purchasing tools to assist the police work.

Each crime can raise a lot of data, such as: date, time and place of the crime,
modus operandi, crime type and socio-economic status of the victim. This type
of data may facilitate the use of data mining tools such as prediction. Such
data are important because they provide a computer system able to predict
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the occurrence of crimes and even listing all the variables that affect the event
(crime).

The crime prediction is often used for predicting future places where crime
will occur [1,2,3]. Several theories develop activities within the study of criminal
behavior, like: routine activities, hot spot [4] and crime ecology.

Data mining is one of the steps in a process of discovering patterns embedded
in the data [5]. Data mining has been important because it is a powerful tool
to extract valuable information found in a database. There are applications in
some areas such as fraud detection, lifting profile, marketing and monitoring.

Our work is a proposal of a prediction model using criminal and socio-economic
data. The model deals with all steps to build a system to predict criminal levels us-
ing criminal and socio-economic data. Criminal data are information about date,
local and informations about the crime and socio-economic data are information
about economic and social variables in a city, like salary or number of schools. We
define the criminal levels as a measure of danger in a certain demographic region.
One of the most interesting aspects of our work is the use of socio-economic as-
pects, because these factors have great relevance in the crime occurence and were
not taken into account in several studies.

2 Prediction

Every corporation plan their day-to-day actions based on data generated in their
actions. Data collected must illustrate their experiences and demonstrate the
rights and wrongs committed daily. Quantitative forecasting models basically
use historical data to detect patterns and estimate them in the future. Thus,
the acquisition of tools of this kind should be seen as an organizational gap, add
support for the decisions made by managers.

The act of predicting can be defined as obtaining an accurate answer on a
question that should happen in the future, based on the past. The future shall
be understood as a scenario or a situation never experienced by a corporation
or something you want to pursue. Thus, the predictions must be conducted in
completely independent variables based on data from past and present stored in
databases and experience of managers and other professionals involved.

A process that determines the steps to build a prediction systems must be
followed because it facilitates the development of the adjustments and the reso-
lution of problems arising in the implementation of a forecasting technique [6].
One of the purposes of this work is to develop a model based on a process for
developing a prediction application to criminal levels, using machine learning
algorithms, which can be applied to any Brazilian city.

3 Prediction Model

The process of Knowledge Discovery in Databases (KDD) is not a simple task [7].
The information obtained from the application of this process is not just coming
from the direct application of learning algorithms, but also the understanding
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of the business, collecting, cleaning and processing of data, post-processing and
visualization of knowledge.

The approach proposed in this paper serves as a guide to conduct crime level
prediction in a Brazilian city, with little adjustment for application in any cities.
The prediction process must use social, economic and criminal data, because
crime is a phenomenon that can be explained using these characteristics. The
definition of these data was based on characteristics of the crime phenomenon
observed in the literature. The process will address traditional and new tasks
such as task-specific prediction of crimes using Brazilian data.

The definition of a specialized model for the problem of crime prediction makes
the resolution of the problem easier to achieve using data mining. The model will
deal clearly and objectively with all the steps in order to provide convenience
and security in the results.

The Figure 1 shows the steps that must be executed. Each step must be exe-
cuted in order that it appears. There are single and double connections between
steps. Single connections mean there is just a way of execution, without return;
and double connections mean there is a way to return to the previous step.
After the Evaluation task, there are two connections, one to the Distribution
step and another one to Bussiness Understanding. It means if the evaluation is
bad, there is a way to restart all the process. Thus, the process allows a way to
fix some problems that were not view previously. If the evaluation is good, the
process guide to the Divulgation task. All the steps shown in the Figure 1 were
implemented in the predictive model.

Fig. 1. Steps of the prediction model

Each model step below is described from the characteristics experienced in
the case study using the proposed model. The case study used socio-economic
and crime data of the Metropolitan Region of Fortaleza (MRF). MRF is a big region
with 13 cities and more than 2 milions citizens.
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3.1 Bussiness Understanding

This step performs an understanding of crime in the city that will be used in
the study. It must consider criminal, social, demographic and economic charac-
teristics. It is essential to raise small details like date, time, location and type of
crime committed. Besides raising data on crimes committed, it is important to
collect social data for the region such as population density, illiteracy, rates of
life quality, sport and culture, numbers of people distinguished by sex and age.

In addition to understanding the criminal, social and economic issues, it is
necessary to define the technical objectives to be achieved. As the proposed
model is focused on predicting criminal levels, it was decided to use five criminal
levels calculated from the number of crimes committed grouped by criminal and
social/economic variables. The levels are very low, low, medium, high and very
high. Thus, the predictive method will consist of five models that will say what
level a given region belongs. Each model will be specialized in predicting a certain
criminal level.

Besides defining the data that must be used and the data mining goal that the
analyst must achieve, this step has a task that guides what minimum accuracy
must be get to the project has to be accept. We suggest that the true rate must
be defined by a crime specialist at the demographic region that is being studied.
This work was not supported by a crime specialist, so we accept a true rate
superior than 50%.

3.2 Gathering and Data Analysis

This step will deal with how to obtain and how to analyse the data. As it was said
before, we suggest that the model uses crime and socio-economic data. Below is
described how we obtained the data used in our case study.

The data crime used in the case study were obtained through the Department
of Public Safety and Social Defense of the State of Ceará(SSPDS-CE). The infor-
mation refers to crimes committed between 2007 and 2008. The available data
contain information about time, location, type and subtype of the crime.

The socio-economic data obtained are related to the Census occurred in 2000
conducted by the Brazilian Institute of Geography and Statistics (IBGE). The
data contain all the variables studied in the Census grouped by geographic areas
known as Data Expansion Areas (DEA). Several districts may belong to the same
DEA, because the definition of so large a DEA is dependent on population variables.
So the extension of the DEA depends on the number of citizens for example.

3.3 Preprocessing

It was necessary to integrate criminal and socio-economic databases to become
only a table that contained all the collected data. To integrate the databases
was used the attribute DEA, originally belonging to socio-economic database. The
transformation performed in the crime data creates a DEA attribute too. After
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the integration is completed, the dataset has 69 socio-economic and criminal
attributes.

As it was decided in the bussiness understading step, our prediction model
will be composed of 5 models, each one will predict a specific criminal level.
Thus, it must divide the database (flat table) into five subdivisions, setting each
example to their criminal level.

The regions with the lowest amount of crime received the very low crime level
using all the criminal, social and economic variables.

The very high level was determined for the regions with the highest crime
numbers using all the variables previously cited. The intermediate levels (low,
medium and high levels) were calculated using a scale. The minimum (min) and
maximum (max) value of this scale is lowest and the highest crime numbers
respectively. Each step (s) at a scale was determined by (max−min/5).

Thus, 5 different sets are generated, each one representing each level. Each
dataset has the same number of instances and attributes of the original set.

To improve the accuracy and running time it is needed an attribute selection.
We suggest the use of the Ranker search method using the Information Gain as
a measure of evaluation [5]. The attribute selection was applied and it selected
the 15 best attributes of each dataset, according to the evaluation measure used.
Different attributes were extracted for each dataset, thus, it was necessary to
standardize the attributes that would be used. It was chosen the seven best
attributes of each execution of the selection algorithm. Now each dataset only
has 35 attributes, seven attributes selected from each dataset.

The set of attributes selected by the selection algorithm does not contain at-
tributes so important as the city, day, month and year of crime occurrence. As
the temporal attributes are important for understanding the criminal dynam-
ics, it was decided to build a new dataset containing the attributes selected by
the selection algorithm plus the temporal attributes excluded. So we have two
predictive models, one constructed with the selected attributes and another one
with the selected attributes plus the excluded ones.

3.4 Modeling

Several machine learning algorithms were tested, but the Neural Networks were
chosen [5] due to the results achieved and the constraints imposed by the data.
For each data set, a network was trained, where the network will be used to
predict the crime level of a certain region in a near future. We have two predictive
models, composed of five Neural Networks each. Remember, the first model
was trained using the first set of attributes and the second on using the same
attributes of the first set plus the temporal attributes excluded by the selection
algorithm.

3.5 Evaluation

With the use of trained neural networks it was obtained an accuracy (hit rate)
over 70% and mean error and mean square error of at most 0.36 and 0.47,
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respectively. As it was defined at the bussiness understanding step, the accuracy
must be at least 50%, so the 70% of accuracy was a good result.

3.6 Distribution

It was utilized plots to show the predictions. After a question is put on the
system, the system outputs a plot showing its answer. The plot has two lines to
represent the prediction and the model confidence. The model confidence was
calculated using the neuron activation values of the exit layer of neural net. The
black line shows the predicion made by each model. When the value is 1, it means
that region has the level represented in the abscissa, and 0 otherwise. The grey
line determines how much of confidence each model has in its prediction.

Thus, the plot displayed in Figure 2 shows that the predictors that represents
high and very high levels say that instance belongs to their levels with 65% and
60% of confidence respectively. All other models deny the participation of the
instance in their levels.

Fig. 2. Prediction of a negative instance of medium level belongs to the second
data set

The chart in Figure 3 shows that all models predict the instance as negative.
The question was made for the first model, the model trained with the first data
group, the group with 36 attributes. A greater confidence for the prediction was
made by the model that predicts the high level and the smallest on for the model
that predicts the very low level. The prediction was not so wrong, it was wrong
for the class, but its confidence in asserting such prediction for the very low level
was low. Thus, we can conclude that region may have very low criminal level.
We will use the second model to ensure the prediction made by the first model.

The figure 4 displays the prediction using the same question used in the pre-
vious example, but now using the attributes of the second group of data. Like
the previous result, all models predict the instance as negative for the criminal
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Fig. 3. Prediction of a first data set instance with positive very low level

Fig. 4. Prediction of a second data set instance with positive very low level

level that it represents. The lower confidence in the statement was made by the
model that predicts the low level and the highest value was for the model that
predicts the instances with high level. Unfortunately the second model showed
a high confidence in denying the very low level, however denying the low level
with low confidence. From the results of the two predictors we can conclude that
the criminal level of the region is on the threshold between low and very low,
based on the result of the first and second models. Thus, it can predict a trend
in the growing of crime, from the very low level to low level. Besides predicting
the criminal level, our model can show trends of growth or decline in violence.

Like the case before, there are cases in which the predictors have undecided
results or low confidence in their results, for this, it is used the other model to
support the results of the first executed model. Thus, a system uses two different
predictive models, in which the analyst can use them to support their decisions.
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4 Conclusion and Further Works

The model defined is made as a tool for help decisions makers using predictions.
Its predictions were based on criminal levels using data from Brazilian geographic
areas. Besides being possible to implement it in any city in Brazil, because the
necessary data can be collected locally through its security secretary and IBGE.
Our model may be extended for other cities for differents countries just doing
few adjustments. We believed that the socioeconomic characteristics of a region
influence local crime, this hypothesis is proven in our case study. Any industry
can use our intelligence model to build an agile and reliable system to predict
criminal levels.

For the case study it was used the Fortaleza Metropolitan Region. We got an
accuracy better than 70% and a distinct method of analyzing the result. Using
two models to reinforce the results obtained by the predictors.

As a future work, we will apply the built model using the latest data. Besides
the evaluation, we suggest the use of a map system GIS for easier viewing of
results. New learning algorithms can be used and may provide superior results
to those found using Neural Networks.
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Abstract. Nowadays, Olympic Games have become one of the most profitable 
global media events, becoming at the same way more and more attractive target 
from the terrorist perspective due to their media diffusion and international 
dimension. Critical for the success of such a highly visible event is protecting and 
securing the business and the supporting cyber-infrastructure enabling it. In this 
context, the MASSIF project aims to provide a new generation SIEM framework 
for service infrastructures supporting intelligent, scalable, and multi-level/multi-
domain security event processing and predictive security monitoring. 
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Systems Safety, Data Security, Software Protection, Secure Architecture 
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1 Introduction 

Recent terrorist attacks across the world indicated that terrorists continue to target 
crowded places and show how vulnerable high profile venues and events can be used 
to perpetrate such incidents for maximum impact across the globe.  

Terrorism attacks can adopt many forms, not just a physical attack on life and limb. 
It can include interference with vital information or communication systems, causing 
disruption and economic damage. For this reason, in addition to the physical security 
of the event venues, the cyber-security of the IT event infrastructure should be 
protected in the same way. 

Nowadays, Olympic Games have become one of the most profitable global media 
events. From the terrorist perspective, Olympics can be seen as one of the most 
attractive events to commit actions due to their media diffusion, international 
dimension and symbolic representation. As a consequence of this, security has 
become a top focus and budget priority. Surpassing all before it in size and scope, 
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security at the Vancouver Olympic Games of 2010 cost an estimated USD $1 billion 
and included a 15,000-person force of Canadian military, Vancouver police, U.S. 
security forces, and private contractors to guard the city by air, land, and sea[1]. 
Vancouver marked a transition into an unparalleled era of Olympic security in terms 
of cross-national cooperation, planning, and spending. The scope, however, was 
limited—the majority of funds and efforts aimed to maintain calm during the two-
week event and did not address longer-term security concerns. 

As the Worldwide IT Partner for the Olympic Games and Top sponsor, Atos 
Origin integrates, manages and secures the vast IT system that relays results, events 
and athlete information to spectators and media around the world. The Atos Origin 
contract with the International Olympic Committee (IOC) is the world’s largest sports 
related IT contract and was recently extended to cover the Sochi Olympic Winter 
Games in 2014 in Russia and the Rio Olympic Summer Games in 2016 in Brazil. The 
major challenge is to create an IT solution for each Olympic Games that allows the 
capture and reporting of every moment of the action and brings it to the world via 
television and the Internet. Critical for the success of such a highly visible event is 
protecting and securing the business and the supporting cyber-infrastructure enabling 
it and naturally, security is a top priority.  

With innovation as the cornerstone of its business and strategy, Atos Origin is 
coordinating the European research project MASSIF (MAnagement of Security 
information and events in Service Infrastructures, http://www.massif-project.eu/). The 
MASSIF Consortium consists of 12 project partners from 6 different European 
countries (France, Germany, Italy, Portugal, Russia, Spain) and South Africa 
including three different groups of business roles: scenario providers (Atos Origin, 
Epsilon, France Telecom and T-Systems), scientific partners (Fraunhofer SIT, Institut 
Telecom, SPIIRAS, C.I.N.I., Universidad Politécnica de Madrid and Universidade de 
Lisboa) and SIEM developers (Alienvault and 6cure). This paper addresses the 
challenges that arise in the cyber-security of Olympic Games and how the results of 
the MASSIF project can help to improve it.  

The paper is structured as follows: Section 2 provides an overview of the existing 
IT infrastructure while Section 3 includes the challenges addressed by the MASSIF 
project. Section 4 gives an overview of the related work. Finally, Section 5 concludes 
this paper and provides pointers for future work. 

2 Olympic Games IT Infrastructure 

Olympic Games are getting more and more huge events, numbers in this context are 
gigantic. For instance, in the Beijing games 10.708 athletes were competing, 5.600 
written press & photographers were accredited, 12.000 rights holding broadcaster 
staff, 70.000 volunteers, more than 60 competition and non-competition venues 
(http://en.beijing2008.cn/media/usefulinfo/). 

The Olympic Games, must successfully issue and activate more than 200,000 
accreditations for Games that comprise around 300 events representing over 4,500 
hours of live competition. Live commentator services are delivered for around 20 
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sports. More than 15 million information pages are viewed, with peaks of 1 million 
pages viewed on specific days. Over 3Gb of live results are provided in around 
800,000 messages to the Olympic website, broadcasters and sports federations. 

The complex, massive IT infrastructure of the Olympic Games is deployed by 
large teams of people into different environments every other year. Such a major task 
could potentially pose significant risks, but these can be offset through preserving and 
sharing the knowledge gained from previous Games.  

The Olympic Games have 3 core systems that support the operations of the Games. 
These systems are summarised below: 

Core Games System (CGS). CGS is a set of applications for assisting in the capture 
and management of data about people who will be attending the Games events and 
the staff supporting them. Among others, this includes Accreditation and Workforce 
management (including Volunteers).  

Information Diffusion System (INFO). INFO comprises of a set of applications that 
retrieve and distribute information related to, and supporting, of the Games. The 
information is provided by different sources e.g. Results system, interfaces with CGS, 
Weather provider etc. The information is processed and distributed to internal clients 
e.g. broadcasters, journalists, and other members of the Olympic and Paralympics 
Families. IT is also sent to external clients e.g. World News Press Agencies (WNPA), 
sports federations and governing bodies, and Internet Service Providers (ISPs). 

Results Systems, are grouped into two sets of systems: 

Timing & Scoring Systems (T&S) capture real-time data during the competition. 
Through electronic feeds to other systems, this data is made available for use on the 
scoreboard, in TV graphics and other related outputs, by OVR.  

On Venue Results Systems (OVR) running at each of the competition venues 
receives both data from T&S and manually entered data to calculate results of each 
Olympic event. OVR Systems then distribute the results to INFO. 

Concerning the security of the IT infrastructure, for the Beijing 2008 Olympic Games, 
more than 12 million IT security events were collected and filtered events each day to 
detect any potential security risk for the Olympic Games IT systems. From these, less 
than 100 were identified as real issues. All were resolved, with no impact at all on the 
Olympic Games (http://www.atosorigin.com/olympic_games). 

For an event of this magnitude, deadlines are not negotiable, when world-class 
athletes are ready to compete for gold after years of rigorous training and qualification 
and viewers are anxious to enjoy such a show, there are no second chances. System 
disruption or failure is not acceptable. In this context, the main challenge of the SIEM 
infrastructure in Olympic Games is to protect the games IT infrastructure from any 
undesired and/or uncontrolled phenomena which can impact any part of the result 
chain and associated services. 
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3 Security Management Challenges 

Security Information Event Management (SIEM) solutions have become the 
backbone of the all Service Security systems. They collect data on events from 
different security elements, such as sensors, firewalls, routers or servers, analyze the 
data, and provide a suitable response to threats and attacks based on predefined 
security rules and policies. Despite the existence of highly regarded commercial 
products, their technical capabilities show a number of constraints in terms of 
scalability, resilience and interoperability. 

The MASSIF project aims at achieving a significant advance in the area of SIEMs 
by integrating and relating events from different system layers and various domains 
into one more comprehensive view of security-aware processes and by increasing the 
scalability of the underlying event processing technology. The main challenge that 
MASSIF will face is to bring its enhancements and extensions into the business layer 
with a minimum impact on the end-user operation. 

A further goal of the MASSIF project is to integrate these results in two existing 
Open Source SIEM solutions, namely OSSIM (http://alienvault.com/community) and 
Prelude (http://www.prelude-technologies.com/) and to apply them to four industrial 
scenarios, including the Olympic Games IT infrastructure.  

Aligned with the security needs of these scenarios, MASSIF challenges can be 
arranged according to the following dimensions: 

3.1 Collection 

The data gathering must have the ability to deal with a large number of highly 
heterogeneous data feeds. The capabilities of the SIEM will be improved by the 
integration of new types of security tools/probes. This implies that the 
parsing/processing logic (and code) should be as much as possible decoupled from  
the specific characteristics of the data format and related technologies. Additionally, 
the parsing logic and related languages must allow effective processing of virtually 
any type of security relevant event in cyber-environment, including, in the future, 
possible extensions to capture and process security events from physical security 
equipment. 

Moreover, the volume of events to be collected and processed per unit of time can 
occasionally increase resulting in load peaks. The data collection layer should be able 
to handle such peaks and to propagate relevant events to the SIEM core platform 
without loss of information.  

These concepts are implemented in MASSIF by the Generic Event Translation (GET) 
framework. The GET framework relies on grammar-based parsing [2], [3] and compiler-
compiler technology to implement effective processing of security-relevant events. The 
main components of the Generic Event Translation Framework are represented in Fig.1. 
A brief description of each component is provided in the following: 

Generic Event Translation (GET) Manager. This component is responsible for the 
activation of all the modules which belong to the Generic Event Translation 
framework. In particular, it is in charge of the generation of new Adaptable Parser 
modules, as new grammars are added to the system. 
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Event Dispatcher. This component connects each source of sensor events to the 
appropriate GET Access Point (GAP), in order to provide it with an Adaptable Parser 
which is capable of processing the specific event format. 

GET Access Point (GAP). It is responsible for orchestrating the translation process 
of the GET. It is in charge of extracting the content of source messages in the source 
specific format, using the event parsing capabilities of the Adaptable Parsers and 
requesting the final conversion to the MASSIF Event Format by the MASSIF Event 
Manager (MEM).  

Format-Specific Grammars. These contain semantic description of the different 
event formats that are used for the creation of the Adaptable Parsers. 

Adaptable Parsers. These components provide the parsing capabilities for the 
different types of events used in MASSIF. They allow for extraction of the relevant 
information for the event to be inserted in the MASSIF Event Format. 

MASSIF Event Manager (MEM). It translates the event content, extracted by the 
Adaptable Parser to the MASSIF Event Format, thus allowing the event to be sent to 
the reliable event bus. It also attaches to each MASSIF Event a timestamp, which is 
made available by the synchronized time source of the Resilient Architecture. 

Sender Agent. It is the component that finally sends MASSIF-formatted events to the 
reliable event bus. 

 
Fig. 1. Generic Event Translation main components 

3.2 Processing 

The core of MASSIF is an event processing engine capable of handling high input 
rates and of optimizing the amount of resources based on the actual load [4]. In other 
words, the system should monitor both input loads and vital parameters, such as CPU 
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utilization, in order to adjust the amount of resources, i.e., provision more resources 
during peak load times and decommission them during valley load periods. The 
system must process input data at high rate and provide meaningful results with soft 
real-time requirements. The engine should be able to aggregate, abstract and correlate 
heterogeneous events from multiple sources at different levels of the system stack. 

3.3 Correlation 

MASSIF targets at correlation capabilities across layers of security events, from 
network and security devices as well as from the service infrastructure such as 
correlation of physical and logical event sources. The engine should be shipped with a 
set of predefined correlation rules to identify well-known attacks. However, it should 
also support easy and intuitive creation of user-defined rules. 

3.4 Resilience 

Special emphasis will be placed on providing a highly resilient architecture against 
attacks, concurrent component failures, and unpredictable network operation 
conditions. The event flows should be protected, from the collection points through 
their distribution, processing and archival. The designed mechanisms should offer 
flexible and incremental solutions for node resilience, providing for seamless 
deployment of necessary functions and protocols. These mechanisms should take into 
consideration particular aspects of the infrastructure, such as edge-side and core-side 
node implementations. 

3.5 Timeliness 

The infrastructure should provide for (near) real-time collection, transmission and 
processing of events, and ensure the corresponding reliable and timeliness generation 
of alarms and countermeasures when needed. 

3.6 Sensitive Information 

MASSIF features for forensic support will satisfy the following requirements: 

Data Authenticity. Security event data contents, as well as additional/added 
information related to data origin and destination, must be the reliably stored. 

Fault and Intrusion-Tolerant Stable Storage. The stable storage system on which 
data for forensic use will be persisted must be tolerant both to faults and to intrusions. 

Least Persistence Principle. With respect to sensitive data, only information which 
is actually needed should be persisted to stable storage (most of the data should be 
processed in real-time and thrown away). 

Privacy of Forensic Records. Forensic evidence related to security breaches will be 
made available only to authorized parties. 
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4 Related Work 

The research in MASSIF combines aspects of process monitoring, simulation, and 
analysis as well as trustworthiness and scalability of the complex event processing 
architecture itself.  Relevant contributions from these broad areas are: 

Attack Modelling, Simulation and Risk Evaluation. The technology most relevant 
to the modelling and simulation methods to be developed for MASSIF is commonly 
called attack-graph analysis, an approach presented by Phillips and Swiler [5] in. Two 
participants of the MASSIF team namely Fraunhofer SIT and SPIIRAS are actively 
researching in that area [6], [7]. 

Predictive Security Analysis. The predictive security analysis in MASSIF will use 
the method given in [8] to analyse the security requirements. Based on this, the attack 
models together with the SIEM’s information about the current attack state and the 
process models together with the SIEM’s information about the current process state 
can be used to derive a near future view of possible upcoming security problems [9]. 
This information can now be used in an ontology-driven approach to select 
appropriate countermeasures [10]. 

SIEM Scalability and Trustworthiness. Complex Event Processing (CEP) is a 
promising technology to improve current SIEM systems. It allows processing of large 
amounts of streaming data in real time and provides information abstraction and 
correlation, similarly to SIEM correlation engines. MASSIF will develop new parallel 
distributed CEP technology that overcomes scalability limitations due to single node 
bottlenecks or high distribution overhead [4]. The trustworthiness of the SIEM 
architecture will be improved by utilising secure digital chains of evidence [11]. 

5 Conclusions and Outlook 

The MASSIF project is still at an early stage. However, the challenges that the project 
aims to achieve will provide a significant advance in the area of Security Information 
and Event Management (SIEM) by integrating and relating events from different 
system layers and various domains into one more comprehensive view of 
security-aware processes and by increasing the scalability of the underlying event 
processing technology. To address the challenges the MASSIF partners plan to 
develop a novel SIEM system with the following solutions and implied research and 
development needs. 

In order to enable a highly scalable security situation assessment, the MASSIF 
event engine will provide a flexible language to express filtering, transformation, 
abstraction, aggregation, intra-layer and cross-layer correlation as well as storage of 
security events. The event engine will be able to process with the same language both 
the real-time event flow as well as stored events for forensic analysis. Additionally, 
specific collectors to translate from the external languages into the event engine 
language will be provided. 
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Ideally, the MASSIF system should be able to analyze upcoming security threats 
and violations in order to trigger remediation actions even before the occurrence of 
possible security incidences. Therefore, new process and attack analysis and 
simulation techniques will be developed in order to be able to relate events 
dynamically from different execution levels, define specific level abstractions, 
evaluate them with respect to security issues and during runtime interpret them in 
context of specific security properties. Novel adaptive response technologies will 
enable anticipatory impact analysis, decision support and support impact mitigation 
by adaptive configuration of countermeasures such as policies. 

Due to the highly distributed and heterogeneous nature of the various components, 
and the hostile and unpredictable operational environment, it becomes a challenge to 
design an integrated solution for the protection of the SIEM framework itself. 
Therefore, the MASSIF system will be based on a resilient, trust-enabling architecture 
with trusted collection of security-relevant data from highly heterogeneous trusted 
networked devices in order to ensure unforgeability of stored security events and to 
support criminal/civil prosecution of attackers. 
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Abstract. The management of security events, from the analysis of
attacks and risk to the selection of appropriate countermeasures, has
become a major concern for security analysts and IT administrators.
Furthermore, network and system devices are designed to be hetero-
geneous, with different characteristics and functionalities that increase
the difficulty of these tasks. This paper introduces an ontology-driven
approach to address the aforementioned problems. The proposed model
takes into account the two main aspects of this field, the information that
is manipulated by SIEM environments and the operations that are ap-
plied to this information, in order to reach the desired goals. We present
a case study on Botnets to illustrate the utilization of our model.

Keywords: SIEM, Ontology, Data Model.

1 Introduction

A Security Information and Event Management (SIEM) system[1] is an inte-
grated, information security oriented platform offering the following services:

– Log management (log collection, storage, organization and retrieval)
– IT regulatory compliance (audit, validation or violation identification)
– Event correlation (normalization, fusion, verification, analysis)
– Active response (decision analysis, counter-measure response, prioritization)
– Endpoint security (monitoring, updating, configuration)

SIEM platforms need to acquire high volumes of information from heterogeneous
sources and manipulate them on the fly. SIEM deployments thus focus on writing
ad-hoc collectors and translators to acquire information and normalize it, and on
writing correlation rules to manipulate the normalized information. This opera-
tional focus leads SIEM implementers to operate on information syntax rather
than semantic, and to use feature-poor operations (counts, and sequences) in
their correlation languages.

This paper addresses the previous issues by proposing a system solution for
modeling SIEM-related data structures and operations to ensure interoperabil-
ity. It abstracts the most important concepts from pre-existing formats (i.e.,
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IDMEF[RFC4765], IODEF[RFC5070], Syslog[RFC5424], M4D4[2], ...), to focus
on information semantics and define a clean formal model for reasoning and
modeling purposes. This preserves the capability of interacting with these for-
mats while relaxing operational limitations that would artificially alter the data
model. We thus specify an abstract model and will implement translations (on an
as needed basis, using for example XSLT transformations) to push the concepts
developed to operational environments at a later stage.

The proposed solution provides a general framework that formally models
SIEM information and operations. It is developed using Protégé-OWL 4.1 beta
platform, which incorporates the advantages and characteristics of the OWL2
language [3] into a flexible architecture. The remainder of the paper is structured
as follows: section 2 briefly describes ontologies and the relevant state of the art;
section 3 describes our Security Information Model; section 4 presents a use case
of the proposed model; finally, some conclusions and future work are given in
section 5.

2 Ontology

An Ontology can be seen as a mechanism to define the knowledge associated to
a specific subject in a way that it can be interpreted by machines and shared by
scientists and researchers. Some authors [4], [5] agree on the fact that Ontologies
allow the reuse of knowledge from a specific domain, separate domain knowledge
from operational knowledge and make inferences on the data. Furthermore, they
can be used to find the right data at the right time while dealing with several
information models; it is possible to use them in real environments (a use case is
provided in section 4); and they enable the extensibility of attack and signature
languages to be used among heterogeneous systems.

2.1 Elements

Ontologies are generally composed of instances, classes and properties. Instances
are representations of individuals or objects in the domain of interest (e.g. Bot-
net, Network, Probe, etc). Classes generally group two or more instances ac-
cording to common characteristics (e.g. the class Attack has Botnet, Phishing
and Trojan horse as instances). Properties are used to describe features and/or
attributes to link instances (e.g. directed to, results in, etc). They are shared
by classes in order to give to the inheriting class (subclass) a more restrictive
definition than the one provided by the ascendant class (superclass).

2.2 Related Work

Ontologies have been used in many disciplines such as: artificial intelligence,
semantic web, systems engineering, biomedical informatics, information archi-
tecture, network security, and many others. Lopez et al. in [4], propose, for
instance, the use of Ontologies to share alerts among SIM systems. As a result
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the Ontology enables a mapping from the format message to the corresponding
ontology instances, making possible the translation of the information contained
on each message into an instance of alert.

Similarly, Cuppens et al. in [6], propose an Ontology framework to react to
network attacks by using format languages such as IDMEF and OrBAC. As a
consequence, it is possible to know which context rules are to be active as a
reaction for a given attack. Other authors [7], introduce the use of Ontologies
to detect and counteract to computer attacks, which enables the system to send
suitable alarms so that appropriate reactions are implemented. Furthermore,
Razzaq et al.[8] present an Ontology solution against web application attacks.
As a result, violation of rules is efficiently undertaken, information retrieval is
well performed and malicious inputs are correlated intelligently.

It is important to mention that some concepts and relationships from the
aforementioned ontologies have been considered in the development of our in-
formation model. However, we designed a novel ontology-basis model that intro-
duces more elaborated relations among concepts and that can be implemented
as an abstraction of several format languages.

3 Proposed Security Information Model

Our solution provides an ontological model composed of two concepts: the Infor-
mation Class, which models all the necessary information regarding the system
and network configuration, as well as the security logs and events; and the Op-
eration Class, which models treatments that are needed to propose the security
policies and countermeasures. The distinction between these two classes makes
the SIEM efficient and more consistent.

The Operation and Information classes are primarily related by an Analysis
property that consists of requesting convenient data to ensure its functionalities.
The instantiated individual within the Operation class will eventually update or
modify the available information throughout the Decision property.

3.1 Information Class Model

In our Ontology, the information class is composed of two subclasses: the con-
figuration class, which includes all the system and network information (such as
protocols, machines, services, users and operating system); and the security class,
which includes all the information regarding events, vulnerabilities, signatures,
impact and security policies (figure 1).

The event class models abnormal or suspicious situations that need to be
analysed by a security device since it can be considered as an attack or as an
unusual activity performed by an authorised user. Its definition and classification
is essential for the appropriate performance of the SIEM model, which eliminates
ambiguities and misinterpretation of the processed data.

The impact class denotes the cost that a response action may have over a de-
tected intrusion. It is modeled as TimeImpact and MonetaryImpact. The policy
class defines all the information related to the security polices used to mitigate
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the effects of an intrusion. It includes the expectation class, which conveys to the
impact report the actions that the sender may request, such as: doing nothing;
contacting source, target or sender; blocking port, network or host; etc.

Fig. 1. Information Class Model

The configuration class has two subclasses: the network and system classes,
which define a topology and a cartography model respectively, as proposed in
[2]. The network class mainly focuses on the protocols (e.g., routing information
protocols), necessary for the correlation process to calculate the path followed by
a packet in the monitored domain. The system class describes a system involved
in an event and it is categorized according to the role it played in the incident
through the category attribute.

Some instances of our proposed Ontology may have multiple inheritances,
meaning that one instance can inherit properties from more than one class. As
a matter of fact, system or network instances (a server configuration, a net-
work protocol, etc), which inherit all the properties from the configuration class,
can also inherit properties from the vulnerability class, which is defined in the
security information concept.

3.2 Operation Class Model

SIEM operations are generally composed of several activities and processes such
as: detection, decision, and reaction (see figure 1).

Detection: This operation includes the subclass Analyzers, (i.e., IDS, vulner-
ability scanners, firewall, sensors, and other security devices), which generate
a huge amount of heterogeneous events. Processing these events directly would
be too complex and inefficient. Thus, an alert correlation engine, which essen-
tially provides a higher level view of the occurring intrusion, will be important
to explore.
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Decision: This class contains two subclasses: correlation and simulation, whose
primary goal consists on providing system support for a global view of network
attacks by analyzing raw alerts in a simulated environment. As a result, the
countermeasure impact is evaluated in terms of money, user/root access, damage,
attack efficiency, etc., and an impact report is generated. This report can be a
support for security administrators to evaluate and guarantee the respectfulness
of security policies and to design or implement the counter-measures to react
against defined attacks.

Reaction: This operation consists of an enforcement point that transforms on
the first phase the selected countermeasures by the correlator and the evaluator
from a high to a low specification level. In the second phase, this process enforces
the configurations and rules on the different system and network components.
These countermeasures include not only access control policies (i.e. blocking a
user), but also management actions (i.e. taking down server, changing sensor
configurations).

Table 1 summarizes the inputs, outputs, and goals of the different modules.

Table 1. Operation functions

Operations Input Output Goals

Detection Events related in-
formation

Events from hetero-
geneous sources

Efficient attack detection

Decision Correlated data
and countermea-
sures

Countermeasure
costs and impact
report

Optimal countermeasure deci-
sions

Reaction Countermeasures
and information

Configurations and
rules

Rules and configurations en-
forcement based on countermea-
sure decisions

4 Case Study

The first part of this section provides a general model for SIEM operations, while
in the second section we explain the procedure to detect Botnet attacks and the
actions to be taken as counter-measures.

4.1 General Model of SIEM Operations

We can model the SIEM utilization by using the following expressions, where all
the elements that take place in the process are expressed between curly brackets
({}); the arrow (→) represents the definition of the global process; the addition
process, expressed by the plus (+) symbol, refers to the activities that need to
be performed in order to combine the different set of elements; and the equal
symbol (=) denotes the resulting product of the process.

A → {Config} + {Information} = {Events(1..n)} (1)
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An analyzer (A) take a combination of a set of predefined system configuration
parameters plus the information received, which generates, as a result, one or
many events for a particular incident.

R/SIEM → {Config(t)}+ {Events,Policies} = {Config(t+1)} (2)

Similarly, a Reaction process (R) in a SIEM environment can be modeled as the
addition of a system configuration at time t and the detection of an event or
policy, which in turn produces a new configuration at time t+1.

C/SIEM → {Alerts(1..n)}+ {Config(t)} = {Policy(1..n)} (3)

The Correlation Process (C) in a SIEM environment takes into account one or
more alerts along with the configuration information of the system at time t. As
a result, one or many security policies can be generated.

The following equation can be proposed as a model to evaluate the impact of
an attack:

Mini → {Config(i,usage)} = {Cost} (4)

By dynamically evaluating attack impacts, the same attack is considered to have
different impacts (i), depending on the pre-established system configuration and
usage. All the resulting impacts are then quantified, meaning that their corre-
sponding cost is calculated, the minimum (Min) of which is then proposed as
the best security policy.

4.2 Botnet Use Case

Botnet attack life cycle generally consists of three main phases: Spreading/
Infection, Control, Usage [9].

Infection: During the Spreading/Infection phase, analyzers including HIDS (ex:
antivirus, vulnerabilities scanners) and NIDS (ex Snort) generate events when
detecting or suspecting any malicious actions. this is modeled in the following
equation, where the system and network configuration are instances of the config-
uration class; and signature, vulnerabilities and rule sets (polices) are instances
of the security class.

AAntivirus → {SystemConfig}+ {Signature} = {Events} (5)

AV.Scanner → {SystemConfig}+ {Vulnerabilities} = {Events}
ASnort → {NetworkConfig+Traffic} + {Rulesets} = {Events}

Control: Through the control phase, masters might use different ways to control
their distributed bots. Analyzers on the network and system level might generate
different events that might be useful for the detection of a Botnet attack and
its corresponding C&C covert channel. These analyzers include Filters, Routers,
Firewalls, Port scanners and others.
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Aportscanner → {SystemConfig,Connections}+ {Portsets} = {Events} (6)

ANetfilters → {NetworkConfig,Traffic}+ {Rulesets} = {Events}

Usage: The same case in the usage phase; Bots perform different services which
can be categorized in DDoS attacks, Spamming and Spreading malwares, es-
pionage and hosting malicious activities. Each category can be identified by
different Analyzers.

Aspamfilters → {NetworkConfig,Traffic}+ {Rulesets} = {Events} (7)

ADDoS → {NetworkConfig,Traffic}+ {Rulesets} = {Events}

These analyzers might be able to take actions by themselves as for the firewall
and the spam filtering situation.

R/SIEMfirewall → {Config(t)}IPopened + {Alert} = {Config(t+1)}blockIP (8)

Detection-Decision: These systems taken separately, cannot detect attacks
or incidents in which networks and systems are involved, nor distinguish false
positives and negatives. In order to detect this false rates and attacks, a corre-
lation phase is needed to filter and aggregate the events (alerts, logs...) received
from different analyzers. These events are then associated in the alert fusion pro-
cess during the correlation. This phase will send countermeasures to the reactor
or suggest different countermeasures (e.g. participation in taking down C&C
server, blocking traffic, blocking port ...) to the simulation phase depending on
the countermeasure’s clarity and attack’s severity.

C/SIEM → {Events}Antiviruses,Snort,DDoS,... + {Network,SystemConfig} (9)

= {Policies}TakingdownC&Cserver,Blockingtraffic,Port,Website...

The Simulation phase studies the impact of these countermeasures (policies). By
collaboration with the correlation process, they can decide which actions to be
taken and forward the best security policy(s) to the reactor (ex: Blocking access
to a specific website, cleaning hosts).

Min → {ConfigTakedownserver,Blockwebsite...usage} = {Cost} (10)

Reaction: When the reaction process receives these countermeasures, it applies
them on the system and network using different configurations and rules de-
pending on the predefined configurations (Environment) and the corresponding
data models. In this case, the reaction can be: blocking a website on the DNS
server, forwarding the info to other network domains (in cooperative detection
scenario) and cleaning the infected hosts.

R/SIEM → {Config(t)}WebsiteOpened + {Policies}BlockWebsite (11)

= {Config(t+1)}BlockingWebsite,BlockingDNSServer...
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5 Conclusions and Future Works

In this document we have proposed a first attempt to define a global unified
security information model to share information from heterogeneous sources in
a SIEM infrastructure. Our proposal uses Ontologies as a shared vocabulary be-
tween elements and classes, which can ensure interoperability among the system
components (i.e. services, machines, and users) and constant processes.

We defined two main classes: the information and operation classes, as well
as the derived subclasses and the relationships among them. The information
class describes the configuration and security information related to the differ-
ent system and network devices; and the Operation class describes three main
processes: Detection, Decision and Reaction, necessary to enable the detection
of upcoming security threats and trigger appropriate mitigation actions.

An example on the applicability of the proposed model over a Botnet attack
is provided at the end of the document, showing the functionality of the main
operations that integrate the defined security information model. Future work
will concentrate on the implementation of this architecture and the analysis of
the obtained results.

Acknowledgements. The work in this paper has been sponsored by the EC
Framework Programme as part of the ICT MASSIF project (grant no. 257644).
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Abstract. In our study, we present four different approaches on the subject that 
are connected more or less to each other, giving more attention on outsourcing 
security issues. A case study for the use of outsourced services is also presented 
using empirical data from an insurance company. This work concludes with an 
overview of our research, its limitations and by giving some research questions 
for future work. 
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1 Introduction 

The aim of this work is to identify and examine some of the major approaches in the 
area of security economics. More specifically, four different approaches are 
examined. We start by presenting them in the section of theoretical background and 
then we mostly emphasize on the one dealing with the outsourcing policy of 
companies. These four approaches are connected to each other since they deal with 
the same subject but from a different point of view. 

The first approach is a research by Wang [1] about the effects that disclosures have 
in business economics, regarding security policies and cases of security breakdowns. 
The second approach by Ioannidis et al. [2] presents the “conflict” between system 
administrators and system users about confidentiality and availability. The authors 
also present the endless effort of the administrators to exploit their budgets properly in 
order to raise their effectiveness. The third approach on the subject of security 
economics comes from Anderson [3] and is more behavioral rather than technical, as 
security is a combination of technology and policy over the proper usage of it. It deals 
mainly with differences in sentiments upon information security. The fourth approach 
deals with the rising development of the third partner services in many businesses and 
the problems occurring from the adoption of this outsourcing policy. It is of great 
importance that a company gives the opportunity to another company to process 
crucial and sometimes top secret data. The last approach is the main topic of our 
work. We conclude with a case study concerning a Greek insurance company about 
the usage of outsourced services and their impacts. 
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2 Theoretical Background – Literature Review 

For a non-experienced observer, the aforementioned approaches are not connected to 
each other; however, there are certain similarities among them. These similarities will 
be understood once the following presentation of the approaches has been completed. 

2.1 The Effects of Information Disclosures in Business Economics 

Business nowadays relies heavily on information technology to perform daily 
operations. Because of this increasing reliance on information technology, 
information security related incidents could result in a tremendous impact on a firm’s 
operation and significant financial losses [1]. In order to address the issues and better 
manage information security risks, researchers and managers have strived to better 
understand and assess information security risks. 

Some firms announce risks related to information security publicly. There are two 
competing motivations from the literature why firms disclose risk factors. On the one 
hand, the disclosure of risk factors may contribute to the reduction of the uncertainty 
that investors have regarding the firm’s performance [4]. On the other hand, a firm 
may disclose risk factors in order to reduce its future litigation costs associated with 
adverse events [5]. In the information security context, any motivation may be valid. 
Some firms are inclined to disclose to indicate preparedness, which corresponds to the 
first motivation, whereas other firms disclose in order to head off lawsuits, which is 
the second motivation. 

Wang [1], through his research, tries to further examine investors’ reactions to 
security breaches. Investors’ reactions provide explanations to managers and 
researchers about what leads to the price and volume reactions to security incidents. 
When there is no disclosure cost, full disclosure exists because investors believe that 
non-disclosing companies have the worst possible information. However, if disclosure 
costs or uncertainty exist, companies will disclose only when the benefits exceed the 
costs. Disclosure may also be used to reduce ex post legal and reputation costs from 
bad news or when the firm faces earnings disappointments. General market 
participants can actually adjust their investment decisions regarding breach 
announcements given the sophisticated investors’ reactions. A trading strategy is 
performed to demonstrate profitable short-term investment opportunities given the 
information asymmetry among investors. There is a strong association between the 
textual contents of the news articles about security breach reports, and both the stock 
price and trading volume reactions to breach announcements. The results suggest that 
general breach announcements lead to different assessments of the impact of security 
incidents. However, specific news articles and those about confidential information 
result in a more consistent negative belief of the impact of security incidents on a 
firm’s future performance. By taking advantage of the different perceptions among 
investors, it is shown that, on average, one can make about 300% annual profit around 
the breach announcement date. 
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2.2 Cost vs. Performance 

In our second research approach, we focus on the relation between cost and 
performance [2]. Information security and network integrity are issues of the utmost 
importance to both users and managers [6]. The cost of security breaches and fraud is 
considerable and such issues constitute growing concerns for policy makers, in 
addition to the legitimate concerns of the specialist technological community of 
experts. As the importance of networks increases for all individuals who act as both 
providers and consumers of information, the integrity of such systems is crucial to 
their welfare. In the presence of threats to the system, agents must decide the amount 
of resources required to maintain the system at an acceptable operational state. 

Gordon and Loeb in [7] adopt an optimizing framework for the economics of 
information security, which provides an extensive list of references that address 
technological issues in information security and point out the distinct lack of rigorous 
economic analysis of the problem of resource allocation in information security. They 
adopt a static optimization model where IT managers calculate the optimal ratio of 
investment in information security to the value of the expected loss under different 
assumptions regarding the stochastic process that generates the security threats. 
Within the framework of the model, they conclude that a risk-neutral firm should 
spend on information security just below 37% of the value of the expected loss that 
will occur in the event of breach. 

The model relies on rather restrictive assumptions and has prompted lively debate 
regarding the “optimal” ratio of investment in information security. What is of interest 
is that, the relationship between investment in information security and vulnerability 
is not always a monotonic function. Other researchers [8-9] are postulating an 
alternative functional form of vulnerability, showing that the ratio cannot be 
supported and introduce the notion of the existence of a level of expenditure of 
information security that removes all threats, as an additional parameter, thus 
completely securing the information. Under this specification, the “optimal” ratio can 
vary according to the value of this parameter. The authors give examples where 
optimal investment ranges between 50% and 100% of the value of information that is 
protected. 

2.3 The Human Factor 

The third approach is more theoretical, with a subject that deeply has to do with the 
human factor and more specifically the human attitude. Anderson [3], one of the 
pioneers in the field, deals with information security putting forward a contrary view 
rather than a technical one: information insecurity is at least as much due to perverse 
incentives. Many of the problems can be explained more clearly and convincingly 
using the “language” of microeconomics: network externalities, asymmetric 
information, moral hazard, adverse selection, liability dumping, and the tragedy of the 
commons. 

A characteristic example about the human factor and mainly the human behavior is 
given in [10], concerning fraud against auto teller machines. In a survey, it was found 
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that patterns of fraud depended on who was liable for them. In the USA, if a customer 
disputed a transaction, the onus was on the bank to prove that the customer was 
mistaken or lying, and this gave US banks a motive to protect their systems properly. 
But in Great Britain, Norway, and the Netherlands, the burden of proof lies on the 
customer: the bank is right unless the customer could prove it wrong. Since this was 
almost impossible, the banks in these countries became careless. Eventually, 
epidemics of fraud demolished their complacency. US banks, meanwhile, suffered 
much less fraud; although they actually spent less money on security than their 
European counterparts, they spent it more effectively. 

2.4 Outsourcing 

Analyzing the last approach (outsourcing), we can understand that it is really tight 
with the first approach, because the disclosure of such a strategic decision usually 
affects an enterprise positively or negatively. Positively, because such a decision 
reduces the fixed costs of the enterprise by giving the effectuation of services 
somewhere else to a third partner; on the other hand, it gives the expression that the 
enterprise doesn’t have strict security over the third partner which is generally a 
genuine assumption. Usually third partners that outsource services to others are 
secured enough, but it is not the same thing as to have every service and equipment 
within your own responsibility. That is why enterprises should always be really 
careful about their partners and keep checking their performance of the services they 
provide to them. A difficulty from a third partner, even a small failure that will last 
only an hour, sometimes has dramatic effects to the enterprise, because it will 
possibly stop its usual operation and when something stops functioning usually means 
losing money. It is even worse to lose reputation in the market since the enterprise has 
to fight hard to regain it. A disclosure of such an event will affect both partners, the 
seller and the buyer, but the buyer can always buy from another provider. A low-
quality service provider will not sustain competition for a long time. 

3 Analyzing Outsourcing-Related Security Issues 

Zhou and Johnson [11] are among the researchers that work on the problem of 
security breaches due to outsourcing. There have been several recent efforts to 
develop a common reference for rating the information risk posed by partners. They 
developed a simple analytical model to examine the impact of such information 
security ratings on service providers, customers, and social welfare. 

In this, so-called, Software as a Service (SaaS) model, business applications are 
provided on demand as a service to customers. SaaS allows firms to reduce many 
fixed costs associated with the required internal IT infrastructure, application 
deployment, testing, maintenance, and patch management. It also lowers cost through 
competition. While these different forms of outsourcing provide enterprise customers 
with both flexibility and cost benefits, the use of external service providers handling 
sensitive business data introduces new security risks [12]. Many widely publicized 
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security breaches have been the consequences of a partner failure. Sometimes these 
failures stem from neglect or under-investment in security. In other cases, the security 
challenges arise from the nature of the service provider’s business model. Providers, 
who frequently enhance their service offerings in response to evolving customer 
demand, introduce the possibility of new security bugs with every additional feature. 
Traditional methods in software assurance, with significant code testing, can be time 
consuming, slowing the vendor’s ability to compete and tempting them to cut corners. 

There have been recently several efforts to develop a common risk rating. The idea 
behind such ratings is to reduce the burden for both enterprise customers and service 
providers by creating a single risk rating that can be efficiently used by many sides 
(rather than each firm individually assessing each of their vendors) [13]. While it is 
tempting to directly equate information security rating with ratings of financial 
instruments, security ratings are quite different from credit ratings (which measure the 
default probability for a debt issuer). A good credit rating generally enables the debt 
issuer to raise money from the financial market at a lower cost [14]. However, a good 
security rating does not necessarily benefit a high-security service provider because 
the security rating may have subtle impacts on the competition among service 
providers, their incentives to improve security levels, and their prices charged to 
customers. 

Zhou and Johnson, through their research, have tried to answer some demanding 
questions, as for example, if risk ratings always benefit the high-security service 
provider (or hurt the low-security service provider). If not, how does the risk rating 
affect different service providers under different market conditions? Another of their 
concerns is whether risk ratings always benefit the most demanding customers who 
desire highly secured business partners? And lastly, does risk rating increase social 
welfare? Some very interesting results have been found: while it is commonly 
believed that information security rating benefits high-security service providers (and 
conversely hurts low-security providers), they found that, surprisingly, information 
security ratings can hurt or benefit both types of service providers, depending on the 
market conditions. This occurs when the absence of a security rating softens 
competition allowing the low-security service provider to appear identical to the high-
security service provider. In that case, the low-security provider is able to charge a 
higher price than otherwise and the high-security service provider is able to avoid 
providing a positive net surplus to the high-type customer to guarantee that the 
customer does not choose the low-security provider. Therefore, it is possible that the 
information security rating can intensify competition and hurt both service providers. 
On the other hand, in some cases, information security ratings can benefit both service 
providers. Since ratings clearly reveal the security of providers, such information 
helps service providers to differentiate themselves, and thus can benefit both. 

While the literature [15] shows that improved information always benefits the 
high-type customer, the model shows that information security ratings can hurt the 
high-type customer. This is because their model captures competition between 
heterogeneous providers while prior researchers assumed homogeneous providers 
where profit is competed away. They found that information security ratings have 
subtle effects on the competition. When the rating is provided, it may reduce the  
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low-security service provider’s incentives to invest in security. This reduces the 
quality of the alternative choice for the high-type customer. Thus, the high-security 
service provider will not need to provide a large net surplus to lure the high-type 
customer. This explains why the high-type customer can be hurt by an information 
security rating of providers. Although the information security rating has subtle 
effects on service providers and customers respectively, it always increases the social 
welfare. The policy implication is that information security ratings should be 
encouraged by social planners. 

4 A Case Study of an Insurance Company 

It is always useful to present data from the daily operation of a company. We present 
the case study of the company Infotrust SA. This is an insurance brokerage company 
located in Thessaloniki, Greece, with two other branches in Athens and Rhodes. Its 
functions are between the functions of insurance advisors and those of insurance 
companies. However, there is the need for this company for electronic communication 
and data handling. The company separates the two functions; it keeps the clients’ 
personal data within its own infrastructure, within its own servers, but it outsources its 
CRM (Customer Relationship Management) system to another company using 
Software as a Service. 

A personal interview was conducted with the company’s IT administrator. The 
questions used in this interview and the answers given (as “yes” or “no” to the 
answer, for brevity’s sake) are presented in Table 1. 

Table 1. Questions used in the personal interview with Infotrust’s IT administrator 

QUESTION YES NO 
1) Is the outsourcing decision irreversible?   
2) Are you able to operate the new system?   
3) Does the system lack in integration?   
4) Is there excessive dependence on outsourcer?   
5) Does the outsourcer lack in experience?   
6) Does the outsourcer comply with the contract?   
7) Are there any hidden costs?   
8) Is there any unclear cost to benefit relationship?   
9) Are the data secured? (confidentiality)   
10) Any specialized equipment needed for the operation of the CRM?   
11) Would it be possible to have the same level of services from 

within the IT department with the same cost? 
  

 
12) Are clients personal data involved in the systems transactions or 

kept within the premises of the company? 
  

 
13) Are you satisfied from the everyday support from the outsourcer? 

(debugging, development, etc.) 
 
 

 

14) Any loss of expert staff because of outsourcing?   

 
We can combine the given answers with the following data. The number of 

company’s employees is 40, so forty licenses (e-mails) are needed, at least. Each 
license costs 30 € per month so there is a cost for the company just from the usage of 
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the CRM around 1200€ per month and almost 15000€ per year. But if one puts it 
against the cost of a fully manned IT department with a number of employees and 
much equipment, it is better, of course, to outsource those services. 

One major issue for this kind of services is whether a contract exists between the 
company and the outsourcer about when the services are not fulfilling what the 
outsourcing company wants to receive. In this occasion, such a contract exists and 
states that the service is available 24 hours per day / 7 days per week. When problems 
occur, the outsourcer should reply to the notice within 4 hours and fix it, give a 
solution within 48 hours. 

5 Discussion 

As we noticed there are connections between the four different approaches because 
information security encompasses technology, economics, and human behavior; 
hence, it is not an one-dimensional topic. It can be viewed from many aspects. That is 
why problems about information security are not unilateral and can be solved only 
through cooperation of people in all the different fields just mentioned. It would be 
useful to set some research questions for the readers that could help them continue 
their own work on the subject. 

We have just passed the first decade of activity on this subject and still, especially 
in developing countries, information security is not a real concern or it is in the hands 
of IT managers without a real security policy from the administrations. Another 
question that supplements the first one is whether enterprises are aware of the real 
dangers that accompany the handling of information, especially in areas when laws 
about information handling and information security are getting really tough. 

Given the continuing increase in IT outsourcing adoption from the enterprises, a 
final question is whether the related dangers will increase or the enterprises will 
understand those dangers and take measures to face them. 

6 Conclusion 

Businesses only recently started to be involved in security economic issues by 
applying certain policies concerning their data. Firms without a formal information 
security policy will be less competitive, because security of the business data and also 
its clients will not be at the highest level available. Without a security policy, there 
will not be a proper training for the staff and a proper usage of the investments for 
information security. An ideal investment arises when there is a good usage of it and a 
good security policy and does not exclusively depend on the volume of it. That is why 
we mentioned the example of US Banks with smaller budgets having better results in 
information security than the European ones. 

Particularly for the third partners and the enterprises that outsource their activities, 
some interesting findings can be summarized. There is a tremendous increase in that 
field that is going to continue furthermore in the near future. It is important to have an 
IT department but without having a single person as IT staff in this department. The 
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right selection of the third partner is the most important process when the time comes 
to outsource IT to an enterprise. The right selection of which part of the IT 
department is going to be outsourced is also a serious issue. And all that for what 
price, because in terms of economics, everything in business has a price. 
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Abstract. This article presents an analysis of the adoption the Citizen Card in 
Portugal based on a survey, in which 601 citizens participated. The survey 
focused on the knowledge of the card and of its features, as well as in the digital 
signature capabilities. First the survey population was informed about the 
concept of the Citizen Card, its applicability, and the technological mechanisms 
associated with their use. We extracted a set of conclusions, which may be 
useful to countries seeking to implement this type of technology/procedures. 

Keywords: Citizen Card, Digital Signature, Digital Citizenship. 

1 Introduction 

The Portuguese Citizen Card has been recently created and implemented. It allows, 
not only the citizens authentication, but also the digital signature of documents, with 
legal value. Therefore, an assessment of the existing knowledge on this issue is 
critical, as well as an assessment of the users acceptance of this technology, that 
includes fingerprint authentication of the user in association with the possession of the 
card. 

This paper will start by describing the Citizen Card, the technological and political 
context of deployment and the associated costs. This paper will also make a small 
presentation of the implemented digital signature process, clarifying the concept and 
the used technologies. The results of an inquiry made to 601 Portuguese citizens are 
then presented and, finally, the results are discussed. 

2 The Citizen Card 

2.1 Context Information 

The Citizen Card is a unique identification card, in the sense that it substitutes most of 
the previous existing identification cards: Health System Card, Identity Card, Fiscal 
Identification Card, Social Security Card and Electoral Identification Card. The card 
can be used both for physical and electronic recognition. Physically, the card is a 
classic Smart Card, presenting: 
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─ In the front: 
o The user’s picture (in black and white); 
o Name 
o Surname 
o Gender 
o Height 
o Nationality 
o Date of Birth 
o Civil Identification Number 
o Expiration date 
o Chip (responsible for the electronics functionalities and for storing 

the digital certificates and other protected information) 
o Optical reading field 

─ In the back: 
o Father and mother names 
o Fiscal Identification Number 
o Social Identification Number 
o Health System Identification Number. 

The Citizen Card expires after five years and can be exchanged in the 6 months period 
prior to expiring or when the information that it contains changes.  

The Citizen Card is the result of the technological project of modernization of the 
public administration, created by the XVII Constitutional Govern. The Citizen Card is a 
pillar of the modernization strategy, aiming to simplify, aggregate, and de-materialize 
the processes in a secure environment. The system is supposed to provide [1]: 

─ Better accessibility to the public services and, therefore, better services 
provided; 

─ Administrative processes and procedures simplification. 
─ Guaranties in the citizens’ recognition process. 
─ Services Integration. 

2.2 Technologies 

The Citizen Card, being an electronic card it is, obviously, a result of the new 
Information and Communication Technologies and requires hardware and software in 
order to be fully used. For the citizen to be digitally identified by a public service it is 
required that the service is equipped with a digital card reader. At the present time 
there are four types of reader: 

─ Simple reader: it consists on an external reader, without Pinpad (a pad for the 
insertion of a Personal Identification Number), connecting to a computer 
through a Universal Serial Bus (USB). 

─ Reader for telephonic authentication: it is a reader with Pinpad that generates a 
one-time use password, from the data existing in the card. 
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─ Combined reader: aggregating both the simple reader capabilities (reading 
information for later use) with the capability of the telephonic reader (generation 
of the password). 

─ Accessibility reader: reader with special features, designed for the visually 
impaired. 

 

For the readers to work, the hosting system must have installed an application 
specifically developed for the integration of the Citizen Card. This application is 
available for download at http://www.cartaodecidadao.pt. This application will allow 
the user to visualize the information stored in the card, accordingly to the 
authorizations previously provided by the citizen, and interconnect with other 
applications developed in this scope, also allowing registering digital certificates for 
authentication and signature of documents and electronic actions. 

2.2.1 Digital Signature 
The digital signature of a document is similar do the handwritten signature, in the 
sense that it associates an author to the document in such a way that it can be verified 
by a third party. The Digital Signature consists of a binary sequence that is always 
unique for each signed document [2]. The digital signature aims to assure to origin 
and authenticity of the document, while assuring the integrity (it is very unlikely for 
two sets to originate the same sequence) and the authenticity of the document (once 
the public key of the issuer is associated to its owner’s identity through the digital 
certificate that is signed by a known certifying entity). It is also prevented the 
repudiation of the document by the signer, once there is an unique association 
between the public and the private key and this is known only by its owner.  

The public key is the verifier of the corresponding pair, the private key, used to 
sign the document. Despite being a pair, one cannot be obtained through the other, as 
long as they have been well constructed. The role played by the certifying entities is 
crucial for the security of the entire process, once it is necessary to be sure that the 
public key is in fact from who it is claimed. 

2.2.2 Digital Certificates 
The digital certificates are public documents, cryptographically secured, controlled by 
the certifying entities. It is the certifying entity responsibility to establish and assure 
the identity of those possessing certificates belonging to the infrastructure, protect the 
access to the information, define certificate creation policies and update revocation 
lists [3]. These documents can have, typically they do, a limited lifetime which can be 
controlled by a non-changeable expiry date or by a revocation certificate. A 
revocation certificate is a document, issued by a certification entity, stating that a 
given public key belongs to some entity and that it is not valid after a certain date. 

For a digital certificate to be considered as qualified it has to be issued by a 
credentialed certifying entity. If so, digitally signed documents have, under the 
Portuguese law, the same value of a manually signed document.  
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Popular certificates are those that are issued by the users, like: 

• X-509 
• SPKI (Simple Public Key Infrastructure) 
• PGP (Pretty Good Privacy) 

3 The New Portuguese Citizen Card 

To better understand the context in which the Citizen Card is implemented in 
Portugal, it is necessary to analyze other countries existing similar projects. Germany, 
Spain, Estonia, Austria, Italy, Belgium and Portugal share the same adopted principles 
in the implementation of the national identification card, sharing a common 
methodology and scope [4]. 

The modernization of the public services processes and methods was a challenge 
considered to be crucial for the sustainability of State, as it is now, both in Portugal 
and in Spain. The transformations there were seen as necessary, made it mandatory 
for those countries to deploy means of digital authentication with legal value. 
Therefore, the adoption of an electronic identification card, usable across the several 
State services, comes as natural. 

3.1 Advantages of the Citizen Card 

All Portuguese citizens will be required to have an electronic Citizen Card. But the 
transition can be done because the old identification card (a paper card with some of 
the citizen’s information and photograph) has expired, because some of the 
information that it contains has changed (like the address or the marital status), or 
because the citizen recognizes the advantages of the new card and decides to claim 
one and use it.  

The advantages of this new card, according to the Portuguese State are: 

─ Reduction from five cards to one. 
─ Possibility to authenticate and digitally sign in the dematerialized processes of 

the public services, using the Internet (increase in productivity and efficiency 
for both the services and the users). 

─ Increase in security. 
─ Increase in the harmonization between different countries public services. 
─ Better public services. 

4 Perception Survey  

4.1 Methodology 

In order to study the perception on the Citizen Card of the Portuguese citizens a 
survey was prepared and 601 citizens from the Portuguese mainland answered to it. 
The citizens were contacted through telephone and the survey was also available on 
the Internet. This mix of telephone and Internet answers tries to overcome the 
problems inherent to the traditional methods, as the type of persons that has a  
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4.2.2 Question 2: “Do You Have a Citizen Car?” 
Almost 60% of the answers are from citizens that already have adopted the 
Portuguese Citizen Card (Figure 2). Some of them have adopted it because of the 
advantages associated with it, but many probably did so because the old identification 
card has expired, because their marital status has changed, or for any other reason that 
made the adoption mandatory. Looking back on the study, it would have been 
interesting to question the motivations for the adoption. The obtained results have an 
error margin of 3.9% at a 95% confidence level. 
 

 

Fig. 2. Answers to the question: “Do you have a Citizen Card?” 

4.2.3 Question 3: “What Is the Difference between the Portuguese Identity 
Card and the Portuguese Citizen Card?” 

This was an open question that aimed to bring some light on another underlying 
question: if the citizens know what the citizen card is. The large majority of the 
inquired citizens knew that the new card substitutes several of the old cards, but only 
a few mention the electronic capabilities of the Citizen Card.  

4.2.4 Questions 4 to 7, Relative to the Digital Signature 
The results on the remaining questions allow some qualitative conclusions, but 
limited quantitative, once the telephone operators have detected a semantic problem 
on these questions. When the citizen requests a Citizen Card he has to sign in a digital 
pad and for many citizens this is the digital signature. Therefore, the authors were 
asking about one thing and many of the citizens were answering about another. This 
problem does not affect those saying that they do not know what the digital signature 
and therefore we can conclude, from the obtained answers and with a 95% confidence 
level, that: 

─ At least 36.51% of the citizens do not know what the digital signature is. 
─ At least 53.15% of the citizens have never used the digital signature. 
─ At least 69.31% of the citizens do not know how to digitally sign a document. 
─ At least 39.79% of the citizens do not find the digital process of signing 

(whatever that means) safer than the traditional process and, therefore, will 
probably consider the Citizen Card as no more than the aggregation of the 
several old ones. 
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5 Conclusions 

This study has proven that the concept of an electronic enabled unified identification 
card has reached a considerable part of the Portuguese Population. Despite this, the 
number of citizens that know that the card substitutes several old identification cards 
is considerably larger than those that know that it has electronic capabilities. This 
might be a consequence of the fact that the adoption of the card is mandatory, when 
the old identification card expires or when a citizen changes address or changes is 
marital status, combined with a use limited to non-electronic environments in those 
people not familiar with Information and Communication Technologies.  

The Portuguese Government will need to better promote the electronic capabilities 
and their advantages if it plans to use the Portuguese Citizen Card to transform the 
Portuguese Public Services. 
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Abstract. Critical infrastructure Protection (CIP) includes ensuring
the resilience of transportation infrastructures. This sector is considered
vital worldwide due to its economic importance and due to the vari-
ous interdependencies with other infrastructures and sectors. This paper
aims at examining the current state in national policies and in research
regarding the protection of transport infrastructures. It examines meth-
ods to model interdependencies and to assess risk suitable for transport
CIP. It recommends future steps for research in this sector.
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1 Introduction

Transportation is a key economic sector; it facilitates the movement of people,
food, water, medicines, fuel, and other commodities. It faces multiple threats,
ranging from accidents, failures or human errors to malevolent actions, namely
sabotage, insider threats or terrorist attacks. Examples of the latter are the
events in New York and Washington (2001), Madrid (2004), and London (2005).
The common element of these incidents is the use of components of the transport
infrastructure [1]. In several cases, transportation components were used as the
main means for the attack; in other cases, they were used as the target, which
included cyber attacks, too. Potential threats include the disruption of a mega-
node in the transportation network, the use of a transport component as an
attack method and the release of a biological agent at a major passenger facility
(rail station, ferry terminal, hub airport) [2]. The increasing need of protecting
transport infrastructures is recognized by most countries; all of them name the
transportation sector among their critical sectors [1]. Assessing risk in critical
infrastructures requires a different approach than in traditional information sys-
tems, mainly due to high complexity, multiple interdependencies, and the need
for managing an heterogeneous infrastructure network [3].

Critical Infrastructures (CI) refer to an ‘asset, system or part, which is es-
sential for the maintenance of vital societal functions, health, safety, security,
economic or social well-being of people, and the disruption or destruction of
which would have a significant impact as a result of the failure to maintain
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those functions’ [4]. Transport CIs fall into six main categories [2]: Aviation,
Maritime, Mass Transit, Highway, Freight Rail, and Pipeline. Each type has
its own characteristics, operates independently within both regulated and non-
regulated environments, and yet is highly interdependent to other CIs.

In this paper, we examine the current state, regarding transport Critical In-
frastructure Protection (CIP). In Section 2, we first review national initiatives
and policies, regarding the assessment of transport risk. In Section 3, we identify
interdependency types, and we review the literature regarding modeling and as-
sessing interdependencies between transport infrastructures. Finally, we present
conclusions and indicate future research steps.

2 National Initiatives and Policies

In order to examine the state of CIP in the Transportation sector, we first have to
look into national and international strategic plans and guidelines. The US Trans-
portation Security Administration is responsible for the sector-specific protection
plan regarding transportation security [2]. It describes a generic systems-based risk
management approach. The main goal of the method is to counter terrorism, en-
hance resilience, and facilitate the cost-effective security for transportation. It of-
fers explicit guidelines on identification of assets, systems, networks and functions,
risk assessment, development, and implementation of security programs, coupled
with suggestions on security evaluation. The proposedmethod, under the prism of
physical, human and cyber factors, defines six phases: (a) setting security goals, (b)
identification of assets, systems, networks and functions, (c) risk assessment, (d)
prioritization, (e) implementation of protective programs, and (f) measurement of
effectiveness.

The US Government Accountability Office (GAO) conducted an assessment
of transportation security [5],[6]. In general, GAO attempts to spot weak points
in method and implementation and propose appropriate improvements. Their
findings are quite interesting when compared to the actual plan of the DHS,
especially to those who are interested in developing, implementing or evaluating
a risk assessment method that deals with transportation. Regarding the security
of the rail system, GAO has published an assessment of the actions taken by
TSA to enhance mass transit and rail security [5].

Sandia National Laboratories also conduct research on transportation of haz-
ardous material. The field of interest is safety of nuclear weapons stockpiling,
energy and infrastructure assurance, nonproliferation of weapons of mass de-
struction, and enhancing the safety of CIs. They have developed RADTRAN
[7],[8], an ad hoc international standard for transportation risk assessment for ra-
dioactive materials. RADTRAN combines parameters, such as user-determined
demographic, routing, transportation, packaging, and other intelligence such as
materials, meteorological, and health physics data, in order to calculate expected
radiological consequences of incident-free radioactive materials transportation
and associated accident risks. An implementation of the method is provided
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(RADCAT1); it focuses on highway and rail transportation of radioactive mate-
rial and on accident dose risk due to radiation exposure.

The Transportation Risk Assessment Working Group’s handbook [9] aims to
increase the efficiency and effectiveness of transportation risk assessments pre-
pared pursuant to the National Environmental Policy Act (NEPA). Chronologi-
cally, it is the first attempt to propose a method to assess the risk of radioactive
material transportation. The quantitative base of the method is RADTRAN
[7],[8] and RISKIND [10], which contribute in computing cargo and vehicle re-
lated risk. The method specializes on accident risk and consequence risk.

In Europe, the Polish ‘Management of Health and Environmental Hazards’
(MANHAZ) Center focuses on the protection of human health, welfare and envi-
ronment. It has published a quantitative transportation risk assessment method,
which deals mainly with road and rail transportation of hazardous substances
[11]. The proposed approach includes the assessment of transportation risk and
environmental and land use safety factors, capability of the existing network
and cumulative traffic implications, economic distribution considerations and
operators’ requirements for practical economics.

UK’s Department of Transport has published guidance on how to implement a
transportation assessment [12]. It includes general guidelines and useful tables to
support the process of assessment, mainly in the urban environment. Although
a specific method is not proposed therein, advice, suggestions, and guidelines
over transportation assessment are provided. Similar guides on transportation
assessment are also followed in Scotland [13] and in Northern Ireland [14].

Except for general directives on CIP [4], the European Commission is active
in the area of transportation security and safety research. The Research and
Innovation in Transportation Committee2 funds research programs for aero-
nautics, rail, water, road, and multimodal transportation, though no official
method or standard was found published. The STARTRANS3 project aims to
develop a comprehensive Transportation Security Risk Assessment Framework
in interconnected, interdependent and heterogeneous transport networks. Also
the Safety@Sea4 project specializes in maritime transportation security. It deals
mainly with risk assessment and management, coastal management and routing
and safe seaways assurance in the North Sea, as well as with creating a maritime
rescue coordination center in order to increase safety awareness.

Based on the above, it appears that only the US policy suggests a specific
method on transportation CIs. The resulting method is system-based and cal-
culates the risk as the function of threat, vulnerability, and impact. A lot of
research focuses on material transportation [9],[11] and, in particular, radioac-
tive [7],[8]. Most governments have adopted appropriate plans to strengthen both
security and safety of transportation, with a strong emphasis on accidents, in
particular when these affect people and the environment. It also appears that

1 http://radtran.sandia.gov/
2 http://ec.europa.eu/research/transport/
3 http://www.startrans-project.eu/
4 http://www.safetyatsea.se/
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the regulations remain domain-based, even within the transport sector, and do
not reflect the dependencies between transport CIs or to other sectors.

3 Interdependencies and Cascading Failures

One of the main characteristics of CIs in general is the multiplicity of interdepen-
dencies between them and their respective sectors. This is vital when one refers
to transport CIs, as they are prerequisite for various other CIs [2]. For exam-
ple, the Energy Sector relies on coal, crude oil, petroleum products, and natural
gas to be transported by ship, barge, pipeline, rail, or truck. The Banking and
Finance and the Government Sectors also rely on mass transit systems in large
urban areas for employees to access the workplace. The ICT Sector co-locates
much of its networking equipment (routers, fiber optic cable, etc.) along existing
transportation routes (rail lines, highway tunnels, and bridges), the destruction
of which may impact service availability in wide geographic areas. On the other
hand, the Transport sector relies on the Energy Sector for fuel [15], or on the
ICT Sector for the transmission of information necessary for the efficient oper-
ation of the transportation network. Beyond these obvious examples, cascading
effects may also occur, due to changes in individual behavior during a crisis, like
the work of [16], which studies the effect of a failure in Transportation sector
and how it affects various wireless networks (ICT Sector).

3.1 Types of Dependencies and Disruptions

Dependencies [15],[17] can be: (1) Physical (a CI depends upon the output(s) of
the other CI), (2) Cyber/Informational (a CI depends on information transmit-
ted through the other CI), (3) Geographic (a CI depends on an environmental
event on another CI), (4) Logical (a CI depends upon another CI via a non-
physical, cyber, or geographic connection) and (5) Social (a CI is affected by the
spreading of disorder to another CI related to human activities).

Interdependencies may fall into these non-mutually exclusive types, but one
should not assume the complete availability or unavailability of a CI, as these
may be available on different levels of quality [18]. Examples of quality degra-
dation may include quantity (of power), speed (of transport or communication
services), reliability (of information), pressure (of gas), purity (of water), etc.
Also, multiple factors should be taken into consideration, such as state opera-
tions, social influence, political consequences and technological implications.

Rinaldi et al. classify interdependence-related disruptions or outages as cas-
cading, escalating, or common cause [15]. A cascading failure occurs when a
disruption in one CI causes the failure of a component and a subsequent disrup-
tion on a second CI. An escalating failure occurs when an existing disruption in
one CI exacerbates an independent disruption of a second CI, generally in the
form of increasing the severity or the time for recovery or restoration of the sec-
ond failure. A common cause failure occurs when two or more CIs are disrupted
at the same time: components within each CI fail because of a common cause.
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3.2 Review of Dependency Risk Assessment

Generic risk assessment methods for CIs have been initially reviewed in [3].
The main observation is that such approaches assess risk in terms of threat,
vulnerability and impact, with a high emphasis on the societal impact of a CI
failure or disruption. However, they fail to model and assess the risk caused
by interdependencies, which have been proven crucial in transport CIP in the
past [1]. Any modeling and simulation attempt faces several challenges, namely
data accessibility, model development, and model validation. In the case of CI
interdependency, such a task is further complicated by the detailed and disparate
cross sector analysis which is required [19]. The lack of reliable real-time data
makes the identification of interdependency related failures even worse [20].

Related work in identifying and modeling dependencies includes the use of
sector-specific methods, e.g. gas lines, electric grid or ICT, or more general meth-
ods that are applicable in various types of CIs. Interdependency models fall into
six broad categories: (a) Aggregate Supply and Demand Tools, (b) Dynamic
Simulations, (c) Agent-Based Models, (d) Physics-Based Models, (e) Population
Mobility Models and (f) Leontief Input-Output Models [21].

Dependencies also vary according to the level of analysis selected. Differ-
ent aproaches have been used to examine dependencies under a microscopic
or macroscopic view. One approach [22] focuses on CI components (micro-
scopic view), and demonstrates several types of multi-dependency structures for
both linear and particularly cyclical dependencies among multiple infrastructure
types. It also considers unbuffered and buffered types of resources. Another ap-
proach [23] focuses on the component level as well and models/simulates two
types of vulnerability: (a) structural and (b) functional. It calculates the inter-
dependent effect and the effect of interdependence strength. It includes examples
on power grid and gas pipeline models. Other models examine dependencies be-
tween different CIs [18], within the same or different sectors of a country [24]. A
method to map interdependencies with a workflow enabling the characterization
of coupled networks and the emerging effects related to their level of interde-
pendency is presented by [25]. This work aims at mapping the interdependency
between electrical and related communication nodes.

Several methods that are proposed for evaluating risk in interdependent CIs,
apply Leontief’s Inoperability Input-Output model (IIM), which calculates eco-
nomic loss due to unavailability on different CI sectors based on their interde-
pendencies [24],[26],[27],[28]. The same model is also applied by [29], so as to
include elements of business continuity and the cost to recover from an event.

Theoharidou et al. assess risk in three layers: (a) infrastructure level, (b)
sector level, and (c) national/intra-sector level [3],[30],[31]. They identify first-
order dependencies and provide a method for evaluating societal risk between
CIs and sectors. These interdependencies can form risk graphs in order to iden-
tify multiple order interdependencies and assess risk on chained events. A similar
approach is adopted on [32]. It follows six steps: (1) Identify the initiating event,
(2) Identify interdependencies and Perform qualitative analysis, (3) Perform
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semi-quantitative assessment of the scenario, (4) Perform detailed quantitative
analysis of interdependencies (optional), (5) Evaluate risk and measures to re-
duce interdependencies, and (6) Perform Cost/benefit analysis(optional).

Approaches for assessing dependencies and risk in transport CIs can be also
found; they follow similar approaches as the above. For example, [33] uses a
Petri Net analysis procedure to estimate indirect losses in networks of critical
transport infrastructures. The rest of the literature focuses on the risk assessment
of hazardous materials (i.e. [7],[8],[9],[11],[34]).

4 Conclusions

In this paper we reviewed the current state-of-the-art in transportation CIP.
One of the main characteristics of this sector is the multiple types of infrastruc-
tures within itself. These types vary both technologically and in terms of reg-
ulation, standards, and best practices. They also face different kinds of threats
and vulnerabilities. Applying a universal method for these infrastructures should
take into account multiple characteristics and should be combined with existing
specific methods, which mainly focus on accidents and environmental security.
Cross-sectoral regulation and standardization is particularly difficult, as it can
only be initiated by international or national organizations and bodies.

Current approaches usually focus on a specific subsector and fail to assess
the risk introduced by interdependencies. There are several recent approaches
focusing on assessing risk of interdependencies, but they only focus on specific
and isolated parts of the problem. Identifying and mapping societal interdepen-
dencies or identifying potential cascading effects is a really challenging aspect in
terms of discovery, mapping, and validation of dependencies [19]. This requires
cross-sector and cross-border collaboration.

The static nature of risk assessment models is another issue; models serve as
a snapshot of a transport CI. Transport CIs are dynamic systems, a parameter
which is reflected on risk as well. Most approaches also fail to connect the risk
assessement process to spatial information [34]. Novel approaches for dynamic,
real-time risk assessment could contribute significantly towards such a direction.

Since transport CIs are vast networks, they also share a significant -in number
and variable- user-base. In highly critical systems, this factor introduces threats,
thus assessing risk on a per-user basis could contribute significantly in mitigating
the really important insider threat. Such a variable and vast user-base can be
also used during the risk assessment process. Using collaborative technologies,
in order to ensure more accurate and detailed data collection, could also be a
promising future research step.
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Abstract. Due to the recent economic crisis Greece is facing, the government 
has developed several initiatives using information and communication 
technologies (ICT) in order to foster the economic growth, enhance trust and 
transparency in the operation of public administration, streamline the public 
expenditure and combat corruption and tax evasion. Such initiatives include: a) 
the “transparency project”, b) the electronic prescription, c) the publication of 
tax data on the internet, d) the use of a tax card and finally e) the eGovernment 
Law. As data protection is a fundamental right according to Greek and EU law, 
this paper aims at analyzing whether such initiatives pass the proportionality 
test and may justify “legitimate” restrictions of the aforementioned right and 
which particular data security and other measures may alleviate the restrictions 
occurred. 

Keywords: e-Government, personal data protection. 

1 Introduction 

E-government services are being characterized as a “guiding vision towards modern 
administration and democracy” [1]. Notably, the appropriate use of ICT technologies for 
interactions with the public sector results in several benefits, including transparency, 
openness, convenience, revenue growth and cost reductions.  On this direction, the 
European Commission launched in 2010 the Europe 2020 Strategy1 which sets 
objectives for the growth of the European Union by 2020, including better exploitation 
of ICT in order to foster innovation, economic growth and progress. 

In light of the recent financial crisis which exceeds the Greek borders, it becomes 
evident that the aforementioned goal is of major importance.  Moreover, in this highly 
evolving environment, reconciling public interests and fundamental rights, such as the 
right to data protection, is crucial. As it is explicitly pointed out in the Digital Agenda 
(one of the seven pillars of the Europe 2020 Strategy), the right to privacy and the 
                                                           
1 The Europe 2020 strategy was proposed by the Commission on 3 March 2010 [COM/2010/2020] 

and adopted by the European Council on 26 March 2010. 
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protection of personal data are fundamental rights which should be effectively 
enforced using the widest range of means: from the wide application of the principle 
of “Privacy by Design” in the relevant ICT technologies to dissuasive sanctions, 
wherever necessary. 

The Greek government in the era of economic crisis but also as an addressee of the 
Europe 2020 Strategy is developing several initiatives based on ICT, aiming at fostering 
economic growth and transparency, increasing accountability, strengthening control 
mechanisms and a tax compliance culture, and streamlining public expenditure.  

This paper studies e-government services in Greece and how these affect the right 
to data protection. The question whether they pass the proportionality test is 
addressed, mainly based on the relevant Opinions of the Hellenic Data Protection 
Authority (HDPA)2. More precisely, the paper is organized as follows: Section 2 
discusses the legitimate limitations of fundamental rights. Recent ICT initiatives in 
Greece are studied in Section 3, where relating data protection issues are highlighted. 
Concluding remarks are given in Section 4. 

2 Limitations of Fundamental Rights in the CJEU Case Law 

Given that the operation of e-government services may impose limitations on the 
exercise of the fundamental right to the protection of personal data3 the relevant case 
law of the Court of Justice of the European Union should be considered. Accordingly, 
limitations imposed on fundamental rights should be provided for by law, meet 
objectives of general interest recognised by the European Union (e.g. transparency 
and accountability regarding the use of public funds) or the need to protect the rights 
and freedoms of others and be subject to the principle of proportionality in the sense 
that they are necessary in order to meet the aforementioned objectives. 

A prominent example of how to strike the proper balance between legitimate public 
interests and the right to the protection of personal data is the recent decision of the 
Court of Justice regarding the publication on a website of identifying (personal) 
information relating to the beneficiaries of agricultural funds within the Common 
Agricultural Policy (CAP) of the EU4. In this case the Court first accepted that such a 
publication is provided for by law and is appropriate to enhance transparency, which 
constitutes a legitimate interest as being established in the EU Treaties (it enables 
citizens to participate in the decision making process, guarantees that the administration 
enjoys greater legitimacy and is more effective and more accountable to the citizen in a 
democratic system). It continued that the right to data protection is not an absolute right, 

                                                           
2 The Hellenic Data Protection Authority, established by the Data Protection Law 2472/1997, is 

a constitutionally entrenched independent authority (art. 9A of the Hellenic Constitution). 
3 The right to the protection of personal data is laid down in article 8 of the European 

Convention on Human Rights and more explicitly in article 8 of the Charter of Fundamental 
Rights of the European Union. The Charter has binding legal effect, equal to the Treaties, 
after the entry into force of the Lisbon Treaty. 

4 See Court of Justice of the EU, joined cases C-92/09, C-93/09 Volker und Markus Schecke 
GbR / Hartmut Eifert vs Land Hessen. 
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but must be considered in relation to its function in the society. Having said that, the 
Court found that the lack of any criteria for publishing personal data (e.g. the periods for 
which the beneficiaries received aid, the frequency, nature and amount of aid received) 
exceeds the limits imposed by the proportionality principle and renders the processing 
illegal. 

From the aforementioned decision it can be concluded that the proportionality 
principle shall be respected in a way that at least the core of the fundamental right in 
question is not affected. To achieve this, differentiating criteria as well as data security 
measures shall be established. Otherwise the endeavour may be rendered illegal.  In the 
following section this rule will be applied to some eGov initiatives in Greece.  

3 E-Government Initiatives in Greece 

3.1 The Transparency Project 

The transparency project (Law 3861/2010) is aiming at enhancing the accountability 
of the public administration. To this end, it provides for the publication on the Internet 
of all legislative and a series of categories of administrative acts, including the 
appointment of civil servants, the issuance of building permits and public expenses. In 
addition, easy search capability for documents is supported by using keywords and/or 
thematic meta-data. The uploaded documents (.pdf format) are digitally signed and 
automatically provided with a unique number. 

The HDPA has been consulted prior to the adoption of the law and issued the 
Opinion 1/20105 on the draft law, imposing restrictions in the publication: 

 
1. Sensitive data should not be uploaded unless the HDPA issues a prior permit. As a 

response to this, the Law 3861/2010 excluded sensitive data from its scope. 
2. Further use of the published data shall be allowed only for the purpose of free 

access to public information and not for other purposes, such as commercial ones. 
To this end, the central web site http://et.diavgeia.gov.gr/ of the transparency 
project states explicitly, in its “Terms of Use”, that illegal processing (by third 
parties) is prohibited; however, it is not further explained which purpose is 
considered legal. 

3. Appropriate technical measures should be adopted, to avoid unlawful processing 
of personal data (e.g. creation of individuals “profiles”). After the initiation of the 
project, the HPDA specified several measures towards this direction. These 
include: i) measures to prohibit the processing by external search engines (since 
transparency may be adequately served via the dedicated web sites of the 
authorities), such as appropriate lock of uploaded .pdf files, as well as the use of 
the Robots Exclusion Protocol, b) measures to prevent massive downloads, such 
as usage of appropriate challenge/response tools (e.g. Captcha) and c) proper 
administration of tracking cookies with the use of friendly techniques for opt-out 

                                                           
5 All the Opinions referred in this paper are available (in Greek) at the HDPA's site 
http://www.dpa.gr 
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instead of forcing users to change their browser settings. Up to the cookies the 
aforementioned measures are not yet implemented6. 

4. A time limitation for the publication should be in place; such a limitation is not in 
conflict with the need for transparency, since each file's meta-data may be 
available for longer in order to facilitate citizens' requests for access directly to the 
competent authorities. This condition is not yet implemented. 

As a result, the project still lacks of some essential safeguards for an efficient 
protection of personal data. 

3.2 The Electronic Prescription 

Law 3892/2010 provides for an integrated electronic prescription system which shall 
support the effective control of insurance funds' expenditures, amongst others by 
limiting unnecessary prescriptions. The system is currently focusing on some insurance 
funds in the process of completing the pilot site. 

The HDPA has been prior consulted and issued a permit approving the data 
processing upon specific conditions, namely: 

 
1. A single entity (i.e. the General Secretariat for Social Security) should be 

appointed as data controller in terms of the Data Protection Act to ensure legal 
responsibility. 

2. Authentication of the system's users should be put in place. 
3. The access to data should be in accordance to the need-to-know principle (where 

the cases of the data controller, social insurance organisations, pharmacists and 
doctors are treated separately). Doctors' access to patient information produced by 
others is subject to patients' prior consent. 

4. Any access should be logged. 
5. Data should be kept for 20 years from the last treatment. 
6. The HDPA shall be consulted prior to the issuance of the ministerial decision 

concerning the procedure and the technical requirements for the registration and 
the identification of the system's users. 

3.3 Publication of Taxpayers' Data on the Internet 

Towards combating tax evasion and enhancing compliance, the Ministry of Economy 
suggested as an exception to tax secrecy, the publication on the Internet of the annual 
income and the tax due by the taxpayers. Accordingly, a) access is limited to 
identified users, b) searches may be performed by specific criteria, that is the unique 
tax number or address and part of the name or business name, c) a limitation on the 
number of requests (up to 20 retrievals per month) will be in place, d) storage of data 
in editable form shall not be enabled. 

                                                           
6 A new web site http://yperdiavgeia.gr/, maintained in the meanwhile  by a computer 

expert, provides for more powerful searches due to the lack of the aforementioned measures. 
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The HDPA with the Opinion 1/2011 ruled that the aforementioned processing of 
personal data is not compliant with the proportionality principle, since there is no 
evidence that such publication is really necessary to combat tax evasion. On the 
contrary, one shall first consider the improvement of control mechanisms and powers 
of the competent authorities. 

3.4 Tax Card 

According to the Greek taxation law receipts for the purchase of goods or services 
may be deducted up to a certain amount from the taxable income and are also used for 
the establishment of the minimum of income, exempted from taxation. The Ministry 
of Economy introduced an optional system for the collection of such data, based on a 
magnetic card and the existing bank payment infrastructure (POS) at the suppliers' 
site. The system has a double purpose: it enables the automatic storage of the 
necessary data in the IT system of the Ministry while at the same time is used for the 
control of issuance of receipts by the suppliers. The data are transferred in real time 
through the banks to the tax authority without revealing purchasers’/taxpayers’ 
identity. The supplier's name, the amount paid, and the unique identifier of the card 
are only transferred. After the data are received by the tax authority, this may link the 
information to a specific taxpayer on the basis of card's unique identifier. By the end 
of the calendar year the total amount spent by each taxpayer is calculated for the 
taxation, whereas the taxpayer may access at any time the information related to 
him/her via a secure web service. 

The HDPA in the Opinion 4/2010 stressed that there was no sufficient legal basis 
for the processing of personal data in this system. Even if the use of the card should 
be optional, i.e. upon consent of the taxpayer, this shall be provided for by law. The 
HDPA also raised the concern that, although banks receive anonymous data, there is a 
possibility to identify data subjects if a credit card is used for the said payment. Thus 
there is the risk to create “consumer profiles”. In our opinion, there is also the risk of 
creating suppliers' profiles, especially regarding their revenues. In addition, the HDPA 
pointed out that there is no need, even for the tax authority, to identify the taxpayers 
in real time, but at the end of the calendar year. In order to address these risks, the 
HDPA suggested the use of two different infrastructures to meet the two different 
purposes (a smart card for the taxpayers for the first purpose/connection of suppliers' 
cash registers with the system of the tax authority for the second purpose). 
Nevertheless, the tax card shall be introduced in October 2011 without implementing 
HDPA's remarks. 

3.5 The eGovernment Law 

Recently, the eGovernment Law 3979/2011 was adopted. The main objectives of this 
law are described as following: a) provide for the right of citizens and businesses to 
communicate with the public sector via ICT, b) user friendly services also for 
disabled people, c) reinforcement of trust between citizens, businesses and the public 
sector. 
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The law addresses several key issues, such as the protection of personal data, the 
identification/authentication of users, the validity of electronic documents and the 
shared use of telecommunication systems, computational resources, ICT infrastructure 
and data amongst public sector bodies (which may understood as the first attempt to 
introduce cloud computing and grids). In order to fully deploy legal effects however the 
law provides for the prior adoption of 24 implementing acts!  

Regarding personal data protection, the law explicitly establishes the privacy-by-
design and the data minimisation principle, the conduct of privacy impact assessments 
and the appointment of a Data Protection Officer in each public body. Moreover, it 
states that that the right to access should be exercised upon users' authentication and 
appropriate security measures. The future use of one's personal data is allowed only 
on the basis of consent. As a remark, these high-level principles need to be further 
specified in order to effectively enhance personal data protection. 

Development of a Greek e-ID Card. The eGov Law 3979/2011 constitutes a first 
step towards the e-ID card. In this context, electronic identification and authentication 
schemes are prerequisites for proving one's identity, whereas electronic signature 
schemes are also necessary to create legally binding documents; hence, these three 
levels of protection (which have been also pointed out in the seminal paper [2]), 
constitute the main building block for any e-ID card. 

Despite though the common underlying goals, a strong diversity exists regarding 
the adopted design approaches for the e-ID cards within the European Union; more 
precisely, while security of online public services is the primary aim, privacy seems to 
be a rather implicit goal [3]. Indeed, linkage of personal data for profiling purposes is 
not adequately treated in the current e-ID solutions - exceptions being Austria and 
Germany, which have taken some important steps towards unlinkability and selective 
disclosure [4]. The linkability problem mainly stems from unique identifiers, although 
decentralized data storage as well as context separation are also important factors to 
resolve this threat [3]. 

We subsequently briefly describe the Austrian case [5] which, according to some 
relevant publications (e.g. [6]), seems to have influenced the greek legislator. All 
individuals are registered in one of the national registers, whereas a unique 12-digit 
identifier (PIN) is assigned to each individual. PIN though is not used for 
identification and is not even stored in the card; instead, a unique source personal 
identification number (sourcePIN), derived by strong encryption from the citizen’s 
PIN, is stored in the e-ID card (as a separate XML-based data structure, containing 
the individual's public key which is associated with a certificate). The sourcePIN 
Register Authority is the Data Protection Commission. Moreover, each public service 
provider is assigned a specific sector’s code and a personal sector-specific identifier 
(ssPIN) is generated by applying a one-way hash function to the sPIN and the sector 
code; for each sector, identification is based on ssPIN, stored by the public service 
provider. Hence, an individual (with a unique sPIN) has a different ssPIN per service, 
whereas it is not possible, from a given ssPIN to derive either the sPIN or other 
ssPIN. 
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In the Greek case, many important questions need still to be answered: for 
instance, the law does not specify how the level of required security is determined, as 
well as whether identifiers are stored by the public entities. Moreover, although there 
is a reference for “per-service'' generation of identifiers and credentials, it is not clear 
whether unlinkability (to ensure that a user may make multiple uses of services 
without others being able to link these uses together) is a design objective. From the 
perspective of the fundamental right to personal data protection unique identifiers, 
although technically convenient, should be avoided since they violate unlinkability 
and the principles of data minimization and purpose limitation. 

4 Conclusions 

Current economic crisis put at risk fundamental rights, especially because economic 
constraints may influence the criteria for striking the right balance, i.e. when applying 
the proportionality test. The boundaries of the margin of appreciation are set where 
the balance of public interests, such as transparency, accountability, combating tax 
evasion etc. on the one side, and the right to personal data protection on the other side, 
renders the latter invalid. A win-win situation may benefit the most through the 
serious consideration of privacy by design measures and an early consultation with 
the Data Protection Authorities. 
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Abstract. Ownership transfer and grouping proof protocols are the two
most important requirements for RFID tag in various applications such
as pharmaceutical distribution and manufacturing. In 2010, Zuo inte-
grated these two requirements and introduced a protocol for RFID tag
group ownership transfer (GOT), i.e., transferring the ownership of a
group of tags in one session. However, this paper shows that Zuo’s pro-
tocol is vulnerable to de-synchronization attack and tag impersonating
in the presence of cheating old owner. This paper also proposes solutions
to fix the security flaws of Zuo’s GOT protocol.
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transfer, RFID tags.

1 Introduction

Too much attention has recently been given to RFID systems because of the
ease of its deployment over a wide range of applications. In fact, RFID systems
have become very popular and concrete tools in various applications such as
identifying, target tracking, sense ambient conditions of tagged objects, guarding
patient safety and etc.; indeed there is an enormous growing for such system
implementations [1]. Due to these so many advantages, a large number of research
scientists have begun to improve RFID systems recently [2–4].

With the rapid development of RFID tags, different kinds of security require-
ments have been revealed within RFID communication network. In many ap-
plications, tag ownership transfer and grouping proofs with tag privacy, mutual
authentication as well as data confidentiality are considered as the most critical
requirements [5].

Furthermore, in many applications, an RFID tag may change its owner a
number of times during its life cycle. Thus all information associated with the
tag must be passed from the old owner to the new owner. Hence, in the secure
tag ownership transfer protocol, the new owner privacy, the old owner privacy
and the authorization recovery must be well satisfied [6–9].

Moreover, in 2004, Juels proposed a different concept which was called yoking
proof or grouping proof [10]. According to his concept, a pair or group of RFID
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tags can generate a proof which certifies the same reading device to scan the tags
simultaneously [11, 12]. Recently, the grouping proof protocol has been adopted
to improve inpatient safety and can indeed avoid death due to medication related
errors [13].

However, it is possible to transfer the ownership of a group of RFID tags one
by one but it is inefficient and time consuming, and cannot ensure the simulta-
neous presence of multiple tags. In order to solve this problem, Zuo integrated
ownership transfer and grouping proof protocols and introduced RFID tag group
ownership transfer (GOT) protocol, i.e., transferring the ownership of a group
of tags in one session [14].

However, this paper shows the Zuo’s protocol has some security weaknesses
in the presence of cheating old reader. Zuo’s protocol is vulnerable to de-
synchronization attack. Under such attacks, a valid tag is identified as an illegal
tag. Also, under certain circumstances, an attacker can obtain the secret key of
the tags and impersonate them. These weaknesses are of importance here for
further improvements.

Organization. The remainder of this paper is organized as follows: in Section 2,
Zuo’s group ownership transfer protocol is reviewed. Weaknesses of Zuo’s proto-
col are discussed in Section 3. In Section 4, our improved protocol is described.
Finally, we summarize our research in Section 5.

2 A Review of Zuo’s Group Ownership Transfer (GOT)
Protocol

Zuo proposed the Group Ownership Transfer (GOT) protocol in [14]. He assumed
that there are n tags in the group whose ownership is to be transferred from the
current owner to a new owner. For simplicity he illustrated his protocol with two
tags, but the protocol can be extended to any number of tags.

There are three phases in Zuo’s protocol: RFID tags identification phase,
group ownership transfer phase and verification phase. In this section, we de-
scribe Zuo’s GOT protocol. In order to describe Zuo’s protocol, we will use the
following notations:

– Scurrent : the server of the current owner,
– Rcurrent : the reader of Scurrent,
– Snew : the server of the new owner,
– TS : the trusted server in the system,
– Ti : i

th tag,
– IDi : the identification of Ti,
– f(k,m) : pseudorandom function taking seed k and message m,
– Ek(m) : messagem encrypted with key k using standard cryptographic func-

tion, i.e., AES,
– ks1 : l-bits secret shared between Scurrent and TS,
– ks2 : l-bits secret shared between Snew and TS,
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– ki : l-bits secret shared between Ti and owner,
– kgroup : l-bits secret shared among the members of a group,
– si : l-bits secret shared between Ti and TS,
– kss : l-bits secret shared between Scurrent and Snew ,
– NR : a random nonce generated by Scurrent,
– NT : a random nonce generated by TS,
– H(·) : a secure one-way hash function,
– ‖ : the operation of concatenation,
– ⊕ : the operation of Exclusive-OR (XOR),
– {, } : a set of elements.

– RFID Tags Identification Phase:

1. Snew submits a ownership transfer request and its credentials with an
identification Gid to Scurrent for ownership transfer over a group of tags.

2. Scurrent evaluates the ownership transfer request, Snew’s credentials and
condition of ownership. If the based business transaction is authorized,
the ownership transfer request will be honored. Then, Rcurrent scans the
tags in its field and collects their IDs. Next, Scurrent confirms that all
the tags in the group are present and sends an acknowledgement message
ACK to Snew which includes IDs of the tags in the group.

– Group Ownership Transfer Phase:

1. For 1 ≤ i ≤ 2: Snew chooses a new secret key ki−new to be shared with
tag Ti and a new group key kgroup−new to be shared among the members
of the group. Then, Snew randomly chooses ki−mask and kgroup−mask and
compute M1,i according to (1).

M1,i = {IDi‖(ki−new ⊕ ki−mask)‖(kgroup−new ⊕ kgroup−mask)
‖Eks2(ki−mask)‖Eks2(kgroup−mask)} (1)

After that, Snew sends Ekss(M1,1), Ekss(M1,2) and Gid to Scurrent.

2. For 1 ≤ i ≤ 2: Scurrent checks IDi in message M1,i. If so, Scurrent

constructs M2,i according to (2).

M2,i = {IDsnew‖IDscurrent‖IDi‖Eks2(ki−mask)‖Eks2(kgroup−mask)}
(2)

Then, Scurrent sends Eks1(M2,1) and Eks1(M2,2) to TS.

3. TS randomly chooses NT . Then, For 1 ≤ i ≤ 2: TS checks IDsnew ,
IDscurrent and IDi in message M2,i. If so, TS applies ks2 to retrieve
ki−mask and k group−mask by performing the decryption function on
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Eks2 (ki−mask) and Eks2(kgroup−mask) respectively. Then, TS constructs
M3,i according to (3).

M3,i = {IDi‖(f(si, NT )⊕ ki−mask)‖(f(si, NT )⊕ kgroup−mask)} (3)

Finally, TS Sends Eks1(M3,1), Eks1(M3,2) and NT to Scurrent.

4. Scurrent randomly chooses NR and transfers all necessary information to
Rcurrent in a secure way, so that Rcurrent can interact with each tag in
the group.

5. For 1 ≤ i ≤ 2: Rcurrent constructs M4,i according to (4),

M4,i = {(f(si, NT )⊕ ki−mask), C1,i , (f(si, NT )⊕ kgroup−mask), C2,i,
(ki−new ⊕ ki−mask), C3,i , (kgroup−new ⊕ kgroup−mask), C4,i}

(4)

where Cj,i is a credential on j -th message, i.e., the credential on f(si, NT )
⊕ki−mask is computed as C1,i : {N1,i = f(ki, NR)⊕ f(si, NT )⊕ki−mask

and N2,i = H((f(si, NT )⊕ ki−mask ⊕NR)‖ki)}.

Then, Rcurrent sends M4,1 and NR to T1 and also, M4,2 and NR to T2.

6. T1 verifies the credentials in M4,1. If so, T1 constructs M6 = f(kgroup,
NR‖c) and M7 = f(k1, NR ⊕ c), where c represents a counter set by T1.
Then, T1 sends M6, M7 and c to Rcurrent.

7. Rcurrent sends M6 and c to T2.

8. T2 verifiesM6. If so, T2 knows that it is interacting with a tag in the same
group. Then, it performs the following operations to update its new keys:

• Apply s2 to retrieve k2−mask and kgroup−mask by performing XOR
operations on f(s2, NT ) and the received messages f(s2, NT ) ⊕
k2−mask and f(s2, NT )⊕ kgroup−mask in message M4,2 respectively.

• Apply k2−mask and kgroup−mask to retrieve the new secret key k2−new

and the new group key kgroup−new by performing XOR operations
on k2−mask and kgroup−mask and the received messages (k2−new ⊕
k2−mask) and (kgroup−new ⊕ kgroup−mask) in message M4,2 respec-
tively.

Then, T2 computes M8 = {f(k2−new, NR‖c)||f(k2, NR ⊕ c)} and M9 =
f(kgroup−new , NR ⊕ c) and sends M8 and M9 to Rcurrent.
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9. Rcurrent sends M9 to T1.

10. T1 performs the following operations to update its new keys in a similar
way with T2. Then, T1 verifies M9. If so, T1 knows that it is interacting
with a tag in the same group and computes M10 according to (5) and
sends it to Rcurrent. Finally, T1 updates c = c+ 1.

M10 = {f(k1−new, NR‖c)‖f(kgroup−new, NR ⊕ c)} (5)

11. Rcurrent constructs a group ownership transfer proof message M11 =
{f(k1−new, NR‖c)‖f(kgroup−new, NR ⊕ c)‖f(k2−new, NR‖c)}. Then it is
forwarded to Snew for verification.

– Verification Phase:

At this stage, Snew verifies M11. It is supposed that all the tags in the group
have already updated their secret keys as set by the new owner. Then, as
the final step of a complete group ownership transfer process, Snew conducts
a challenge response process using a grouping-proof protocol or using a tag-
reader authentication protocol.

3 Weaknesses of Zuo’s GOT Protocol

Unfortunately Zuo’s GOT Protocol described above is completely insecure in
the presence of cheating old owner. In this section, we propose several attacks
to Zuo’s protocol.

– De-synchronization attack:
In this attack we assume that the protocol has been performed till step 4
in group ownership transfer phase. So, Scurrent knows messages M1,1 and
M1,2, therefore it knows:

k1−new ⊕ k1−mask (6)

k2−new ⊕ k2−mask (7)

kgroup−new ⊕ kgroup−mask (8)

Also, Scurrent knows messages M3,1 and M3,2, therefore it knows:

f(s1, NT )⊕ k1−mask (9)

f(s2, NT )⊕ k2−mask (10)

f(s1, NT )⊕ kgroup−mask (11)

f(s2, NT )⊕ kgroup−mask (12)

By performing XOR operations on (6) and (9), Scurrent obtains:

f(s1, NT )⊕ k1−new (13)
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By performing XOR operations on (7) and (10), Scurrent obtains:

f(s2, NT )⊕ k2−new (14)

By performing XOR operations on (11) and (13), Scurrent obtains:

kgroup−mask ⊕ k1−new (15)

By performing XOR operations on (12) and (14), Scurrent obtains:

kgroup−mask ⊕ k2−new (16)

And also, by performing XOR operations on (15) and (16), Scurrent obtains:

k1−new ⊕ k2−new (17)

Now in step 5 in group ownership transfer phase, Rcurrent sends f(s1, NT )⊕
k1−new and (k1−new⊕k2−new) instead of f(s1, NT )⊕k1−mask and (k1−new⊕
k1−mask) in messageM4,1 to T1. Also, Rcurrent sends f(s2, NT )⊕k2−new and
(k1−new ⊕ k2−new) instead of f(s2, NT )⊕ k2−mask and (k2−new ⊕ k2−mask)
in message M4,2 to T2.

Therefore, in step 8 in group ownership transfer phase, T2 retrieves k1−new

and in step 10 in group ownership transfer phase, T1 retrieves k2−new instead
of their new secret keys. But, the new owner stores k1−new for the new secret
key of T1 and k2−new for the new secret key of T2 in its data base. Such an
attack on a tag causes loss of synchronization between the tag and the new
owner. Later, when tags want to use their keys, the reader identifies tags as
illegal tags. Note that, in verification phase, Rcurrent must change messages
sent on behalf of the new owner to tags.

– Obtain the secret key of the tag:
When there is a group of tags, the members of the group have a group key
which is common among the members of the group but they do not access
the secret key of each other. From (17), it is known that new secret keys of
the tags relate to each other. It is a serious problem. Because, Scurrent can
obtain k1−new ⊕ k2−new and T1 knows k1−new. So, if Scurrent and T1 con-
spire, they can obtain the secret key of T2, i.e., k2−new . Therefore, Scurrent

and T1 can impersonate T2.
Also, this attack can be performed on the T1 too similar to T2. If Scurrent

and T2 conspire, they can obtain the secret key of T1, i.e., k1−new . Therefore,
Scurrent and T2 can impersonate T1.

4 The Improved Zuo’s GOT Protocol

Some vulnerabilities of GOT protocol that have been employed through the
above attacks are as the random number NT used in f(si, NT ) ⊕ kgroup−mask
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is the same as that used in f(si, NT ) ⊕ ki−mask. Also, the ID of tags has no
impact on the computation of M8, M9 and M10.

In this section, we improve GOT protocol to overcome against described at-
tacks. In fact, the only changes of the GOT protocol are described in this section
are summarized as follows:

– In step 3 in group ownership transfer phase, TS must randomly choose two
numbersNT1 andNT2 and computeM3,i = {IDi ‖ ( f(si, NT1) ⊕ ki−mask )‖
(f(si, NT2) ⊕ kgroup−mask)} and send NT1 and NT2 to Scurrent along with
Eks1(M3,1) and Eks1(M3,2).

– In step 5 in group ownership transfer phase, Rcurrent must construct M4,i in
form ofM4,i = {f(si, NT1) ⊕ ki−mask, C1,i, f(si, NT2) ⊕ kgroup−mask, C2,i,
(ki−new ⊕ ki−mask), C3,i, (kgroup−new ⊕ kgroup−mask), C4,i}.

– In step 8 in group ownership transfer phase, T2 must compute M8 and
M9 in the form of M8 = {f(k2−new, NR‖c‖ID2)‖f(k2, NR ⊕ c)} and M9 =
f(kgroup−new , NR ⊕ c⊕ ID2) respectively.

– In step 10 in group ownership transfer phase, T1 must compute M10 in form
of M10 = {f(k1−new, NR‖c‖ID1)‖f(kgroup−new, NR ⊕ c⊕ ID1)}.

These modifications strengthen the security of GOT protocol against the men-
tioned weaknesses.

5 Conclusion

In 2010, Zuo integrated two important requirements for RFID tags (tag owner-
ship transfer and grouping proof protocols) and introduced a protocol for RFID
tag group ownership transfer (GOT). In this paper, it is shown that Zuo’s pro-
tocol has some security weaknesses in the presence of cheating old owner. Zuo’s
protocol suffers from de-synchronization attack and tag impersonating. Under
these kinds of attacks, a valid tag is identified as an illegal tag. Also, under cer-
tain circumstances, an attacker can obtain the secret key of the tags. Here, we
improved Zuo’s GOT protocol to overcome such weaknesses.
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Abstract. Transformational government as a newborn scientific field seeks for 
implementation through integration of its components. As a contribution to this 
end this work impresses a Public Administration’s operation ontology modeling 
and an algorithm for tracing malfunctions and changing the case. PA is 
considered as a production unit and any administrative act as the output of its 
processes. This output creates effects and consequences which are to be met 
stakeholders’ goals in order to balance socioeconomic problems.   
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1 Transforming Government 

Transformational Government (t-gov) uses technology to improve public service 
provision, just like e-government does. However it goes beyond the use of technology; 
it is more oriented to managerial aspects. It focuses on new governance and 
organizational structures, the redesign of business processes, and the creation of a 
facilitating infrastructure that is flexible enough to support these changes at low cost [1]. 

The ultimate aim is to make a government demand driven as of stakeholders needs, 
accountable and transparent, innovative, efficient and effective, agile and flexible, 
providing multi channel services, automating back office operations such that more 
resources can be released to deliver ‘frontline’ services [2]. 

Transforming government has to do with the consistent improvement of processes, 
meaning the automation of some tasks, the removal of the redundant ones and the 
creation of new, simpler ones. This is a continuous and iterative process bearing 
certain restrictions due to the nature of PA and its operational needs. As such, 
research directions require investigating the change process and resulting structures.  

Transformational Government Annual Report identifies three distinctive themes 
integral to t-Government [3]. These include, Customer-Centric Services; Shared 
Services and Professionalism (leadership, social entrepreneurship, performance driven 
management). Most of them are e-government challenges too. The new is the need of 
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governments to have radical changes in core processes across their organizational 
boundaries or beyond the traditional organizational borders to cross-organizational 
business processes to realize t-government [4]. This may requires new governance 
structures. 

Decision makers in Government will need models of Governance that fulfil 
transformational objectives. Modelling is an essential ingredient of most transformation 
processes, as it aims at abstracting from reality only its essential and relevant elements 
[5, 6].  

2 Modeling Public Administration’s Operation 

Public Administration (PA) aims at achieving goals like development, prosperity, 
equity, transparency, justice, freedom, democracy. To achieve these goals PA 
provides certain services. In order to provide services PA issues administrative acts. 
The issuing of acts is the core activity of PA; it is always a State activity and concerns 
e-government. 

In modeling PA an approach through ontology was adopted. This model addresses 
the operation of PA at a top level reusable mode. The ontology of Greek PA 
procedures [7], represents which types of documents are produced by which PA units 
and how these documents flow among these units. The ontology consists of two parts. 
The first part represents, in OWL, the Greek PA structure (i.e. administrative units 
and their hierarchical relationships) and documents, which are either used by these 
units as a legal framework or they are produced by them. Thus, documents are further 
divided in Judicial/legislative and Administrative/citizen. In the second part, the 
procedures are represented in OWL-S service models. The ontology is updated 
continuously as new laws, administrative regulations and procedures are issued.  

On the “structural aspect” of the ontology, all agents (actors) of the administrative 
universe of discourse are included, namely the three independent authorities (judicial, 
administrative and legislative), as well as citizens and businesses. In this work we 
consider in detail only the structure of the administrative authority. Moreover, the PA 
document type hierarchy is distinguished in four major classes:  

Administrative documents, i.e. documents produced by PA, which can be either 
informative, i.e. they do not have actual impact on the real world but they just inform 
a citizen or an administrative unit about something, or acts, i.e. the decisions have an 
impact for citizens or business (e.g. an approval for funding). Administrative 
documents also play the role of products of PA procedures. 

The PA procedures ontology is represented as an extension to OWL-S (Fig. 1). The 
key concepts of the ontology are procedures, full procedures, and tasks. Full 
procedures (or total procedures, as called later in the revised ontology) are composed 
by one or more procedures and procedures are composed by one or more tasks. Every 
procedure (and task) has a name which declares or indicates its objectives. The 
language used to depict this objective might not be strictly administrative. Thus, each 
procedure has a name, title and a short description providing the possibility to citizens 
and inexperienced civil servants to understand its aim. The title of an administrative 
act is used as a title for the procedure that produces this act. 
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Fig. 1. The public administration procedure ontology as an extension of OWL-S 

Tasks are atomic activities that cannot be further cut down to smaller ones, performed 
by a single administration unit. Every task has as input any kind of text, namely 
administrative, legal, etc. The output of the task is the document that it produces. 

Procedure is defined as each integrated part (or step) of a full procedure (service).  
In this work PA procedures whose products address to the organization’s external 

environment are regarded. This environment includes citizens/businesses, other public 
organizations and public servants acting as citizens.  

 

 

Fig. 2. Specializations of OWL-S Service, Service Profile and Service Model 

Full procedure is defined as a number of procedures intertwined. A full procedure 
may reflect to the provision of a service to one or several entities (property 
providedTo). Fig. 2 shows the specializations of the OWL-S service, service profile 
and service process model classes. Procedures may be sequential or in an acyclic 
graph. In this ontology, the control constructs of OWL-S are adopted. Some examples 
of procedures that can be represented using this ontology are: 
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• Hierarchical control that is anticipated by a law. 
• Hierarchical control that is performed due to objections/appeals. 
• Communication between public organizations due to joint responsibilities for 

the expression of agreement in order for a project to accomplish.  
• Sequential procedures that lead to the provision of a service.  

2.1 Extensions / Adaptations of the Generic Object / Process Models 

The initial generic PA procedures modeling ontology of [7] did not always cover all 
use cases. Therefore, some (but not many) adaptations have been performed to this 
generic modeling framework. These adaptations were general enough, in order to be 
applicable to the use cases already developed using the generic framework.(e.g. The 
human resource management use case).  

A significant development in the (revised) generic object/process model is the 
modeling of the performative task. More specifically, the new ontology contains two 
types of administrative documents that harmonize with the products’ role produced by 
the performative procedure found in Public Administration: [8] 

Act: It includes all the acts that can be produced by the Public Administration’s 
procedures. 

Announcement of Act: It includes only the acts that are announcements of decisions 
either to another PA unit or to individuals. Announcements, although sound like 
informative tasks only, because they just deliver information to the interested parties, we 
consider them as performatives, because according to the Greek Law, the enforcement 
of an act begins only after its announcement; therefore, the announcement of an act has 
effects on the real world (fig. 3). 
 
 

 

Fig. 3. The document (product) types involved in the Public Administration 

In the revised PA procedure modeling framework, every task that produces an act 
or an announcement of act is considered to be a performative task. The rest of the 
tasks are considered as informative ones. Thus, a procedure consists of: 

• One or more informative tasks 
• Exactly one performative task (Act or Announce of Act) 

A total procedure  consists of at least one or more (simpler) procedures; therefore, a 
total procedure is usually composed of: 
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• One or more informative tasks, 
• One or more performative tasks, one for each (simple) procedure, 
• One announcement of act, usually in the last (simple) procedure of the process. 

Note that a task is considered performative for a PA unit only when the act is carried 
out by this public organization. That means that the same task could be performative 
for one PA unit and informative for another depending on the point of view.  

3 Performance Driven Management of PA  

Performance Measurement is a process that uses and produces information about 
performance. The use of this information is what is called performance management. 
Performance measurement is an organizational process that yields performance 
information. Boucaert and Peters [9] consider performance information truly 
important for the internal management of an organization. Yet, performance 
measurement goes beyond public sector reform. It is found in recurring activities in 
public management and public policy [10]. Performance measurement is based on 
indicators and concepts of effectiveness and efficiency.  

To assess the transformational needs of the whole of a PO’s operation and every 
single process, one can start from the effectiveness part. Effectiveness is the measure 
of achieving goals that are not necessary financial. They could be goals regarding 
democracy, equality, etc. and in contemporary theories they should reflect 
stakeholders’ needs. 

 
Step 1. The effectiveness part. The ratios of output over effect (Output/Effect) and 

effect over consequence (Effect/Consequence) are the two effectiveness measures.  
(i) Effect/Consequence. The ideal situation is to identify consequences of the 

administrative action with goals/objectives as set by politicians. These objectives are 
measurable interpretations of the abstract goals of the stakeholders. Effect is the 
service. The ratio is expressed as actual over prospective, meaning that the service 
achieves or not the goal that the government and the politicians had set. A problem 
with this ratio reflects for example policy objectives setting and law making 
problems.  

(ii) Output/Effect. This is act/service. It refers to the number of the acts that 
actually provide the requested service (note that service is also the denial of a 
request). It concerns number of acts that are invalid due to objections or appeals, 
number of acts that provide service to persons that are not entitled for that and number 
of acts that provide the service to people who are beneficiaries of a better similar 
service. Such problems call for changes to the quality of acts (structural and typical 
matters, matters of interpretation of the legal framework and discretion margins of 
public servants, matters of dissemination of information.) 

Step 2. The efficiency part. The ratio of input over output (Input/ Output) 
expresses the measure of efficiency. Acts as outputs need three types of inputs: 
information, communication and expression as resources. All three are tested versus 
two variables, time and cost. 
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3.1 An Application Profile 

A metadata application profile for keeping information for the overall and sectional 
performance of a public organization or service was created. The application profile 
follows the rationale for the operation of PA, which is already organized in the 
ontology mentioned, while is formulated by elements and sub-elements existing in 
international and national well established standards. Some of the variables taken 
under consideration for this application profile are mentioned below:  

(Objections  + Appeals) sustained, Time for composing an act, Time for issuing an 
act, Time for Information provided to potential users of the service in addition to what 
already provided by laws, sites etc., Time for Additional information asked after 
submitting the application and the documents, Information which other POs provide 
for the issuing of the act (in relation to law preconditions, law-article-paragraph), 
Waiting time for this Information, Positive acts/decisions, Information asked by 
citizens/businesses (in relation to law preconditions), Negative acts/decisions, 
Waiting time for Information asked by citizen and businesses.  

In addition many other variables were used to lead to the exact definition of the 
problem and the suggestion of the suitable service. For example there were used: 
Objections sustained for typical or non typical reasons, type of communication, cost 
of communications, number of phone calls, cost of connection, use of e mails, cost of 
personnel, number of employees, wages, person hours for seeking for legal 
framework, person hours for interpreting legal framework, number of phone calls 
asking information about the service, number of applications for the service, number 
of applications redirected to the suitable PO, kind of data stored - kind of information 
asked - information asked by citizens and given by a PO in relation to law 
preconditions etc.  

3.2 PASTA 

In order to improve PA’s performance an algorithm named PASTA (Public 
Administration Service Transformation Algorithm) is proposed [11]. This algorithm 
is a useful tool for decision making in PA. It provides a necessary solution in 
identifying malfunctions and proposing services to remedy public service failings. 
Furthermore, the use of PASTA increases the accuracy of the final specifications of 
functional requirements of e-government systems that should be introduced. It defines 
the services that are required and what is required from each service. It primarily 
addresses the conceptual level creating all the necessary plug-ins for the contextual 
and the logical level according to the Integrated Architecture Framework (IAF) 
proposed by CapGemini [12]. The conceptual level addresses the “what” aspect of 
architectural design. This algorithm extends and validates a stepwise approach that 
was proposed in [13].  

In formulating PASTA three main initial assumptions were made: 

• Objectives set by politicians are qualitatively related to consequences  
• Setting of Thresholds has been done correctly. If not, PASTA can make 

suggestions using percentages or probabilities. 
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• There has been, in advance, a setting of accepted limits in consequences, 
effects, outputs, inputs. In that sense, production of more acts, effects and 
consequences than predicted is not a problem, since they are achieved by 
the scheduled inputs. This is simply a best practice and a motive to 
executives to rethink efficiency matters.  

The PASTA rationale is explained further in [11]. Another critical issue is the one of 
the spotting of redundant tasks. This is made possible through the connection of the 
information asked (law prerequisite) from a PO or a citizen/business with laws 
number - article number – paragraph number. If there is the same reference to two 
different information sources then duplication might occur.  

PASTA’s service proposals/suggestions were validated against PA experts’ suggestions 
and the resulting proposals of a big Greek project studying the reorganization of certain 
PA’s processes/ services. The validation proved that PASTA is capable of being used in 
service reorganization projects by utilizing it to suggest very useful services and override 
experts’ proposals. It can also provide suggestions on effectiveness, which are seldom 
provided by other methodologies, and hardly ever by experts.  

4 Related Work 

Related work concerns various aspects of the problem we address, namely use of 
semantic web technologies, like metadata, ontologies, web services, etc., for e-
government and PA knowledge, performance measurement and algorithms. PA 
ontology modeling is a fast evolving field as ontologies are considered critical 
knowledge infrastructure to address semantic interoperability problems. They provide 
the necessary basis for further development of SW and SWS eGovernment 
applications. Due to the fast development of SW and SWS technologies and the 
research interest in applying such technologies in PA, we expect to see in the next few 
years a substantial growth on demand for reusable and scalable PA domain models 
and ontologies.  

Currently there are several research efforts that try to address 
interoperability/integration issues in eGovernment in all three EIF dimensions. The UK 
e-GIF (e-Government Interoperability Framework) [14] model focuses on 4 
perspectives: interconnectivity, data integration, e-services access, and content 
management. In [15–17] a survey of existing e-Government interoperability initiatives 
and enterprise architectures in the EU and USA is presented. In [18] a classification of 
semantic conflicts in database systems is given. Park and Ram in [19] also give a 
description of semantic interoperability conflicts regardless of the application domain, 
while in [20] the resolution of these conflicts is proposed using an ontology. The 
Semantic Interoperability Community of Practice (SICoP) [21] has identified the 
semantic conflict types in information systems and has recognized the importance of 
Semantic Web (SW) technologies in this area. In [22], model-driven initiatives and 
efforts to achieve eGovernment interoperability are reviewed and compared. 

In the context of the research regarding the performance of an organization Gartner 
proposed the Gartner's Government Performance Framework (GPF) [23] as a tool to 
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assess the value IT can add in a public sector context. GPF groups activities for a 
public sector organization in three layers [24], Political Management, Service Supply 
Management and Support Services. The overall perspective has not been focused to 
provide a top level domain model for the governance system, and this becomes 
apparent by the way these layers are further decomposed into Aggregates and further 
more into Primes. Furthermore the Gartner framework does not focus on certain 
aspects of PA’s operation like the back office operations. 

5 Stakeholders’ Needs (Extensions and Future Work) 

In [25], PA's stakeholders were identified and their strategic relationships in the 
socioeconomic environment, national and supranational were defined. Stakeholders 
were defined on both sides of public service provision, supply and demand.  

The demand side includes citizens (also as employees) and businesses. Judicial 
power (administrative courts) and Legislative power can also be classified here. 
Parliament receives PA services in law making process and it is interested in the 
application of the laws it provides. Courts are control mechanisms regarding public 
service provision. They are interested in the application of their decisions concerning 
administrative acts and they support administrative processes providing jurisprudence.  

The supply side includes the indivisible of governance. Government national and 
supranational (EU case). When we are referring to a certain service though, final 
provision is being made from one Public Organization (PO). The demand side then 
might includes other POs too. 

Especially for the case study of the Greek PA a first set of stakeholder 
requirements has been presented. In this case, stakeholders are not only national but 
supranational as well, as Greece is part of the E.U. Stakeholders belong to the direct 
and the indirect environment of PA and have been defined as: Government, the EU, 
citizens/businesses, public organizations, public servants, the Law courts and 
country’s Parliament.    

To incorporate stakeholders’ goals/needs to the whole of a PO’s function and every 
single process, one can start from the effectiveness part, as mentioned above in the 
performance driven management section. 

The above PA ontology is supplemented by goal taxonomy. The taxonomy is not 
yet fully fledged. It provides goal decomposition based on technology and 
administrative resources.  

6 Discussion and Conclusions 

This paper constitutes an overview of the authors’ efforts for modeling and 
transforming PA’s operation.    

At first a methodological approach to the ontology modeling of PA is presented. It 
follows a certain rationale of its operation and regards administrative act as the output 
of every non material service provided by the PA. There are many efforts for 
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modeling PA’s operations using ontologies. This certain approach is differentiated as 
to the use of administrative act as the core object.   

Performance measurement is a research field with mass production of efforts over 
the last decades. The work presented here follows the rationale of an input-output 
model which results from a “Flemish perspective” expressed by van Dooren's work 
[10], which in turn was based on Pollitt and Bouckaert [26]. Based on this input 
output model administrative act is set as output, service as effect, and as consequence 
of an administrative operation, the long term effect of which is going to be aligned 
with the aggregation of goals of the stakeholders as set by politicians. 

GFP is the most widespread framework for assessing performance in PA. Our 
approach considers PA as a production unit and uses an algorithm to trace 
malfunctions and suggest remedies.  

In order to exploit the whole benefit of the proposed method the existence of 
technological infrastructures is a fundamental prerequisite. At this certain moment the 
Greek PA is under a strong reformative initiative (Kallikratis). This could be the right 
momentum for the application of transformational efforts in the operation of PA.  
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Abstract. Cybercrime has rapidly developed in recent years and mal-
ware is one of the major security threats in computer which have been
in existence from the very early days. There is a lack of understanding of
such malware threats and what mechanisms can be used in implementing
security prevention as well as to detect the threat. The main contribu-
tion of this paper is a step towards addressing this by investigating the
different techniques adopted by obfuscated malware as they are grow-
ingly widespread and increasingly sophisticated with zero-day exploits.
In particular, by adopting certain effective detection methods our inves-
tigations show how cybercriminals make use of file system vulnerabilities
to inject hidden malware into the system. The paper also describes the
recent trends of Zeus botnets and the importance of anomaly detection
to be employed in addressing the new Zeus generation of malware.

Keywords: Cybercrime, Obfuscation, Malware, Intrusion Detection.

1 Introduction

In the context of crime-ware, malicious code is the most valuable resource to
perform unauthorized access by cybercriminals [1]. Malicious software (Malware)
attackers are taking advantage of our increased reliance on digital systems, avail-
able digital resources, and increased connectivity and activity through Internet.
On one hand, technology advancements have resulted in home computers fea-
turing 1 Terabyte (TB) of storage that are now available for purchase. On the
other hand, sophistication in malware offers a new class of criminal activity that
has created new challenges for law and forensic examiners [2]. Current threats [3]
posed to organizations by cybercrimes continue to aggressively hunt and develop
new techniques to steal money and credential information.

A review of the history of malware and anti-malware reports [2] [3] [4] and
predictions [5] show a continuous growth thriven in sophistication over the years,
and traditional malware detections appear insufficient to tackle increasingly so-
phisticated malware. Therefore, the detection of malware is not only of interest
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to researchers but is also a major concern to the general public. Malwares are
designed to perform illegal activities being designed more for financial gains,
leading to a huge impact against individuals, organisations and business assets.
Recent trends in malware for such malicious and illegal purposes indicate increas-
ing complexity and are evolving rapidly as systems provide more opportunities
for more automated activities of late. Hence, the damages caused by malware to
individuals and businesses have dramatically increased in 2010 [3], [5].

In this paper we perform investigations on the obfuscated techniques used
in the malicious code, and illustrate with recent trends in exploits that use file
system vulnerabilities including Zeus botnets.

The remainder of this paper is organized as follows. In Section 2, we discuss the
malicious code growth in the wild. We describe the recent trends in cybercrime
attacks in Section 3. We discuss and investigate the recent obfuscation techniques
that are used in malicious code, in Section 4. We also discuss new threats, in
particular feature the Zeus as a case study. Finally, Section 5 provides a summary.

2 Malicious Code Growth

The current situation is that known malware can be recognized by all the popular
anti-malware engines. Malware detection usually occurs in an online system and
the anti-virus (AV) software forms the primary tool for the defense against mal-
ware. However, cybercriminals continually develop new techniques for creating
malware that cannot be detected leading to what is known as a ’zero-day-attack’.
In other words, once new malicious code is released, the detection engines will
have to update their signatures in order to detect and combat the new mali-
cious code. Though the quality of such malware detectors is improving in their
techniques from virus signature-based detection towards heuristic-based detec-
tion, the malware cybercriminals are one step ahead [1] of the AV engines and
anti-forensic methods adopted. The present malware detection systems usually
rely on existing malware signatures with limited heuristics and are unable to
detect those malware that can hide itself during the scanning process in online
systems [8].

In general, countermeasures such as AV engines must perform 3 main tasks to
provide protection to systems: Scanning, Detection, and Removal. As shown in
the equation below a Malware detector MD is defined as a function to determine
if an executable program (file) is malicious or benign MD: p ? malicious, benign.
Modern and traditional anti-malwares scan the files in a system for a byte se-
quence or malware signature(s) that are stored in the database engine. Current
live malware detection tools such as anti- malware software are able to identify
known malware, therefore, cybercriminals are continually developing new tech-
niques for creating malware that are not detectable by AV engines. Once new
malware is released, the AV engines will reactively update their signatures to
combat the new malware. However, recent methods adopted by computer in-
truders, cybercriminals and malware are to target hidden and deleted data so
that they could evade from virus scanners. As a result, some malware adopt
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circumvention techniques such as polymorphic and metamorphic obfuscations
so that they cannot be detected through current live analysis techniques.

MD(P ) =
{Malware ifS∈p

Benign otherwise
(1)

Creating and producing malicious code is not done only by malware writers,
but there are also in the market, malicious software kit vendors [9] such as Zeus,
exploit kits, Flesta, MyPolySploit, Limbo2 and SpyEye, snd these kits are used to
create highly effective malware. These kits serving as new offsprings of malware
have caused serious threats and major problems. The new market for malware
creation software on-sale is widely available on the internet and can be found
easily using Google and other search engines. Apart from purchasing these kits,
one could also buy the updates for the kit to ensure and guarantee it is a reliable
business. Likewise, cybercriminals are being purchased in underground markets
with even after sales services and guaranteed effectiveness of evading security
countermeasures offered. As a result, cybercriminals update the construction kits
to suit the needs of their client base to stay ahead of their contenders. Malicious
software kit vendors or ’crime ware’ is being offered for sale on underground
trading forums and IM for negotiation.

”Full ZeuS Souurce code of last v2.0.8.9 (includes everything). Requires
MSVC++ 2010. You can create your own HWID licenses and much
more.”

According to the Internet Crime Complaint Center (IC3)2 in 2010 malicious
codes are evolving rapidly. For instance, a study conducted by University of
Maryland?shows?that on an average, a?computer?connected to?the?Internet?
may experience an attack every 39 seconds [10]. Equally important in the first
quarter of 2010, another experiment conducted by the San Diego Supercomputer
Center (SDSC) shows that an average of 27,000 hacking attempts were made per
day. Similarly, when PSINet Europe purposely built an unprotected server and
connected it to the internet their results were staggering: in the first 24 hours and
the server was maliciously attacked 467 times [11]. More recently, these figures
have grown exponentially [3], [5].

Types of malware such as worms, rootkits viruses, script viruses, trojans,
macro viruses, backdoors, spyware, key loggers, etc. are being recycled [12]
to produce new variants of old malware. In 2006, BitDefender Antivirus [12]
published that it had over 270 thousand malware signatures in its database.
Symantec Internet Security threat published report in 2010 [13] announced that
malicious code activity continues to grow at a record pace, and there are over 2.8
million new malicious code signatures, mostly developed in 2009. Other sources
show the infection rates through experiments performed by Kaspersky Labs that
identified almost 120 million servers in the first quarter of 2010 of which 0.64%
was malicious [9]. Recently, McAfee Labs [5] identified almost 60,000 new pieces
of malware per day and this shows the sophistication in malware is getting more



Cybercrime: The Case of Obfuscated Malware 207

difficult to detect and that cybercriminals are engaging in a growing number of
targeted attacks.

3 Cybercrime

In many ways, cybercrime is no different than traditional crime [6]. Both crimes
are involved in identifying targets, using surveillance and psychological profiling.
The major difference is that the perpetrators of cybercrime are increasingly
remote to the scene of the crime [7]. The traditional idea of a criminal gang
loses its meaning as members can now reside on different continents without
ever having to actually meet.

In this 21st Century, a bank robber does not require a gun, a mask, a note,
or a getaway car. Data has become more valuable than money. Hence, accessing
bank data gives cybercriminals repeated access to the money. Research studies
relating to credit card fraud detection has steadily increased over the recent years
[5] [10] [11] [12] [13] [14]. Moreover, use of botnets, VOIP and mobile SMS in
attacks are expected to rise. Globally, 30,000 phishing attacks are reported each
month and at least 3% of phishing attempts are successful. Although phishing
alone is not directly responsible for all online banking fraud, Singh (2007)’s
statistics indicates that 900 online bank accounts get compromised each month
from phishing alone. In general, online banking fraud includes all unauthorized
transactions conducted without the legitimate account holder’s knowledge and
(usually) resulting in loss of funds from the account.

4 Obfuscated Malicious Code Types

Criminals today have sophisticated service providers and high-tech expertise to
fully take advantage of their current targets. Furthermore, the exploit servers
used can be changed to avoid detection and countermeasures.

4.1 Polymorphic Malware

Anti-malware vendors are confronting a serious problem of defeating the com-
plexity of malwares. Polymorphic malware uses encryption and data appending/
data pre-pending in order to change the body of the malware, and further, it
changes decryption routines from infection to infection as long as the encryption
keys change, making it very difficult to create antivirus signatures to block in-
fections. Crime-ware tool kits such as CRUM Cryptor Polymorphic, PoisonIvy
Polymorphic Online Builder and Mariposa, use polymorphic code and obfusca-
tion techniques to avoid detection, and are available on black-market for a price
range 50−10000 depending on the features included. As result, this will lead to
anti-malware experts to develop different scanning techniques from simple byte
sequence matching to combine of the difficulty of antivirus engines to block it and
its numerous propagation techniques. In early 2011, Symantec Internet Security
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Threat Report stated that detecting polymorphic malware such as w32.Polip
and w32.Detnat is much more difficult and complex than any other type of Mal-
ware. The use of simple virus scanners has made this type of obfuscation prolific
and continues to pose a major threat [14].

4.2 Metamorphic Malware

Metamorphic malware changes the code itself without the need of using en-
cryption. In general, there are four techniques commonly used for metamorphic
obfuscation. These are, i) Dead-code Insertion which is meant to do nothing
such as a sequence of NOPs (No Operation Performed), ii) Code Transposition
that changes the instructions such as using JMP instructions so that the order
of instructions is different from the original one, iii) Register Reassignment such
as replacing push ebx with push eax to exchange register names, and iv) Instruc-
tion Substitution which replaces the instructions with different instructions that
have the same result, and some authors use a database dictionary of equivalent
instruction sequences to make the replacement easier and faster.

4.3 Packer

Packers are commonly used today for code obfuscation or compression. Packers
are software programs that could be used to compress and encrypt the PE in
secondary memory and to restore the original executable image when loaded into
main memory (RAM). Cybercriminals do not need to change several lines of code
to change the malware signature mainly because, changing any byte sequence in
the PE results in a new different byte sequence in the newly produced packed
PE. For instance, Themida (www.oreans.com), Obsidium (www.obsidium.de),
ASPack (http://www.aspack.com) and Armadillo (www.siliconrealms.com)

are all commonly used packers and malicious code authors are using such packers
to produced new codes. Packers have the essential features of reducing the size
of malware, making malware easier to transfer, and thereby producing malware
more resistant to static analysis. Hence, packers being able to bypass detection
engines have become the most favorite toolkits.

4.4 File System Vulnerabilities

Cybercriminals make use of file system vulnerabilities in order to infect more
computers and guarantee effectiveness of evading security countermeasures. For
instance, keeping the last modified date of an infected file unchanged to make it
seem like it was uninfected was one of the first early techniques cybercriminals
had adopted to thwart detection. Cybercriminals target a hidden area on the
system structure to hide the malware. Since NTFS is predominantly used in
most computer systems, and malware cybercriminals take advantage of NTFS
weaknesses to hide malware, more computers get infected without being detected
by commercial detection engines. They are capitalizing on the vulnerabilities of

(www.oreans.com)
(http://www.aspack.com
(www.siliconrealms.com)
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NTFS to hide the malware from AV engines and further exploit the weaknesses of
the present digital forensic techniques from being detected. From a preliminary
investigation we had conducted on the hidden data of the $Boot file [2], we
observe that a variety of tools and utilities have to be adopted along with manual
inspections to identify unseen malware. It takes an enormous amount of time
to analyse the data derived with such tools and most of the existing tools are
complex and not easy to use. Moreover, not all computer infections are detected
by forensic tools, especially intrusions that are in the form of hidden data in the
$Boot file go unchecked. Hence, our study reveals that the existing forensic tools
are not comprehensive and effective in identifying the recent computer threats
that use obfuscated malware.

NTFS, Windows NT’s native file system, is designed to be more robust and
secure than other Microsoft file systems. The key feature to note in NTFS disk
structure is that the Master File Table (MFT) contains details of every file and
folder on the volume and allocates two sectors for every MFT entry. Since the
Windows operating system does not zero the slack space, cybercriminals make
use of MFT to hide malicious code without raising any suspicion. Our investi-
gations have revealed that such limitations in NTFS have led to cybercriminals
using different techniques such as disguising file names, hiding attributes and
deleting files to intrude the system.

5 Case Study: The Zeus Botnet

The Zeus Trojan, a financial malware Zeus botnet, is a well-known banking Tro-
jan also called Zbot, NTOS, WSNPOEM, or PRG, and forms the king of financial
malware ’in wild’, both in terms of infection size and effectiveness. Furthermore,
it is the biggest and most sophisticated threat to internet security and to most of
the detection engines such as Symantec and McAfee. The Zeus Trojan estimated
to be responsible for about 90% of banking fraud worldwide [5] and found guilty
in 44% of the banking malware infections [15]. Symantec Corporation describes
it as ”Zeus, King of the Underground Crimeware Toolkits”.

The Zeus Trojan software with a friendly interface toolkit that is available
in underground online forums for 1, 500−20,000US is causing a serious problem
because it enables cybercriminals to configure and create malicious software to
affect user systems, allowing them to take control of a compromised computer,
harming the data, logging keystrokes, and executing unauthorized transactions
in online banking. The name Zeus has created a panic in the world of computers
and security experts today. Reports and studies [5] [12] [13] [14] show that since
last year Zeus has been found embroiled in more than half of the banking malware
infections in the world.

The Zeus Trojan carries a very light footprint and is designed to steal sensitive
data stored on computers or transmitted through web browsers and protected
storage. Once infected, the computer sends the stolen data to a bot command
and control (C&C) server via encrypted HTTP POST requests, where the data
is stored. Also, it allows cybercriminals to inject content into a bank’s web page
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as it is displayed in the infected computer browser in real time. It is setup
such that the stolen data is sent to a ”drop server” controlled by an attacker
called a botmaster and it allows cybercriminals to control the infected systems
remotely. Moreover, Zeus is highly dynamic and applies obfuscation methods
such as polymorphic encryption and metamorphic in a network of bots. In each
infection, it re-encrypts itself automatically to create a new signature to defeat
signature-based detection. Thus, Zeus poses a threat as it can successfully evade
commercial detection engines and is able to hide malicious features such as string
and API function calls. Zeus is still evolving with new plugin releases that can
infect even latest operating systems such as Windows 7.

According to numerous research labs and hacker forums, the ZeuS botnet re-
cently has combined [5] [16] [17] with the new release of 2010 ’SpyEye Trojan’
source codes to create more sophisticated bots and takes the new threat to a new
level. This new toolkit is being reported that it is currently available for purchase
in the underground market and version 1.4.1 has been published on January 11,
2011 [17]. The new version of the combination has two versions of a control
panel used for committing fraud and managing compromised systems. These
trends indicate that self-learning and self-updating by observing system anoma-
lies and behavior patterns is much warranted in malware detection systems of the
future [18].

6 Summary

Overall observation is that malicious code authors are producing unique threats
using different obfuscation methods, and signature-based detection is of little
defense to our present computing environments and such traditional anti-virus
techniques are rapidly becoming obsolete. Therefore, Anomaly Detection (AD)
should be more explored and used than signature-based detection since it has
many limitation and proven inability against the new threats. Also, we believe
that anamoly-based detection methods are required to be adopted to detect Zeus
botnets and malicious activities that are increasing exponentially since the start
of this year.

Cybercriminals are leveraging innovation at a pace to target many organi-
zations that ecurity vendors cannot possibly match. Effective deterrents to cy-
bercrime are not known, available, or accessible to many practitioners, many
of whom underestimate the scope and severity of the problem. In our view the
key for fast speed in malware growth is the lack of understanding of the various
types of hidden malware and their capabilities to exploit file system vulnerabil-
ities. Security breaches are increasing in frequency and sophistication. Through
a preliminary investigation conducted in this research work, we have illustrated
the abovementioned attacking trend with a view to identify the various behavior
of hidden malicious code that could be categorized as distinct malware types.
This paper has also identified and described Zeus botnet as the start of a new
generation of malware and has highlighted the importance of anomaly detection
to combat Zeus.
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Abstract. In this work, we are comparing the subjective security feeling of mobile 
phone users to the (objectively agreed) best security practices. This was possible 
by statistically processing a large pool of 7172 students in 17 Universities of 10 
European countries. We introduced a “mean actual security value”, comparing 
their security practices to best practices. There was a clear negative connection 
between feeling secure and actually being secure. Users that feel that mobile 
phone communication is secure, tend to be less cautious in their security practices. 
Moreover, we extracted profiles of students according to their mobile phone 
communication security feeling. These profiles belong to well defined categories. 
Users, exhibit different values of a metric that we named “mean security feeling 
value” according to their age, field of study, brand and operating system of phone, 
connection type, monthly bill and backup frequency. These results can help both 
academia and industry focus their security awareness campaigns and efforts to 
specific subsets of users that mostly need them. Finally, as there are not available 
any already validated questionnaires in regards to this specific research topic, our 
research, apart from revealing the situation, aims at providing a basis for the 
formulation of similar questionnaires for future use. 

Keywords: mobile phone security, user profiling, security practices, survey, 
mean security feeling value, mean actual security value. 

1 Introduction 

Mobile phones have become a vital part of daily life for billions of people around the 
world. Their presence is ubiquitous and most users report that their cell phone makes 
them feel safer, even sleeping with their phone on or right next to their bed [1]. 
Physical safety however is completely different than communication security. As 
such, in this paper, we are comparing the subjective security feeling of mobile phone 
users to the (objectively agreed) best security practices.    

Since mobile phones are used from both experienced, security savvy users and 
from people that do not pay that much attention to security issues, there is a relevant 



 Feeling Secure vs. Being Secure the Mobile Phone User Case 213 

distinction in the results of the survey. Users indeed, exhibit different levels of 
security feeling in regards to mobile phone communications. As a matter of fact, there 
are categories of users that face increased security risks due to their self-reassuring 
feeling that mobile phones are per se secure. 

These categories need proper training and education, otherwise, a security incident 
will soon follow, harming in the long term the operators too. They must be protected 
from unauthorized third party access to their data and from economic frauds. Thanks 
to the statistical process concluded in this work, these specific user categories can 
easily be pinpointed by operators and handset manufacturers. This way they can offer 
better security training and intrinsically more secure products and services. It must 
also be noted that there are not available any already validated questionnaires for the 
specific research topic we examined. As such, our research aims at providing a basis 
for the formulation of such questionnaires for future use. 

In the rest of the paper, in Section 2, related literature is examined. The 
methodology used for the survey is described in Section 3. Results are presented in 
Section 4, closing with conclusion and future work in Section 5. 

2 Related Work 

Although there have been quite many theoretical studies concerning mobile services 
and mobile phones, a significant means for investigating and understanding users’ 
preferences is asking their opinion via specific questioning techniques. The vast 
majority of these surveys indicate the growing importance of mobile phones in 
everyday life and the increased popularity of new features [1][2].  

In any case, the security of mobile phones is proven not to be adequate in many 
research papers. Modern smart phones, specifically, are vulnerable to more security 
risks [3]. There also exist several survey studies in this direction. Some of these 
surveys studies focus on mobile phone’s security issues [4][5] while others on mobile 
phone services, touching also security issues [6].  

More surveys [7][8] focused on mobile phones security issues and in which degree 
these issues concern the users. The conclusion was that a major part of the participants 
are extremely concerned about security and don’t want any of their private data to  
be available to 3rd party unauthorized users. Furthermore, users are interested in 
mobile services adoption only if the prices are low and the security framework tight 
enough [9].   

Despite the importance of security in the given field, cyber security and safety 
education is left out from the educational system [10]. Users, in turn, do not know if 
their phones are secure or not [11]. 

3 Methodology 

A very useful evaluation method for surveying user’s practices is the use of multiple-
choice questionnaires (i.e. in person delivery or e-mail questionnaires) [12][13]. Our 
survey was conducted using in-person (face to face) delivery technique, with a total of 
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7172 respondents participating in this survey. This method was selected from other 
alternatives because is more accurate and has a bigger degree of participation from the 
respondents (e-mail questionnaires usually are treated as spam mail from  
the respondents plus there is the risk of misunderstand some questions). Indeed, the 
approximate ratio of participation was 80% since the researchers were able to answer 
the questions of participants regarding the scope and the purpose of the survey. There 
was also a pilot study, conducted in the University of Ioannina, Greece, before the 
questionnaire was administered to the sample, to ensure the reliability and validity of 
the questionnaire. As stated, there are not available already validated questionnaires 
for the subject. Data entry, finally, took place using custom software [14] while 
processing was done with SPSS.  

The target group of the survey was university students from ages mostly 18-26, 
incorporating both younger and older youth segments because these ages are more 
receptive to new technologies. Given the fact that nowadays a very high percentage of 
young people is studying, the sample is not deemed limited and can be considered as 
representative of a large percentage of general youth population. Furthermore, since 
they are still studying, it would be easier to participate in security education programs, 
possibly implemented in Universities.  

We correlated the answers using the last question: “Are you informed about how 
the options and technical characteristics of your mobile phone affect its security?” 
which had the following possible answers: “A Very Much,   B   Much,   C 
Moderately,   D   Not too much,    E   Not at all”.  Apart from the statistical 
interpretations, a simple mathematical formula was developed in the analysis of the 
security knowledge to produce numerical values from the multiple choice 
questionnaires. We weighted the responses with the following weights: Very Much: 4, 
Much: 3, Moderately: 2, Not much: 1, Not at all: 0 and then divided by the number of 
occurrences, in order to get a mean value that we called “Mean Security Feeling 
Value (MSFV)”. 

In addition to MSFV which was based on subjective answers, another, objective, 
metric was introduced, the “Mean Actual Security Value (MASV)”. MASV was 
calculated as following: we added one point for each of the following practices, which 
are objectively correct: Having IMEI noted down, knowledge of lack of encryption 
icon, having SIM PIN enabled, using a screensaver password, having Bluetooth 
disabled, not lending the phone, not downloading software to the phone, using 
antivirus, not saving passwords in the phone and not saving personal data in the phone. 
The maximum score would hence be 10, since there were 10 specific questions. 

4 Results 

The questionnaire was divided in two parts. In the first part participants were asked 
demographic questions including gender, age and field of studies as well as some 
economic data including mobile phone usage, connection type and budget spent 
monthly on phone service. In the second part we introduced security knowledge and 
practice questions. In the following sections we present the results of categorizing 
users in regards to their security knowledge using the correlation and the simple 
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formula described earlier. All of the findings presented are statistically significant at 
the Pearson’s Chi-Square test p<0.05 level. 

4.1 Demographics  

53% of the participants were females and 47% were males.  The Mean Security 
Feeling Value MSFV was 2.26 in the scale 0 to 4 (0 not at all, 4 very much), with 
minimal differences among genders. Correspondingly, the Mean Actual Security 
value MASV was calculated to be just 3.55 out of maximum value 10.  

Most of the respondents, in turn, were aged 18-26 (75%). The MSFV was found to 
be somewhat higher in younger ages. Examining the field of study we discovered that 
soon to be medical doctors are feeling the most secure.  the most informed (MSFV 
2.69). Mathematics and Natural Science students with MSFV 1.89 were in the other 
end of spectrum the most worried ones. Engineers were in the middle of the range, 
with MSFV 2.24. 

4.2 Economics 

Proceeding to economics, participants were asked whether they are using a pre-paid 
or post-paid (contract) mobile phone connection. 42.4% of students are using a 
contract based subscription, a rather high percentage, while 13.6% have both prepaid 
and post-paid SIMs (Subscriber Identity Module). Users having both types of 
connection seem to be more worried about security issues. 

Answering how much money they spent monthly, student mobile phone users had 
a wide range of financial capabilities. The leading 36.7% spends 11-20 Euros 
(currency converted) monthly while 30.5% spend less than 10 Euros. Only 9% spend 
31-40 Euros and some 6.3% spend more than 40 Euros per month.  The MSFV shows 
an interesting trend. It progressively gets lower as the bills get higher, from 2.33 
(<=10 Euros bill) to 2.05 (31-40 Euros bill). Then, for users that spend more than 40 
Euros it grows a little to 2.12. This is quite logical, since the more users spend, the 
more are concerned about the security of communication and possible fraud. 

4.3 Security Specific Questions 

Our fundamental research question was how “secure” users feel that mobile phone 
communication is. The majority (36.9%) replied “moderately” followed by 28.6% 
“much” (Figure 1). On the other hand, some 21.36% felt not too much or not at all 
sure they are secure. Using the simple formula described in Section 3 (Methodology), 
the mean security feeling value (MSFV) was 2.26, in the 0-4 scale (0 not at all, 4 very 
much).  

In addition, students answered whether they are informed about how the options 
and the technical characteristics of their mobile phones affect the security of the latter 
and whether they are taking the necessary measures to mitigate the risks. The majority 
(30.8%) states that they are “moderately” informed while a large 15.8% believes that 
they are “not at all” informed (Figure 2).  
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Fig. 1. How secure do you consider communication through mobile phones? 

 

Fig. 2. Knowledge of mobile phone security aspects 

Correlating MSFV value to awareness feeling (Figure 3), we see that there is an 
almost linear relationship between them. Users that feel very much informed believe 
that communication is very much secure. On the other end, users that do not feel 
informed are afraid that communication is not at all secure. At this point one can 
argue that excessive confidence can lead to “relaxation” of security practices. In  
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addition, a campaign to enhance the security knowledge of users would lower their 
fear of communication insecurity, probably leading to greater phone usage and profits 
for the operators.  
 
 

 

Fig. 3. Mean security feeling value vs. security feeling 

There was an even better (negative) linear association between the subjective 
security feeling and the objective mean actual security value (Figure 4). Users that 
believe that mobile phone communication is very much secure have the lowest Mean 
Actual Security Value MASV (3.44). That is, there is a clear discrepancy between 
user opinions on security and actual security practices. The association grows linearly 
to the highest MASV of 3.84 for those that believe that communication is not secure 
at all. This group employs the most best practices, bit still fails in more than half (c.f. 
Methodology, where the maximum value of MASV is theoretically 10).  

 

Fig. 4. Mean actual security value vs security feeling 
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Further correlating the responses to the type of operating system–O/S (advanced or 
not) proved that students owning phones with an advanced operating system believe 
they are more secure than those who actually own a phone without advanced O/S. 
There was a also a clear connection between increased backup frequency and  security 
feeling. 

At the same time, knowledge of the existence of the special icon that informs the 
user that his/her phone encryption has been disabled increased the safety feeling of 
users. In short, when A5 encryption is switched off or not supported, there is 
provision for handsets to display a special icon informing the user about the situation. 
Such an occurance can be attributed either to network’s lack of encryption capability 
or to temporary failure/overloading. The same can happen when a malicious attacker 
is launching a man in the middle attack, impersonating network’s base stations to 
deceit the handset into connecting with the fake base station instead of the legitimate 
one. The fraudster can then channel the communication through his own equipment, 
effectively intercepting it [15]. This finding is a clear explenation of how better User 
Interfaces can help enhance the subjective security feeling via an objective method. 

5 Conclusion 

As the findings of this survey support (using Pearson’s Chi Square), users can be 
grouped in well defined categories according to the subjective statement of how 
secure they feel mobile phone communication is. These categories exhibit different 
values of a metric that we named “mean security feeling value”. Further introducing a 
“mean actual security value”, we counted how many “good” security practices they 
follow.  

Comparing this (objective) value to their subjective security feeling we got very 
interesting results. There was a clear negative connection between feeling secure and 
actually being secure. Users that feel that mobile phone communication is secure, 
tend to be less cautious in their security practices, being actually less secure than they 
feel. This discrepancy between user opinions on security and actual security practices 
is a fact that should be addressed in order to minimize vulnerabilities and user 
exposure. 

In regards to awareness, users that feel they are very much informed believe that 
communication is very much secure. On the other end, users that do not feel informed 
are afraid that communication is not at all secure. Excessive confidence could lead to 
“relaxation” of security practices while excessive fear certainly hinders technology 
adoption and especially mobile downloading. 

As such, academia and industry should focus their security awareness campaigns 
and efforts in order to combat the false sense of security that users have. Moreover, 
given the growing usage of mobile phones to access the internet, it is of paramount 
importance to enhance the overall users’ security levels that were found to be 
alarmingly low. 

Closing, as there are not available any already validated questionnaires in regards 
to this specific research topic, our research, apart from revealing the situation, aims at 
providing a basis for the formulation of similar questionnaires for future use. 
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Abstract. Although small, medium and micro enterprises (SMEs, mEs)
play a decisive role in the European digital economy, they have been iden-
tified as one of the weakest links in information security. Identifying these
security weaknesses and needs we parameterize our open collaborative
environment STORM in order to offer a cost-efficient tool to the SMEs
and mEs for self-managing their security.

Keywords: Collaboration, Security management, Vulnerability assess-
ment, Risk Management, SMEs, mEs.

1 Introduction

Small, medium and micro enterprises (SMEs, mEs) play a decisive role in the
European digital economy. Despite the increasing demand for their services as
suppliers and sub-contractors in value chains of larger companies, they also have
been identified as one of the weakest links in information security. Unable to
comply with stricter security demands to the business value chains as established
by large businesses and their customers, SMEs and mEs may find themselves
losing business opportunities.

These enterprises (SMEs, mEs) cannot easily foster a more secure attitude
in their business activities (causing them security problems and bridges) due to
their peculiar characteristics [1]:

– Minimal resources on budget or time prevent SMEs and mEs to evaluate
and ensure security and privacy as a continuing activity;

– Lack of trained and security educated personnel dedicated to the task of
security and privacy;

– Education is considered as extra cost with no tangible benefit;
– Dependency on external security expertise, strong tendency to rely for their

security / privacy strategy on external support, making sourcing decisions
primarily on the basis of cost and vicinity;

– Lack of formal security policy and strategy, a plan determining the level of
security needed as well as a policy outlining how to operate and maintain
security is not a highly prioritized issue for management;
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– Lack of attention by their managers to address legislative or regulatory re-
quirements, even if there is a penalty for not doing so;

– Lack of far-sightedness by the business managers thinking of themselves as
of ”no interest” from a global perspective (”We’re too small - who would
want to attack us?”);

– Risk-agnostic of their ICT security risks involved, as well as the resulting
business risks (e.g. operational loss, breach of statutory obligations, customer
loss, and damage to reputation) and the extended risk to e-business as a
whole.

Being the backbone of the economy and chief provider of jobs in many EU
Member States, this may create severe damage to the innovativeness and com-
petitiveness of European economy. Therefore, enhancing information security
practices of SMEs and mEs has become an urgent need.

Existing well-defined and widely adopted security methodologies, standards
and tools, are inadequate to meet the SMEs/mEs’ basic characteristics. This
paper contributes towards the urgent need to improve the current security and
privacy level of these enterprises by adjusting an open, collaborative and trustful
information security management system, STORM [2] considering the SMEs/mEs
characteristics. In particular, the risk management methodology, STORMRM, is
improved (originally presented by the authors in [3]) with a new step for practical
vulnerability assessment (in order to achieve accurate vulnerability evaluations)
and its main steps are customized targeting the SMEs/mEs characteristics. Also
the enhanced STORM RM methodology [3] is implemented as a user friendly
STORM service enabling the non security qualified SMEs/mEs personnel to use
it in order to self-manage their security.

The rest of the paper is organized as follows: Section 2, assesses existing se-
curity management standards, methodologies and tools against SMEs and mEs
security needs. Section 3, describes the STORM-RM enhanced methodology and
service along with its basic modules, that are customized in order to help SMEs
and mEs solve their particular security problems. Finally, Section 4 draws con-
clusions and future research directions.

2 Assessment of Security Management Approaches

Managing information security requires a continuous and systematic process
of identifying, analyzing, mitigating, reporting and monitoring technical, op-
erational and other types of security risks. This section assesses and outlines
the weaknesses of the existing information security approaches when applied to
SME/mEs.

A bundle of Security Management standards have been developed in order to
help organizations to develop Information Security Management such as Cobit
[4], ITIL [5], ISO-17799 [6] and ISO-27001 [7]. These standards define security
requirements that cover many areas of the security lifecycle such as, ICT, oper-
ational, legal and organizational security requirements. Also, security standards
have been developed to support the implementation of the required security
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controls, such as the ISO 27002 [8], Nist SP 800-53 [9]. Typically, setting up
an Information Security Management System requires economic and human re-
sources that are usually not available within the environment of SMEs/mEs who
tend to consider security as a burden, rather than an asset in terms of profit.
Although there exist automated tools to support security management lifecycle
(such as ISO17799 Toolkit [10] or NetSPoC - Network Security Policy Compiler
[11]), they are either too expensive for SMEs/mEs or in case of free tools, support
capabilities for non-experts do not exist.

Existing RA/RM methodologies are targeted to bigger organizations and are
too complex for mEs and SMEs since they do not possess the appropriate re-
sources and expertise. The limitations of existing RA/RM methodologies can be
summarized as follows:

– they are too complicated for the SMEs/mEs information systems requir-
ing external, expensive, support. Simplifications and automated steps of the
methodologies and the tools are still required to meet the SME/mEs char-
acteristics;

– they are not supported by free of charge automated tools. Commercial tools
supporting such methodologies are expensive and thus not likely to be used
by micro and small enterprises;

– there is a lack of collaborative, multi-attribute, group-decision making ap-
proaches. More sophisticated approaches that enable collaboration, both
within and between enterprises are required, especially for small and medium
businesses with distributed IT systems.

Vulnerability assessment (VA) is yet another problem for the SME/mEs. Several
initiatives have been launched releasing a set of methodologies and frameworks
for VA. Some of these efforts emphasize on application security testing [12], [13]
aiming at assessing and improving the security web applications while others
mainly focus on network security testing by describing applied techniques and
tools [14], [15], [16].

Also, open research communities have created open environments [17], [18],
[19] that have been pre-configured to function as VA platforms. These platforms
contain a set of open source/freeware tools that focus on testing information
and communication systems. The main identified weaknesses of the existing VA
approaches can be summarized as follows:

– there is a lack of VA methodologies, which would support the self implemen-
tation of a technical vulnerability assessment,

– although free of charge VA platforms and tools are in place, it is highly
unlikely that SMEs and mEs will be able to trace, configure and utilize
these tools, due to their lack of expertise and time availability. In addition,
such open platforms do not usually come with instructions about how these
environments have been configured or installation guidelines of the embedded
tools.
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There is an urgent need to develop targeted security management methodologies
and tools addressing the SMEs/mEs characteristics and overcome the above
mentioned obstacles.

3 STORM Security Management Service for SMEs/mEs

This section presents the targeted risk management service, STORM-RM, for
the SMEs/mEs and its integration in the STORM environment.

STORM is an innovative, collaborative, cost effective and user friendly se-
curity consultancy environment (developed by the authors [2]) based on widely
used collaborative web 2.0 technologies and can be used by different type of
organizations in order to collaboratively manage their security, offering a pool
of interactive services.

In order for SMEs/mEs to use STORM, the STORM Identity & Access Man-
agement system (STORM-IAM)[2] is customized in order to control the access
to STORM services by SMEs and mEs users. Based on the STORM-IAM pro-
cedures and authentication mechanism, SMEs and mEs users will have access
to the collaborative services, in order to cooperate and exchange information
and ideas, work together in building open working groups, providing diverse
opinions, thoughts and contributions and sharing information, experience and
expertise. Notable components of these services are the Open and Private Fo-
rums and the Chat Rooms that support public and private discussions as well
as the Open Knowledge area that acts as a knowledge source of security related
information (e.g. security standards, specifications, reports, vulnerability assess-
ment (VA) methodologies and frameworks, legal and regulatory directives and
recommendations, open source and freeware tools and platforms, cases studies).

Fig. 1. STORM-RM Service for SMEs/mEs

Furthermore, the STORM Risk Management methodology (STORM-RM)
(first presented in [3]) is enhanced, parameterized and implemented as a modular
service (each step of the methodology is integrated independently and can be sep-
arately accessed depending on the users role/privileges reported in the STORM
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IAM).The STORM-RM service (Fig. 1) consists of the following modules en-
abling SMEs/mEs to: capture all assets of their IT system (Cartography); iden-
tify their security critical asset(s) (Impact analysis); reveal their threats (Threat
Analysis); estimate their vulnerabilities (Vulnerability Estimation) / risk levels
(Risk Evaluation) of their assets and select the appropriate Countermeasures
for their organization. The final collected outcome of the above modular steps
is embedded in the Security Reporting.

Taking into account the specific characteristics (e.g. minimal resources / ex-
pertise) of the SMEs and mEs, STORM system is proposed to be hosted by an
appropriate service provider (SP), e.g. the Chambers of Commerce (CoC). The
CoCs are natural candidates to become STORM SPs since their fundamental
responsibility is to serve the interests of their members (SMEs and mEs mostly).
The CoCs mainly identify and underscore their members’ needs by promoting,
stimulating and supporting any initiative that aims at creating and developing
innovative business services for them (and security is definitely a business driver).
Their existing security team will embrace the STORM-RM service (Fig.1) which
will be offered at low cost to their SMEs/mEs members.

In the following section, the STORM-RM enhanced methodology and the
implemented service (in Fig.1) will be described.

3.1 STORM Risk Management Service (STORM-RM)
for SMEs/mEs

STORM-RM service integrates and implements the STORM-RM methodology
[3], which is based on Analytic Hierarchy Process, AHP [20] and is customized in
order to address the specific characteristics of the SMEs and mEs. All the steps of
STORM-RM methodology are implemented in an automated, self explanatory,
user friendly manner by making use of interactive screens, online forms and help
menus. The distinctive steps of the STORM-RM methodology are implemented
as independent modules of the STORM-RM service (see Fig. 1). The autonomous
modules of the STORM-RM service are:

Module 1 - Cartography: This module is implemented using online forms
and consists of four (4) phases. In the first phase, all assets of ICS (e.g. servers,
rooters, applications, users etc.) are reported and categorized in four main groups
(hardware, software, services and participants). In the second phase, each service
is associated with its interactive hardware, software and participant(s), in order
to report the interdependencies and interconnection of assets. In the third phase,
installed security controls (e.g. back-ups/ access control policies) (if any) are
reported. The appropriateness of these controls are assessed against the ISO-
27001 [7] proposed controls as well as their implementation maturity (e.g. fully,
partly or not implemented). In the fourth phase, weights (opinion priorities) of
all participants (administrators, managers, end users) are calculated, according
to their role in the organization and the services that they use. To summarize the
output of this module will be: all assets categorized in four groups (hardware,
software, services, participants) with technical and operational characteristics;
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all assets interconnections; all already installed controls and their assessment
in terms of appropriateness and maturity; opinion weights of the organization
participants (these weights will be used in the impact and risk analysis).

Module 2 - Impact Analysis: Distinct online questionnaires, stored in
the STORM Content Management System (CMS), evaluating the security im-
portance (taking into consideration the consequences of security loss i.e. loss of
availability, integrity, confidentiality) for each asset are assigned automatically by
the STORM tool to different groups of participants depending on their organiza-
tional role (administrators, managers, end users) and their access rights provided
by the STORM-IAM. The group impact level is calculated by the STORM-RM
automated multi-criteria algorithm [3], taking into account the weight of each
participant of the organization. The output of this module is a list with all the
assets, Ai, and their Impact security levels, I(Ai) , with possible values: Very
Low = VL, Medium= M, High = H, Very High = VH.

Module 3 - Threat Analysis: In this module, the stored list in the STORM
CMS with all possible threats categorized accordingly (e.g. physical, technical
etc.) and correlated with different type of assets (e.g. server, application, router
etc.) is used as follows: Each participant prioritizes the listed threats, corre-
sponding to an asset, using online forms and then these priorities are taken into
account in order to calculate the final group threat level for each asset. The
threat priorities are calculated by the automated STORM-RM algorithm which
in return estimates the Threat value, T(Ai), of each asset, Ai. The results of
this module are depicted with interactive screens that help participants to view
which threats are more possible to occur for every asset of the organization.

Module 4 - Vulnerability Estimation: In this module the Vulnerabil-
ity Assessment (VA) and the estimation of the Final Vulnerability level (FV)
for each asset Ai are calculated using four (4) distinct phases. Vulnerability
Identification: During this phase, every threat is connected with corresponding
vulnerabilities and each asset Ai is examined in terms of the vulnerabilities re-
vealed from their correlated threats. Theoretical Vulnerability Level: Every user
uj compares, in this step, the vulnerabilities assigned to each asset Ai in or-
der to calculate its Theoretical Vulnerability level, TVuj (Ai) which in turn are
collected within the STORM group decision tree [18] in order to calculate the
Group Theoretical Vulnerability level (the resulting level from all uj’ s for a spe-
cific Ai ), TV(Ai). Practical Vulnerability (PV) Level: Taking into consideration
the list of assets and their Impacts levels, Ai, I(Ai), from Module 2, PV assess-
ment is executed only for the assets with very high Impact level, i.e. I(Ai)=VH.
Depending on the asset type (e.g. hardware, software etc.), STORM-RM sug-
gests the appropriate open source, online, vulnerability assessment (VA) tool(s),
stored in the STORM-CMS, to be used by the users; these VA tools are stored
in the STORM-CMS. Security consultants of the service provider assess the re-
sults, which are exported by security testing tools, and estimate the Practical
Vulnerability, PV (Ai), level of each tested asset Ai. Final Vulnerability Level:
In this final phase, the Final Vulnerability Level, FV(Ai), is calculated for each
asset Ai with Impact level I(Ai)= VH, as the maximum between the Theoretical
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Vulnerability Level, TV(Ai), and the Practical Vulnerability Level, PV(Ai); for
these assets Ai with Impact level I(Ai) < VH, the Final Vulnerability Level,
FV(Ai), equals with the Theoretical Vulnerability Level, TV(Ai), as described
in the following formula:

FV (Ai) =

{
max(TV (Ai), PV (Ai)) ifI(Ai) = V H
TV (Ai) ifI(Ai) < VH.

(1)

Module 5 - Risk Evaluation: After collecting all values for Impact, I(Ai),
Threat, T(Ai), and Final Vulnerability, FV(Ai), levels, the risk value, R(Ai), of
each asset, Ai, is calculated here as the product:

R(Ai) = I(Ai) ∗ T (Ai) ∗ FV (Ai) (2)

SMEs/mEs participants have the capability to see through online forms the
results of STORM-RM risk analysis for all assets and decide which is the risk
threshold (e.g. if R(Ai) > 6 then Ai is security critical) in order to continue with
the next module of the security countermeasures’ selection.

Module 6 - Countermeasures: There is a list of different type counter-
measures (e.g. technical, physical etc.) that are appropriate for different type of
asset (e.g. servers, rooters, application) stored in the STORM -CMS. SMEs/mEs
participants are able to view all choices and select (using on-line forms) the ap-
propriate countermeasures that wish to implement, taking into account different
criteria (e.g. economical, business, legal, technical, performance) from their own
business perspective. Each user of the above groups gives priorities through on-
line judgments for all the recommended countermeasures of each asset. The final
selection of countermeasures is the result of the automated AHP algorithm that
STORM-RM uses [3], according to the participants’ priorities. The outcome of
this module is a list of the selected appropriate countermeasures that is imple-
mented in order to minimize the identified risks.

Module 7 - Security Reporting: All security reports (produced in each
module) can be generated as online growing documents in various representa-
tion formats and with personalized content (e.g. risk reports for all assets with
characteristics, threats and risks interconnected with a particular service).

4 Conclutions and Future Work

SMEs and mEs have to take a more strategic comprehensive view of informa-
tion security. They should treat it as a factor that guarantees and enhances their
viability in a competitive, turbulent and diverse globalized e-market. In this con-
text, STORM system, via the provision of a bundle of innovative security and
privacy services offers these enterprises several benefits, such as increasing their
competitiveness by strengthening their ICT security and data privacy level of
their electronic services in a demonstrative way; respecting the regulations and
standards and thus offering them competitive advantage in the area of trust-
ful e-business in a cost-efficient, economic and collaborative way. In addition,
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STORM-RM service improves their business processes by providing a simpli-
fied, integrated and comprehensive framework for the identification, assessment
and treatment of security and privacy risks improving their ICT-based business
processes.

Future work includes the integration of theoretical and practical vulnerability
assessment on an upper level. Also STORM RM service will be implemented at
the S-PORT system [21] and will be tested by three Greek commercial Ports
(Piraeus Port Authority S.A., Thessaloniki Port Authority S.A, Municipal Port
Fund Mykonos).
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Abstract. Components of the electric power grid that were tradition-
ally deployed in physically isolated networks, are now using IP based,
interconnected networks to transmit Supervisory Control and Data Ac-
quisition (SCADA) messages. SCADA protocols were not designed with
security in mind. Therefore, in order to enhance security, access con-
trol and risk mitigation, operators need detailed and accurate informa-
tion about the status, integrity, configuration and network topology of
SCADA devices. This paper describes a comprehensive system architec-
ture that provides situational awareness (SA) for SCADA devices and
their operations in a Smart Grid environment. The proposed SA archi-
tecture collects and analyzes industrial traffic and stores relevant infor-
mation, verifies the integrity and the status of field devices and reports
identified anomalies to operators.

Keywords: Cyber Security, Smart Grid, Situational Awareness,
SCADA.

1 Introduction

The electric power grid is responsible for reliably and efficiently delivering elec-
tricity from generation to the end consumer. Three major components make up
the grid: electricity generation sources, transmission system and distribution sys-
tem. Electric power transmission refers to the bulk transfer of electrical energy,
100 kV and above, from power plants to distribution substations located close
to population centers. On the other hand, electric power distribution, which is
the final stage of the delivery network, refers to the delivery of electricity from
distribution substations to end consumers. Since no energy storage mechanism
is used, electric energy requires that system operators control electricity flow,
by balancing power generation and consumption, using SCADA systems [1].
Hence, the electric infrastructure is highly dependent on SCADA systems that
are responsible for monitoring and controlling all functions in the grid.

The current power grid is based on requirements written in 1950 and it is al-
ready considered to be an outmoded, inefficient, vulnerable infrastructure. There
have been at least five massive blackouts over the past 40 years that illustrate
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problems associated with the power grid [2]. These blackouts have occurred
mainly due to faults at power stations, damage to power lines and substations,
unusually high demand and others. Also, a cyber attack may have a huge impact
on the functionality of the power grid that can result in a blackout. In fact, the
massive North East blackout of 2003 has been linked to the propagation of the
MSBlaster worm [3] [4].

The need to address these issues, as well as higher demand for quality and
availability, penetration of renewable energy resources and the increased threat of
terrorist attacks has given birth to the Smart Grid. The Smart Grid is expected
to deliver electricity from multiple suppliers to end consumers using two-way
communications, involving multiple distributed intelligent entities and includ-
ing large-scale real-time data collection capability [5]. This large-scale, accu-
rate, and timely data collection and fusion of the monitored processes of the
Smart Grid can provide SA. In particular, NIST states that “the goals of situ-
ational awareness are to understand and ultimately optimize the management
of power-network components, behavior, and performance, as well as to antic-
ipate, prevent, or respond to problems before disruptions can arise” [6]. This
paper describes a SA architecture intended to provide Smart Grid operators
with a detailed view of the network topology along with information about the
configuration, status, critical states and traffic of SCADA devices.

2 Smart Grid Architecture

As technology continues to advance, the power grid is being upgraded with new
technologies and additional IT systems and networks. The importance of upgrad-
ing the current electricity network is emphasized in President Obama’s speech:
“...my administration is making major investments in our information infras-
tructure: laying broadband lines to every corner of America, building a smart
electric grid to deliver energy more efficiently...” [7]. The National Energy Tech-
nology Laboratory (NETL) [8] outlined the functionalities of this new electric
grid. According to NETL [9], the Smart Grid self-heals, motivates and includes
the consumer, resists physical and cyber attacks, increases power quality, accom-
modates all generation and storage options, enables new products, services and
markets, optimizes assets and operates efficiently.

Smart grid modernization is an ongoing process. Smart meters are currently
being installed on buildings that enable two-way communication between the
utility and end customers. Also, other smart components are added to provide
the system operator with SA and the ability to reroute electricity in case of
problems in transmission lines. As a result, operators can react and solve sys-
tem problems in a timely manner to minimize any negative impacts. The main
components of a Smart Grid (Figure 1) are electric power generators, electric
power substations, transmission and distribution lines, controllers, smart meters,
collector nodes, and distribution and transmission control centers [10]. Power
generators and electric power substations use electronic controllers to control
the generation and the flow of electric power.
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Fig. 1. Block diagram of typical smart grid components and connections

End consumers and collector nodes may communicate through a Zigbee or
similar mesh wireless two-way communication network. Two-way communica-
tion paths are also used between collectors and the utility. Collector nodes com-
municate with the utility mostly using the Advanced Metering Infrastructure
(AMI) [11] possibly via the Internet. A utility’s intranet includes a Demilitarized
Zone (DMZ) to provide extra protection. Additionally, communication between
the transmission and distribution substations and the utility’s control center fa-
cilitates operation. Like existing power grids, a Smart Grid includes a control
system that accommodates intelligent monitoring mechanisms and keeps track
of all electric power flowing in a more detailed and flexible way.

3 Security and Reliability Standards and Requirements

The new functionalities provided by the Smart Grid also introduce new security
risks due to the transition from legacy (closed) to IP-based (open) networks.
In the past, industrial systems were considered to be secure mainly due to the
use of proprietary controls and limited connectivity. Smart Grid expands the
number and the exposure of SCADA systems, therefore making the protection
of these systems a major concern [12].

The National Institute of Standards and Technology (NIST) Cyber Secu-
rity Coordination Task Group (CSCTG) was established to ensure consistency.
NIST, especially after the publication of the NISTIR 7628 document [13], con-
tinues to play an important role in shaping Smart Grid Cyber Security research.
According to NISTIR 7628, increasing the complexity of the grid through inter-
connected networks could increase the risk of private data exposure to potential
adversaries and unintentional user errors.
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The Federal Energy Regulatory Commission (FERC) [14] is responsible for
protecting the reliability of the high voltage transmission system. Its mission is to
“assist consumers in obtaining reliable, efficient and sustainable energy services
at a reasonable cost through appropriate regulatory and market means”. In early
2008, FERC approved mandatory critical infrastructure protection reliability
standards designed to protect the nation’s bulk power system against potential
disruptions from cyber security threats.

These reliability standards were developed by the North American Electri-
cal Reliability Corporation (NERC) [15], which FERC has designated as the
Electric Reliability Organization (ERO). These standards specify the minimum
requirements to support the reliability of the electrical system. NERC’s author-
ity is limited to the electrical generation resources and transmission lines. The
set of standards addressing cyber-security in the power grid are known as NERC
Critical Infrastructure Protection (CIP) standards [16]. NERC requires power
transmission companies to be compliant with reliability standards. Table 1 lists
and briefly describes the CIP Reliability standards as of June 2011.

Table 1. NERC CIP reliability standards

Number Title Description

CIP-001-1a Sabotage Reporting Entities are required to maintain procedures for recognizing and
making appropriate personnel aware of sabotage attempts.

CIP-002-4 CS-Critical Cyber Asset Identification Creates risk-based assessment methods for identifying Critical
Cyber Assets within a bulk power system facility.

CIP-003-4 CS-Security Management Controls A cyber security policy ensuring compliance with the other CIP
standards must be created and implemented.

CIP-004-4 CS-Personnel and Training On-going awareness program to reinforce security practices.

CIP-005-4a CS-Electronic Security Perimeter Every critical cyber asset must be within an electronic security
perimeter (ESP) with documented access points.

CIP-006-4c CS-Physical Security of Critical Cyber Assets Requires an annually reviewed security plan approved by a se-
nior manager or delegate for a physical security perimeter (PSP).

CIP-007-4 CS-Systems Security Management Test procedures must be created to ensure that changes to cyber
assets do not adversely affect existing cyber security controls.

CIP-008-4 CS-Incident Reporting and Response Planning Requires annually reviewed security incident response plans.

CIP-009-4 CS-Recovery Plans for Critical Cyber Assets Requires the creation and annual review of recovery plans.

Furthermore, SA is recognized as a key enabling functionality for the Smart
Grid by FERC [17]. Table 2 summarizes the SA requirements that should be
satisfied according to [18].

Table 2. Situational awareness requirements

Requirement Description

1 Situation perception Be aware of the current situation. Situation recognition and identification.

2 Impact assessment Be aware of the impact of the attack. Vulnerability analysis.

3 Situation tracking Be aware of how situations evolve.

4 Trend and intent analysis Be aware of actor (adversary) behavior.

5 Causality analysis Be aware of why and how the current situation is caused.

6 Quality assessment Be aware of the quality of the collected situation awareness information items.

7 Future assessment Assess plausible futures of the current situation.
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4 Situational Awareness Architecture

The proposed SA architecture provides operators with comprehensive knowledge
of the topology and status of SCADA devices and their operations in a Smart
Grid, and also allows detection of suspicious incidents. Electric power substa-
tions, which are important components of the Smart Grid, contain a number of
critical assets such as transformers, circuit breakers, SCADA devices and safety
devices. Optimizing the maintenance of these assets is a challenging task. The
Critical Infrastructure Lab at the University of Tulsa designed and constructed
a scaled-down electric power substation prototype to validate the approach and
test functionality.

The design of the substation prototype closely resembles the topology of a
ring-type substation with redundant lines. The substation uses power trans-
formers rated at 3KVA and has two three-phase inputs at 240 VAC that are
subsequently transformed to 208 VAC. Furthermore, the substation uses Pro-
grammable Logic Controllers (PLCs) that communicate over Ethernet using
the Distributed Network Protocol (DNP3) protocol [19]. According to Electric
Power Research Institute (EPRI) [20], over 75% of North American electric utili-
ties employ DNP3 to control their power systems. DNP3 is an insecure industrial
protocol and as a result, security and access control in DNP3 implementations
is a major concern.

Fig. 2. Situational awareness architecture

The proposed SA architecture (Figure 2) incorporates a SCADA gateway, a
database and a command center located in the control center and a number of
network sensors placed at strategic points in the field.

Network Sensors. The network sensors operate in promiscuous mode to cap-
ture network traffic of interest. As a result, the sensors receive information about
network topology, unit configuration, functionality and state of the devices, re-
quested operations, function codes and other important pieces of information.
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The sensors timestamp the collected traffic, analyze it and forward relevant in-
formation to the SCADA gateway. In addition, they may also help in locating
attack signatures to identify malicious traffic. Therefore, simple attacks can be
detected where the intent is to interfere with the state of a single field device.
Additionally, the sensors receive commands from the command center through
the SCADA gateway. Upon receiving a specific command, a sensor may config-
ure its network interface, start and stop scanning activities or generate a traffic
analysis report.

SCADA Gateway. The SCADA gateway collects the data gathered by sen-
sors, translates them from different protocols into a canonical format and then
forwards them to the database. Communication may also flow in the opposite
direction to forward commands concerning configuration settings, scanning and
generating reports from the command center to the sensors.

Fig. 3. Database scheme

Database. The database provides a buffering interface between the SCADA
gateway and the command center. The traffic stored in the database is used by
the command center to provide state based traffic analysis. The database scheme
(Figure 3) includes information about system configuration, historical data, the
critical states, the network reference model and the network dynamic model.
The configuration info contains the configuration settings of the devices such as
network addresses, protocols and function codes. Historical information, indica-
tive of inter-task communications data exchange, is stored in the historical data
table. In general, network transactions are stored indefinitely for post incident
retrieval since they may help in further causality analysis and impact assess-
ment. The network reference model contains, time invariant information such as
the network topology. Its counterpart, the dynamic network model includes real
time information related to the actual and current status of the field devices.
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The critical states table contains the rules that describe all these states, as well
as other fault conditions of the system.

Command Center. The command center is a collection of applications that
provide facilities for alert reporting, event correlation, integrity checking, trend-
ing and command generation. State based traffic analysis is achieved by event
correlation and prior knowledge of the critical system states. The command cen-
ter verifies whether the system may enter into a critical state, as defined by the
associated table in the database, and raises an alert. This approach will allow
security practitioners to detect complex and coordinated attacks on industrial
control systems that may have a negative impact on overall availability and
integrity. Time stamps are key elements in supporting the development of an ac-
curate incident timeline from stored transactions. This will help operators in the
command center to better recognize adversary intents, capabilities and trends,
understand system vulnerabilities and identify new threats.

5 Conclusions and Future Work

A SA architecture designed for SCADA systems in a Smart Grid environment
was presented. The proposed architecture combines traditional signature-based
techniques and a state analysis technique. More specifically, the architecture
aims at satisfying the requirements included in Table 2 in terms of situation
recognition (requirements 1 and 6), situation comprehension (requirements 2
and 5) and situation projection (requirements 3, 4 and 7) [18]. Furthermore,
Table 3 describes areas in which the proposed SA architecture can help with
NERC CIP 001 through 009 compliance efforts.

Table 3. Compliance with the NERC CIP standards

NERC standard SA architecture

CIP-001-1a Identifies incidents in real-time monitoring, classifying and alarming on attacks.

CIP-003-4 Provides reporting that helps operation management, security and compliance related decision making.

CIP-004-4 Enhances personnel training by providing situational awareness. Covers areas of awareness that personnel
usually cannot.

CIP-005-4a Monitors the ESP and identifies changes on ESP devices while enhances access control. Alerts upon de-
tecting unauthorized access and correlates detected vulnerabilities with other data to provide cyber vul-
nerability assessments.

CIP-006-4c Enhances physical access controls by monitoring the access systems.

CIP-007-4 Monitors and correlates incident data across all devices and enhances Systems Security Management by
providing a centralized view of the system.

CIP-008-4 Provides a centralized system for collecting, reporting and responding/alarming on critical events.

CIP-009-4 Provides early warning system failures that may improve response time and diagnostic abilities.

Further research objectives include modeling, simulating and experimentally
verifying the behavior of the electric substation control system and providing
methods to link the physical and cyber assets of the system. As the architecture
is moved from design to implementation, test strategies for validating security
and reliability properties of the modeled assets will have to be developed.
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Abstract. Reducing the administrative burdens of businesses and citizens 
comprises a major area of e-government benefit. Reducing SMEs’ efforts to 
find information on particular public services is a challenge for the European 
Union. This aim can be achieved through semantic services along with an 
innovative training approach for public administration employees and SMEs. 
The paper presents the preliminary results of the administrative burden 
measurement for rural SMEs in the Spanish region of La Rioja, as well as 
planning and tools for collaborative training of public authorities in using three 
platforms (eGovTube, RuralObservatory 2.0, and eGovPortal) for the 
administrative simplification of public services in European rural regions. 

Keywords: Electronic government, rural SMEs, administrative burdens, 
learning objects, collaborative training. 

1 Introduction 

Regulation encumbers citizens and businesses with costs that are connected with the 
following actions: finding which regulations are needed for compliance, understanding 
regulation and finding ways to comply with it, and complying with regulation [1]. 
Administrative burdens are costs incurred by businesses for collecting information for 
their action or production so as to meet legal obligations. With Small and Medium 
Enterprises (SMEs) comprising the backbone of European economy, European 
Union’s (EU) concern on the reduction of their administrative burdens has been 
increased over the last decade. Administrative burdens comprise a significant business 
constraint, particularly today that SMEs have fewer resources and need to invest to 
remain competitive [2]. 

It is a fact that among others, SMEs’ administrative burdens are closely related 
with their efforts to find information on particular public services. A great part of this 
information regards the informational phase, namely things that an SME should know 
before executing a particular public service. For instance, the informational phase 
concerns the SME’s eligibility to perform a service; the Public Authorities (PAs) that 
are responsible for it; and what kind of documents the SME should adduce so as to 
apply for it. The process of searching for and retrieving this knowledge, either 
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performed by the SME or by an expert (e.g. accountant, lawyer) on the SME’s behalf, 
costs in terms of time and money. In many cases, this process can be repeated several 
times throughout a year, due to change of laws and regulations or in need of 
clarifications [3]. It has been estimated that SMEs spend on average 27,500 USD per 
year so as to comply with tax, employment and environmental regulations, which is 
about 4% of their annual turnover and incurs a cost of 4,000 USD per employee [1]. 

Already, various projects and initiatives from various countries have aimed at 
measuring and reducing administrative burdens. Such examples include: the 
“Measurement Project” in the UK for measuring the administrative burdens of 
businesses in complying with tax regulation; the “Bureaucracy Reduction and Better 
Regulation” program in Germany for reducing the administrative burdens of SMEs by 
25% by the end of 2011; and the new initiative by EURinSPECT (www. 
eurinspect.eu) for the elimination of obstacles of cross-border procedures in the 
healthcare sector and the cross-border collaboration between hospitals in the 
Netherlands, Belgium and Germany [2]. 

In this context, “Rural-Inclusion (RI): e-Government Lowering Administrative 
Burdens for Rural Businesses” (www.rural-inclusion.eu) a project supported by the 
European Commission under the Competitiveness and Innovation Framework 
Programme has been launched. It aims at deploying an innovative infrastructure (e.g. 
software, models, and services) that will facilitate the offering of semantic Web 
services by PAs in rural areas for the informational phase. In particular, RI aims at 
addressing PAs’ longstanding challenges, such as easing the discovery of public 
services by users-rural SMEs, personalizing the service that the user needs to have 
access to, providing all necessary information for the execution of the particular 
service and checking the eligibility of the user for receiving the service. Also, RI 
proposes a collaborative training for helping PAs in implementing e-government 
services for supporting the informational phase. 

For succeeding these objectives, RI adopts, adapts, and deploys in a rural setting 
the Service Oriented Architecture (SOA) paradigm, implemented through state-of-
the-art semantic Web technology and supported by rigorous and reusable public 
administration domain analysis and modelling. In the context of RI, the administrative 
burdens imposed to businesses when performing particular public services are 
alleviated through the implementation of an online dialogue of the public services.  

The users of the RI services are in five European rural regions, rural Spain, the 
Greek island of Chios, rural Latvia, rural France and overseas, in the region of 
Martinique. At regional/national level, the directly involved user groups will be rural 
SMEs, PAs, and e-government service technology providers and innovators.  

Thus, the scope of the paper is to present the RI approach for the administrative 
burden measurement, as well as planning and tools for PAs’ training in using three 
platforms for the administrative simplification of public services. Therefore, the 
structure of the paper is as follows: in the next section the initial measurement of 
administrative burdens for the case of La Rioja SMEs is presented. In section 3, the 
approach for training PAs is apposed. Lastly, some conclusions are given. 
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2 Measuring Administrative Burdens of Spanish SMEs 

Various initiatives in the EU and internationally for measuring and reducing the 
administrative burdens have been proposed. Nowadays, there is a continuously 
increasing interest and effort towards the particular issue by different bodies (public 
authorities, private organizations etc.) in terms of level of administration, aims and 
business sector, and models and tools. The most well know tool is the Standard Cost 
Model (SCM) (www.administrative-burdens.com). It enables the assessment of the 
cost of “red tape” and identification of the benefits by administrative cost reduction. It 
produces transparent measurements, which construct an essential tool against 
administrative burdens and complex legislation. It must be noted that the SCM has 
already been widely used globally, as well as by many EU countries. In the context of 
RI project the SCM has also been used. 

In the first stage of the RI initiative, the administrative burdens measurement 
concerns “Measuring the Cost of Administrative Activities”. It is twofold: 

 
• Firstly, it depicts the profile of rural SMEs regarding the following: (a) ICT 

literacy (use of personal computers and the Internet), (b) ways of transacting with 
public agencies and (c) knowledge and use of e-government services at national 
and European level;  

• Secondly, it measures the cost of all administrative activities performed by rural 
SMEs in order to comply with the obligations of the specific public services that 
have been selected to be measured.  
 

It must be noted that this measurement will provide strong evidence on the 
significance of information cost of SMEs relevantly to the total cost of the public 
service. In order to fulfil the requirements of the measurement a specialized 
questionnaire has been prepared. Below, the questionnaire analysis for the case of La 
Rioja is presented and particularly for the “Provision of grant from SRE to 
unemployed persons for starting up a business” public service.  

Servicio Riojano de Empleo (SRE) provides a subsidy to facilitate the financial 
capacity of unemployed people in becoming self-employed workers. Although the 
Spanish government provides various electronic services regarding the creation of a 
new business process (e.g. application submission, guidelines for filling out the 
application), citizens who want to start up a new business are not familiar with the 
different legal business types that exist and thus they are not able to choose among 
them [4]. 

The measurement has been conducted during the first semester of 2010. The 
sample consisted of thirteen SMEs, namely one medium, eleven small and one micro. 
They have been represented by owners, managers and internal professionals. Their 
line of business regards legal advice, tax and labour services, associationism, driving 
school, research and development, trade of building materials, health, dental clinic, 
technological centre, consulting and computer services, audiovisual production, 
constructions and development of management software. All SMEs acquire personal 
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computers and Internet connection, used daily for searching for information, 
communicating and offering product information and possibilities for ordering them. 

Face to face meetings, the Internet, the email and telephone are the main 
transaction ways with public agencies. More than 30% have some knowledge 
regarding the existence of online public services for SMEs at European level, namely 
services for receiving grants. Concerning national services, they are aware of many, 
such as receiving grants, tax and social security services, services provided by the 
Ministries of Science and Innovation, Industry, Tourism and Commerce availability, 
as well as training courses. Regarding the use of online public services, almost 40% 
uses some of them daily.  

In order to receive grants from the SRE the following administrative activities have 
to be performed: (a) Delivery of Taxes forms; (b) Collection of forms from the Social 
Security; (c) Payment of fees; (d) Delivery of forms to Social Security; (e) Collection 
of documentation for new workplace; (f) Filling in forms; (g) Submission of forms; 
(h) Issuance of health permits; (i) Procurement of supplies; (j) Issuance of a license; 
and (k) Starting up of activity. 

Regarding the difficulty of the collection, preparation and provision of information 
for the service, it is considered as moderate (60%). The main administrative burdens 
for collecting, preparing and providing information are the following: 

 
• The number of different entities that must be visited; 
• The difficulty in harvesting and completing the forms; 
• The collection of information and reading of guidelines, since the language used is 

difficult to understand and identify what is eligible or not. 
 

SMEs believe that if someone wants to speed up the process, it is necessary that their 
subcontracted counsellor has good relationship with the local economic development 
agency. The most burdensome activity is filling in the forms. The SMEs do not use 
the required information in another context. SMEs believe that they can reduce the 
costs by reducing the administrative processes and performing activities through the 
Internet. The relevant regulation is complicated. The particular service could be 
simplified by creating an electronic process through which someone can find specific 
help or by enabling the completion of the public service through the SRE portal.  

3 Training Public Agency Employees 

PAs are the responsible bodies for serving citizens’ and businesses’ needs regarding 
their transactions with government. In order to succeed this, PA employees have to be 
trained. RI offers an innovative training approach for training PA employees and rural 
SME personnel so that the RI services can be effectively introduced in rural settings.  

The RI initiative provides formal training and activities through a multistage 
process developed as a series of living labs/workshops where PA employees are 
trained and guided in an experiential learning process that will be fostered and 
sustained by a collaborative learning experience through the use of the tools provided 
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by the project. The main target participants of the training sessions are representatives 
of the local authorities and public service providers, who can also act as 
facilitators/observers. In this context, three main platforms will be used, namely the 
eGovTube, the Rural Observatory 2.0 and the semantic eGovPortal, creating an 
incubator (Fig. 1) described as follows: 

 
• eGoveTube is a collaborative Web 2.0-oriented platform that aims at supporting 

PAs in sharing information and experiences, identifying innovative services and 
developing users’ interest for them. Also, it supports users in sharing and 
exchanging ideas and experiences and using of innovative e-government 
supportive technology introduced through video communication, community and 
knowledge assets network(s) visualisation, rich profiling and other tools [5]. 
eGovTube will be used as core driver for sustaining the overall process, not only 
by giving room to the delivery of training content, but also by giving voice to all 
participants to share their ideas and experiences, so that the innovation diffusion 
process will be constantly challenged and assessed. This platform is able to deliver 
formal training content as well as informal, actionable learning-based activities; 

• Rural Observatory 2.0 is an innovative sophisticated Web-based environment that 
will facilitate information retrieval, access, usage and exploitation of e-government 
services and relevant digital educational content [6], [7]. The use of the Rural 
Observatory 2.0 tool will allow to store and deliver more traditional training 
content for various topics; 

• eGovPortal is a platform that offers an ontology-based structured dialogue for 
driving users in eliciting specific information for performing a public service. It 
offers the main bundle of semantic e-government services and undertakes the 
responsibility of alleviating the administrative burden for rural SMEs, in regard to 
their transactions with local authorities and regional public authorities. 

 

Fig. 1. The Rural Inclusion incubator 

Two workshop sessions per PA will take place in 2011. Further workshops will be 
organized in order to address specific training needs that may emerge from the 
feedback and the input of the RI community posted in the eGovTube. The objectives 
of the workshops are to train the PAs in: (a) documenting and modelling public 
services using the RI methodology and tools; (b) using and exploiting the 
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opportunities of eGovTube; (c) using and exploiting the opportunities of 
RuralObservatory 2.0; and (d) using and exploiting the opportunities of eGovPortal. 

The organized workshops will allow to provide direct tutoring on the RI tools that 
will foster the reduction of administrative burdens related to public services and to 
gather insights from direct interaction from targeted users by the means of discussions 
and of hands-on sessions. It also concerns testing products and services in real time 
and real life environments, thus helping users to encounter, understand and solve 
problems, , and to detect the usable features that have to be promoted. Observation of 
the behaviour of the users will provide information about how to improve the 
usability of the tools and the users’ ICT skills. Recommendations, thus, will be based 
in real life experiences of the target group, and therefore they will be context based 
and usable. 

Training content is a very vital means so as to disseminate the RI knowledge to 
interested stakeholders. The training content will be used in the training workshop 
sessions that will be attended by the PA employees in the context of the RI project. In 
total, 21 learning objects/ activities have been determined. A learning object is any 
entity, digital or non-digital, that may be used for learning, education or training [8], 
[9]. The learning objects have been analyzed by a set of characteristics, which have 
been classified in three main categories, namely content characteristics, media type 
and format and usability and availability, as described below [3]: 

 
(i) Content characteristics 
• Subject coverage: The most important identification in regard to the training 

content is the different topics it covers. There are four main subjects, namely 
Public Service Modelling, Using eGovTube, Using RuralObservatory 2.0, and 
Using eGovPortal. 

• Type: A learning object can be of one or more of the following types, namely 
application, assessment, case study, demonstration, educational, glossary, guide 
and lecture (course/seminar).  

• Content use: In regard to the potential use of the content, two possible uses have 
been identified, namely informational use and use for training purposes. 

• Quality procedures: An approach for evaluation of the content quality, including 
structured questionnaires and interviews. 
 

(ii) Media type and format 
• Format: Learning objects are in various formats (e.g. videos, PowerPoint 

presentations, and Word documents) so as to offer a variety of means and attract 
more participants. 

• Size: The analysis of content in respect to the storage capabilities revealed that the 
total of content does not have excessive requirements for storage. 
 

(iii) Usability and availability 
• Ownership: For every learning resource the owner and creator/author have been 

identified. 
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The objective of training PAs on documenting and modelling public services using 
the RI methodology and tools has been achieved through the creation of fifteen 
learning objects. Three learning objects have been created so as to support the 
eGovTube tool. Also, two and one learning objects have been created for exploiting 
the possibilities of RuralObservatory 2.0 and eGovPortal correspondingly. 

4 Conclusions 

In the context of business to government innovations, current EU initiatives aim at 
building a strong European economic area with simplified government transactions. 
Although, various efforts and e-government initiatives at national/European level 
exist to enable electronic communication/ transactions between SMEs and PAs, 
complexity still exists. 

In this light, the reduction of SMEs’ administrative burdens is one of the issues to 
be studied. SMEs devote many resources and time to find information before 
executing a particular public service. The administrative burdens incurred by this 
process deprive SMEs of their ability to make more investments and enhance their 
dexterity. RI tries to address the problem of the alleviation of administrative burdens 
by easing the discovery of public services by rural SMEs, personalizing the service 
and providing all necessary information for its execution. Also, RI provides a 
collaborative training for helping PAs in implementing e-government services and 
rural SMEs in using them. Thus, RI boosts a transformational e-government dynamic 
by achieving a change in culture on how e-government services are designed by PAs 
and accessed by rural SMEs.  
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Abstract. The large-scale proliferation of wireless communications
both inside and outside the home-office environment has led to an in-
creased demand for effective and cheap encryption schemes. Now a new
chaos based signals as arbitrary source and digital signals as main source
make digits for Elliptic curve algorithm by 2 parallel-in (with pipelining),
1parallel-out and 1 serial-out to produce encrypted signals. For comput-
ing this scheme in application on MC-DS-CDMA transmitter and re-
ceiver, new algorithm of division with the least time consumption, is
presented.

This algorithm is implemented in modular division over GF (2m)
without any considerable increase in hardware gate count. By consid-
ering appropriate circuit configuration, the simulation results are also
presented.

Keywords: ECC, Chaos source, Proposed Divider, FPGA,
MC-DS-CDMA.

1 Introduction

Finite fields GF (2m ) have several applications in such areas of communications
as error-correcting codes and cryptography. In these applications, computing in-
verses or divisions in GF (2m ) is usually required. Since it is not efficient to per-
form such computations in real time on a general-purpose computer, hardware
efficient architectures for inversion or division in GF (2m ) are highly desirable
[2]. Computing inversion or division over GF(2m) can be performed in one of
the following forms:

1. Little Fermat’s theorem, computed by a modular exponentiation: XY 2m−2

mod p(x) [3];
2. Solution of a system of linear equations over GF( 2m) using Gaussian elim-

ination [4,5];
3. The use of the extended Euclid’s algorithm over GF( 2m) to perform iterative

transformations of the GCD(Greatest Common Divisor) [2,6,7].
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The first and second schemes have area-time product of O(m3), but the last
scheme has O(m2) [7]. So the last scheme is more desired than the first and the
second schemes. But in the literature this kind of algorithms is usually considered
as very slow [8]. On the other hand, due to the size of the field-m is not being
constant it is desired to reduce its effect on the hardware design. In this paper
a new and fast algorithm for division over GF (2m ) based on extended Euclid’s
algorithm scheme is developed that can perform a finite field division in m-1
clock cycles and its proposed hardware implementation of m. The rest of the
paper is devoted to implement this modular in new scheme with chaos circuit
as arbitrary source to ECC (Elliptic Curve Cryptosystem).

2 New Variant of Euclid’s Algorithm for Division
in GF(2m)

Let A(x) and B(x) be two elements in GF (2m ), G(x) the primitive polynomial
used to generate the field and P (x) the result of the division A(x)/B(x) mod
G(x), where:

A(X) = am−1x
m−1 + am−2x

m−2 + ...+ a1x+ a0 (1)

B(X) = bm−1x
m−1 + bm−2x

m−2 + ...+ b1x+ b0 (2)

G(X) = xm + gm−1x
m−1 + gm−2x

m−2 + ...+ g1x+ g0 (3)

P (X) = pm−1x
m−1 + pm−2x

m−2 + ...+ p1x+ p0 (4)

Each coefficient of the polynomials is in (0, l). P (x) is called the inverse of B(x)
when A(x) = 1 [2].

A. Reclaimed Euclid’s Algorithm
This algorithm needs a total of 2m iterations. This fact within the following is
obtained [2]:

R = B(x); S = G = G(x); U = A(x); V = T = 0; state = 0; count = 0;

For i = 1 to 2m do R = x .R; T = x .T mod G; //key operations

If state = = 0 then count = count + 1;

If rm = = 1 then R <-> S; // rm : the coefficient of x^m in R

R = R + S; T= T + U; T= U; state = 1; End

Else count = count - 1;

If rm = = 1 then R = R + S; T = T + U; End

If count = = 0 then V= V + T; u <-> v; state = 0; End

End

End // V has P(x) = A(x)/B(x) mod G(x); count = 0.

R is a polynomial with a degree of at most m, S is a polynomial with degree m,
and U, V and T are polynomials with the degrees at most m− 1.



Optimum Hardware-Architecture for Modular Divider in GF(2m) 247

Table 1. An example of the claimed algorithm for division in GF(24 ) [2]

i counter state R S U V T

0 0 x3 + x+ 1 x4 + x+ 1 x3 + x2 + x 0 0
1 1 1 x2 + 1 x4 + x2 + x x3 + x2 + x 0 x3 + x2 + x
2 0 0 x3 + x x4 + x2 + x x3 + x2 + x+ 1 x3 + x2 + x x3 + x2 + x+ 1
3 1 1 x x4 + x2 x3 + x2 + x+ 1 x3 + x2 + x x3 + x2 + x+ 1
4 0 0 x2 x4 + x2 x+ 1 x3 + x2 + x+ 1 x3 + x2 + 1
5 1 0 x3 x4 + x2 x+ 1 x3 + x2 + x+ 1 x3 + 1
6 2 1 x2 x4 x+ 1 x3 + x2 + x+ 1 x+ 1
7 1 1 x3 x4 x+ 1 x3 + x2 + x+ 1 x2 + x
8 0 0 0 x4 0 x+ 1 x3 + x2 + x+ 1

B. Proposed Algorithm for Division
The main disadvantage of the above architecture is the required high number
of clock cycles per a division over GF (2m ) i.e,. (2m− 1 cycles). The proposed
new algorithm merges two stages of the binary extended GCD algorithm over
GF (2m ) to obtain the result of two stages simultaneously so that the whole
stage can be done in one clock cycle, and in a way that the algorithm is directly
proper to be implemented in hardware. It has been tried to obtain a relation
between the registers (R, S, U and V) and states (count and state) of iteration
with the corresponding registers and states of two previous stages.

R = B(x); U = A(x);S = G(x);V == 0; (C1 = C2 = J) == 0;
For i = 1 to m− 1 do

If C1 == 0 then C2 == 0;
If C2 == 0 then C1 + +; Else C1−−;
If ((C2&C1) == 0) then J == 1; Else J == 0;

R = R + [(!R[0]&R[1])XOR(R[0]|R[1]))].S + [((R[0]&!R[1])&(R[0]|R[1])].
[(C2|!R[0]).S + (!(C2|!R[0]).R].X ;

U = U + [(!R[0]&R[1])XOR(R[0]|R[1]))].V + [((R[0]&!R[1])&(R[0]|R[1])].
[(C2|!R[0]).V + (!(C2|!R[0]).U ].X ;

S = (J |R[0]).R + [(!(C2|R[0]|R[1])XOR(C2&!(J&R[1])))].S + [((C2|R[0]|!R[1])

XOR(C2 & R[1] & !J))].R+R[0].S
X ;

V = (J |R[0]).U + [(!(C2|R[0]|R[1])XOR(C2&!(J&R[1])))].V + [((C2|R[0]|!R[1])

XOR(C2 & R[1] & !J))].U+R[0].V
X ;

If ((C2|!R[0])&R[1] == 1) then C2 == 1;
If (!(C2|!R[0])|C2 == 1) then C1 + +; Else C1 −−;

R = R
X2

U = U+R[0].X+R[1]
X2 + (R[0]|R[1]). SX + (R[0]&R[1]). S

X2

End.

As the result of the states are conditioned to the result of the registers after an
iteration and also the registers are calculated respect to the status of the states,
an extra state condition , J , is added to register the state in the middle stage.
The following algorithm shows the result of the performed experience. In the
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above algorithm, the three parameters: C1, C2 and J, control the flow of the
iterations and in each stage, the content of R, S, U and V are computed using
these condition parameters along by the first and second bits of R in each stage
(i.e. R[0], R[1]). At the end of each iteration a division by X2 is performed that
can be done just by a right shifting of the corresponding register. Although the
proposed algorithm seems to be complex, its hardware implementation is very
simple and just use logical gates and latches.

Table 2. An Example of Proposed Algorithm for Division in GF( 24)

i C1 C2 J R S U V

0 0 0 x3 + x+ 1 x4 + x+ 1 x3 + x2 + x 0
1 1 0 0 x4 + x3 → x2 + x x2 + x+ 1 x3 + x2 + x → 1 x3 + 1
2 2 1 1 x2 + x → x x2 + x 1 → x+ 1 1
3 1 1 0 x → x x+1 x+ 1 → x x+1
4 0 1 x x x+1

In table 2, first line shows initial polynomials, at first cycle (i=1) by state
conditions (C1=1, C2=0) and with the equations for R, S, U and V, we would
have new polynomials. In this cycle after calculating R and U, at the end of the
program new values should be replaced (i=1, columns 5,7). This computation
continues to i=4 and we can see the same value for V that had been obtained
by i=3, thus for m-1 cycle will catch.

3 Hardware Implementation

The algorithm is designed so that it could be implemented by simple basic gates
and latches for synchronization for the iterations. The proposed hardware con-
sists of four separated modules. These modules are designed to calculate R, S, U
and V registers that are exposed in a block diagram as follows. The calculation
manner of control parameters, C1, C2 and J have been shown in program of pro-
posed algorithm (VHDL language-section 2.B). The statements of /X and /X2

Fig. 1. Random Inputs for Security
Block

Fig. 2. Outputs of Security Block with λ
Digit
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Fig. 3. Random Inputs for Security
Block

Fig. 4. Outputs of Security Block with λ
Digit

Fig. 5. The Result of new Algorithm for division

is implemented by shifted wiring of the corresponding data buses connecting to
the latches. The module of R, S, U and V block in the new algorithm imple-
mentation are represented in Fig.1, Fig.2, Fig.3 and Fig.4 respectively. Also, the
result of new algorithm for division is represented in Fig.5.

4 Encryption Scheme in Application on MC-DS-CDMA
Transmitter and Receiver

Chaos was defined as process like random existing in the confirmed system. This
process was non periodical, and it was stable on the whole and extensive on
spot[1]. The chaos signal especially suited for secret communication because it
has the characters of conceal, inscrutability, high complexity which are liable to
achieve [9]. In this paper we offer simple chaos circuit that is combined with ECC
to produce cypher. For this production, new algorithm for division helps that
time consumption becomes the least. The basic character of the chaos motion
[9] could be defined as follows for n = 0, 1, 2, ... where:

xn+1 = k.xn.(1− xn) (5)

k ∈ (3.4688596, 4) (6)

xn ∈ (0, 1) (7)
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Assume that every symbol of one user is passed from serial to parallel block and

we have d
(0)
i (n) , i ∈ {0, 1, ..., v−1} with n bit-symbols in each line [10]. Suppose

that bit-symbols of one line go to security block (Fig.6), at first the digits would
change with Chaos algorithm, afterwards these are varied with based digits to
make Elliptic curve algorithm input data (Fig.7).

Fig. 6. Random Inputs for Security
Block

Fig. 7. Outputs of Security Block with
λ Digit

a2, a6 are calculated with each pair of {(x1, y1), (x2, y2)} in Elliptic curve
equation i.e., (y2 + x.y = x3 + a2.x

2 + a6), and then:

If a6 �= 0 then

x3 = λ2 + λ− x1 − x2 − a2 ; // a2 =
y2
1+x1.y1+x3

2−y2
2−x2.y2−x3

1

x2
1−x2

2

y3 = (x1 − x3).λ− x3 − y1 ;

If x1 �= x2 then λ = y1−y2

x1−x2
; else λ =

3x2
1+2a2x1−y1

2y1+x1

If x1 = x2 = 1 then a2 = −0.5 ;
If x1 = x2 = 0 then a2 = 0.

The rest of the computation for output digits is adherence for equations above.
Conversly at the receiver with cypher digits and λ, we could gain our initial
values again. Decryption is calculated in the following:

λ = (∼x1−∼x2).k
x1−x2

=∼ k ;
if (λ =∼ k) x1 �= x2 ; else x1 = x2 ;

y1 =∼ x1.k ; x1 = in(1,2)+(λ+1).in(1,1)
λ−∼k ; x1 ∝ x2.

In encryption, parallel symbols in each line are separated into 2 digits (x1, x2)
so in decryption, at receiver we have in(1, 1) and in(1, 2) for each stage.

5 Simulation Results by MATLAB

In d(k)(n) = [d
(k)
0 (n), d

(k)
1 (n), ..., d

(k)
v−1(n)][10] if v = 100 we have 100 lines after

S/P (Fig.6) and we assume 4-bit symbols for each input symbol (Matrix [100,4]).
Every 2-bit symbols input to the security block have 2-bit outputs (Fig.7) that
calculate with fourth section equations.
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Fig. 8. Random Inputs for Security
Block

Fig. 9. Outputs of Security Block with λ
Digit

6 Conclusion and Comparison

In this paper the algorithm of calculating modular division over GF (2m ) based
on extended binary GCD is modified to improve the system implementation
speed. The important differences between Reclaimed Euclid’s algorithm[2] and
proposed algorithm are throughput and latency with 1/2(m-1) and (5m-4) val-
ues respectively for first algorithm and 1/(m-1) and m-1 values respectively for
second algorithm. Additionally an algorithm is designed and provided directly
for the hardware so that as shown in Table 3, almost affiliation of the hard-
ware are obliterated with the size of the field selected (i.e. the amount of m in
GF(2m)). Table 3 shows the compression of the proposed algorithm with the
most commonly used algorithms of Kim [11] and Bruner [6] considering both in
speed and area consumption. These comparisons show that proposed algorithm
has the smallest latency.Of course, if the algorithm is implemented by the sys-
tolic architecture, it will result in better specifications in speed and cell delays as
well as improvement in clock frequency. That is the future work of the author.

Table 3. Compression of the proposed algorithm with the most commonly used algo-
rithms of Kim and Bruner, in speed and area consumption

Bruner et.al Kim et.al Proposed algorithm

Throughput (1/cycles) 1/2m 1/2m 1/(m-1)
Latency (cycles) 2m 2m m-1
Basic Components and their numbers AND2:3M+log(m+1) AND2 :3m+5 AND2:12

XOR:3m+log(m+1) XOR:3m+1 XOR:5m+12
FF:4m+log(m+1) FF:5m+2 FF:16
MUX2:8m MUX2:4m+4 OR2:8

OR2:1 AND3:2
OR3:2
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The reclaimed Euclid’s algorithm based on the COMPASS 0.6um CMOS is
performed with maximum propagation delay 3ns and clock rate up to 167MHZ[2],
while our proposed algorithm is implemented by MAX7000S series-FPGA is per-
formed with delay time 1ns and maximum frequency 10000MHZ. In resumption,
the algorithm of cryptography is security voucher with combination of two en-
cryption algorithms to complete MC-DS-CDMA block. The results expose that
finding relation between output-columns is impossible, because encryption equa-
tions are based on arbitrary environment such as Chaos algorithm with its ran-
dom characters and Elliptic curve in cycloids too. The Fig.8 and Fig.9 show
in-out and out-in encryption and decryption unit sequentially.
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Abstract. The prevalence of computer and the internet has brought forth the 
increasing spate of cybercrime activities; hence the need for evidence to 
attribute a crime to a suspect. The research therefore, centres on evidence, the 
legal standards applied to digital evidence presented in court and the main 
sources of evidence in the Windows OS, such as the Registry, slack space and 
the Windows event log. In order to achieve the main aim  of this research, 
cybercrime activities such as automated password guessing attack and hacking 
was emulated on to a Windows OS within a virtual network environment set up 
using VMware workstation. After the attack the event logs on the victim system 
was analysed and assessed for its admissibility (evidence must conform to 
certain legal rules), and weight (evidence must convince the court that the 
accused committed the crime). 

Keywords: Cybercrime, Digital forensics, Digital evidences. 

1 Introduction 

The proliferation of computer and network systems has brought forth the increasing 
spate of cyber crime [1]. The Windows operating system (OS) is the most prevalent; 
therefore, Windows users bear the brunt of most cyber crimes [2]. Criminals constantly 
devise a variety of technique to perpetrate crime; and are constantly updating their skills 
subsequently, the need for measures to investigate how computer crimes are committed 
and mechanisms for identifying suspects, in order to present evidence needed for 
successful prosecution is vital to mitigating cyber crime. The need for technology to 
combat cyber crime has therefore conceived computer forensics [3]. “Computer forensic 
can be summarised as the process of collecting preserving, analysing and presenting the 
computer-related evidence in a manner that is legally acceptable in court” [4]. 
Evidences gathered during forensic investigation could be used in criminal cases such as 
in intellectual property theft and other civil cases.  

However, for evidence to be admitted in court it has to satisfy two test which is the 
admissibility (evidence must conform to certain legal rules) and weight (evidence 
should sufficiently convince the court that the crime is committed by the accused). 
The admissibility test requires that evidence conform to certain legal rules such as 
authenticity and reliability, best evidence rule and hearsay rule [5]. After evidence is 
admitted in court, its weight is assessed to determine its probative value [6]. The 
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Windows OS preserves a pool of data from which investigators can obtain evidence 
pertinent to a case under investigation (StrathclydeForensics, n.d.). Evidence related 
to cybercrime activities can be found locations such as, Registry, Slack space and the 
Windows event log [7].   

The Windows event log is the most important source of evidence during digital 
forensic investigation of a Windows system because the log files connect certain 
events to a particular point in time [8]. An event in Windows Event log is an entity that 
describes some interesting occurrence in a computer system [9]. For instance event log 
is generated when an OS starts, stops or fails, when a user attempts to access system 
resource or logged on to a computer etc. To the digital forensic investigator event logs 
is of enormous benefit as it provides a detailed step by step account of activities that 
occurred in a system. By investigating the event logs incidence response team could 
tell whether an attempt to intrude a system succeeded or not [10].  

The objective of any investigation is to identify evidence that is needed to attribute 
a crime to the perpetrator. This can be achieved by unveiling information that links a 
crime to a suspect. It can be used to support or to refute the occurrence of a crime and 
also to provide useful information in proving the intent of committing a crime, which 
is a key to prosecution [6]. This paper therefore, aims to discuss legal requirements of 
evidence and then discuss the sufficiency of the Windows event log as source of 
evidence in digital forensics. 

2 Legal Requirement for Evidence  

The legal requirement for evidence is that it satisfies two tests: admissibility (evidence 
must be in conformity to certain legal rules) and weight (must be understood and 
convincing enough to the court). 

2.1 Admissibility 

The general standard for admissibility of evidence is to prove that the evidence is 
relevant, authentic and reliable It is also required that evidence satisfy the best evidence 
rule  and does not contain hearsay unless if it is classified as an exception to the hearsay 
prohibition rule before it is  admitted as evidence in court [11].  

2.1.1 Authentic and Reliable 
The requirements for the authentication of evidence to satisfy the court are:  
 

• The evidence was not altered during collection and  
• It actually comes from the claimed source – human or machine. 
• Supplementary information such as date of record to be used as evidence is accurate 

Two steps are involved in authenticating digital evidence. The first step involves the 
examination of the evidence to determine whether it is what the proponent purports and 
that it originates from the claimed source. Authenticity of digital evidence can be verified 
if the person who has collected the evidence testifies that the integrity of the evidence has 
been maintained and that the evidence originates from the claimed source. The second 
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step of the authentication process involves analysis of the evidence to ascertain its 
probative value [6]. Digital evidence is acceptable in court if a witness who is versed in 
computer operation can testify that the evidence is authentic and reliable [11]. 

After evidence is authenticated and accepted in court its reliability is evaluated to 
ascertain its probative value. The evidence must be cogent and understandable [5]. Doubts 
regarding the integrity of evidence reduce the weight of evidence in court Digital evidence 
is acceptable in court if the party presenting it can prove that the information is reliable 
and the reliability can be verified by the opposing party in court [12].  

2.1.2 Satisfy the Best Evidence Rule 
Writing - The best evidence rule requires that original evidence to be provided before 
evidence is acceptable in court. Evidence in the form of writing is required to satisfy 
the best evidence rule. However, because exact and accurate copies of the original 
evidence can be made, duplicate copies are now acceptable and since computers are 
capable of producing an accurate copy of the digital evidence, printout of digital 
evidence are usually acceptable in court.   

Hearsay – the rule of hearsay is applicable to all evidence unless it falls within 
exception to the hearsay prohibition. According to Casey 2004 pp179 “Evidence 
contained in a document is hearsay if the document is produced to prove that a 
statement made in court is true”. For example, e-mail message may be used to 
demonstrate that an individual made a statement but it cannot be used to prove the 
veracity of the content of the e-mail [6]. Digital evidence is classified as computer 
generated or computer stored or hybrid.   

Computer generated- this is evidence consisting of output from a computer program 
e.g., ATM receipt phone records. Courts admit computer generated record providing 
an expert witness testifies that the computer that generated the record produced an 
accurate result and was functioning properly [11]. 

Computer Stored- Computer stored evidence are electronic data consisting the writing and 
statement of an individual e.g. e-mail, business correspondence. Computer stored evidence 
has more ambiguous standard of authenticity than computer generated. Requirements of 
some court are that the same standard of authenticating physical document be applied to 
computer stored – advocates must demonstrate firsthand knowledge of the evidence. 

Hybrid- hybrid combines the features of both computer generated and computer 
stored. Computer generated records are classified under the business record exception 
to hearsay rule prohibition. Computer generated data are not regarded as hearsay as 
they do not consist of human statement rather they document an action [6]. 

2.2 Weight  

The weight of evidence is a non-scientific concept. After evidence is accepted in court 
the next step of the evaluation process is to assess its weight. There isn’t any 
classification of evidence that a court is compelled to accept. The differences between 
admissibility and weight are unclear especially in scientific evidence. In assessing the 
weight of evidence a number of features are put into consideration. Based on these 
features the weight evidence carries is determined.  
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2.2.1 Authenticity 
The evidence is connected to the circumstances and the suspect. 

2.2.2 Accuracy 
Evidence must be convincing and error free; evidence must be acquired using 
standard accepted procedure by an expert who is able to explain the procedure [5].  

2.2.3 Completeness 
Evidence must be capable of telling in- its- term the whole event that occurred [5]. 

2.2.4 Clear Chain of Custody 
In assessing the weight of evidence the manner in which evidence is handled right 
from collection to the time is presented to court put into consideration. All people who 
handled the evidence and actions performed on the evidence should be documented. 
The condition of the evidence at the time of collection   should be described. 

2.2.5 Transparency of Forensic Procedure 
The forensic procedures should be transparent such that a third party can follow the 
same method and arrive at the same conclusion [5]. 

3 Legal Standards Applied to Digital Logs 

Because digital logs are used as evidence in court, it is therefore, required that the 
logs satisfy legal standards applied to evidence. As discussed earlier evidence are 
generally required to conform to certain legal rules before being admitted as evidence. 
The rules require that evidence is authentic, reliable and relevant. Also required is that 
evidence does not contain hearsay and that it satisfies the rule of best evidence. 

3.1 Authentication and Log Evidence 

It has been discussed earlier that evidence is authentic if originates from the claimed 
source and that its integrity has not been compromised. The rule applies to log 
evidence as well. As earlier discussed computer evidence is classified in court as 
computer-generated, computer stored or hybrid. Based on this classification the court 
determines how to scrutinize digital log before admittance. There is no over-arching 
prescription for classifying digital logs therefore; its admissibility is open to case by 
case decision. For computer generated record, Courts admit computer generated 
record providing an expert witness testifies that the computer that generated the 
record produced an accurate result and was functioning properly. 

3.2 Log and Best Evidence Rule 

As discussed earlier the best evidence rule requires that evidence is original before it 
is admissible in court. The standard is applied to ensure its credibility. In the case of 
computer record, printouts or other output that exactly represent that they are regarded 
as original. Therefore, accurate printout of computer records is accepted as evidence 
in court. Digital logs satisfy the best evidence rule if the MD5 hashes of the original 
and the copy matches. 
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3.3 Digital Log and Hearsay  

The application of the rule of hearsay to digital logs depends on the way a court 
classifies the log- computer generated, computer stored or hybrid. As described 
earlier. Computer generated are classified under the business record exception to 
hearsay prohibition rule [11]. Computer generated records have been classified as non 
hearsay because its proponent have been able to demonstrate to the court that the 
records are merely the product of a computer operating under a set of programme 
with no human intervention [6]. 

4 Methodology 

In order to achieve the objective of this paper, analysing the sufficiency of the 
Windows event log as evidence in digital forensic investigation, experiments were 
conducted within a virtual network environment. The virtual network was set up using 
VMware workstation. Within the virtual network configuration, cyber crime related 
activities were emulated to determine the sufficiency of the Windows event log in 
providing evidence of the attack. The cyber crime activity emulated involves 
password guessing attack with the aid of the Net Essential tools. 

Essential Net Tools used to conduct the password guessing attack on the target 
system (Window Server 2003 domain controller). Net Essential tool contains a variety 
of network auditing tool, which includes NetBIOS Auditing Tool. NetBIOS Auditing 
Tool is used to audit a system that offers NetBIOS file sharing service. It also offers 
password guessing functionality. NAT is a GUI tool with an interface that requires 
 

 

Fig. 1. A total of 181 passwords checked on target 

 

Fig. 2. Administrator password found on victim computer 
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user to supply the starting IP address and the stopping IP address of the target system. 
NAT attempts to crack the target system by trying a combination of predefined 
username and password. Figures 1 – 2 displays result of the attack. 

5 Analysis of the Event Logs for Evidence of Attack 

The previous section shows that an automated password guessing attack was 
conducted on a Windows Server 2003 server using NetBIOS Auditing Tool (NAT). 
The attack involved connecting to an enumerated share (IPC$, C$) on a target 
(Windows Server 2003) domain controller and then attempting to crack the target 
with a combination of guessed username and password. During the attack process, a 
total of 181 passwords were checked (fig 1). On completion of the attack five shares 
including the C$ and ADMIN$ were enumerated on the victim system. A total of 
eleven users were enumerated. Passwords for administrator account and a user 
(nurex113) was discovered on the victim system (fig 2). 

In this section, the event log is analysed for evidence of activities that occurred 
during the attack. The attack involved an automated password guessing, therefore, a 
series of username and password combination will be used by the attacker in attempt 
to authenticate and logon to the target system. As authentication and logon events are 
recorded under the account logon and logon events the analysis will be focused on the 
events generated under the account logon and logon category of the security log in the 
victim system. 

5.1 Examination of the Security Log on the Victim Computer for Evidence  
of Failed Account Logon Events 

As the victim computer is a Window Server 2003 domain controller, both account logon 
and logon events will be recorded in the security log of the victim computer. The 
account logon event logs only authentication events (Microsoft, 2011). Because the 
attack was conducted from a local account and Microsoft uses NTLM to authenticate 
local accounts; Event ID 680 was filtered in order to search for failed NTLM 
authentication. A series of failed account logon event was discovered in the security log 
of victim system. A large number of failed authentications appearing in the security log 
of the victim computer is a clear sign that the computer was under an automated 
password guessing attack. In order to obtain more information on the attack, some of the 
entries were examined to find any correlation between the events as shown in fig. 3. 
 

 

Fig. 3. Event ID 680 recorded when the attacker logon to the victim system 
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5.2 Examining the Victim System for Evidence of a Successful Authentication 
(Account Logon)  

As shown above, the attacker hacked into the passwords of the administrator 
(Administrator) and the user (nurex113) accounts; subsequently the attacker 
successfully authenticated to the victim. In Windows Server 2003, Event ID 680 is 
used to record both failed and successful NTLM authentication. Event ID 680 with 
success audit was recorded in the security log of the victim system as shown in fig 4. 
The event logs generated in fig. 4 also provides evidence that the attacker has 
successfully guessed two passwords from the target system. 

    

Fig. 4. Event ID 680 recorded when the attacker successfully guessed and logon with the user 
account nurex113 

5.3 Examining the Victim System for Evidence of Failed Logon Events 

Logon event is generated when a user is attempting to access a resource on a 
computer. Before a user can logon to a computer the user must be authenticated. If the 
authentication (account logon) succeeds then the user is granted access (logon) to a 
system. If, however, the authentication fails the user is denied access to the system. 
The authentication process and the resulting event generated have been discussed in 
the previous section. This section discusses the evidence provided by the Windows 
event log due to failed logon.  A large number of failed logon events are also recorded 
in the security log of the victim system and they are an indication that an unauthorised 
person is attempting to logon to the target system. After filtering for Event ID 529 in 
the security log, a large number of failed logon events were revealed. A security log 
full of failed logon events is a sign that the computer is under an automated password 
guessing attack..However, In order to obtain more information on the failed logon, 
some of the entries was viewed and examined as shown in fig 5. 

5.4 Examining the Victim System for Evidence of Successful Logon Events 

As demonstrated above, the attacker has successfully obtained the password for two 
accounts, the administrator account and the user account (nurex113) and subsequently 
logon with their credentials.  This results in an Event ID 540 to be logged in the 
victim computer. Event ID 540 indicates that the attacker logged on from a network. 
Figures 6 and 7 below show event generated as a result of a successful logon. 



260 N.M. Ibrahim et al. 

   

Fig. 5. Event ID 529 showing failed logon for user nurex113 

 

Fig. 6. Event ID 540 showing successful logon for administrator 

 

Fig. 7. The bottom of description field for the same Event ID 540 

6 Evaluating the Sufficiency of the Windows Event Log  
as Evidence 

In the previous sections, the security log of the victim system has been examined and 
analysed for evidence of the cyber crime activities emulated. In this section the 
evidence obtained are analysed to determine whether they satisfy the legal standard 
applied to digital logs and evidence in general. It has been mentioned earlier that 
evidence is required to satisfy two test (admissibility and weight).The admissibility 
requirement is that evidence satisfy some legal rule such as authenticity, best evidence 
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rule and the hearsay rule. The weight of evidence is assessed based on how the 
evidence is able to convince the court that the accused is guilty. 

6.1 Admissibility of the Windows Event Log as Evidence 

Authenticity of the Windows Event Log: Evidence provided by the Windows event 
log is admissible if it can be proven that the evidence is from the claimed source. This 
can be confirmed by examining the logs generated from the attack. The computer 
field of each of the events generated shows that the logs were generated by the victim 
system (STUDENT_AKVC0J).This proves that the logs were authentic and actually 
originates from the source. 

The Windows Event Log and the Hearsay Rule: Log evidence is classified as 
computer generated. Computer generated records are classified as an exception to the 
hearsay prohibition rule [11]. Therefore, the Windows event log  falls under the 
classification of the hearsay exception prohibition as it is generated by a computer 
that is operating under a set of program. 

The Windows Event Log and the Best Evidence Rule: It has been discussed earlier 
that log evidence satisfy the best evidence rule and because the Windows event log 
falls under the category of log evidence, it therefore satisfies the best evidence rule. 

6.2 Weight 

As discussed earlier, the criteria used in assessing the weight of evidence is that the 
evidence provides sufficient information needed to convince the court that the crime 
was perpetrated by the accused [5]. Therefore, in this section the weight of the 
evidence provided by the Windows Event log after each of the attacks is evaluated. 

Evaluating the Weight of the Windows Event Log for the Password Guessing 
Attack: Evidence carries much weight if it can be linked to the circumstances and the 
suspect and also, if can tell in its own term the whole story of the activities performed 
by the attacker [5]. This section will therefore analyse whether the evidence provided 
by the Windows event log can be linked to the circumstances of the crime and 
whether it tells the details scenario needed to reconstruct the events that occurred 
during the incident. After the examination and analysis of the password guessing 
attack demonstrated above, it was discovered that the Windows event log tells the 
complete story of the attacker’s activities. It provides the following information: 

1. From the security log of the victim system a series of failed authentication 
activities and failed   logon activities were discovered and this provides evidence 
that the victim system was under a password guessing attack. 

2. Careful examination of the logs further revealed that the attacker has enumerated 
some user account on the victim system and attempted to logon with their 
credentials. This evidence was obtained from viewing the entries of failed 
account logon and logon events. 

3. It also provided evidence that the attacker successfully cracked the victim system 
and discovered passwords for 2 users as previously discussed. This evidence was 
obtained from the successful logon and account logon events. 
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4. It provided the attacker workstation as WIN2K8 
5. It provided the IP address of the attacker as 192.168.100.15  

In conclusion, the analysis of the Windows event log proves that it provides all the 
evidence needed to reconstruct the activities performed during the password guessing 
attack and also to link the attack to the actual perpetrator. Hence, it will carry much 
weight in court. 

7 Conclusion 

This paper has investigated the question of sufficiency of windows event logs in serving 
as digital forensics evidence that could be accepted in the court of law. it has been 
discussed that evidence must satisfy two the admissibility and weight test The 
admissibility test requires that evidence conform to certain legal standard such as 
authenticity, reliability and that the evidence most not contain hearsay. After evidence is 
admitted in court its weight is accessed to determine its probative value. In evaluating 
the weight evidence, what is most considered is that the evidence be able to convince 
the court that the offence was perpetrated by the accused. cyber crime activities were 
emulated on a Windows Server 2003. The cyber crime activities emulated involved 
password guessing attack and exploitation of the Windows network service.  
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Abstract. The European Union (EU) member states have over the past decade 
been actively developing their e-government services. These services cover a 
whole range of Public Administration activities aiming to integrate digital 
interaction between government agencies, government and citizens, as well as 
government and businesses. This paper provides a review of the criteria used in 
evaluating e-government services worldwide. Emphasis is given on the progress 
made by EU States as well as their commitment in meeting European 
Commission’s requirements. Furthermore, the degree of European stakeholder’s 
(citizen, business and organisations) satisfaction is estimated and compared to 
the availability of these online services. 

Keywords: e-government, e- services, e-democracy, e-government indicators, 
Public Administration. 

1 Introduction 

Availability of e-Government services in modern societies, with complex day to day 
activities, is a prerequisite not only for meeting citizen’s needs but also in creating the 
background for the development of knowledge based economies. This observation 
had lead the European Commission (EC) to very significant decisions for the 
information society and media, aiming at further enhancing the contribution of 
Information and Communication Technologies (ICT) to societies and citizens’ life on 
one hand and, on the other, to the global economy as a whole [1].  

Ambitious plans of accelerating the whole process of e-Government “for all”  in 
the member states of the EU, with so diverse political, social and economic systems, 
are not easily implemented and, quite often, fail to meet their targets, despite of the 
available resources both of national and community public expenditure. Furthermore, 
the economic crisis prevalent in Europe during the time of writing, has led to 
considerable changes of plans due to severe restrictions in expenditure. 

The main aim of the EC decisions towards e-Europe was in reducing bureaucracy 
among the twenty seven states. Adding to the existing national bureaucratic 
procedures, bureaucracy imposed by the policies, directives and regulations of 
Brussels made the task of simplifying, homogenising, integrating and automating 
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public administration procedures rather more difficult [2], [3]. Indeed, national 
diversity is a characteristic of plurality and should be encouraged to exist. 
Nevertheless, many horizontal activities exist in the EU. Examples of difficulties in 
systems unification and integration appear in taxation, insurance and public health.  
The present crisis in Economy, starting from Greece and the fears to be spread all 
over Europe, and the inability of European organisations to deal with this problem is 
another demonstration of the lack of cohesiveness within the administrative 
mechanisms of the member states. 

In spite of the negative economic climate, there has been some progress towards e-
government development and integration recently. Two successive e-Europe Action 
Plans [4], [5] focusing on “eEurope – an Information Society for All” have be finally 
integrated by the i2010 e-Government Action Plan [6]. Low uptake of ICT 
innovations has led the EC to the Digital Agenda for Europe 2020 [7].  

In section 2 of this paper, the aims of these plans are described in brief. The whole 
effort on ICT developments that had a direct effect to the implementation of e-
Government services is described in section 3. Section 4 considers existing e-
readiness assessments and the indicators for e-government readiness evaluation. 
Finally, in section 5 the authors propose ideas and views for strengthening the whole 
effort towards a successful implementation of e-government services satisfying 
today’s citizen needs. 

2 Information Society: The European Initiatives 

By the end of the 20th century, figures regarding Internet usage in Europe were 
disappointing and presenting a large disparity among the EU member states [8], 
particularly so in the south of Europe. In response to this data, a multilingual major 
project was launched aiming at the PROMotion of Information Society in Europe 
(PROMISE). Its main objectives over a five year plan were to: (i) increase awareness 
and appreciation of the public to the degree of influence of the Information Society 
and its implications to day-to-day practices, (ii) alert societies in making full use of 
socioeconomic benefits, and (iii) stimulate the role of EU in the global aspect of the 
Information Society [11]. 

In promoting Internet usage and combining this with the “people and skills” 
investment, the Action Plan strongly supported, at a priority level, projects for 
improvement of networks of scientific research communities. Information Society 
Technologies (IST) Programme was then launched by the EC [12] within the 5th 
Framework Programme for Research, Technology Development and Demonstration 
(FP5).  

The EU’s ambitious plans were fully documented in an Action Plan [13] published 
early in the year 2000. The aim was for a knowledge based society that would 
guarantee dynamic growth of the economy and a full range of services for all 
European citizens provided by the information society. All these should have been 
achieved by the year 2010! 

The strategy was focusing on a uniform deployment of Internet and web 
capabilities throughout Europe. Taking into account the existing diversity on the 
available network infrastructures between the south, central and north Europe, and the 
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longstanding eminent computer illiteracy in remote areas of Europe, the whole 
process had to start from scratch.  

The e-Europe 2005 Action Plan was launched aiming at encouraging the 
development of e-services for both the public administrations and private enterprises. 
It was a rather refocusing programme for research, putting a framework for online 
services in Europe financed by the 6th Framework and eTEN programmes [9], [10]. It 
primarily targeted new projects in e-government, e-health, e-inclusion, e-learning and 
e-trust/security available by the year 2010, taking into account the enlargement of the 
EU.  

Concrete actions for online services in relation to their contributing factors had 
been also suggested by the EC, with emphasis on the adoption of copyright EU 
legislation, provision of distance marketing services and financial services (e-taxation, 
e-money) and jurisdiction on electronic services. Similarly, the EC had specified 
actions and provisions for secure application of online e-health systems and services. 

Despite all efforts, Internet usage in the EU in 2005 had reached a figure nearly 
37% well below North America’s 68% and well above the 14.6% penetration rate of 
the world [15]. In response to the above, the i2010 initiative [16] was launched in an 
effort to implement the new Lisbon strategy towards a sustainable growth of a fully 
inclusive information society.  The i2010 initiative was actually a strategic framework 
for the information society and media. Digital economy and competiveness should be 
using ICT as “…a driver of inclusion and quality of life” [5]. As a result, by the year 
2010 [16] in improved figures (doubled compared to the year’s 2005) of Internet 
usage [14], and broadband Internet access in Europe to 70% and 60% by the 
European households and individuals respectively [17]. 

Concurrently, with the i2010 initiative, the EC issued an Action Plan on e-
Government, aiming at increasing and updating the efficiency of public 
administration services in an effort to comply with the needs of citizens and 
businesses [6]. In summary, this plan demanded, effective public services, provision 
of secure services, higher quality of services, reduction of bureaucracy, and cross 
boarder integration of public services for sustainable citizens’ mobility.  

In meeting the objectives above, EC’s plan contained five priorities: (i) No barriers 
should exist to any group of citizens in relation to accessibility of online services. By 
the year 2010 all citizens (eAccessibility and eInclusion major programmes) should 
enjoy e-Governemt services. (ii) The digital divide should be further eliminated and 
the member states should reduce administrative burden using innovative e-
Government services by the year 2010. (iii) E-Government priority is given to high 
impact horizontal cross-border services. E-procurement and public contracts are such 
public services that should be carried out electronically by 2010. (iv) e-Government 
services should be optimized. Interoperability in identification management, 
document authentication and e-archiving procedures, and secure systems of mutual 
recognition of national websites identifiers are a few key enablers of such an 
improvement. (v) e-Democracy via e-Government services and increased ICT use for 
significant citizen participation in decision-making and public debates is of significant 
importance [18]. 

By the year 2010 the world economic crisis necessitated the need for new 
measures, raising the “Digital Agenda for Europe”. Since there still was a very low 
degree of adapting ICT innovations in the productivity lines, in public administrations 
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and day-to-day activities, the EC proposed the Digital Agenda for Europe 2020 [19]. 
This agenda was an effort to “wider deployment and more effective use of digital 
technologies” thus improving competiveness, providing better health services, 
improving environmental conditions, creating more opportunities, spurring innovation 
and, through all of them, help economic growth. Growth could be achieved by taking 
steps towards smart (i.e. education, innovation, knowledge and digitization), 
sustainable (i.e. competiveness and resource efficient production) and inclusive (i.e. 
skill acquisition, participatory and all in one effort) growth.  In order to achieve year’s 
2020 goals, the EC fosters seven priority areas one of which is the Digital Agenda for 
Europe.This Agenda pursues the availability and connectivity of all Europeans to 
high speed Internet, on which a Digital Single Market should be based [20], [21], 
[22].  

3 EU e-government Services in Relation to ICT Action Plans 

One of the most important sources for evaluating the success of the initiatives 
discussed in section 2 is “Eurostat”. It publishes surveys based upon data gathered 
from statistical services of the member states with regard: (i) to the availability of 
online public administration services, (ii) to the connectivity to Internet and its Web 
services both of businesses and households, (iii) to the state’ s network 
infrastructures, and (iv) to various ad-hoc studies [22]. 

e-Government service development indices are closely related to and indicate the 
general ICT impact and developments on information societies. On the other hand it 
is also evident that e-Government service development indices are implying economic 
and social progress made. Therefore, the various initiatives taken by the EC aiming to 
diminish heterogeneity of the ICT services provided to the European citizens 
throughout Europe, are finally aiming at improving knowledge based economy and 
quality of life of each member state.  

In developing e-government, lots of services have been implemented nationally, 
aiming at providing tools for saving time and effort in their interaction with public 
sector procedures to the citizens. In a multi national society’s environment as that of 
the EU, with such a tremendous variety of social, financial and environmental 
conditions, life of Europeans and particularly those of young age is becoming more 
demanding and complex. The numbers of young people moving from one State to 
another, either for studies or looking for jobs or, even if for a better future, are 
constantly increasing. If to the reasons of increasing complexity of services offered to 
Europeans the economic crisis is added, then the necessity of improved multilingual 
e-government services becomes apparent. Of course, the economic crisis that hit 
many European countries over the last three years has slowed down the efforts and 
expenditure for the implementation of e-government services, needed by the citizens. 
As a result, the existing e-government services fail to meet the current needs not only 
of citizens or business in a Government to Citizen (G2C) or Government to Business 
(G2B) mode but also the needs of interaction between government organizations, 
departments and local authorities in a Government to Government (G2G) mode.  
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4 Evaluation of Implemented e-government Services 

In evaluating e-government services, a key question has to do with the completeness 
or the maturity of this existing service. And then, a second serious question is raised 
of “How sophisticated the existing e-service is?”, immediately followed by the 
another of “How is sophistication related to usability?”.  

The confusing questions above are due to the lack of a uniformly used 
benchmarking model. This lack allows the use of various benchmarks and 
methodologies with various interpretations based upon different weighting variables 
and different evaluation criteria of each model. Apart from these variations, other 
important and not taken into account causes of deficiencies in benchmarking may be 
due to the negligence’s of the interrelationship of an e-government service to the 
organizational structure and the back-office processes [23], [24]. 

4.1 E-readiness Assessment 

As it has been discussed in previous sections e-readiness of the citizens to use the 
offered services varies in accordance mainly to social and cultural local developments 
and idiosyncrasies. E-readiness motivation programmes and projects have been 
funded and many researchers and international organisations have developed models 
and indices for assessing worldwide e-readiness in various ICT advances like 
broadband networking and services, e-business for market economy integration and 
global digital inclusion [23], [24], [25], [26], [27].  

4.2 E-government Readiness 

e-Government readiness is basically evaluated taking into account a considerable 
number of indicators, the most significant of which are: (i) existence of the 
appropriate ICT infrastructure, (ii) maturity of online services (i.e. transactional 
services fully covering  citizen’s needs), and (iii) support in providing advisory and 
decision making services.  The variation of the full set of these indicators is used for 
assessing e-government readiness for different countries. 

Amongst the more coherent systems for estimating e-readiness is that of the UN-
DESA. It employs 16 “core” indicators, the first 13 of which cover 
telecommunication network infrastructure, human capacity development and online 
presence. Three additional indicators were added later concerning e-Participation, the 
e-Information, e-Consultation and e-Decision Making indicator [28], [29].  

In evaluating state of the art or the progress made on e-readiness in Government 
services aggregate indices make comparison easier but do not help for diagnostic 
purposes. Benchmarking necessitates the use of unanimously accepted indicators in 
analysing e-Government readiness worldwide, while taking into consideration 
particularities and local conditions of each country [30]. 

5 Discussion and Conclusions  

By the end of the ’90s, the EC announced its strategy towards e-Europe. Framework 
programmes adapted to the information age were launched aiming at transiting 
Europe to a knowledge based economy enjoying higher growth, job availability and e-
services to all citizens. EC’s initiatives towards Europe’s transition to a knowledge 
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based economy, known as the “eEurope initiative”, have been developed in phases 
and have been successively dictating new action plans in an effort to realise the 
potential benefits of the information age, i.e. exploitation of ICT innovations, Internet 
and Web services for all citizens, public administrations and businesses. Actually, 
eEurope was a policy framework with no funds but directives of how to use and 
reallocate public expenditure in order to fulfil directives provided. Thus, the e-Europe 
2002 Action Plan focusing to a faster, cheaper and “open to all” Internet was quite 
impatiently followed by the e-Europe 2005 Action Plan, focussing on broadband 
technologies and their full use for online services for all citizens and in both the 
public and private sector. In continuation, the i2010 EC initiative was announced in 
2005 promoting ICTs’ impact to the societies, the quality of life and the global 
economy. Well before i2010 initiative’s expiration in 2009, the Digital Agenda for 
Europe 2020 had followed.  

Although eEurope framework programmes were rather expressing EU strategy and 
did not provide extra funds but needed to reallocate public funds from existing 
expenditure, the EU member states had followed these policies. Also, the EC seemed 
to have achieved the aims of its first initiative Action Plan to improve Internet 
connection indices throughout Europe and support the member states in adopting the 
appropriate legal frameworks in liberalizing communication networks, applying new 
business practices like e-commerce and enjoying e-government services in rural areas 
like e-health. Nevertheless, in spite of the money spent and the sophistication of 
certain e-government services, as it has been shown in the previous sections, the 
results are not satisfactory in terms of broadness and general applicability. There was 
a large discrepancy from state to state as far ICT systems adaptation by public 
administrations is concerned. That is why by its second initiative, the EC tried to 
encourage quality network infrastructures, development of attractive applications and 
services and organisational transformations. Another goal of the EC should be on new 
initiatives to join efforts so that the member states could exchange knowledge and 
know-how, providing support to each other through more effective joint public 
administration activities. 

Although the EC has continued with persistent plans, framework programmes and 
horizontal ICT and e-government project support, there are still rural areas in EU with 
poor network infrastructure, citizens not enjoying or at least taking advantage of e-
government services, businesses not been integrated to wider markets and, in general, 
the EU that is not competitive on the grounds of a knowledge based economy. 
Moreover, worldwide economic crisis has hit weak economies of the EU and 
unemployment figures are continuously growing. In parallel, corruption figures, in 
spite of the well declared transparency and lucidity ICT guaranties, are running high 
for a number of member states. 

In general, the EU Member States have initiated major projects in trying to further 
develop their e-Government services and, on average, are successfully competing 
technologically advanced countries of the rest of the world. Nevertheless, there are 
member states with low performance on the availability of e-Government services. 
Member states like Greece should focus their effort in redesigning their major 
national priorities in the e-Government services development. In particular, based on 
our experience, effort should also be made in the field of attracting citizens and 
promoting the use of e-Government services. Obviously, countries of low 
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performance on e-Government services, should give emphasis to firstly improve their 
general ICT indices. Further efforts are needed to improve their broadband networks, 
as well as initiate major projects for the elimination of the still existing digital divide. 
The inequality has reached high scores in rural areas of EU and still creates problems 
of less privileged EU citizens. 

Measurements and evaluation of the progress made of e-Government services in 
general should be considered very cautiously since respective studies and publications 
are using different models, indicators, weights, data collection methodologies and 
target groups. Also, since these services are closely related to many complex and 
broad governmental fields, a comparison and careful combination of the various 
benchmark results is necessary prior to an evaluation of the progress made on e-
Government services of a particular country. 

The complexity, disparity and variability of existing e-Government indicators has 
lead to the establishment of a partnership task group including leading organisations 
like ECA (coordinator), ECLAC, ESCAP, ESCWA, ITU, UNCTAD, UNDESA, 
OECD, EuroSTAT and the World Bank. The objective of this task group is to develop 
“conceptually clear, methodologically feasible, and statistically sound set of 
e‐government indicators, which also focus on essential features of e‐government in 
the context of development”[31], [32], [33]. 
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Abstract. Fake website pages use the similar page layout, font style and picture to 
mimic legitimate web pages in an effort to convince internet users to give their 
personal sensitive information such as bank account number, passwords, personal 
details etc and also sell fake products like fake ticket, duplicate brand cloths, 
medication etc. There are many available techniques in the market to identify the 
fake websites. This paper provides an efficient awareness on detecting fake 
websites. A novel technique or tool will be proposed, implemented and analysed. 
This technique visually compares a suspected fake website page with legitimate 
web page by capturing the snapshot of the fake page and identifies it using the 
assigned identity pixels which are in the legitimate webpage. 

Keywords: cybercrime, scammers, fake websites, URL. 

1 Introduction 

Fake website is one form of phishing, usually scammers create a fake website whose 
appearance is similar to the page of a real website in order to trick the internet users to 
divulge their credentials and identities which scammers will use to commit identity 
theft and fraud for instance they may open bank accounts, take credits from financial 
institutions etc. also the scammers are able to sell their fake products. Perpetrators of 
fake websites always use the current or seasonal trend of business. For Example 
scammers create a fake website and sold fake tickets to the top sporting and 
entertainment events. 

It is obvious that there are lots of computer and internet users who lack online 
security skills and are not aware of fake websites; hence they would easily fall into 
the scammers trap. Once they enter their personal sensitive information into a fake 
website, this information is used by fraudsters for illegal transactions [9] in their 
article “Bank to rights, we smash dodgy migrant's £1m credit card racket” stated that 
recently in East London a man was arrested for fraud by Met Police. The detainee 
person used websites to acquire victim’s credit cards information and illicitly use or 
sell them. Furthermore, nowadays websites are powerful media which easily assist 
people to communicate with others and facilitate people to perform transactions 
online. It is noticeable that rumors are quickly created and easily spread to the public 
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via fake websites. In the light of all the above, it is obviously that fake websites 
effectively causes concerns for law and public order. The research has noticed that the 
followings major factors: 

• Lack of user awareness regarding online security 
• Authentic design of the fake websites (high quality and professional designing) 
• The belief by some victims that the law enforcement agencies will not act if they 

report computer-related crime.  
• Lack of education in online security 
• It is easy and cheap to create a fake websites 
• Individuals are scared and reluctant to report incidents to the police through 

embarrassment. 

2 Background 

The method of crime is shifted from traditional methods to electronic methods. Hence 
this has turned out to be a biggest challenge issue to the modern world especially to 
the law enforcement agencies. Thus it is imperative to find an effective solution to 
eradicate this growing virtual method of committing crimes which is cybercrime. 
There is considerable debate surrounding what the term ‘cybercrime’ means. The 
Association of Chief Police Officers (ACPO) has recently defined e-crime as ‘the use 
of networked computers or Internet technology to commit or facilitate the commission 
of crime” [1].Cybercrime is a crime that takes place within cyber space, which could 
be said to represent the virtual environment within which networked activity takes 
place [17].  According to surveys, the scale and the volume of the crimes are too large 
so technical complexities make almost impossible to identify the criminals, since 
there is a large volume of data to be scanned to identify perpetrators and bring them to 
justice.  Cyber criminals have the belief that the implementation and enforcement of 
the law is difficult in the online world, therefore they perform their illicit acts without 
any fear.  

2.1 Use of Internet 

Over the past 15 years there has been an immense increase in internet usage by 
individuals of all age. According to the report there were 1.97 billion internet users; 
475.1 million in Europe and 825.1 million in Asia. The same survey stated that there 
was over 14% increase from previous year. [12].  Furthermore “www.symbolic.com” 
was first domain registered in the world in 1985;  there were more than 255 million 
websites on internet and 152 million blogs –net craft’s web server survey December 
2010[18]. Cyber criminals use complicated Fake website technical methods when 
designing fake websites. And these methods are really hard to detect. Some of the 
methods are: 

• Add suffix to the domain name 
• Use the mimic link different from visible link 
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• Use the redirect bugs to redirect the link to the fake pages. 
• Replace the certain characters in target URL with similar characters [3] 
• Cover the address bar to scam users into believing they are in correct page. It is 

achieved by adding some script or image to fake the address bar. 
• Use the visual based content like image, flash, java applet. 
• Use the downloaded WebPages from the real website to make the fake web 

pages which appear and react exactly as the legitimate web pages.  
 

This paper is attempts and intends to answer the following research question: How 
best can the public and law enforcement agencies detect fake websites?  For 
examples; in august 2008, Olympic game was held in china, for those games some of 
the websites sold fake tickets. For instance this site http://www.beijingticket.com was 
selling fake tickets and committing fraud with other people from all around the world. 
Reports said that the people who have bought tickets from this website are mostly 
from America, Australia, New Zealand, Britain etc. Furthermore on this website rate 
of opening ceremony of Olympic were $1750 to $ 2150. This website named 
http://www.beijing-ticket2008.com was also closed on 23rd July 2008. It is reported 
that there are many fake websites offering tickets regarding of Olympic Tickets [19]. 
There is a highly lucrative market for ticketing; scammers are becoming 
sophisticated, using encryption on fake websites to lure the potential purchaser into a 
false sense of security. (BBC News, 4 March 2011) [8]. The HM Revenue and 
Customs (HMRC) has provided some details about the fake web sites so that the 
consumer may be aware of those and can act accordingly of fake web sites is found 
.generally the phishing sites target the personal details of the consumer and using 
those personal details they may go for gaining some profits in improper way, so this 
leads to theft and fraud [20]. Website www.uk-tiffancyonline.com,which advertised 
85% offer. And that site exactly looks like the original tiffancy.com site, and also 
scammer put this fake site on the Google ad sense. So Google can be paid £5 every 
time user clicks on that link [7].  Financial institutions and their customers remained 
the target of phishing attacks over half the time, according to the report. Other 
specific attack targets included auctions, online payments and government 
organizations.  The top countries for phishing URLs are Romania at 18.8%, the 
United States at 14.6%, China at 11.3%, South Korea at 9.8% and the United 
Kingdom at 7.2%.  In tracing the origin of phishing emails, IBM research shows India 
is tops at 15.5%, Russia at 10.4%, Brazil at 7.6%, U.S. at 7.5% and Ukraine at 6.3%. 
[5, 13]. “Top countries hosting phishing URLs and top targeted sectors in EMEA” - 
Symantec Corporation [13].  “11% of the online British population has been a victim 
of online identity fraud in the last 12 months.” - YouGov survey, March 2010 [10].  
“1 in 5 businesses has been a victim of an internet scam”.  “Over a quarter of UK 
internet users are more afraid of being a victim of online crime than they were 12 
months ago”.-Get Safe Online Report, 2008 [14].  

2.2 Fake Website Spreading Techniques  

There are so many ways follow by the scammers to spread their fake website into the 
internet .some of them are: 
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Semi-Fake Websites: Cyber criminals place a fake popup window in the legitimate 
website, when a customer accesses the legitimate website; the fake window popup 
then appears on the body of the legitimate website requesting user to enter his/her 
details.    

Tab Nabbing: Tab nabbing is another technique which is used to launch a fake 
website. This gathers the user’s frequent visits to web pages by means of CSS history 
mining. And then uses little bit of JavaScript to create a multiple tabs and launches 
the fake web page in one of the tab. As the user scans their tabs, the fake web tab acts 
as a strong visual cue memory making the user to simply open that tab and provides 
their credential in the fake webpage [4]. 

Evil-Twins Technique: This is method of launching fake website is the very hard to 
detect. Cyber criminals create a fake website and wireless network that looks similar 
to the public network, then they establish the network near the coffee shop, hotels etc. 
Whenever an ordinary user accesses their network, cyber criminals capture his/her 
sensitive details into a fake website which was hosted in the fake wireless network. 

URL Tricking: Cyber criminal registers a fake website with a similar name of a 
legitimate website to trick the user to disclose hi/her classified data into a fake 
webpage. For instance, HSBC Bank has customer’s transaction site as 
“http://instancebanking.hsbc.com”, cyber criminals have also set up a server using 
any of the below similar names to obfuscate the real destination host 
“http://instancebanking.hsbcc.com or http://instancebanking.hssbc.com”.  

Sub Domain Concept:  Some fake websites are registered with the domain name as 
similar as the legitimate websites domain name. For example, Barclays bank received 
the phishing scam which used domain name “http://www.barclayze.co.uk”. Other 
examples include using a sub-domain such as “http://www.barclays.validation.co.uk”, 
where the actual domain is “validation.co.uk” which is not related to Barclays Bank 
as described by Fraud Watch International [6]. Consider this site 
http:/unibank.onlinebankingcenter.com (Fig.1).  

Legitimate website: “http:// www.unibankghana.com”;  
Fake Website: http://www.unibank.onlinebankingcentre.com [21] 

 

Fig. 1. Sub domain concept 
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In this page original domain name is onlinebankingcenter.com, sub domain is 
Unibank and title of the page also Unibank. At a glance, people would think that is a 
legitimate page of the UNIBANK. Sub domain is the one of the part of main domain, 
no need of registration required for adding sub domain to the exiting domain. Sub 
domain and domain is separated by a single dot (.). Scammers utilise this feature and 
make a fake website in this format. New versions of the browsers are clearly display 
the URL of the page in the address bar. User easily point out the difference of the 
domain and sub domain. The fake has a tab for open an account that lead to a form. 

URL Encoding Method: Using the “@” symbol to confuse the user, for example 
login URLs are allowed for the complex URLs to include authentication information 
such as a login name, passwords. Generally such information is achieved in the 
format “http://username:password@hostname/pathof the domain page.” scammers 
have a chance to substitute the password and user ID fields for detail associated with 
the concern. Sample model: http://hsbc.com:instancebanking@internatiional.com/ 
login.htm  Here, scammers used the login URL concept to mimic the user. Hsbs.com 
is used as user ID and instance banking used as password and scammers substitute the 
respective fields. Scammers successfully attract many users into their site, because 
users think that they are actually visiting a legitimate page. In order to avoid this 
method, users should use the new version of the browsers and also trusted browsers. 

Host Naming Tricks: Most of the internet users are familiar with the fully qualified 
domain name to navigate to the required websites but at the back of this scene there is 
a process of converting such domain name to IP addresses. Scammers utilised this 
feature and obfuscate the destination address and by pass the content filtering server. 
For example URL: http://hsbc.com:instancebanking@internatiional.com/login.htm. 
Could be entered as: http://hsbc.com:instancebanking@207.10.10.95/login.htm. 

2.3 Use Legitimate Website’s Content for Fake Web Page  

When analysing the objects of the suspected page, scammers often used the objects 
from legitimate site, for example, they use a picture, flash objects, streaming videos 
etc.. Most of the scammers create a frame in the web page and simply link to the 
legitimate domain.  That web page looks like a real web page. But fake website only 
contains a home webpage and pages such as about us and contact us. This means that 
fake websites often contain hyperlinks that links to legitimate web site (domain is 
different from one page to another) [16].   

In this case, scammers used the most popular and trusted company logo. Also they 
provide some tips to detect fake websites, and then users believe that the site they 
visit is legitimate as they are provided with tips to spot a fake websites.  To confirm 
their details it is advisable not to click on the link provided for verification, users have 
to visit the trusted network company sites (ABTA, IATA and VERISIGN) and from 
that site verify the suspected site [6]. 

URL Spoofing of Address Bar: This method involves removal of the original 
address bar and then introducing the fake address bar with the help of images and 
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texts. the link is send to a legitimate user through e-mail and when the user clicks on 
the link it will open a new browser window, which closes and re-opens without the 
address bar, sometimes status bar, The new window uses HTML, HTA and JavaScript 
commands to construct a false address bar in place of the original.  In order to avoid 
this cyber attack: since it uses scripts it can be able to stop by disabling active x and 
java scripts in browser settings. 

To Avoid Scam Websites:  

• User should be more careful before entering into payment by noting the letters 
"https" on the web address.                                                                                              

• Buy from trusted pages which were linked  from official  web pages,      
• A sponsored link on a search engine or other website offers no guarantee of 

authenticity  (Sunday times, 2010) [7] 
• Spend more time to analyse a suspicious website before making any 

transactions.  
• Look for UK limited company details and a VAT number, if one, or both are 

absent, this may raise suspicions  
• Go to the WHOIS website and check the status and registered details of that 

page (don’t click any link says “who is look up” from the same website ) 
• Some fake whois website also available in internet. 
• If more tabs are open in browser means, don’t do any transaction, close all the 

tabs whichever not necessary at that time and do the transaction.  
• Don’t leave any credential data request/access page inactive for long time. And 

also don’t access the page if it has inactive for a long period.  
• Always check the address bar, whether it shows known domain name, don’t do 

any transaction if there is suspicious URL. 
• @, more (.), - symbol found means be alert and verify other factor to ensure that 

site is legitimate [13,6,8]. 

3 Implementation of Proposed System  

3.1 Proposed System 

The improved toolbar is proposed for the purpose of providing awareness regarding a 
fake website and also differentiating a fake website from legitimate website (fig.2). 
The system proposes three different levels of detection process involved in detecting a 
fake website: 

Level 1 (Minimal) - URL Identity Check: This level of protection will check URL 
itself and advise whether it is legitimate or not. This check is achieved by analysing 
suspected symbols in the URL (for example ‘@’ more dot (.) symbols). This level is 
very basic. 

Analyse the URL and display the URL to the user- this creates user awareness. 
User is able to identify the URL. Fake address bar and other URL will be cleared in 
this level of detection. Message box clearly displays the original link which the user is 
visiting at that time. 
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Fig. 2.   Improved toolbar is proposed 

Level 2 (Medium)-Black List Check: This level of protection will check the list of 
black list and white listed base for fake website URL. If URL is in the black list, it 
will show the warning to user as fake site. (Black list are obtained from the common 
anti-phishes database).  Additionally at this level, tool will compare the title of the 
webpage and the URL, if anything is suspicious the system will alert the user. 

To perform this test we have to maintain two data base column, black list and 
white list. Data base tables have to be updated periodically and the black list 
information may be gathered from some of the site monitoring forum. In the case of 
new sites which are not in both lists, there will be a massage box alerting the user to 
do further investigations on a suspected site. 

Additionally compare the URL on the address bar and title of the webpage, if URL 
is completely different from the title of that page then massage box will alert the user 
as “page title and URL doesn’t match – site may be suspicious”. 

Level 3 (Maximum) - Image Based Screening: The system captures the current 
page and checks the image pixel with the already stored pixels. If the pixels are 
matched with the database pixel for the given URL then that one is legitimate. If it is 
not then tool will alert the user.  For a better result of this detection, the secure pages 
should be designed with various identity points (pixel) all over the page, so identity 
pixels contain little colour difference than adjacent pixels. (Example: page with white 
background and colour value for white is 00000, then identity point’s colour value is 
000001).   

At this level, a database stores the identity pixels detail of the webpage and updates 
the pixel information periodically, below we use the windows application to update 
the pixel information to the database.  This application is designed for the purpose of 
updating the pixel information to the database. This application captures the screen 
short of the webpage by means of buffer memory and then picks the pixel from that 
image (fig.3).  

While performing the level 3 detection, client side webpage will convert as image 
and particular pixels will be taken from that webpage image (client side) and compare 
against pixels stored in a database. If there is match in the identity pixels in a URL, 
this means that image belongs to that URL. A message will be displayed as “current 
loaded page is legitimate” otherwise the display massage will show “current loaded 
page is fake”.    
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Fig. 3. Shows image based screening with different colours 

4 Conclusion  

This paper provides an efficient awareness in detecting a fake website. Providing 
concept of fake website and its spreading method itself creates a big awareness among 
the internet users. No matter what security measures fitted in a device to protect 
online information, users should be regularly made aware of new approach to fight 
cyber crimes. In this paper we have attempted and intended to propose, implement 
and analyse a new improved tool which assists to detect fake website. Furthermore it 
creates the awareness on fake website detection. 
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Abstract. This article presents the results of a systematic inquiry about the 
perception of the Portuguese on the biometric technology, which involved 606 
citizens. It is presented the principal biometrics and the main concepts on its 
evaluation.  Following a simple method consisting in a survey by questionnaire, 
the most relevant conclusions are presented. 

Keywords: biometrics, reliability, security, cognitive biometrics. 

1 Introduction 

Because of the needs that have occurred in recent times, in respect to security, 
biometrics technology is expanding year after year. It consists in the recognition of 
the individual based on one or more physical or behavioral characteristics and, 
therefore, some people believe that biometrics is a threat to privacy. Other people do 
not know the technology at all and others are poorly informed about their capabilities. 
Due to the lack of consensus, and as a starting point to some potential research in the 
field, it is useful to have concrete values of these disparities of opinions. With this 
purpose we conducted a study of acceptance of Portuguese adults to discover the level 
of familiarity with this type of technology. 

In the next section we present the basic concepts and the main biometrics, in 
section 3 we describe how a biometric system is evaluated, for acceptance or 
comparison purposes, in section 4 we present the methodology that was followed, 
including the survey questions, in section 5 we describe the results obtained from the 
data analysis and, finally, in section 6 some conclusions are drawn. 

2 Biometric Technologies 

The word biometrics comes from the Greek bios (life) + metron (measure), meaning 
"measure of life". It is the science that makes the verification of identification of an 
individual's own characteristics, that is, the automatic recognition of the individual. 

In general, access control can be made with the following methods, with its 
respective advantages and disadvantages: 
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─ Card: this is something an individual “has”, which can be stolen, forgotten, 
copied, broken, demagnetized, eventually expires, and has no cogency; 

─ Password: this is something an individual “knows”, which can be copied, must 
be changed periodically and should not have personal data, and has no cogency 
that can causes problems in the case of forgetting; 

─ Biometric technology: this is something an individual “is”, which does not lose 
validity, is not forgotten, is difficult to be copied, is true, is not transferable and 
is permanent. 

The main components of a biometric system are the following: capture (capture of an 
image or basic information of biometric characteristics), extraction (through a biometric 
reader, geometric points are extracted, e.g., which will characterize the individual), 
comparison (matching with stored information) and authentication (decision about the 
veracity of the recognition). 

Biometric technologies are classified into two main categories: those that are 
related to physical body shape, and those that are related to the behavior of an 
individual. They can also be classified as collaborative, if they require the user be 
aware of their existence and consciously participate in the process, or as stealth, if 
they can be used without the knowledge of the individual that is being identified or 
authenticated [1]. 

Recently, a new trend has been developed that merges human perception in a kind 
of brain-machine interface. This approach has been referred to as cognitive 
biometrics. Cognitive biometrics is based on specific responses to stimulation of the 
brain. Currently, cognitive biometrics systems are being developed to utilize the 
brain's response to stimuli (e.g. the facial expression to the perception of odor). Some 
systems are based on the functional Transcranial Doppler1 (fTCD) and functional 
Transcranial Doppler spectroscopy (fTCDS) to obtain brain responses [2]. 

In the next subsections, we describe some of the most widely used biometrics. 

2.1 Facial Recognition 

Facial recognition is a natural method of biometric identification, having as a start 
point the capture of an image of the face. The identification is not easy because of the 
constantly changing facial appearance. Causes for different facial expressions are the 
following: hair style, head position, mustache, angle, lighting conditions, etc.  
The facial recognition uses distinctive facial features, including contours of the 
cheeks, sides of mouth and location of the nose and eyes. 

2.2 Hand Geometry 

Hand geometry is the measurement of the shape of the hand of an individual, which 
include length, width, thickness, curvature and surface of the hand and fingers. In this 
method the hand may be well positioned, i.e., the hand must always remain in the 
same position on the reader device, otherwise the measurements may differ. It is one 

                                                           
1 Test that measures the velocity of blood flow through the brain's blood vessels. 
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of the oldest methods that exist, but it is not very precise. It is a fast way of 
identification and has low cost. 

2.3 Fingerprint 

The fingerprint is a method that yields great accuracy at low cost, and it is simple and 
widely used. Fingerprints are unique for each finger of one individual. This method 
consists in capturing the formation of grooves in the skin of the fingers and palms of 
an individual. For recognition there are basically three types of technology: optical - 
to read the fingerprint it is needed a light source; capacitive – consists in the 
measurement of the temperature that comes from printing and; ultra-sonic – the 
fingerprints are obtained by using sound signals. 

2.4 Iris Recognition 

This method is based on reading the colored ring that surrounds the pupil of the eye. 
Modern systems can be used even in the presence of eyeglasses and contact lenses, 
and this technology is not intrusive. An important characteristic is that the iris does 
not change with the person age. 

2.5 Retinal Recognition 

The reading of the retina is the analysis of blood vessel formation in the back of the 
eye. It is used a light source to measure the patterns of retinal blood vessels. This 
method is complex and costly. 

2.6 Voice Recognition 

The voice recognition works through the spelling of a phrase that acts as a password. 
The features in voice recognition are based on shape and size of vocal cords, mouth, lips 
and nasal cavity. This method is associated with the behavioral biometrics, is sensitive 
because of the person's emotional state and the environment noise, and has a low cost. 

2.7 Keystroke Dynamics 

This technique is based on the person's behavior when typing text into a keyboard, or 
the measurement of typing speed. There are several ways to measure the dynamics of 
typing: the time interval between successive keystrokes; the time a key is pressed; the 
frequency of typing wrong keys and; the habit of using different keys on the 
keyboard. This technique has a low cost, due to not require special equipment. 

2.8 Signature 

The signature is a type of identification that is based on comparing the signature 
written by an individual with the signature stored in the database, but especially in the 
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dynamics when an individual is signing relatively to its writing speed, direction, 
movement pressure, rhythm, among others. It's used in banks, although no one signs it 
the same way, allowing a margin for errors. 

3 Evaluation of Biometric Systems 

The evaluation of a biometric system suitable for a certain type of application is a complex 
method that involves different factors. In general the parameters are extracted from the 
application requirements, being essential to choose the most suitable technology [3]. The 
assessment can be made between various parameters such as degree of reliability, cost of 
implementation, level of comfort and acceptance. 

The degree of reliability of a biometric system is made by comparing two values: 
the FRR (False Rejection Rate) and FAR (False Acceptance Rate). These variables 
are dependent but cannot be both minimized. When the FRR and FAR rates are equal, 
a balance point was found, which is known by CER (Crossover Error Rate) or EER 
(Equal Error Rate). The level of comfort and acceptance are user subjective standards 
but this parameter is crucial for a biometric system. Overall the system is more 
acceptable as it is less intrusive. 

The cost of implementation is a key factor and covers many different factors, some 
of which are often neglected [4]: 

- Hardware 
- Software 
- Integration with hardware/software available 
- Training of users 
- Database maintenance staff 
- System maintenance 

The choice of the method(s) to be used depends on the risk analysis that must 
necessarily be made relatively to the information/infrastructure to be protected [1]. 

4 Methodology 

Scientific research is a process of systematic deductions that provide information to 
solve a problem or answer complex questions. This is a systematic and rigorous 
method. In social sciences, the inquiry produces systematic and accurate research. 
With a set of relevant social data, explanations can be provided from hypothesis made 
in advance [5]. 

The construction of questionnaires is not a simple task. Spending some time and 
effort in their structure may be a favorable factor in the "growth" of any researcher. 

In this work, the choice for data collection and processing falls on the quantitative 
analysis, since it is more objective, more reliable and more accurate. The quantitative 
analysis focuses on the use of instruments that quantitatively describe a phenomenon. 
It also provides a more objective and accurate analysis of the phenomenon, because it 
uses more standardized techniques for phenomena measurement [6]. 
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One of those techniques is the survey by questionnaire, which was what we used 
for data collection. According to Raymond Quicky [6], the survey by questionnaire is 
advantageous because it has the ability to quantify a variety of data and to proceed to 
a large analysis of correlations. 

A questionnaire is a research tool that aims to gather information based, commonly 
in the inquisition of a representative group of the population under study. This is still 
extremely advantageous when a researcher wants to collect information on a specific 
topic within a relatively short time. The questionnaire can be used directly and 
indirectly. It is used indirectly when the investigator considers the answers that are 
provided by the respondent and directly when is the proper respondent who fills it. 

In order to study the perception on the biometric technology by the Portuguese 
citizens a survey was prepared and 606 citizens from the Portuguese mainland 
answered to it. We started to collect some data on the citizen, like living region, 
gender, age and occupation, and the questions in the survey were the following: 

- Do you know the biometric technology? 
- From the following types of biometrics indicate which ones do you know? 
- Do you think useful to adhere to the biometric technology? 
- Have you ever used the biometric technology? 
- Do you consider the biometric technology a high-security technology? 
- Do you know what cognitive biometrics are? 
- If you answered “Yes” to the above question please indicate which ones do 

you known. 

5 Results Obtained 

The population in study is represented by 606 respondents. They were mostly 
females, about 329, while only 277 were male, as Fig. 1 shows. In Fig. 2 we note that 
the major part of respondents, 215, is from the Southern Region, that 212 represent 
the Central Region, and 177 correspond to the Northern Region. 

As a starting point for any future research on biometric technologies, the 
conclusion extracted from the next data is relevant, because it demonstrates that most  
 

 

    

Fig. 1. Number of respondents by gender Fig. 2. Number of respondents by region 
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of the people, 362, don’t know what this kind of technology is about. Only 241 
respondents are aware of this (Fig. 3).  

The analysis of the types of biometrics that respondents know suggests that 
fingerprint (215), signature (209), voice recognition (143) and facial recognition (119) 
are the best known. Likewise, only 97 respondents know the hand geometry, 81 
respondents know the retinal recognition and 61 of the respondents know the iris 
recognition. Finally, 35 respondents know the stroke dynamics, which represents the 
smallest proportion of individuals (Fig. 4). 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Who knows biometric technology                 Fig. 4. Types of known biometrics 

From the analysis of Fig. 5, below, we can see that 220 of the inquired individuals 
find it advantageous to adhere to the biometric technology, 38 individuals do not find 
advantageous to adhere to this technology, and the majority, about 368, chose not to 
answer this question, which is nevertheless a curious fact. 

About the real experience with this kind of technology, most of the respondents 
already had some contact with biometric recognition. 142 have already used, against 
122 that have never used it (Fig. 6). 

 
 
 
 
 
 
 
 
 
 
Fig. 5. Respondents that find it advantageous        Fig. 6. Respondents who already used 

 
Regarding the level of security deposited by the Portuguese people in the biometric 

technologies, as shown in figure 7, 64% of the responses consider that they are high 
security technology, while 36% consider they are not (Fig. 7). 

Finally, not less important because it is currently a hot topic in this field, the 
questionnaire has a question about cognitive biometrics. Without surprise the great 
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majority of the Portuguese people refer that they don´t know what it is, about 246 
responses, while only 19 respondents know what this specific group of biometrics is. 
Fig. 8 shows the correspondent graphic. 

 
 
 
 
 
 
 
 
 

          Fig. 7. Biometrics as high security                  Fig. 8. Who knows cognitive biometrics 

6 Conclusion 

Throughout this paper, taking into account the amount of collected data, we conclude 
that respondents, which can represent the Portuguese citizens, did not know the 
biometric technology in a representative percentage, despite being in a modern 
country with regard to technological advances. Even being aware of these advances, 
there are still people (although a small proportion) that do not consider the biometric 
technology for high security. These can be to the fact that they only had contact with 
biometrics working on common use devices, like fingerprint or signature, the most 
well known as shown in Fig. 4. Talking about more specific and new ones, like the 
cognitive biometrics, the scenario is extreme with a knowledge rate of only 7%. 

Other studies of acceptance shows that even in situations where the benefit of such 
technologies is known, it has no effect on the decision to adopt a biometric technology, 
because environmental and other organizational characteristics have a major impact in 
technology adoption [7]. The key consideration in biometric technology adoption is the 
user acceptance. Alhussain and Drew, 2009, conducted a study that indicated the 
significant digital and cultural gap between the technological awareness of employees 
and the preferred authentication solutions promoted by management. It is 
recommended that an awareness and orientation process about biometrics should take 
place before the technology is introduced into an organization [8]. 

We can conclude that something must be done not only in the development and 
refinement of new security technologies, but also in making people aware of the 
resulting benefit, and even the real necessity, in many situations. 
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