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Abstract E-government is a multidisciplinary field of research based initially 
on empirical insights from practice. Efforts to theoretically found the field have 
opened perspectives from multiple research domains. The goal of this chapter is to 
review evolution of the e-government field from an institutional and an academic 
point of view. Our position is that e-government is an emergent multidisciplinary 
field of research in which focus on practice is a prominent characteristic. Each 
chapter of the book is then briefly presented and is positioned according to a vision 
of the e-government domain of research.

1.1  E-Government Definition and Evolution

Information and communication technologies (ICT) have been used in governmental  
organizations since the beginning of the computer era. For example, one of the first 
large-scale applications of computers was during the presidential election in the United 
States in 1954. Since then, governmental information systems have evolved in parallel 
with those of organizations in the private sector. When Internet  technologies and the 
e-business phenomena hit the market a decade ago, the terms e-government and digital 
government were introduced and many definitions have emerged in the research litera-
ture [GRÖ04b, YIL07]. For the sake of this chapter, we retain the following character-
istics: (1) the usage of Internet technologies to deliver services online and to rationalize, 
redesign, and significantly improve public administrative processes; (2) the reorgani-
zation of public institutions in order to reduce cost and to enhance the quality and 
efficiency of services offered to citizens, companies, and other governmental partners; 
(3) the development of new  democratic spaces in which relations among public institu-
tions, citizens, and  enterprises are redefined according to a participatory perspective. 
The ultimate goal is to leverage technology for creating a new generation of cost-
efficient,  transparent, interactive, and ubiquitous ICT-enabled public services.

S. Assar (*) 
Insitut Télécom, Telecom Business School, 9, rue Ch. Fourier, 91011 Evry, France 
e-mail: said.assar@it-sudparis.eu

Chapter 1
Back to Practice, a Decade of Research  
in E-Government

Saïd Assar, Imed Boughzala, and Isabelle Boydens
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E-government is constantly evolving all around the world. This evolution is 
regularly measured and tracked by public institutions, private agencies, and 
researchers alike. At the European level, since 2001 the European Commission has 
conducted a benchmarking project that measures the availability and sophistication 
of 20 basic public services for citizens and businesses. This benchmark establishes 
the foundations for the progressive and planned modernization of pan-EU 
e-government  comparison. For businesses, the services being monitored include 
social security contributions for employees, corporate tax and VAT (Value Added 
Taxes) declaration and payment, and public procurement. For citizens, the services 
being tracked include income tax declaration and payment, change of address 
notification , job search, and requests for car registration and building permits. 
The development  of e-services is measured with two indicators: the degree of 
“sophistication”  of the public services that are offered online, and the number of 
services that are fully available online [EUC09]. Figure 1.1 presents the five-stage 
maturity model for benchmarking e-services sophistication. Stages 1–3 correspond 
to the increasing levels of sophistication which are one-way interactive and 
 two-way interactive. Stage 4 corresponds to the “transactional” stage – also called 
full electronic case handling – where the user applies for and receives the service 
online, without any additional paperwork. The fifth level, “targetization” (or 
“personalization”),   provides an indication of the extent by which front- and back-
offices are integrated, data are reused, and services are delivered proactively (users 
do not have to submit a request to take advantage of the service).

According to the 2009 edition of the European Commission benchmark 
[EUC09], the leading six nations with full online availability of the basic 20 
services  are: Austria, Malta, Portugal, the United Kingdom, Sweden, and Slovenia. 
With regard to the online sophistication of the 20 basic services, the leading six 
nations are Malta, Portugal, Sweden, Austria, Slovenia, and Estonia.

At the international level, the United Nations department of Economic and 
Social Affairs (UNDESA) has regularly published reports that rank the United 

Fig. 1.1 E-government evolution framework (extracted from [EUC09])
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Nations’ member states according to a quantitative composite index of e-readiness 
based initially on website assessment, telecommunication infrastructure, and 
human resource endowment [UN05, UN08].1 In its 2010 edition, significant 
changes to the survey instrument were introduced, focusing more on how 
 governments are using websites and Web portals to deliver public services and 
expand opportunities for citizens to participate in decision-making [UN10]. 
According to this latest report, Table 1.1 presents the top 20 countries in 
e-government  development. For the E-Participation Index, Republic of Korea, 
Australia, and Spain hold the first three positions in the top 20 countries.

At the academic level as well, many models have been proposed to understand the 
maturity of e-government and to capture different stages of e-services development.  
Initial stages in these models are very similar in their concentration on the availability 
of governmental information, on the possibility of downloading forms for initiating 
an administrative process (e.g., identity card renewal), and on the  possibility of 
 handling this process partly or fully online in a transactional  bi-directional mode; 
however, later stages differ slightly. In [LAY01], later stages concentrate on the 
 vertical integration (local systems linked to higher-level systems within similar 
 functions) and horizontal integration (systems integrated across  different functions, 
real one-stop function for citizens and enterprises). In [SIA04], later stages concentrate  
on public services transformation through their integration in a homogeneous  network 
of governmental services. This last stage is characterized  by political transformations 
as it requires the reorganization of public agencies. In [EBR04] and the integration 
of public services (with each other and with private sector services and systems) 

Table 1.1 Top 20 countries in e-government development (extracted from [UN10])

Rank Country
E-government development 
index value

 1 Republic of Korea 0.8785
 2 United States 0.8510
 3 Canada 0.8448
 4 United Kingdom 0.8147
 5 Netherlands 0.8097
 6 Norway 0.8020
 7 Denmark 0.7872
 8 Australia 0.7863
 9 Spain 0.7516
10 France 0.7510
11 Singapore 0.7476
12 Sweden 0.7474
13 Bahrain 0.7363
14 New Zealand 0.7311
15 Germany 0.7309
16 Belgium 0.7225
17 Japan 0.7152
18 Switzerland 0.7136
19 Finland 0.6967
20 Estonia 0.6965
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is also the main issue for the latest stages of the maturity proposed  frameworks. 
Finally, in [AND06], an extension to the initial model of [LAY01] is proposed based 
on an empirical investigation in Denmark. The latest stage of this extended model is 
called “Revolution” and highlights  fundamental change in  governmental practices 
and processes characterized by data mobility and sharing across public and private 
organizations, application mobility across public employees and services, and 
ownership of data transferred to final users. The authors recognize, however, that 
there are cases where direct application of their model is less appealing and where 
specific contextual elements should be taken into account (e.g., back-office intelli-
gence units or homicide investigations in police departments).

To conclude this first section, the question of measuring e-government performance  
and evolution is an important issue for all stakeholders. Although significant and 
relevant data are gathered annually about the subject by  international institutions 
(United Nations, European Commission), and although many research models have 
been proposed to characterize the underlying evolution process , the topic is still 
being investigated by the research community (e.g., [BER09, KOH08).

1.2  E-Government as a Field of Research

E-government started as a practitioner field of investigation, basically convening 
practitioners trying to meet the new challenges of the Internet medium by 
 implementing new systems and offering new services creatively [GRÖ04b]. Based 
initially on empirical insights from practice, the first e-government conferences were 
practitioner-oriented with some invited academic keynotes. Rapidly, more 
 academia-oriented conferences emerged, and the body of e-government-related 
knowledge grew rapidly. The maturity of the emerging research field was already 
questioned in 2004 [GRÖ04a]. It was criticized then as lacking theoretical foundation  
with insufficient levels of rigor and relevance in applying investigation  methods, in 
establishing results, and in claiming their applicability to more general cases.

Significant efforts have been made since then to improve e-government research 
quality [GRÖ06], and to define e-government more rigorously as a domain of 
investigation and as a field of research [HEE07, HOV07]. In these studies, a large 
number of research papers published in prominent conferences and journals were 
analyzed according to multiple criteria:

Research type: Descriptive, theoretical, theory testing, theory generating, •	
philosophical
Research method: Product description, survey, questionnaire, experiment, •	
 ethnography, grounded theory, document analysis, reflection on project 
experiment , Web content evaluation, literature review
Researcher’s home department: Business, computer science, political science, •	
information systems, library and information studies, government agency, 
 nonacademic research institution
Literature used: Public administration, management, computer science, e-government, •	
information systems, e-business, political science
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Findings confirm what other researchers have suggested [SCH07]. E-government is 
an emergent multidisciplinary field of research in which focus on practice and on 
practical recommendations is a prominent characteristic. Although theoretical ground 
is still under construction, it certainly qualifies as a legitimate emerging scientific dis-
cipline. As technological innovations are continuously hitting the market , the frontiers 
of the e-government discipline are moving and its multidisciplinary nature con-
firmed. With the emergence of Web 2.0 as an essential dimension in Internet usage, 
e-government is shifting towards Government 2.0. Huge opportunities  are becoming 
available for extending e-participation; for accelerating online public service imple-
mentation, evaluation, and adoption; and ultimately for introducing in the public sphere, 
open innovation and collaborative knowledge creation and  diffusion [BAU09].

1.3  Presentation of the Book

The material presented in this book is a collective contribution to the e-government 
domain. Contributors come from nine different countries and are either practitioners  
in e-government or researchers who have been directly or indirectly implicated in 
e-government projects. Each chapter is a specific field study in which different 
investigation methods have been applied and combined according to the case study 
methodological approach [YIN03]. The primary audience for this book is scholars 
and practitioners in the area of e-government. It is also of interest to MSc-level 
students in curricula related to ICT in public administration, information systems, 
and e-business, and who seek practical cases in online services design, 
implementation , and evaluation.

To present the research topics that are covered by the book chapters, we rely on 
future research themes identified by the road mapping e-government research project 
eGovRTD 2020 [COD07, DAW08]. This project, funded by the European Community 
within the sixth framework program (FP6), aims to identify and characterize the key 
research challenges, required constituencies, and possible implementation models 
for holistic and dynamic governments in Europe and around the world in 2020 and 
beyond. This project identified 13 interrelated research themes, out of which 11 are 
of concern for the research work presented here. A mapping between these research 
themes and the chapters of this book is presented in Table 1.2, together with a 
 mapping to the investigation methods used in the chapter’s case study.

Chapter 2, entitled “E-Procurement, from Project to Practice: Empirical 
Evidence from the French Public Sector” by Godefroy Beauvallet, Younès 
Boughzala, and Saïd Assar, is an analysis of public e-procurement adoption in 
France. Electronic platforms for supporting public transactions are an important 
application of e-government. In France, new regulations since 2005 are pushing 
public and private actors to adopt electronic means for handling all steps of the 
purchase  process in public organizations. Based on two different quantitative 
 surveys made in 2005 and in 2008, the authors analyze the public and private 
users’ perception of the virtualization of the procurement process. Between 2005 
and 2008, significant progress is noticed in adopting electronic means for public 
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agencies to publish a call for tender, for enterprises to upload a proposal using an 
 electronic signature, and to a much less extent, for public managers to process the 
submitted proposals and make a decision concerning the choice of the product and 
of the provider. Many enterprises are still reluctant to submit proposals online 
because there is a lack of  confidence in the digital system. And, unfortunately, there 
is a visible digital divide between public agencies (e.g., ministries, main   governmental_ 
institutions) that have enough resources to master the technology and those, mainly 
local authorities in rural parts of the country who are struggling to  digitalize their 
procurement processes.

In Chap. 3, Lizbeth Herrera and J. Ramon Gil-Garcia analyze a successful  strategy 
involving three ICT projects through a case study of a Mexican federal agency. 
Entitled “Implementation of e-government in Mexico: The Case of INFONAVIT,” 
this chapter uses a technology enactment framework composed of institutional, orga-
nizational, and managerial factors. Overall, the results of this study show that having 
a strategic plan that aligns the ICT project objectives with the overarching organiza-
tional goals leads to successful implementation because the technical, organizational, 

Table 1.2 Mapping among chapter content (columns), investigation methods, and 

research themes (lines)
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and institutional resources are managed in an  integrated fashion. The chapter also 
reports specific factors that had an impact on the characteristics and success of the 
three ICT projects.

The context of the case study analyzed in Chap. 4 is the US Army Services. In the 
Chapter entitled “The Casualty Assistance Readiness Enhancement System 
(CARES): A Case Study in Rapid Prototyping and Design for Flexibility,” 
Simon R. Goerger, Ernest Y. Wong, Dale L. Henderson, Brian K. Sperling, and 
William Bland describe and evaluate a system implemented to help in processing 
the  benefits that are due to the surviving family of fallen US military service mem-
bers. Most of these entitlements require a considerable amount of paperwork and 
 necessitate a great deal of patience, attention to detail, and composure from families 
at a time when their grief is raw. Even though the US Army appoints a Casualty 
Assistance Officer (CAO) to help surviving family members through this process, 
the soldiers serving as CAOs tend to be inexperienced and oftentimes find 
 themselves challenged to provide accurate and thorough assistance. Consequently, 
some families do not receive all benefits in a timely manner, and some entitlements 
may be overlooked entirely.

The Casualty Assistance Readiness Enhancement System (CARES) is an 
 information system designed to improve how the Department of the Army cares for 
military families. The tool and associated process reduced the time required to 
complete forms, reduced the potential for errors on repetitive information, assisted 
CAOs through the process, and provided electronic copies of completed forms. 
The approach in the design of CARES (the process) demonstrates a viable 
 methodology for the rapid development of a software solution to support an 
 administrative  process that is often performed by inexperienced users under the 
guidance and review of mid-level managers.

Chapter 5 is dedicated to electronic identification. As online services are now 
widely used, and as the exchanges of personal data become more and more  widespread, 
electronic identification is becoming a key function for the security of the process and 
for the protection of privacy. In France and throughout Europe, e-government services, 
as well as private services already use different means of  electronic identifica-
tion. Fabrice Mattatia, in his chapter entitled “An Overview of Some Electronic 
Identification Use Cases in Europe” presents problems concerning identification in 
the digital space, and reviews the different technical solutions that are actually imple-
mented in Europe for issuing electronic identity cards (e-ID). He discusses as well 
the question of e-ID interoperability, which is the main issue when it comes to giving 
access to all European citizens to e-services of any member state.

Chapter 6, by Rowena Cullen, is entitled “Privacy and Personal Information 
Held by Government: A Comparative Study, Japan and New Zealand.” This chapter 
reports on the concepts of information privacy and trust in government among 
 citizens in Japan and New Zealand in a transnational, cross-cultural study. Data 
from both countries are presented, and cultural and other factors are sought that 
might explain differences in attitudes shown. Hofstede’s dimensions of culture are 
used as the theoretical background for the analysis of cultural differences. 
In both countries, citizens display a range of views, not related to age or gender. 
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New Zealand citizens express concern about information privacy in relation to 
information  held by government, but show a higher level of trust in government 
overall. Japanese citizens interviewed also indicated that they had major concerns 
about information privacy, and had considerably less trust in government than New 
Zealand respondents showed. They were more inclined to attribute breaches of 
privacy to lax behavior in individuals than to government systems. In both countries 
citizens showed an awareness of the tradeoffs necessary between personal privacy 
and the needs of the state to hold information for the benefits of all citizens, but 
knew little about the protection offered by privacy legislation, and expressed overall 
concern about privacy practices in the modern state.

The main theme of Chap. 7 is information quality. Data quality is a strategic mat-
ter in the context of e-government as the integration of services requires  authentic, 
coherent, and reliable data. However, establishing databases that are devoid of dupli-
cation, redundancy, or ambiguity isn’t simple, neither in theory nor in practice, 
although administrative databases are often regarded wrongly as “ simple.” In her 
chapter entitled “Strategic Issues Relating to Data Quality for e-government: 
Learning from an Approach Adopted in Belgium,” Isabelle Boydens demonstrates 
that this is not the case, in particular because of the  questions of interpretation that 
they raise. This chapter is based on case studies  stemming from the Belgian federal 
administration (social security, business directories,  federal authentic sources, etc.). 
Contrary to the assertions of common theories  postulating a permanent bijective 
relationship between data and the corresponding reality, she argues that an empirical 
information system evolves over time along with the interpretation of the values that 
it allows us to determine. To address data quality, she proposes a temporal  framework 
that provides new operational strategies to improve administrative data quality 
(mainly, new ways to define quality  indicators for continuous monitoring and 
 re-engineering strategies). This  framework demonstrates how the approach is generally 
applicable in the context of empirical information systems.

Chapter 8, by Lucie Langer and entitled “Long-Term Verifiability of Remote 
Electronic Elections” is directly related to the e-participation theme of research. 
Retention of election documents is essential for verifying the proper conduct of an 
election ex post. The documents retained provide for later review in case an election 
contest is filed. In the context of German Basic Law, the principle of public  elections 
implies the need for public verifiability. This applies to remote electronic voting in 
particular as physical observation is not achievable in this case. Although the reten-
tion obligations on paper-based elections are governed by electoral law, according 
specifications for e-voting are still an open issue. The chapter therefore addresses the 
following questions. With which existing legal obligations on  retention of election data 
is compliance needed? How can they be transferred to the scenario of remote electronic 
elections? Based on an analysis of the retention  obligations specified in German elec-
toral law, the author identifies the conditions that must be documented and are thus 
subject to long-term verifiability. She then investigates how they can be adapted to the 
scenario of remote electronic elections. Her work contributes to -establishing the basis 
for legally binding e-voting in Germany. As electoral law in Europe is rather consistent, 
this contribution might be useful to other countries as well.
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Chapter 9 is entitled “Law-Based Ontology for e-government Services 
Construction: Case Study: The Specification of Services in Relationship with 
the Venture Creation in Switzerland,” and is written by Abdelaziz Khadraoui, 
Wanda Opprecht, Michel Léonard, and Christine Aïdonidis. The compliance of 
 e-government services with legal aspects is a crucial issue for administrations. This 
issue becomes more difficult with the fast-evolving dynamics of laws. This chapter 
presents an approach to describe and establish the link between e-government 
services and legal sources. This link is established by an ontology called 
“Law-Based Ontology.” This ontology is used as means to define and to construct 
e-government services. It may not be exhaustive, but it is nonetheless based upon 
an unquestionable source of information, the laws themselves. The proposed 
approach is illustrated with one case study: the specification of services in relation-
ship with the venture creation in Switzerland and in the State of Geneva. The 
authors have selected the Commercial Register area which mainly encompasses the 
registration of a new company and the modification of its registration.

The theme of Chap. 10 by Anne Fleur Van Veenstra and Marijn Janssen is  service 
integration and interoperation on the Web, and it is entitled “Architectural Principles 
for Orchestration of Cross-Organizational Service Delivery: Case Studies from the 
Netherlands.” Realizing Integrated Service Delivery (ISD) requires government 
agencies to collaborate across their organizational boundaries. Orchestration of 
 services is one way of achieving coordination of processes across multiple 
organizations . In this chapter, authors identify architectural principles for orchestra-
tion by looking at three case studies of cross-organizational service  delivery chain 
formation in the Netherlands (preparation module for joint permit requests, informa-
tion system for importation of veterinary products, and information  system supporting 
the asbestos removal process). In total, six generic principles were formulated and 
were  subsequently validated in two workshops with experts: (1) build an intelligent 
front office, (2) give processes a clear starting point and end, (3) build a central 
workflow  application keeping track of the process, (4) differentiate  between 
simple and  complex processes, (5) ensure that the decision-making responsibility 
and the  overview of the process are not performed by the same  process role, and 
(6) create a central point where risk profiles are maintained.

Chapter 11 is entitled “Achieving Interoperability Through Base Registries 
for Governmental Services and Document Management,” and it is written by 
Yannis Charalabidis, Fenareti Lampathaki, and Dimitris Askounis. As digital 
 infrastructures increase their presence worldwide and citizens and businesses are 
provided with high-quality one-stop services, there is a growing need for the 
systematic  management of those newly defined processes and electronic docu-
ments. An Interoperability Registry is a system devoted to the  formal description, 
composition, and publishing of traditional or electronic  services, together with 
the relevant document and process descriptions in an  integrated schema. Through 
such a repository, the discovery of services by users or systems can be automated, 
resulting in an important tool for achieving interoperability. This chapter 
describes the architecture, components, and  underlying ontology of an interoper-
ability regitry platform that has been developed in Greece, in the context of the 
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new Greek Digital Strategy plan. The chapter  illustrates the applicability of the 
approach through experimentations with the VAT process, which is, by nature, a 
process spanning multiple organizations.

The theme of Chap. 12 is human–computer interface. Entitled “Envisioning 
Advanced User Interfaces for e-government Applications: A Case Study,” it is writ-
ten by Gaëlle Calvary, Audrey Serna, Joëlle Coutaz, Dominique Scapin, Florence 
Pontico, and Marco Winckler. The adoption of e-government services provided to 
citizens depends upon how such applications comply with the users’ needs. 
Unfortunately, building an e-government website doesn’t guarantee that all citizens 
who come to use it can access its contents. These services need to be  accessible to 
all citizens/customers equally to ensure wider reach and subsequent adoption of the 
e-government services. User disabilities, computer or language illiteracy (e.g., 
foreign language), flexibility on information access (e.g., users remotely located in 
rural areas, homeless, mobile users), ensuring user privacy on sensible data are 
some of the barriers that must be taken into account when  designing the User 
Interface (UI) of e-government applications. Several initiatives (such as the W3C 
WAI) focus on how to promote usability and accessibility of content provided by 
e-government. And many governments are enhancing their  technology to make 
their services compatible with new communication  channels  available through 
multiple devices including interactive digital TVs (iTV), personal digital assistants 
(PDAs), and mobile phones. In this chapter, the authors focus on this latter issue, 
which means the development of multitarget government services available across 
several  platforms. They discuss the major constraints underlining the importance of 
investing in the UI’s design for e-government  applications. They propose a frame-
work for envisioning advanced UIs where the adaptation to the user’s capabilities, 
 available devices, as well as physical and social environment will play a major role. 
This approach is illustrated through an  experimental system developed for handling 
scholarship requests in a regional French administration.

Chapter 13 is entitled “Practices to Develop Spatial Data Infrastructures: 
Exploring the Contribution to e-government,” and is written by Joep Crompvoets, 
Glenn Vancauwenberghe, Geert Bouckaert, and Danny Vandenbroucke. The main 
objectives of this chapter are to introduce Spatial Data Infrastructures (SDIs), and 
to explore their potential contribution to e-government. In order to understand the 
possible strengths of SDIs for e-government, the concept, components, governance, 
and the cost–benefit analyses regarding the implementation of these infrastructures 
are first explained and presented followed by a short presentation of four existing 
SDIs in practice (Europe, Catalonia, Flanders, and Leiedal). These practices show 
clearly the dynamic, integrated, and multiple natures of SDIs. The main reason to 
invest in SDIs is that they facilitate the sharing of spatial data so that the management  
and use of these spatial resources is more efficient and effective. Although sharing 
resources from multiple sources is still not common practice in e-government 
implementation, it will be very likely that ICTs will play a key role in improving 
the sharing of public resources. Lessons learnt from the existing SDI practices and 
understanding of the nature of SDIs could therefore be useful support to develop 
efficient and high-quality e-government systems.
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Note

1  All survey data since 2002 have been compiled by the UNDESA into an “e-government Readiness 
Knowledge Base” available online at http://www.unpan.org/egovkb/, retrieved July 2nd, 2010.
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Abstract Public procurement constitutes a significant portion of national PIB in 
all countries and electronic platforms for supporting public transactions are an 
important application of e-government. In France, new regulations since 2005 are 
pushing public and private actors to adopt electronic means for handling all steps 
of the purchase process in public organisations. Based on quantitative and qualitative 
surveys made between 2005 and 2008, this chapter presents the general topic of 
e-procurement and specifically discusses the problem of e-procurement adoption 
in public institutions in France. The conclusions of these investigations spanning 
a three years period, are that public e-procurement is constantly progressing, 
although difficulties related to insufficient technical skills and the complexity of the 
juridical context hinder seriously its full adoption. They also show that a digital and 
an organisational divide is appearing between big administrations which have the 
adequate resources and skills to fully adopt e-procurement, and small administra-
tion (i.e. local authorities) which are still reluctant or unable to conduct a purchase 
in a digital manner.

2.1  Introduction

Since 1 January 2005, all public entities that are subject to the public procurement 
code in France, such as administrations, local authorities, hospitals, and public 
institutions, have been required in accordance with Article 56 of the French law,1 
to accept electronic  tenders from vendors. That date was fixed following the over-
haul of the public procurement law published in September 2001; it was one of the 
140 measures in the government’s electronic administration program (ADELE) 
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published in 2004.2 The gradual virtualisation of public procurement, in which 
Article 56 represents one of the first stages, is therefore at the heart of the policy 
implemented in France by  successive governments since the end of the 1990s to 
improve efficiency in public procurement. “Article 56,” which is part of the general 
policy for public services modernisation and administrative procedures simplifica-
tion, is regularly presented as “the” solution to the problems encountered with 
regard to public  procurement contracts. These problems are related to the complex-
ity of managing public contracts, the unavailability of information on current 
contracts, and the high level of direct and indirect costs. In particular, e-procurement 
is supposed to make public procurement more efficient : lower costs, time savings, 
and improved productivity [GAR01, EME02, LAJ04, JUB05].

What does the public e-procurement involve? It entails implementing  electronic 
means to process publish exchange and store information concerning public 
 procurement without a paper medium. In concrete terms, it consists of publishing 
public calls for tenders (AAPC) on the Internet, sending out documents and 
 specifications (consultation files for companies, binding tender forms, etc.) in digi-
tal form, receiving tenders electronically, and so on, with a view to ensuring greater 
efficiency in managing procedures for awarding public  procurement contracts.

2.2  The Initial Survey in 2005

One year after the fateful deadline of 1 January 2005, although e-procurement was 
clearly being implemented, the results as yet have been timid, leading numerous 
observers to regret the excessive prudence, even conservatism, of both public sector 
entities awarding public procurement contracts and companies. If this hesitancy 
was not completely unexpected, the determining factors still needed to be defined. 
The prevalent tender approach in e-procurement, the top-down character of the 
model used to deploy this innovation, the use of technical intermediaries 
 (“virtualisation platforms”) supposed to mask the IT complexity, all these factors 
have played a part in these phenomena.

Factors relating to the dynamics of the project may also have played a part. Does 
the “official” virtualisation, that of the technical platforms where vendors submit 
date- and time-stamped tenders and exchange secured by asymmetric  cryptography, 
supplement “unofficial”  virtualisation, that of e-mails exchanged between parties to 
the  contract and  deliverables sent in the form of computer office documents and 
printed by the customer? Is it destined to replace it in the same way as 
industrialisation  replaced traditional craft industries? Or, on the contrary, has it 
 ridden  roughshod over work practices that were beginning to be put in place using 
the new media, at the risk of fewer gains than losses in terms of  productivity and 
quality? Moreover, once the official tools have been put in place, will there be any 
room left for innovation and ongoing improvement, or will buyers and sellers find 
themselves confined to purchasing practices that are imposed to such an extent by 
IT tools that they can only develop in line with the development of their tools? 
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Furthermore, do they have no real control over such developments because they are 
dictated by private mediators aggregating  numerous customers?

To assess in concrete terms the use of public e-procurement in practice, the 
Institut Télécom (formerly GET)3 carried out a survey in 2005 among public admin-
istrations in the context of the ProAdmin research project [PRO05]. Our objectives 
were to gain a better understanding of the  e-procurement process, to assess the 
problems encountered by public buyers when using these systems and to determine 
to what extent the available tools satisfy their expectations, and so on.

From a methodological point of view our survey was based on an online ques-
tionnaire for public administrations. An electronic mail requesting the participation 
of “buyers” was sent to officials of procurement services, accounting officers, and 
financial controllers of a sample of 500 public administrations  (ministries, public 
institutions, local authorities, etc.). After the initial electronic  mailing at the beginning 
of October 2005, followed by reminders sent out at the beginning of December and 
in January 2006, 90 questionnaires were completed in an exploitable way. The 
overall response rate was satisfactory (18%) and the large proportion of respondents 
who asked to receive the results of the survey (73%) seems to demonstrate the interest 
that it aroused.

In this section of the chapter we attempt, using the results of this initial survey, 
to determine the impact of e-procurement on public administrations after 1 year’s 
experience with the new system. On the basis of this assessment, we then attempt 
to clarify the benefits of e-procurement for public sector entities, as well as their 
representations of the desired transformation of practices. Before addressing these 
points, we revisit the initial objectives of the virtualisation of procurement  contracts, 
as initially expressed by the governmental instances.

2.2.1  The Virtualisation of Public Procurement Ab Initio: 
Numerous Opportunities and Guaranteed Gains

2.2.1.1  Political Proactivity Requires Exogenous Change

When the idea was first mooted within the framework of the electronic administ ration , 
in the mid-1990s, virtualisation was described as a triple  challenge: to simplify the 
life of companies, to initiate them into electronic  commerce, and at the same time 
to encourage the public institutions to  modernise, organise, and increase their 
 efficiency and make savings. From that point of view, virtualisation is a relatively 
easy way of promoting changes in procurement procedures, saving time, making 
public procurement more  transparent and attractive again, and developing the 
European market. The views expressed at that time were proactive and very 
 optimistic. For example, the report entitled “The State and Information Technologies: 
Towards an Administration with Plural Access” [LAS00, p. 129] considered that 
“putting in place online tendering but above all making it possible for companies 
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to consult files online and to submit completed tenders online should be considered 
as priority  projects. This is an area where progress can be achieved rapidly while 
respecting the principle of equality among companies.”

Considered therefore as a “necessity,” virtualisation is one of the tools of the 
“administration’s modernisation.” Figures were quoted, for example, in terms of 
cost savings. Thus, several studies at that time agreed that the virtualisation of pub-
lic procurement could generate real savings of between 5 and 10% a year in a sector 
that represents approximately 10% of French GDP.4

The political proactivity behind the virtualisation of public  procurement – like 
the reasons underlying numerous projects of the French electronic administration 
of the 1990s [RAL05, BEA05] – explains the extremely centralised and global 
initial positioning of the project. It was launched exogenously to public  entities and 
was included in the revision of the public procurement code published in 2001, in 
Article 56 which made it compulsory. One year later, it is possible, if not to draw 
up a full appraisal, to identify a trend: namely the low level of adoption of 
 e-procurement by public administrations and companies.

2.2.1.2  Low Utilisation Rate

In accordance with Article 56, public buyers were legally required, with effect from 
1 January 2005, to virtualise their procurement procedures, failing which the legal 
certainty of contracts concluded after that date could be called into question.5 
Without any effort to raise awareness or consensus formation a priori, either with 
regard to the proposed solution (the virtualisation obligation) or with regard to the 
problems encountered in public procurement, even less with regard to the causal 
chain of events linking the solution to the problems, the virtualisation management 
strategy was clearly proactive, but also and above all brutal. The resultant chain of 
events was then typical of the implementation of political decisions imposed on the 
administration. Faced with what is seen at the central level as resistance to change 
by buyers at the local level, the project management has given an increasingly 
 structuring role to specialised central entities charged with implementing Article 
56. The MINEFI6 and the ADAE7 thus put in place, at the beginning of 2005, a joint 
 ministerial platform – www.marches-publics.gouv.fr – enabling them to  publish 
information on current contracts and receive tenders from companies. The project 
management is thus largely exogenous to buyers. In particular, the existence of a 
centralised offering has reduced the use by ministries of e-procurement. For other 
administrations, the widespread use of platforms has transformed the project. What 
happened?

With the entry into applicability of Article 56, public buyers felt trapped by an 
 additional legal constraint which simply amplified the complexity of their tasks. 
This lack of understanding encouraged the referents to adopt “ready-to-use” solutions 
 (private platforms) and quickly resulted in a limited use of this new possibility and a 
very instrumental vision of e-procurement. Public buyers perceived virtualisation not 
as a fundamental factor destined to  transform the future of the public  procurement 

http://www.marches-publics.gouv.fr


172 E-Procurement, from Project to Practice

process, but as a simple instrument for data and information exchange. This does 
not mean that e-procurement has a poor image or that it is rejected by buyers. 
According to our initial survey8, buyers see it as a source of simplicity (40% (B9)), 
 efficiency (49% (B9)), transparency (45% (B9)), and  traceability (62% (B9)); 
however, they also see it as a source of problems of confidentiality (65% (B9)) and 
security (56% (B9)). This image of  e-procurement is not very different from the 
overall image of the Internet.

In fact, the Internet has a good image among the general public, which sees it as 
useful and versatile. Some 50% of the people interviewed in 2005 declared that it 
helps them to save time by simplifying and speeding up tasks.9 However, the major-
ity of the people interviewed had fears regarding confidentiality and security.10 This 
tends to demonstrate that public e-procurement is not, for its main stakeholders, a 
project with an autonomous image

For the time being, the results of our initial survey showed a gap between the 
usefulness, perception, and acceptance of public e-procurement, regarding both its 
underlying principles and its expected benefits. These first results were mixed and 
the situation was disappointing.

2.2.2  E-Procurement In Situ: A Deceptive Situation

The results of the first survey reveal, via several key figures (as well as via the 
 comments of the respondents in the open questions), the state of play regarding 
progress in implementing public e-procurement. Although at first sight the overall 
objectives have been attained, utilisation has not lived up to expectations. First, 
from a technological point of view, the system put in place remains incomplete and 
marked, among other things, by problems such as a lack of user-friendliness and 
confidence. Secondly, virtualisation has not led to changes in practices and has 
resulted simply in a change of medium.

2.2.2.1  An Apparent Success Which Conceals, However, a Problem  
of Underutilisation

One year after 1 January 2005, the results remain mixed. Overall the  administrations 
have complied with their virtualisation obligations by putting in place the necessary 
means (96% of the administrations interviewed claim to have done so). Likewise 
the majority of public calls for tenders (AAPC) and tender files for consultation by 
companies (DCE) are published on the Internet. Details of current public  contracts 
are available and listed on the websites of the administrations and/or on the sites of 
the e-procurement platforms. Companies can access them very easily by simply 
downloading the documents.

However, the number of tenders submitted electronically by companies 
and the level of experimentation with virtualisation by administrations for 
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managing and awarding public procurement contracts remains, 1 year after the 
initial deadline, extremely timid. E-procurement has not gone beyond the invi-
tation to tender phase (publication of AAPC and DCE). Some 82% (B4) of 
respondents have tested e-procurement in this first phase, whereas only 32% 
(B4) have received a  virtualised tender. Some 8% (B4) have experimented with 
the virtualised  selection of tenders and only 4% (B4) of the administrations 
interviewed have  concluded a contract based on a virtualised tender. By way of 
example, on www.marches-publics.gouv.fr, the platform which groups together 
all the contracts of the ministries (7,500 calls for tender launched online in 
2005), only 5%11 of the DCE downloaded resulted in an electronic tender being 
submitted electronically in 2005.12 After 1 year, therefore, the investments and 
complexity of the systems put in place do not seem to be in phase with the actual 
use of such systems: if it involves almost exclusively putting public documents 
online, a simple  documentary site management system would have sufficed instead 
of complex platforms managing authentication, date- and time-stamping, submit-
ting tenders, and so on.

What is the cause of this discrepancy? The main limit to e-procurement 
 according to its supporters is that companies are not playing the game. As  Jean-Séverin 
Lair of the ADAE13 emphasises, “We cannot impose e-procurement on companies. ” 
However, this bottleneck still needs to be explained. Very down-to-earth  factors 
have contributed to holding back virtualisation. Thus, technical  failings and a lack 
of confidence as regards confidentiality have resulted in a very low number of 
 electronic replies to invitations to tender have been downloaded  electronically. 
According to the survey, 67% (B13) of the problems  encountered by public buyers 
are of a technical nature. The security issues and the fear of complications using 
electronic documents  that need to be certified manually are strong limitations when 
it comes to submit a tender electronically [MEFI04, MEFI05].

2.2.2.2  The Incomplete Technological Development of the Virtualisation 
Platforms

The technological development of the “e-procurement platforms” has taken far 
 longer than initially planned. The current situation in 2006 is the result of an 
 unexpected slowness in developments and, on the other hand, a more complex 
 functional target than planned. According to our survey, this slowness is the result 
of a series of fears among public buyers and companies. IT solutions are expensive 
for administrations, and naturally even more so for the e-procurement pioneers that 
have had to pay more than their share of platform development costs. Furthermore, 
the platforms are still deemed to be immature. They are seen as not being 
 user-friendly and insufficiently compatible with the information systems of the 
 parties involved. The case of a respondent operating in the construction and civil 
engineering sector is worth  studying extensively. For these companies e-procurement 
procedures for public  contracts have resulted in additional date-entering needs. 
The company’s table of cost  evaluation is carried out using professional software, 
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which  generates a “ready-to-print”  document in a format that is not accepted by the 
main  platforms put in place. To be able to tender online, the company therefore 
needed to re-enter manually the elements produced by its business software program 
in the input mask of the platform.

Although the platforms have been criticised by companies, public buyers are not 
entirely satisfied either, inasmuch as one respondent explained: “E-procurement 
 solutions are not really user-friendly and require a certain number of checks.” 
These fears and problems are related in the majority of cases to a lack of computer 
skills and even in office automation processes. Hence, the lack of confidence in 
the new  electronic systems is largely systemic. It is therefore hardly surprising 
that the  majority of public buyers consider that e-procurement is a source of risks 
(60% (B24)).

2.2.2.3  E-Procurement Reduced to a Change of Medium

As they have not made many changes to their procedures, public buyers have not 
seen the gains that they imagined would result automatically from e-procurement 
in terms of cost savings, simplicity, transparency, and the like. On the other hand, 
they find themselves with new costs and new problems. According to our survey, 
the main benefit apparent at this stage is the improvement in procurement 
timescales (55% of the administrations interviewed declared that this was the case 
for the  pre-tender phase, 67% for the call for tender phase, 53% for the submission 
of  tenders, and 53% for subsequent relations) (B8). E-procurement has not 
 stimulated competition (for 56% (B20) of the respondents) and the amounts of 
 company tenders are more or less similar to those that existed before the entry into 
e-procurement. Only 25% (B11) of respondents considered the return on  investment 
to be significant.

Therefore, for the time being, in any event, the simple change of medium is not 
sufficient to generate either material gains nor a return on investment. The situation 
will perhaps improve in the coming years, but that will no doubt depend on the 
implementation of a true overhaul of processes. For example, one respondent 
declared that the return on investment “will tend to improve over time, but that will 
be more as a result of an overhaul of procurement processes than of the introduc-
tion of IT resources.”

These observations confirm that it is naive to expect public procurement to 
improve simply by changing the medium used. The use of IT and electronic 
means for public procurement operations will never lead to improved efficiency 
without a policy of change and organisation. The causal chain of events is far more 
complex – and fragile – than the vision of e-procurement generating automatic 
gains. In an optimistic hypothesis, in order to make the e-procurement process more 
efficient, the introduction of electronic means requires organisational improve-
ments. The  introduction of ICT would then become a marker of good organisational 
processes and the change of medium would be an opportunity to improve procure-
ment practices.
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2.2.3  Virtualisation of Public Procurement Ex Post: A Change 
of Medium, an Opportunity for Improvement?

2.2.3.1  The Future of E-Procurement: The Hopes and Confidence  
of the Stakeholders

Disillusionment is setting in with the initial vision of an automatic improvement in 
public procurement as a simple result of a change of medium. However, this does 
not mean that virtualisation cannot have a positive impact on the efficiency and 
 quality of public procurement, but in accordance with a more complex causal 
mechanism. The change in medium can in fact make it easier to call into question 
sedimentary practices, to modify roles, tasks, and decision-making criteria, among 
others. It is important not to ignore the symbolic force of  changing not only work-
ing documents but also their changing nature. The semiotic force of the changeover 
from a paper format to digitised hypertexts is inevitably reflected in the organisa-
tion of work. Moreover, it is undoubtedly this symbolic force that explains the 
belief of public procurement stakeholders in the positive effects of virtualisation. 
Despite the problems encountered, the lack of  confidence, and insufficient use 
made of e-procurement, the survey confirms that the majority of respondents have 
confidence in the future of e-procurement. Public buyers  consider that, although the 
transformation process has not been successfully accomplished, e-procurement will 
eventually lead to greater  efficiency. Thus, 89% of respondents (B16) consider that 
e-procurement will improve the  procurement process. In the same way, 56% 
believe that e-procurement will contribute positively to good public procurement 
management  practices, and 22% consider that it is indispensable (B3). However, 
these respondents associate far more than a simple change of medium with e-pro-
curement. It is described as a “complete overhaul” of public procurement by 39% 
(B1) of respondents, a “slight reorganisation” by 31% (B1), and seen as “simple 
automation” by 30% (B1).

Therefore, the current difficulties have not eroded the capital of long-term 
 confidence in e-procurement. This process is typical of the use of ICT, where we are 
used to waiting a long time after deployment for positive effects that can be quantified 
in terms of efficiency and quality.14 This fatalism is explicit in certain replies to the 
open questions in the questionnaire [PRO05], for example, the view that e-procure-
ment is an “inescapable expression of technological progress which facilitates access 
and a more modern management of public procurement” or the view that “the benefits 
are expected not over the short term but in the long term, when all companies includ-
ing small structures take an interest in it.”

What is the basis of this general optimism? In terms of impact, and among the 
multiple challenges of public procurement, the stakeholders gave priority to the 
potential effects of e-procurement on the complexity and fairness of public 
 procurement. Public buyers believe it will ensure that procedures are simpler 
(68% (B17)) and fairer (72% (B17)). More precisely, 70% of public buyers  consider 
that e-procurement is a source of simplicity for public entities, 73% for companies, 
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and 63% for public procurement auditors and paymasters (B18). In terms of 
organisation, with different logistics and a reorganisation of the process, public 
buyers consider that the benefits are mainly to be found in reduced  timescales 
and the possibility to accomplish the related tasks more rapidly. Some 56% (B10) 
of public buyers see e-procurement as a means of saving time rather than 
money, which in no way detracts from its importance, because it helps to 
increase  productivity by making it possible to improve preparations for public 
procurement contracts, launch others, rationalise expenses, implement  management 
controls, and so on.

The reality is therefore disappointing in relation to the initial ambitions, but 
confidence remains high. The key success factor seems to lie in the capacity to 
transform the organisation of the process and make “technical” virtualisation 
 contribute to the attainment of the “managerial” ambition. Is it possible to define 
more accurately representations and expectations at this specific level?

2.2.3.2  A New Focus for Public Procurement Management

For public procurement stakeholders, the initial difficulties of e-procurement lie in 
the teething troubles of the tools and the lack of sufficient incentives to  motivate 
them to make the efforts to transform practices. Nevertheless, they do not seem 
to translate a more fundamental discrepancy between e-procurement as it is 
currently implemented and the routines of the stakeholders. This optimism gives 
rise to a new formulation of the advantage of e-procurement. Public  buyers 
consider that it is necessary to grasp the opportunity of the change in medium to 
improve practices and processes. As one procurement manager emphasised in an 
answer to an open question in the questionnaire [PRO05], “We have reached the 
limits of our traditional administrative way of thinking. E-procurement makes it 
possible to go beyond those limits by  implementing new models with a new 
 open-mindedness.” Consequently, despite the technical, organisational, and legal 
 problems, e-procurement is seen as a means to perceive e-procurement in a new 
light based on increasing efficiency accompanied by an overhaul of procedures.

Public buyers support the general injunction to “rationalise” public  procurement 
and see virtualisation as an opportunity for accomplishing such a  transformation. 
Can this representation be refined as a possible overhaul of processes to achieve 
greater efficiency? It is depicted as a change of culture, the  current approach being 
marked by a legal conformist culture which needs to be replaced by an economic 
approach focused on innovation. One procurement manager declared in an 
answer to an open question in the questionnaire [PRO05] that e-procurement 
“will in time make it possible to accelerate the validation at the different levels 
of the procedure, simplify administrative tasks, reorganise working  methods, etc.” 
In the same way, e-procurement will help to improve relations with audit, 
accounting, and payment services. Some 51% (B15) of respondents consider that 
eventually e-procurement will lead to a change in relations between  procurement 
services and audit and payment services.
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2.2.4  Public E-Procurement: Triggering a Dynamic  
of Improvement?

Our survey has helped us to fine-tune our understanding of the interest of public 
buyers and companies in e-procurement at its initial stages of development. 
The  initial paradox concerned stakeholders who, although seeming to be convinced 
of the benefit of e-procurement, consider at the same time that a simple change of 
medium will never lead to an improvement in the process. Public buyers want a far-
reaching transformation of the whole system, including a legal and organisational  
overhaul. Whereas 36% of respondents believe that technical improvements are 
above all necessary to make public procurement more efficient, 23% believe that 
organisational improvements are more important and 35% would give priority to 
legal improvements (B12). The only problem is that buyers do not know how to 
launch this overall project, moreover, according to our survey, they doubt whether 
this falls within the scope of their responsibilities. From this point of view, 
e- procurement seems to offer a perfect opportunity to overhaul completely existing 
 practices and processes in place and initiate a dynamic of gradual improvement.15

Is this transformation model compatible with what we currently know about 
e-procurement? In other words, does the latter really facilitate the expected organi-
sational change, or, on the contrary, does it contribute to making systems rigid and 
inflexible? The inescapable fact is that, to the date of the initial survey, the effects 
of e-procurement have been limited: the procurement function is switching to a new 
medium while adapting to a minimal extent to the newly available technological 
tools. This adaptation has not changed much as regards the fundamental causes of 
the problems facing buyers; in certain cases, it has served to expose their difficulties 
to a wider audience (e.g., by facilitating access to contract documents and exposing 
therefore, on occasions, their mediocrity). Far from initiating a virtuous cycle of 
transformation, e-procurement is seen in practice as a troublesome but short 
 transition from a “paper-based” equilibrium to another “computer-based” medium, 
 motivated by the need to comply with their legal obligations with regard to e-pro-
curement. Once this objective has been attained, they can move on to other things; 
adoption remains limited.

2.3  The 2007 and 2008 Surveys

As the adoption of e-procurement did not attain its initial expectations, the 
 governmental authorities appointed a group of experts to observe and measure 
e-procurement. This group of experts was also charged with the mission of dissemi-
nating good practices and gathering knowledge about the implementation of 
e-procurement. The procurement expert group regularly organised practitioners’ 
workshops and created an online library of documents in which were stored and 
made available presentations, discussions, and recommendations issued by the 
group.16 As part of the expert group activities, quantitative and qualitative surveys 
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were made regularly to assess different aspects of the ongoing e-procurement adop-
tion and diffusion process. Two important surveys have been conducted in 2007 and 
in 2008 to evaluate the reality of e-procurement practices, to assess the perception 
of stakeholders, and to gather recommendations concerning the future evolution of 
e-procurement.

The first survey was made by the TNS-SOFRES survey organisation in July to 
October 2007 [MEFI07]. This survey was qualitative using 1h30 interview. It 
concerned 15 persons from the buy side (procurement managers in different public 
administrations) and 18 persons from the sell side (marketing managers in enterprises 
of  different size and domain of activity). The main results are the following:

There are different practices according to the size and nature of the procurement •	
contract: for formalised contracts, usage of e-procurement is generalised and the 
public actors feel confident about it, but for adaptable contracts17 where the 
public entity has a large choice of alternatives, actors in public institutions fear 
juridical complications as many bidding contracts have been cancelled by the 
administrative jurisdiction due to procedural errors.
Small public structures have big difficulties in handling procurement  processes •	
electronically, and it is often the managers’ secretaries who are responsible for 
sourcing and procurement, and who are adequately trained for such a mission.
The juridical risk is so important for public actors (fear of cancellation and/or •	
juridical complications) that some institutions have introduced specific  constraints 
on procurement processes which go beyond the initial constraints defined by the 
general law.
Most sell-side actors (private enterprises) are rather critical: they are facing •	
many different electronic platforms depending on the public institution with 
which they deal, and for small-sized companies, they consider that they did not 
get the sufficient level of training nor do they have the adequate human resources 
to deal with the complexity of answering electronically to a public call for 
tenders.
Actors in public institutions continue, however, to believe in the potential of •	
e-procurement to modernise the public sector and to enhance its efficiency.

The second survey was made in the April–May 2008 period for the Direction des 
Journaux Officiels [DJO08], a governmental organisation responsible for manag-
ing juridical information and who plays an important role in publishing data and 
information concerning e-procurement processes. This survey was quantitative 
with online questionnaires, and concerned 747 persons on the buy side, and 851 
persons on the sell side. Some of the most significant results are the following:

Actors (public and private) are aware of e-procurement potential and  possibilities; •	
there is a high level of satisfaction concerning the diffusion of general 
information  about e-procurement.
A significant portion (60–80%) of public actors use electronic means to publish •	
calls for tenders and give the possibilities to bidding companies to respond 
 electronically. However, only a small portion (22%) effectively handles offers 
electronically through an e-procurement platform.
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In a similar pattern, a large number of enterprises download documents •	
 concerning calls for tenders, however, only a small portion take the opportunity 
of using the e-procurement platform to respond.
30% of surveyed actors have fully virtualised calls for tender processes, the •	
reasons invoked are related to the oncoming mandatory aspect of e-procurement, 
the perception of time and money gains, and the desire to participate in what is 
perceived as a modernisation process.
13% of surveyed actors have never used electronic means to handle procurement •	
processes, the reasons invoked are related to the ongoing optional aspect of 
e-procurement, to the insufficient level of training and knowledge about the 
e-procurement tools and processes, and to the fear of juridical complications if 
these tools are not used adequately.

2.4  Conclusion

The first survey that we carried out reveals that 1 year after the legal obligation 
introduced with effect from 1 January 2005, the utilisation of e-procurement by the 
public sector remains limited. The administrations have clearly complied with their 
obligations by acquiring the necessary means; however, e-procurement is used only 
to a limited extent and has not really been grasped as an opportunity to reorganise 
the procurement processes. The volume of tenders submitted electronically by 
companies is almost negligible and e-procurement has not gone beyond the phase 
of consulting calls for tender online.

In addition, various technical, organisational, and legal problems still exist. 
The optimistic assumption of an improvement in practices as a result of a change 
of medium must give way to a more pragmatic vision. This revision supposes a 
 modification of the project management, which to date has focused more on 
 selection aids, making available technical solutions and a move towards accounting  
for “opening marketplaces” rather than towards uses and enhanced  performance. 
The e-procurement managers must modify their actions to improve the project’s 
implementation at the operational level, using an organisational approach based on 
observing/modifying practices. That is, in any event, the view expressed by the 
majority of public procurement practitioners interviewed in year 2006.

The two surveys conducted in 2007 and in 2008 confirmed the main 
 conclusions of our initial survey. Although e-procurement diffusion has  progressed 
constantly, there is a visible digital and organisational divide.  Small-size 
 companies and local public authorities suffer from insufficient technical skills 
and resources. Juridical and organisational context for conducting online  business 
is still insufficient for handling the sophisticated parts of the procurement process 
(submitting offers, analysing offers, and decision making). It is also insufficient 
for dealing with  specific purchasing processes where the  responsibility of the 
public actor is deeply engaged (MAPA category of calls for tenders), and where 
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the fear of juridical  complication (or even cancellation) hinders the full electronic 
support of underlying process. The stated objectives of 100% of public procure-
ment contracts online and at least 50% of contracts concluded electronically by 
2010 seem to be far from the current concerns of practitioners.

How could improvements be made on the basis of the lessons learned from 
these surveys? To encourage the adoption of e-procurement, doesn’t the solution 
lie in an approach based on  reorganising the procurement process in a participa-
tive spirit? We have explored in previous research works the collaborative dimen-
sion of e-procurement [ASS06, ASS08], and certain official  declarations point in 
that direction: the adoption of common principles for e- procurement  platform 
user interfaces, the standardisation of data and information  relating to purchase 
orders and invoices, the standardisation at the European level of corporate iden-
tification elements, cross-border recognition of electronic signatures, and so 
on. We are aware, however, that a lot still remains to be done in this area, notably 
as regards improving “platform” offerings: alert systems, monitoring functions, 
virtualised solutions for documents (company registration certificates, binding 
 tender forms, qualifying bid documents, etc.).

Notes

 1   The virtualisation of public procurement is based on Article 56 of the Public Procurement Code 
and on its two implementing decrees; the decree of September 18th, 2001 specifying the proce-
dure for electronic tendering and the decree of April 30th, 2002  stipulating the conditions apply-
ing to electronic exchanges.

 2   ADELE 2004–2007 government program “Action Plan of the Electronic Administration,” 
Ministry for the Civil Service, Reform and Territorial Development, Junior Ministry charged 
with State Reform, launched on 9 February, 2004.

 3  The Institut Télécom is a public administration under the supervision of the Ministry of 
the Economy, Finance and Industry, which is charged with organising higher education 
and research in ICT.

 4  See [GAR01] for example. Several press articles even referred to savings of 15% thanks to 
public e-procurement virtualisation. See “Achatpublic.com passe les  marchés publics en ligne”, 
Journal du net (July 21, 2003), or “Les nouvelles  technologies font baisser les coûts des achats 
publics,” Le Monde de l’économie (May 14, 2002, p.14).

 5  A competitor excluded from the contract could use the argument that it was impossible to con-
sult the tender documents online or to tender online to claim that there was not a level playing 
field between competing vendors. Although the threat is theoretical at this stage – to the best of 
our knowledge no litigation has yet arisen on this point – the legalistic approach of the public 
administrations is such that they have all endeavoured to put in place a form of virtualisation, if 
not within the  prescribed time, at least in the months following the deadline.

 6  Ministry of the Economy, Finance and Industry.
 7  Agency for the Development of the Electronic Administration.
 8 For ease of reference regarding the results of the survey, the figures (Bxx)  correspond to question 

number xx in the “buyer” questionnaire and figures (Snn) to question number nn in the “seller” 
questionnaire. Accordingly, by way of example, “51% (B15)” means that 51% of the respon-
dents replied “yes” to question 15 of the “buyer” questionnaire and “52% (S7)” means that 52% 
of the respondents replied “yes” to question 7 of the “seller” questionnaire [PRO05].
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 9 Ipsos/Club Internet survey (June 2005).
 10 TNS Sofres/Cap Gemini survey (August 2005).
11 46,452 invitations to tender files were downloaded from this platform with an average of more 

than seven consultation files downloaded per contract.
 12 “Marchés publics: l’Etat doit convaincre les entreprises,” Le Journal du Net, 26 January 2006.
 13 Idem.
14 One can consider that this observation is the intrafirm equivalent of the Solow paradox globally: 

“Computers can be found everywhere except in productivity statistics.” Although the Solow 
paradox now seems to have been resolved through the acceleration of productivity growth since 
1995, the underlying causal relations remain obscure.

15 This belief is firmly rooted – although badly established – in the power of an exogenous crisis 
to transform practices and organisation, and views very similar to those expressed regarding the 
Year 2000 effect on information systems, or regarding the changeover to the euro on the trans-
formation of companies’ accounting and financial systems.

16 Available online at http://www.telecom.gouv.fr/rubriques-menu/entreprises-economie-numerique/
dematerialisation-marches-publics/28.html, retrieved July 12th, 2010.

17 MAPA: Marché à Procédure Adapté, a procurement contract in which the public actor has a 
certain autonomy in defining the purchasing process.
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3.1  Introduction

The concept of electronic government (e-government) does not have a single 
 definition, but in general it is associated with the use of ICT in government to 
deliver public services, improve the effectiveness of the bureaucracy, and promote 
democratic values through citizen participation [GIL03]. However, the adoption, 
implementation, and use of ICTs are heavily influenced by individual and organi-
zational  acceptance of them [RIV03]. This governmental change not only depends 
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Chapter 3
Implementation of E-Government in Mexico: 
The Case of Infonavit

Lizbeth Herrera and J. Ramon Gil-Garcia 

Abstract The implementation of information and communication technologies 
(ICTs) in the public sector is a strategy for administrative reform that has grown 
in  importance in recent years. The use of ICT in government can help to improve 
the  efficiency, quality, and transparency of public services and reduce the operat-
ing costs of bureaucracy. ICTs have also opened a new communication channel for 
government to provide public services to citizens without intermediaries. However, 
the  implementation of an ICT initiative is not a simple process. Organizations 
 frequently invest a great amount of resources into ICT initiatives, but the results 
they obtain often do not meet expectations. This observation is particularly true in 
some developing countries. Based on a case study of a Mexican federal agency, this 
 chapter analyzes a successful strategy involving three ICT projects, taking into con-
sideration institutional, organizational, and managerial aspects. Overall, the results 
of this study show that having a strategic plan that aligns the ICT project objectives 
with the overarching organizational goals leads to successful implementation 
because the technical, organizational, and institutional resources are  managed in an 
integrated fashion. The chapter also reports on specific factors that had an impact 
on the characteristics and success of the three ICT projects.
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on investments in infrastructure, but upon more integral changes at the intersection 
of people, processes, and rules [RIV04]. The introduction of ICT in an organization 
does not produce change by itself; to take advantage of the technologies and deliver 
a better service, the organization needs to introduce a strategy that pursues 
 institutional and organizational change by means of a shift in the routines and 
 cultural values of the public servants [RAM05, YAN07].

According to Heeks [HEE03], the potential benefits of e-government projects 
have contributed to the development of ICT initiatives in developing countries. 
However, the reality is that the majority of these projects fail. The rate of success 
and failure of e-government in developing countries is not well known because 
there are not enough data. However, it is estimated that the success rate for ICT 
initiatives in these countries could be as low as 15% [HEE03]. In the case of 
Mexico, the use of ICT began at the end of the 1990s. ICTs were used sporadically 
in public programs and there was no national strategy for developing e-government 
[SOT06]. In 2001, a national e-government program was created as a strategy to 
improve transparency, quality, and efficiency within the federal government 
[OEC05]. Similar to other Latin American countries, Mexico has problems with 
corruption, lacks a well-established civil service, and has not created a governmentwide 
citizen-centric strategy, among other issues. These factors make the implementation 
of e-government particularly challenging, but at the same time, they are strong 
incentives for governments to initiate ICT projects.

There were some additional contextual conditions that triggered the 
 implementation of e-government in Mexico. For more than a 100 years, Mexico 
had a presidential system similar to the one in the United States, but it was only 
in 2000 that Mexico initiated a real system of checks-and-balances [WEL02]. 
At that time, an opposition political party won the presidential election, but did 
not obtain enough votes to control the legislature. The political change and the 
divided  government allowed for the introduction of new reforms with the pur-
pose of improving  transparency and efficiency in government. Public organiza-
tions began exploring ICTs to change the way they delivered services to citizens 
and to become more efficient and transparent. As a result, there were many 
government ICT  projects, but not all of them were successful.

An example of a successful e-government implementation in Mexico was the 
strategy called Alternative Service Delivery Channels (ASDC), developed and 
deployed by the Institute of the National Fund for Workers’ Housing (Infonavit), 
which was given an Innova Award in 2002 and a National Innova Award in 2003 
[PRE07]. The Innova award is given to public organizations that implement  innovative 
practices to improve the delivery of public services and add value to  citizens. The 
impact of the ASDC strategy was measured through the number of workers that 
Infonavit could help. The strategy considered a minimum of 12  million users. During 
2001, Infonavit carried out a series of reforms focused on strengthening the financial 
stability of the Institute, which included strategies for modernization aimed at greater 
efficiency, transparency, and rendering of accounts in its operations. A key tool in this 
reform process was the use of ICT. The purpose of this chapter is to examine the 
strategies that allowed for successful implementation  of ICT in Infonavit.
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This document is divided into five sections including this introduction. In the 
second section we review institutional theory in general and the technology 
 enactment framework in particular. In addition, we describe a comprehensive 
e-government model based on Fountain’s theory [FOU01], but with additional fac-
tors cited in recent literature. In the third section we describe the research design 
and methods used in this study. In the fourth section we present the analysis and the 
main results of the case study in light of each theoretical construct and their 
 respective variables. Finally, in the fifth section we present some final remarks.

3.2  Institutions and the Technology Enactment Framework

In general, there are two dominant approaches to analyzing e-government. The first 
concerns the impact of ICT on the structure and performance of an  organization. This 
approach generally assumes that ICT has a positive effect on  organizational pro-
cesses, accountability, transparency, and citizen participation. The second approach 
focuses on how to evaluate the diverse factors that affect the success or failure of 
e-government initiatives. There is no single answer about which factors are the most 
important for e-government initiatives [GIL07]. From the perspective of Yildz 
[YIL07], the second approach is called process. This approach analyzes the imple-
mentation of e-government through observation, review of documents, and interviews 
with participants. The difference between the two approaches is that the first is related 
to output, such as the benefits of the application of ICT, whereas the second recog-
nizes that ICT implementation  influences both technical and organizational elements, 
among other factors. Fountain’s technology  enactment framework [FOU01] is based 
on the process approach and proposes the use of institutional theory to understand the 
selection, design, implementation, and use of ICT in organizations. In the following 
we briefly describe institutional theory in general and the technology enactment 
framework in  particular, including their main concepts and propositions.

3.2.1  Institutional Theory

There are several approaches to the study of institutions as a way to explain social 
and organizational processes. According to Castillo [CAS97], the existence of 
diverse institutional theories arises from the diverse definitions of institutions. 
Therefore, the specific definition of an institution depends on the approach taken. 
In general terms, an institution is a system of rules that give meaning to social life. 
Rules can be normative, organizational, informal arrangements, regulatory, or 
 constitutional, among others. Likewise, the notion of institution is used to refer to 
acts that are not sanctioned by any formal authority, but instead are embedded in 
everyday life, such as having a coffee every morning at work or speaking to the 
boss when she or he is walking down the hall. Peters [PET03] says that institutions 
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restrict human behavior according  to the values, routines, symbols, regulations, 
decrees, and resources of individuals.

According to North [NOR93], institutions are rules that limit the behavior of 
individuals, which are created by the individuals themselves in order to give form to 
human interaction. One of the characteristics of institutions is to provide  certainty, 
which is why they act as reference guides for day-to-day activities. But the stability 
and certainty that institutions provide for human life do not necessarily produce 
efficiency. In addition, institutions are different in each country, therefore, each indi-
vidual will behave in a different way depending on the institutions  established in his 
social context. For this reason, carrying out a procedure or  operation in one country 
may be very different from doing the same thing in another. Institutional theory has 
been used to understand e-government phenomena  and one of the most refined insti-
tutional approaches is the  technology enactment framework.

3.2.2  Technology Enactment Framework

Fountain [FOU01] created the technology enactment framework based on her 
research of government IT projects. Although the framework could be used to 
understand any IT project, it is designed for the government context. In the 
 following, we briefly explain the basics of this framework. According to Fountain, 
information technology can modify the structures and processes of organizations, 
which can then affect the use and implementation of technology. Fountain’s model 
posits that organizational or institutional structures – such as norms, regulations, 
and hierarchies, as well as informal rules, beliefs, routines, and  values – exercise 
influence on the development of ICT due to the way they modify the individuals’ 
perceptions and behaviors about how to use or implement these technologies.

The technology enactment framework consists of five main constructs. The first 
refers to technology factors, which are the physical components and  information 
that enable data processing, the Internet connection, and the  software, hardware, 
and telecommunications devices. Fountain uses the term objective technology, 
which could be conceptualized as all the possible characteristics and features that a 
system could have in contrast to the enacted technology, which encompass the 
characteristics and features that the organization selected for the system or IT 
initiative. The second construct, organizational form, includes  elements of bureau-
cracy and organizational networks such as hierarchy,  jurisdiction, and social capital, 
among others. The third construct is institutional arrangements, such as cultural, 
formal, and legal elements, as well as cognitive and sociostructural components. 
The fourth construct, the enacted technology, is the result of the interaction among 
objective technology, organizational forms, and institutional arrangements. Finally, 
the results are the outcomes of the  enactment process and they are indeterminate, 
multiple, and many times  influenced by a political logic.

In this document we propose a comprehensive model for studying e-government, 
which stems from Fountain’s technology enactment framework, but also addresses 
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its criticism and recent additions to this theory. This model was formulated by 
 taking into account the pre-existing relationships in Fountain’s model, as well as 
those suggested in recent documents related to the development and implementation  
of e-government. This model proposes specific variables in order to bring its 
 components to light and enable its application to a practical case. Finally, the 
 comprehensive model shows the relationship between different organizational, 
institutional,  contextual, managerial, and technological factors that influence the 
implementation of ICT in organizations. In the following, we briefly describe the 
variables included in the proposed model.

Contextual factors affect both organizational forms and institutional  arrangements 
(see Fig. 3.1). Context is formed by the external conditions that affect  processes and 
organizational structures. In this case, they refer to the economic environment, the 
demand for public policy, and the competition with other organizations from the same 
sector. Organizational factors refer to the size of the organization, its personnel, 
 structure, and networks. Institutional factors refer to written and unwritten rules that 
affect organizations: regulations, laws, budgets, and culture. Managerial factors focus 
on the way public administrators manage e-government strategies, such as the use of 
methodologies, process re-engineering, and leadership, among others. The objective 
technology consists of the physical characteristics of the hardware, software, or 

Fig. 3.1 Comprehensive model for understanding e-government
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networks that members of the organization use in their work or to communicate with 
each other. The technology enactment is the selection, implementation, and use of the 
ICT inside the organization; it also includes how the individuals perceive and under-
stand the technology in the organization. Lastly, the results of technology enactment 
can be indeterminate, multiple, and/or unanticipated because each organization has 
its own rules, context, values, and skill sets. The results of an e-government project 
will depend on how organizations apply the strategies in a variable environment.

3.3  Research Design and Methods

This study adopts a case study research strategy. The case is the ASDC strategy 
of Infonavit. We used semistructured interviews and document analysis. The 
questions were related to the five general constructs from the technology enact-
ment framework: contextual, institutional, organizational, managerial, and tech-
nological factors. For the interviews, we selected eight key individuals who 
 partici pated in the ASDC strategy and possessed a broad knowledge of the 
organization, the organizational culture, and the institutional environment. The 
 interviewees were personnel at the level of deputy directors, coordinators, man-
agers, and project leaders in each of the required areas. In order to guarantee the 
 reliability and validity of the interviews, we involved internal personnel as well 
as former Infonavit employees who have left the organization, but whose partici-
pation was vital to the development of the strategy. To complement the actors’ 
opinions, we obtained institutional information from Infonavit documents and 
content available on its website.

3.3.1  Brief Description of the Case Study

Infonavit is an autonomous tripartite institution representing the labor, business, 
and federal government sectors. Its purpose is to manage the resources of the 
National Housing Fund, as well as to operate a financial system for granting 
 preferential loans to low-income workers affiliated with the Mexican Institute of 
Social Security [INF07]. According to Pardo [PAR06], Infonavit is one of the most 
important Mexican institutions in the country because it covers nearly two thirds of 
the housing market nationally. In 2007, Infonavit held almost three million mort-
gages. If we considered the size of the organization, that is equivalent to approxi-
mately 748 mortgages per employee. Infonavit is also the largest manager of 
retirement savings in Mexico, with 31% of all assets (Fig. 3.2).

In 2001, Infonavit designed a strategy called ASDC in order to reduce the 
Institute’s operating costs and complement traditional customer service channels 
[INF07]. Operational costs would be reduced through a corresponding reduction of 
the workforce necessary to receive information or services at the Infonavit offices. 
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The use of ICTs was a key element of that strategy. The idea was to serve a large 
volume of requests via electronic media and to use service centers to manage 
 customer requirements. Infonavit has been able to double the number of mortgages 
given to workers since 2001 (Fig. 3.3).

Infonavit provides services to about 12 million workers, a million businesses, 
and also collaborates with banks, notaries, constructors, and other companies. Prior 
to 2001, the process for obtaining a mortgage was very complex because of 
 bureaucratic processes and the existence of intermediaries. When the workers 
wanted to ask questions about their account balance or whether they had met all the 
loan requirements, they waited in long lines outside Infonavit and had to pay the 
intermediates for the information. As a result, an illegal market of services was 

Fig. 3.2 Mortgage origination 
in Mexico, primary market. 
Source: Adapted from 
Conavi [CON09]

Fig. 3.3 Total mortgages. Source: Adapted from Conavi [CON09]



36 L. Herrera and J. Ramon Gil-Garcia

created to provide public information about account statements (money and points 
workers need in order to obtain a mortgage) [INF07]. Infonavit wanted to reduce 
three issues that combined to make the application process costly to the worker: the 
inefficiency of the service, the discretionary nature of the application processes, and 
the role of intermediaries.

The ASDC used digital media to provide Infonavit services efficiently and transpar-
ently. The ASDC are divided into three large components: the Internet portal, Infonatel 
(phone access), and digital kiosks. The Internet portal is where individuals can consult 
their accounts and carry out transactions. Infonatel is a call center designed to provide 
solutions and advice and promote the services that Infonavit offers. And lastly, digital 
kiosks are general-purpose devices for providing information in places where Infonavit 
does not have an office for  interacting with the public.

3.3.2  Study Variables

Because the constructs presented in the technology enactment framework are very 
general and abstract, we reviewed recent literature in order to identify operational-
ized definitions of enacted technology, outcomes, managerial practices,  organizational 
forms, institutional arrangements, and contextual conditions. These definitions and 
more specific examples of the variables used in this study were identified and 
extracted from published papers in public administration journals. In the following, 
we present some examples of the indicators used in this study (Table 3.1).

3.4  Analysis and Results

In this section we describe the main results of the interviews and the document 
analysis of Infonavit’s ASDC strategy, taking into account each of the five  
 constructs: technological factors, managerial practices, organizational forms, 
 institutional arrangements, and contextual conditions. To evaluate whether the 
 variable had an impact, we took into consideration the participant answers. We also 
 compared the results with official information and documents published by others 
about the Infonavit experience.

3.4.1  Technological Factors

According to the activity report of the Department of Innovation and Quality for 
2001, Web technology was defined as the technological platform Infonavit would 
use, because of its potential benefits. For example, the Web provides access from 
any computer, at any time, 365 days a year. In this case, the availability of Web 
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technology led Infonavit to opt for the development of a Web portal as the first 
ASDC to help thousands of eligible individuals avoid applying for loans in person 
at the Institute’s offices.

A technician said, With respect to the portal, the use of Internet was a rising trend 
at that moment with applications like Flash or programming languages such as Java. 
For the kiosks, we searched many models and we decided on an IBM model because 
this technology was already working [for] a number of companies in the country. 
The machine was tested, it was easy to use and it had fast  transaction response rates. 
Finally, Infonatel had a very innovative design and it looked  modern and functional. 
In general, the technological platform was thought to be the most appropriate at that 
time for solving the problems with efficiency and  transparency of Infonavit’s ser-
vices. Regarding technical characteristics, the Web was considered the best delivery 
option as it supported a great volume of  transactions in real-time.

Although the first version of the portal was simple and not very well designed, 
the most important thing was that workers could consult the account statement of 

Table 3.1 Constructs and variables in recent literature

Construct Variables References

Technological Characteristics of the technology in terms of 
platforms, languages, databases, security, 
and access, among others.

[PEL07, STR06]

Managerial Leadership
Internal planning
User involvement strategy
Development and implementation methodology
Alignment of technology objectives with those  

of the organization

[BRO99, DET02, 
GIL07, GAG01]

Organizational Structure of the organization
Number of levels  

in hierarchy
Size of the organization
Decision-making processes
Competent human resources
Cooperation and communication between  

members
Availability of human resources
Political support and support of senior  

management
Training

[DET02, GIL05a, 
LEE02, MEL03, 
TAT01, VON07, 
WES01]

Institutional Financial capacity
External incentives
The existence of a governmentwide electronic 

government strategy
Legal barriers
Cultural patterns

[GIL07, MOO02, 
TAT01, WEA99, 
WES01]

Contextual Economic conditions
Demand for government services and goods
Competition in the market

[CLA07, GIL05, 
NOR05, WEL07]
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their housing subaccount and their current balance. Within Infonatel, the  technology 
was not considered state of the art, however, it was certainly robust because of the 
fact that it continues to function well after 7 years. Kiosks, however, were considered 
to be the best service option based on a study of equipment in service in other orga-
nizations at the time, in addition to the fact that they are simple and user friendly.

According to a 2002 activity report from the Department of Innovation, the 
Internet portal helps Infonavit to provide virtual information and services to 
 thousands of users. For example, in January 2001 the portal was accessed fewer 
than one million times, whereas by December of that year this access number had 
increased to eight million. Over the period of 2001–2002, there were at least 15 
million inquiries about the loan prequalification process. Infonatel, on the other 
hand, received nearly 2.5 million phone calls in 1 year. It would have been difficult 
to achieve these service delivery figures offline, but by using ICT as an operational 
tool, Infonavit was able to respond to millions of questions without the use of 
intermediaries.

3.4.2  Managerial Factors

One of the reasons why the administrative reform of Infonavit moved forward 
 successfully was the ability of the managing director to listen to all employees in 
the organization and to encourage them to participate. As Cerdán and  colleagues 
[CER06] mention, the leadership exercised by Infonavit’s managing director helped 
to bridge the differences among the organization’s members and to use the planning 
process as an instrument for cooperation and discussion within the organization. 
The project leader for the ASDC strategy played a  fundamental role in seeing the 
three projects through to completion. The people who participated in the portal, 
kiosks, and Infonatel believe that without the leader’s efforts, the  project would not 
have achieved the results it did. In general, they recognize that the leader always 
knew what was happening in the projects. Furthermore, this leader had a personal 
style that motivated people to get results. The leader of the strategy was an 
 enthusiastic and committed person who played an important role in achieving the 
objectives because he motivated people to finish their tasks on time.

Regarding the planning process, three types of projects were defined:           short-, 
medium-, and long-term. Short-term projects were made up of activities that had to 
be carried out so that systems would keep functioning. Systems that had previously 
undergone diagnostics and situation analysis were projected in the medium-term, 
leaving system improvements to be considered in the  long-term. The Innovation 
and Quality department established an internal  policy that  projects must have 
 deliverables and that projects should not exceed 9 months given that they could face 
greater changes in technology, suppliers, and personnel. The underlying strategy of 
the ASDC called for clearly defined phases in each project, including deliverables 
for both internal participants and suppliers, which created an incentive for the 
 strategy to be completed within the set timeframe.
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Related to delivery of the projects, user participation significantly contributed 
to the development of the ASDC. Each channel had a defined user area; for 
example, the user of the portal was the social communication department, 
whereas the loan department was the user of Infonatel. Users contributed actively 
to project  requirements and control. One Infonavit analyst mentioned that one 
element that ensured the system would be usable was that the users groups 
participated in the  development of the projects together with the IT staff.

The coestablishment of a technical leader and a leader from the user area had a 
positive effect on the overall strategy. Each project had at least two people responsible 
for it, each with different viewpoints, but with a shared objective. The projects grew 
according to the business requirements, but took into consideration the  potential of 
ICTs. The result was a well-defined project with the best available  technological 
characteristics of the market. Having partners from the user and  technical areas 
enabled systems development that incorporated the necessary characteristics within 
the required timeframes. Furthermore, once implementation  was complete, the sys-
tems were used by some of the same people who had acted as testers.

Lastly, the alignment of objectives for the innovation department with those of 
the business area was an easy fit because every line of operation had been defined 
in the strategic program, which led to the creation of the ASDC strategy. According 
to Infonavit’s internal documents, the ASDC strategy was created based on the 
institutional mission; specifically, objective number four, which is related to 
 efficiency and simplification of processes to make them transparent through the 
use of ICTs. Figure 3.4 shows how Infonavit aligned its substantive and technical 
 objectives by following the National Development Plan. The innovation team and 
those who participated in the ASDC believed that the most important objective 
was fulfilling the needs of the Institute and converting those needs into a solution 
through the intensive use of ICT.

Infonatel was created to assist workers via telephone and to reduce the number of 
people who have to physically go to Infonavit service centers. It also has the 
 potential to call people who have a mortgage with information about payment. 
Finally, the kiosks were designed to bring services closer to the workers and to 
reduce the waiting time at the service centers. The convergence of the objectives in 
the business and innovation areas helped the ASDC strategy gain acceptance from 
users and management because technology was not seen as foreign to Infonavit, but 
as a primary component for carrying out processes. This view at least partially 
explains why the alignment of objectives had a positive effect on the development 
of ASDC.

3.4.3  Organizational Factors

In July 2001, the organization’s structure was modified in order to meet the 
 objectives of the 2001–2006 Strategic Program so that it largely became a  financial 
institution. According to Cerdán et al. [CER06], this change in organizational 
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structure was clearly justified in the new mission and planning strategy of the 
Institute, as well as its main functions as a financial organization. The changes that 
took place were as follows: from the five departments that existed in 2000 (finance, 
legal, taxation, technical, and administration and planning), seven were created in 
2001 (mortgages, portfolio administration, tax collection, legal, technical,  innovation 
and quality, and finance and planning). This new structure makes Infonavit a 
 network-type organization that achieves its results through cooperation.

This new structure allowed the Institute to concentrate on its core activity of 
granting housing loans to achieve financial sustainability better and focus on 
improving its processes through technology. From 2001 forward, the innovation 
and quality department would take part in the Institute’s decision-making processes 
because it no longer depended hierarchically on another area, but instead had the 
authority to participate directly and actively in the process of administrative reform. 
The development of ASDC became positively associated with the modification 
of the Institute’s structure because the innovation and quality department would 
have the same weight in decision-making processes as other departments and 
would be well informed of changes in the organization. Finally, Méndez [MEN06] 
indicates that the structure of Infonavit is somewhat different from classical government 

Fig. 3.4 Alignment of objectives [INF07]
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structures inasmuch as it is comprised of three different sectors (federal government, 
private sector, and workers).

The projects also had the support of the organization’s senior management; 
Infonavit’s working team considered that to be a determining factor in the 
 development of the ASDC strategies, from its adoption through to its implementa-
tion and use. The support of senior management translated into approval and 
 support for each of the three initiatives (the portal, kiosks, and Infonatel) from the 
board of directors. This board was made up of labor unions, private sector employers, 
and the federal government. The managing director gave his full commitment to 
 supporting the ASDC strategy. This support was provided in the form of granting 
financial and human resources to the three projects, punctual follow-up at each 
phase of the ASDC strategies, resolution of conflicts, and the transfer of unionized 
personnel to the Infonatel offices, located in Rosario in the State of Mexico.

The combined support of management and the board of directors facilitated 
Infonavit’s administrative reform and helped it to meet its goal of granting the 
most mortgages in its history during a 6-year period. To some, the managing direc-
tor is looked upon as a leader who had the vision for transforming Infonavit into 
a transparent and efficient institution. However, worth mentioning is the support 
of the labor union, which helped to achieve the necessary changes among the per-
sonnel to use ICT intensively within Infonavit. The union was able to get the 
employees to change their processes and routines, which created a positive envi-
ronment for the ASDC.

Regarding the skills and abilities of the ASDC working team, the data collected 
about their professional competency indicated that they were highly trained in their 
fields. Every member profile consisted of at least one profession directly related to 
the position and more than 5 years experience performing those duties in the private 
sector. According to the interviews, the technical staff was formed by engineers of 
telecommunications, informatics, or systems. The manager of innovation had a 
bachelor’s degree in computer systems and a master’s degree in business adminis-
tration. The team also had experience in information technology consulting. 
However, for the majority of them, it was their first experience in the public sector, 
which made administrative procedures complicated at first. Over time, the lan-
guage, physical environment, communication channels, attitudes toward service, 
orientation toward results, and commitment to the work were positively modified. 
In addition, there was adequate access to human resources and each project in the 
strategy had the necessary personnel.

These two variables positively influenced the ASDC strategy because Infonavit 
had the necessary personnel with the required technical and business backgrounds 
to undertake the three projects and implement them. At the beginning of the ASDC 
initiative, there was no clear and formalized methodology to manage the projects, 
but the team knew how to develop a project and used their experience to put some 
standards and controls into practice. When the project kicked off, team members 
already knew how to manage an information technology project and they were 
trained in methodologies for developing systems and information management. In 
addition, there were external staff members (through outsourcing) to deal with 
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certain processes for the project, which could be helped and overseen by internal 
staff. Overall, the ASDC had professional human resources with the capacity to 
manage the entire strategy.

3.4.4  Institutional Factors

From the point of view of those who took part in the ASDC strategy, the  availability 
of financial resources was a positive and significant element in the development of 
the three projects, but was most important to Infonatel because its technical require-
ments demanded a much larger initial economic investment. Infonatel needed 
resources from the very beginning with the rehabilitation of the facilities (including 
cleaning, network and telephone cabling, and renovating them) up until it began 
operations, which required purchasing specialized equipment for receiving calls, as 
well as training and hiring new staff members. Infonavit could deliver the required 
financial resources because it has financial autonomy and  independence. One part 
of Infonavit’s income comes from federal government subsidies and the other 
 portion comes from revenue from the provision of financial services. Because the 
ASCD was an institutional strategy with the objective of improving the core 
 services of Infonavit, it always had the necessary resources available.

Regarding the legal framework, in particular the existence of a policy, plan, or 
regulations for electronic government that would encourage the use of ICT, Infonavit 
defined its 2001 mission in the following way, “Fulfill our constitutional mandate of 
granting loans to workers so that they may acquire, freely and transparently, a home 
that is most appropriate to their needs in respect to price, quality and location” 
([CON05]: 101). To undertake this mission, Infonavit  established its Strategic Plan 
2001–2006, which focused extensively on the use of information technology 
[INF07]. The strategic program had four main objectives. The first was to contribute 
to the social and human development of workers through free choice of housing and 
informing workers about their rights. The second objective was to increase the num-
ber of loans via reduced intermediaries. The third objective was related to the orga-
nization’s fiscal stability, which would be made possible through a reduction of 
debtors. The last objective was to operate in a transparent and  efficient way. 
Infonavit’s general goal was to reduce the number of procedures and to improve 
response time by using ICTs. This strategic plan laid the groundwork so that the 
ASDC strategy could take shape because it clearly articulated the actions and behav-
iors that the Institute wanted to cultivate. The ASDC directly applied to the fourth 
objective, but also contributed to the rest of the plan.

Lastly, we look at the values of the organization and those of its members. 
Infonavit undertook a strategy of cultural transformation during the first 3 years of 
the 2001 administration through employee training. Infonavit’s new work logic was 
to be highly focused on results. The reference values were integrity and honesty, 
nobility and respect, strength and efficacy, optimism and audacity, cultural 
 nationalism, continuous learning, and dedication to the user, innovation, creativity, 
and transparency [CER06].
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The ethical values of the ASDC team reflected their desire to change the way 
business was performed. The common factors in achieving that goal were to work in 
teams and deliver the projects on time. They knew the problems within Infonavit and 
they were motivated to carefully proceed with their task to transform the  organization. 
The values were important for the ASDC strategy because the team believed that each 
member could change the status quo of the process through his job. It was very impor-
tant for them to change the organization, improve service, and eliminate unnecessary 
procedures. Shared values allowed the team members to design and implement new 
services, using technology as the medium to make them more efficient.

3.4.5  Contextual Factors

From an economic perspective, the housing sector in Mexico translates to 1.4% of 
the Gross Domestic Product (GDP) between 1995 and 2005. Approximately 
10,000 companies formally participate at different points throughout the entire 
housing process, from the construction of homes through to their financing; even 
the raw materials used are national. In terms of employment, this sector generates 
around 10% of the national total. Therefore, the housing sector represents a pillar 
of economic and social development for the country [CON05]. Toward the end of 
1998, the economic growth of the country, measured as the number of individuals 
registered with the Mexican Institute of Social Security (IMSS by its initials in 
Spanish), was approximately 12.5 million workers. By 2000, this figure had 
reached 15 million, an increase of approximately 20% in the number of individuals 
registered with IMSS. One environmental element relevant to Infonavit’s perfor-
mance was the rate of inflation, which was steadily decreasing and  contributed to 
a reduction of interest rates. For example, in January 1999 the inflation rate was 
19.01%, whereas in December 2000 it had decreased by half to 9.49% [GON06].

The downward trend of the inflation rate created a favorable environment for 
loan disbursement because the purchasing power of workers had increased, interest 
rates were lower than in other years, and there was stability in the prices of goods 
and services. Therefore, there was an opportunity to purchase a house through a 
loan. In this period there were more people registered as employed in formal jobs 
than in prior years, which implies there was more money available to Infonavit to 
finance the loans as well.

The original groundwork for this economic growth was laid during the  presidency 
of Ernesto Zedillo, when there was greater economic stability and higher employ-
ment, which resulted in the growth in the number of individuals affiliated with 
IMSS, each with the right to apply for an Infonavit loan. Once financial stability was 
achieved within the country, the demand for housing increased, which had a direct 
impact on the transformation of Infonavit because it encouraged the establishment 
of strategies to meet this demand. In 2000, the housing sector in Mexico experienced 
a deficit of 4.6 million homes and a stagnating construction industry due to the 
effects of the 1994 financial crisis. The perspective of the ASDC team was that the 
demand for housing was very high and would require more efficient service in order 
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to grant loans in as short a time as possible. The team was well aware that Infonavit’s 
service capability in respect to granting loans had been inadequate. The factors that 
enabled Infonavit’s performance after 2000, regarding the new schemes for granting 
mortgage loans as well as the reduction in administrative and legal regulation, were the 
economic, institutional, and political conditions brewing in the national context 
[GON06].

3.5  Final Comments

Electronic government implies much more than the simple introduction of ICTs 
into government processes. It is a comprehensive process affected by a broad 
range of factors, not just the technology itself. e-government is a useful tool for 
modernizing the state given that it enables government to offer higher-quality 
services to citizens and provide those services in a more efficient, effective, and 
transparent way. Previous studies on e-government have shown that the success 
of these  initiatives depends on a great number of factors that affect their adoption, 
design,  implementation, and use [FOU01, GIL05, LEE02, MEI06, MEL03, 
MOO02]. It was evident from our study of a successful example in Mexico that 
many of the  variables studied in the literature were also important to the ASDC 
strategy, ranging from the institution’s resources to the administration’s ability to 
manage them.

The results of this case are also important because there are few studies on the 
development of e-government in Mexico in comparison to the great number of 
studies carried out at different levels of government in developed countries. 
According to Sotelo [SOT06], although the development of electronic government 
in Mexico has been a slow step-by-step process, it is currently expanding. One of 
the reasons behind this slow progress is a wide digital divide in Mexico, which 
needs to be tackled. Access to the Internet in urban areas reaches 32%, whereas in 
rural zones it stands at only 6% [MAR08]. This disparity in access to ICT and 
infrastructure has had an adverse impact on the growth of e-government projects in 
developing countries, including Mexico and similar countries in Latin America 
[LUN07]. We think that this case was successful because the ASDC strategy had 
three main communication channels with citizens. The channels were substitutes 
for one another and workers could perform all transactions using any of them. For 
instance, if a worker did not have access to the portal, she could use the call center 
or a digital kiosk to obtain the same service.

In 2001, Infonavit opened the Internet channel outward so that it could be accessed 
directly by eligible individuals. All the system users had to do was enter their social 
security or loan number in order to find out their balance, which in the past could only 
be done through a union intermediary. In respect to Infonatel, the organization’s 
capacity to receive calls was increased; allowing them to address the problem of 
individuals left unattended. At the beginning of the project,  approximately 52% of the 
total call volume was due to busy phone lines. And finally, the digital kiosk project 
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helped to reduce the workload of delegates by taking care of minor transactions that 
took 5 min or less. The purpose of this equipment was to improve attention to the 
customers and make operations more agile, simple, and transparent to all citizens.

The study of this Mexican experience provides evidence that e-government 
projects need to be designed comprehensively to consider not only technology, but 
also external factors in the environment, human resource aspects, and the 
 organization’s regulatory framework. One of the elements that helped Infonavit to 
develop its ASDC strategy and achieve the desired outcomes in a timely fashion 
was that it established deliverables for every phase of the project. This  accountability 
is important not just for gauging progress, but also to encourage user groups and 
general management to support the project because they can see  tangible results 
and benefits in the medium term, not just the long term. In addition, as was men-
tioned several times throughout the chapter, the objectives of the three components 
of the ASDC strategy were clearly and strongly aligned to the overall goals of 
Infonavit as an organization.
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Abstract Numerous government benefits are available to the surviving family of 
fallen U.S. military service members. Unfortunately, most of these entitlements 
require a considerable amount of paperwork to process correctly, necessitating a 
great deal of patience, attention to detail, and composure from families at a time 
when their grief is raw. Even though the U.S. Army appoints a Casualty Assistance 
Officer (CAO) to help surviving family members through this process, the soldiers 
serving as CAOs tend to be inexperienced and oftentimes find themselves chal-
lenged to provide accurate and thorough assistance. Consequently, some families 
do not receive all benefits in a timely manner, and some entitlements may be over-
looked entirely. To help with the military’s Casualty Program, we have developed 
the Casualty Assistance Readiness Enhancement System (CARES), an information 
system that improves how the Department of the Army cares for military families 
in arguably their greatest time of need. The tool and associated process reduced 
the time required to complete forms, reduced the potential for errors on repetitive 
information, assisted CAOs through the process, and provided electronic copies of 
completed forms.

4.1  Introduction

A good programmer is someone who always looks both ways 
before crossing a one-way street. 

~Doug Linder

Today’s world often seeks software solutions to procedural problems. Many 
methodologies exist to assist organizing the development of software products to 
meet the large needs of large-scale issues. However, many of these methodologies 
fail to address rapidly the need of an organization with limited resources that 

S.R. Goerger (*) 
Department of Systems Engineering (MADN-SE), United States  
Military Academy, 646 Swift Road, West Point, NY 10996, USA 
e-mail: simon.goerger@us.army.mil

Chapter 4
The Casualty Assistance Readiness 
Enhancement System: A Case Study in Rapid 
Prototyping and Design for Flexibility

Simon R. Goerger, Ernest Y. Wong, Dale L. Henderson, Brian K. Sperling, 
and William Bland 



50 S.R. Goerger et al.

requires a solution to assist them with the development of a product to guide 
 one-time users through the bureaucratic complexities associated with a process. 
The basic design of the business process management (BPM) software tool must 
easily accommodate unpredictable product modifications while maintaining data 
security and standalone functionality.

The Systems Decision Process (SDP)1 meets many of these requirements due to 
its focus on the problem development phase and the stakeholder focus during 
 reassessment of solution design, decision-making, and implementation phases. This 
chapter briefly discusses the methodology and demonstrates its effectiveness in 
meeting the needs of the organizational clients, product users, and product 
 beneficiaries. The demonstration is made through the review of the exemplar of the 
development of the Casualty Assistance Readiness Enhancement System (CARES).

This chapter reviews some current software development methodologies. It 
introduces an issue that requires a possible software solution that cannot be adequately 
met by some of the current software development methodologies and introduces a 
systems design methodology, the SDP, to address the shortfalls of rapid development 
of software. Next, the SDP methodology is applied to assist the development of 
one-time users in completing a complex task. The chapter steps through two 
 iterations of the development of CARES using the SDP methodology. The chapter 
concludes with a discussion of lessons learned from the experience of applying the 
systems design methodology to this type of software development product.

4.2  Background

Software development teams can create a BPM software tool using one of many software 
development methodologies. This section addresses the strengths and weaknesses of 
some of the industry standard software development methodologies. Next, the section 
outlines some of the specific issues initially identified with CARES that necessitated 
an alternate methodology for the development of this product.

4.2.1  Literature Review

The Project Management Institute provides many viable products, training and 
education, and professional collaborative environments for the management of 
programs. Products address issues such as financing, resource management, 
 stakeholder management, product development, and many other industry standards. 
For product development, such as software development, there are many methods 
used for the development of software products. Two of these are Rapid Application 
Development (RAD) and Extreme Programming.

RAD is an agile methodology for software development that minimizes 
 initial planning in favor of rapid prototyping and testing. A British software 
engineer named James Martin in 1991 developed RAD in response to the less 
flexible  methods such as the Structured Systems Analysis and Design Method 
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and other waterfall-based models. Waterfall models proved limited for software 
development due to their systematic approach that made it difficult to integrate 
changes to requirements while ensuring the completion of one phase of soft-
ware development before moving into a subsequent phase. The RAD methodology 
addressed the  difficulties of integrating client and system requirements by the 
use of an iterative development process and product prototypes. In the initial 
development stages, software  engineers create data and business process mod-
els of the business  requirements in order to help identify the basic requirements 
of the system. After these theoretical models are developed, initial prototypes 
help the software  developer and users verify the validity of the theoretical mod-
els. With user input, a series of product validations, model refinements, and 
software modifications is cycled through until the desired product is 
produced.

A variant of RAD is Extreme Programming. Extreme Programming is a style of 
software development that integrates the customer closely into the cyclic development 
of prototypes using a disciplined approach to the tracking of software requirements 
modifications and product prototypes. It has shown itself to be viable for the 
 development of products that require a small team of coders working with clients 
and project managers. Developers use the methodology for short or longer duration 
projects. Although usable for surge production, project managers normally use 
Extreme Programming for use in more sustained projects. Extreme Programming 
is not as applicable for programs developed for one-time users of a process-driven 
tool. When the user base is small enough that a dedicated team of clients working 
hand in hand with developers is not viable, Extreme Programming can have 
 difficulties maintaining the required relationships between developers and clients/
users. The same holds true if there are few subject matter experts of the process and 
a predominance of future one-time users of the process being automated.

The strength of RAD and Extreme Programming is also one of its major 
 limitations. This limitation is the breadth of their initial assessment of requirements. 
For a well-known process executed by many users, the review of baseline 
 documentation and processing rules can be augmented with subject matter experts 
to gain a sound understanding of the system. Armed with this knowledge, software 
developers can design and produce a viable prototype for rapid production cycles. 
This process is not as effective when dealing with systems that are not stable, do 
not have predictable requirements modification schedules, and have a majority of 
users who may only use the system once.

4.2.2  Issue

Numerous government benefits are available to the surviving family of fallen U.S. 
military service members. Unfortunately, most of these entitlements require a con-
siderable amount of paperwork to correctly process, necessitating a great deal of 
patience, attention to detail, and composure from families at a time when their grief 
is raw. Even though the U.S. Army appoints a Casualty Assistance Officer (CAO) 
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to help surviving family members through this process, the soldiers serving as 
CAOs tend to be inexperienced and oftentimes find themselves challenged to 
 provide accurate and thorough assistance. Consequently, in the past, some families 
did not receive all benefits in a timely manner, with some entitlements being 
 overlooked entirely. To help with the military’s Casualty Program, we have 
 developed the CARES, an information system2 that improves how the Department 
of the Army cares for military families in arguably their greatest time of need. The 
tool and associated process reduced the time required to complete forms, reduced 
the potential for errors on repetitive information, assisted CAOs through the 
 process, and provided electronic copies of completed forms.

From 2005 to 2008, with heightened media attention on U.S. military casualties 
in our nation’s ongoing war against terrorism, the Department of Defense made a 
concerted effort to enhance the way it administers and conducts its Casualty 
Program. Although the numerous government benefits and entitlements serve as 
means to help ease the anguish families endure after the loss of a loved one serving 
in the Armed Forces, the process of applying for such assistance requires  considerable 
patience and persistence. Moreover, because new legislation and regulations 
 periodically change many of these entitlements – typically enacted to further 
enhance the benefits provided for surviving family members – a considerable 
amount of knowledge is required to accurately and thoroughly process requests for 
such benefits [HEA06].

To help the families of those who have died in service to our nation, the U.S. Army 
appoints a soldier to serve as the Casualty Assistance Officer (CAO) responsible for 
assisting surviving families and loved ones in the aftermath of their loss. These soldiers 
serve as representatives of the Secretary of the Army and the Army itself, and their 
performance as CAOs helps to shape the family’s lasting impression of the Army as 
an institution that cares for its own. CAOs assist eligible next of kin in making arrange-
ments for the funeral or memorial service, settling claims, and paying survivor bene-
fits. The length of the CAO assignment typically lasts 3–6 months, however, there have 
been certain circumstances necessitating assignments lasting upwards of 2 years. 
Casualty assistance concludes when all claims have been completed, payment of sur-
vivor benefits has begun to flow to the next of kin, all paperwork has been prepared 
and properly filed with the appropriate agencies, and the Casualty Assistance Center 
(CAC) overseeing the case releases the CAO from his duties [USA05a].

Casualty Assistance Officers, however, tend not to be very experienced at this 
somber task, usually serving in this capacity for the very first and only time. 
Despite ongoing efforts to improve their readiness, training, and preparedness, 
CAOs continue to be challenged in their ability to provide accurate and thorough 
assistance. Not only must they negotiate through such emotionally demanding 
 circumstances, they must also convey a sense of authority on all matters pertaining 
to the benefits and entitlements process. CAOs are required to interact with numer-
ous organizations including legal aid, the chaplain’s office, finance, and retirement 
services. Additionally, they must help to prepare claims, benefits, and entitlements 
to a variety of government agencies, including the Department of Defense, 
Department of Veterans Administration, Internal Revenue Service, and Social 
Security Administration. Therefore, to expect CAOs to be experts at all these tasks, 
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regardless of the amount of training they receive and regardless of the level of 
 dedication they demonstrate, is overly optimistic.

In August 2005, the Casualty and Memorial Affairs Operations Center 
(CMAOC) of the U.S. Army Human Resources Command (HRC) contacted the 
Operations Research Center of Excellence (ORCEN) in the Department of Systems 
Engineering at the United States Military Academy (USMA) to see if it could help 
introduce an BPM system that would make it easier for CAOs to fulfill CMAOC’s 
mission. Specifically, the CMAOC requested that the ORCEN design a system that 
automated the paperwork completion process for claims, benefits, and entitlements 
related to service member casualties. Required was a CARES design that provided 
a simple system to guide CAOs through the bureaucratic complexities associated 
with the requests for claims, benefits, and entitlements. More important, CARES 
needed to provide an accommodating electronic forms completion tool that the 
government could quickly alter as new laws, regulations, and entitlements arose 
pertaining to the military’s Casualty Program. Its basic design also needed to 
 provide data security and standalone functionality while allowing one-time use by 
individuals unfamiliar with the bureaucratic complexities of the BPM system.

4.3  Methodology

To effectively accomplish this task, developers need to deal with a number of 
issues, including the ongoing debate of whether all government agencies involved 
could effectively implement a paperless system,3 what additional resources CAOs 
would need with an automated system, how to link to CMAOC and other relevant 
databases, and how best to integrate such a system so CAOs could best leverage its 
capabilities. In addition, the design of the system would have to be flexible enough 
to account for new legislation, changing benefit amounts, and the potential 
 obsolescence of existing forms and documents.

Using the SDP 4 taught to cadets attending USMA – a structured problem-solving 
process useful in the design of multidisciplinary, large-scale, and complex  problems 
graphically portrayed in Fig. 4.1 – one can create a BPM software tool that would 
help to improve the military’s Casualty Program [UNI04]. By focusing on whether 
the government would be able to implement a coherent paperless  standard, the imme-
diate task and overriding concern was to deploy a system that CAOs could utilize as 
part of the existing processes and standards. Being aware that ongoing changes to the 
Casualty Assistance program are likely (especially with respect to amended forms, 
new options and benefits, and revised entitlements) one must make sure the design of 
the system is robust enough to accommodate periodic updates. Accordingly, the 
appropriate approach is to frame the project as a design for flexibility. In order to 
maximize the likelihood that the system would actually accomplish its intended pur-
pose and be implemented by HRC, the design of the system had to be scalable, easily 
modified, and simple enough for both CAOs to use and CACs to administer.

The key to the methodology is the emphasis on the problem definition phase 
with its in-depth stakeholder analysis and functional analysis. Unlike the RAD 
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and Extreme Programming which do a more cursory problem definition phase in 
the attempt to quickly understand and develop potential products for assessment 
by the client, the SDP spends from 33 to 50% of its time looking at and revisiting 
the problem definition. This is to ensure the CARES design takes into account as 
many of the stakeholder initial requirements and subsequent needs as possible.

As with Extreme Programming, SDP continues to incorporate the clients in the 
solution design and decision-making phases with rapid prototype assessment. 
During these phases, developers continuously reassess and validate the problem 
statement to account for changes in entitlements, claims process, and laws. New 
and modified requirements are rapidly integrating them into the base design and 
coded into CARES.

The solution implementation phase also emphasizes the continuous reassess-
ment of the problem statement as client and user feedback during the initial 
 software training sessions and beta testing (discussed later) the process was used to 
refine the BPM software tool and subsequent training package.

For one to understand better the importance of the problem definition phase, the 
next section reviews the stakeholder analysis of the CARES development process.

Fig. 4.1 The Systems Decision Process (SDP) framework (from Systems Decision Making in 
Systems Engineering and Management)
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4.3.1  Stakeholder Analysis

“Usability of interactive computer systems is at the very core of the computer, 
communications, and information revolution, which is moving our society into the 
post-industrial era,” writes James Foley in a text on designing user interfaces 
[HIX93]. To help ensure that CARES developed into a usable system, the ORCEN 
conducted a stakeholder analysis that allowed it to better scope the project require-
ments and gain more information and insights into the problem areas. Specifically, 
the stakeholder analysis enabled developers to [MAN06].

Leverage the opinions, recommendations, and perceptions of leaders and experts  –
in the Casualty Program.
Generate support from the stakeholders on the direction of the design for  –
CARES.
Gain the support and resources of stakeholders in helping to construct, test, and  –
evaluate CARES.
Foster open lines of communication with stakeholders to ensure they understand  –
the intent and goals of CARES.
Anticipate stakeholder reaction to CARES and progressively modify the system  –
in a way that is most likely to gain stakeholder support and approval.

The stakeholders who comprised the system consisted not only of the client, but also 
the users and potential beneficiaries of the CARES. Such stakeholders included repre-
sentatives of the U.S. Army Casualty and Memorial Affairs Operations Center and the 
Casualty Advisory Board. Likely beneficiaries include the family of service members, 
soldiers assigned the responsibility of being CAOs, CACs, and associated organiza-
tions that will have increased confidence in the military’s casualty assistance system.

System designers interviewed stakeholders regarding system and family require-
ments, current casualty assistance processes, perceived needs and issues with the 
Casualty Program, and suggestions for moving forward with the CARES. These 
interviews helped to inform the problem definition phase of the project and 
grounded the development team with better insights into how it could best design 
and implement CARES on behalf of HRC and CMAOC.

The development team continued to conduct stakeholder analysis throughout the 
process to identify changing requirements and policies. Between 2005 and 2007 the 
number of entitlements and associated documents increased by five. Understanding 
these constraints and other characteristics of the system led to the eventual redefining 
and clarification of the problem statement during our initial iteration through the SDP.

4.3.2  Redefining the Problem Statement

After conducting our stakeholder analysis, designers were able to generate a set of 
criteria that helped them evaluate potential alternative designs and ultimately 
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proceed with the best course of action. A hierarchical listing of the criteria from 
most important to least is as follows:

Speed of implementation (How soon to field?) –
System flexibility (Can it be modified to changes?) –
System reliability (Does it function as intended?) –
Ease of use (Does it have an intuitive interface?) –
Process transparency (Does it make it clearer for the CAO and family members?) –
Implementation costs (Will it require additional equipment, training, or  –
infrastructure?)
Impacts of personnel turnover (Will change in key decision makers result in  –
problem statement modification or possible project cancellation?)

These criteria helped to redefine the initial project statement presented to the 
ORCEN by the client to ensure it was working to address the correct problem.

4.3.2.1  Initial Problem Statement

In an Unfinanced Requirement Statement dated 13 May 2005, HRC initiated the 
following request [USA05b]: We want a “Casualty Assistance Wizard [that] would 
simplify and streamline the laborious task of completing all paperwork required 
when assisting surviving family members apply for all eligible benefits and entitle-
ments from the Army, DoD, Department of Veterans’ Affairs, and the Social 
Security Administration after losing their loved one on active duty. The wizard 
application would function much like TurboTax or other wizard applications in that 
it would access relevant personal information from [various military personnel 
databases] to auto-populate the family member’s benefits application record, ana-
lyze that case record, and then use that analysis to ask a series of simple questions 
to determine automatically what benefits and entitlements the family member is 
eligible to receive and which forms must be completed for that purpose. The wizard 
should reside behind a secure web portal and include capability for digital or 
 electronic signature and secure electronic transfer of record content to the agencies 
listed above. For those Casualty Assistance Officers and families without Internet 
access, the wizard must also be available with more limited capability in a CD or 
DVD format for use with a laptop computer. Once developed, a minor annual 
 funding [is required] to maintain and update the wizard application.”

This initial problem statement failed to capture the nuances required to meet the 
client’s needs. Some examples include: one-time use, limited long-term software 
support, and unscheduled modifications to policies and entitlements. A revised 
problem statement was required.

4.3.2.2  Revised Problem Statement

Based upon our stakeholder analysis and the value criteria we developed, the 
ORCEN drafted the following revised problem statement. The overall objective is 
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to help to enhance the military’s Casualty Program under the assumption that the 
Armed Forces will continue to conduct the Casualty Program in accordance with 
current regulations and existing paradigms (e.g., no outsourcing of functions to 
third parties, no major overhaul of training, and no permanent CAOs). To do so 
effectively, [the ORCEN] intends to develop CARES as a tool that:

Automates, simplifies, and streamlines the paperwork requirements for entitle- –
ments and benefits.
Equips CAOs with the capability to provide reliable information and valued  –
service to surviving family members, and helps educate, train, and guide CAOs 
in the execution of their duties.
Contributes in providing timely, accurate, responsive, and transparent assistance  –
to surviving family members in the trying times they must endure.
Provides the CMOAC and CACs with greater visibility on the progress of  –
 individual cases so that they can proactively manage and better assist CAOs for 
the benefit of surviving family members.

Successful implementation of this information system required that designers con-
sider the needs of the three primary stakeholders within the military Casualty 
Program: the surviving family members who are the intended beneficiaries of the 
system, the CAOs who are the end-users of the system, and the casualty program 
administrators who have arguably the greatest influence and impact on how the 
system will be employed. Figure 4.2 shows the ideal bridging function that CARES 
can provide to these three primary stakeholders. The design for the system, there-
fore, had to be flexible enough to take into account the various tradeoffs generated 
by oftentimes competing interests and goals.

Similar to RAD, the process would require rapid prototyping. However, 
 understanding that quick prototyping would need to include unscheduled modifica-
tions to incorporate changes to processes and entitlements reinforced the need to 
continual revisiting of the problem definition phase.

Armed Forces
CARES End-Users

(CAOs)

Intended
Beneficiaries

(family members)

Program
Administrators

(CMAOC & CACs

Fig. 4.2 Linking stakehold-
ers with CARES (based on 
[WON07])
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4.3.3  Rapid Prototyping to Overcome Inertia

In order to ensure our design for CARES was continually progressing in the proper 
direction, the ORCEN built the system as a series of rapid prototypes [ISE95]. 
Doing so allowed it to develop working models that it could promptly change and 
refine based on the feedback and insights of its expert stakeholders. Furthermore, 
the ORCEN believed rapid prototyping helped it to overcome much of the institu-
tional inertia oftentimes associated with efforts to introduce change and modernize 
in large bureaucratic organizations.

Prototyping started with assessment of the necessary process to meet the require-
ments of the key stakeholders: the family members, past CAOs, and the Army 
Casualty Assistance Program. To accomplish this, the ORCEN designers conducted 
a comprehensive review of congressional mandates, U.S. Army regulations, and 
Casualty Assistance Products. Augmented with information from interviews with 
CACs and CAOs resulted in an enhanced understanding of the needs of its clients. 
Due to the sensitivity of the topic, interviewing of service family  members was lim-
ited to a small pool of individuals who had recently lost family members. To capture 
the input from the family members and to ensure confidentiality and sensitivity, 
CMAOC conducted a robust review of family member  comments and CAC after 
action reviews and provided feedback to the product development team. Designers 
used this information to generate a case diagnostic tree (Table 4.1) and process flow 
graph (Fig. 4.3) that helped developers visualize viable beneficiaries and process 
requirements in a manner that was logical in its flow and complete in its design.

Early analysis on the project revealed that nearly all the data contained in a 
 soldier’s Department of Defense Form 93, Record of Emergency Data, provided a 
great deal of the information needed to automatically populate casualty benefits 
forms. The initial design, therefore, consisted of a very basic MS Excel spreadsheet 
application linked to several MS Word forms. Figure 4.4 shows a screenshot of one 
of the earliest design layouts for CARES. Much of the focus for the initial prototype 
was on its functionality, determining whether the developers could gain access to 
and link confidential data elements into the various forms required for casualty 
claims and benefits processing. Because CAOs are assigned to just one casualty at a 
time, the ORCEN selected Excel over Access for the initial design due to the initial 
desire of the client to limit the development of an additional database to support 

Table 4.1 Case diagnostic tree (from [HEN07])

Marital status # of Marriages Children Parents Siblings

Single, never 
married

Once No children Both parents 
living and 
married to 
each other

No siblings

Currently 
 married

Multiple times One or more children  
from one partner

Mother deceased One or more 
siblings

Divorced Children from several 
partners

Father deceased Half and step 
siblings

Widowed Parents divorced
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CARES. Limiting privacy and security concerns over personal data also influenced 
the ORCEN’s decision to choose Excel over Access. A standalone Excel workbook 
for each casualty limited access to and possible cross-file corruption of data.

After the initial acceptance of the Excel prototype, development of the product 
was done in C# to provide additional functionality, platform independence, and 
data security. Figure 4.5 is a snapshot of the resulting C# layout based on client 
feedback on the Excel prototype.

Although the initial prototype demonstrated a satisfactory design of CARES for 
stakeholder requirements, the ORCEN wished to develop a more user-friendly 
system interface. Based on its belief that most of today’s soldiers are familiar with 
the Internet and Web interfaces, the ORCEN decided to develop CARES as an 
Internet service tool that would be hosted on HRC’s existing website [USA09]. It 
developed prototype CARES websites using Active Server Pages (ASP), Structured 
Query Language (SQL), and Visual Basic (VB). The ORCEN envisioned CAOs 
interacting with CARES via the Internet on the front end, whereas data linkages for 
automatically populating forms would continue to be linked between MS Excel and 
Word on the back end. Figure 4.6 shows a screenshot of the Web-based layout it 
designed for CARES.

The ORCEN eventually concluded, however, that CAOs would not have guaran-
teed access to the Internet, especially during their time directly assisting family 
members in their homes. Therefore, designers returned to the initial prototype and 
refurbished it with a Web-like user interface. By combining the attributes they 

Fig. 4.3 Casualty process flow and case timeline (from [HEN07])
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found to be most attractive in the initial prototype and the Web portal, developers 
were able to quickly continue on their path forward with the design for CARES. 
Figures 4.7 and 4.8 provide screenshots of the CARES Excel Version 1.0 and 
CARES C# Version 1.0 layouts, respectively.

Thus not only did rapid prototyping help to give the key stakeholders a means 
to actually visualize the system as the ORCEN continually improved upon it, 
rapid prototyping also helped to improve its ability to communicate how best to 
modify the system to ensure it would meet the requirements defined in the revised 
problem statement. Rapid prototyping also provided the following benefits.

Provided stakeholders a way to tangibly evaluate CARES. –
Empowered stakeholders with the realization that their input would actually play  –
a critical role in the development and refinement of the system.
Allowed us to develop the system without being deterred or fearful that it was  –
simply a working model (imperfect by design).
Provided us with the ability to swiftly introduce changes to the system based on  –
stakeholder feedback.
Offered an accurate way to gauge progress and project success. –

Fig. 4.4 Initial prototype for CARES Excel–2006 (from [WON07])
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Presented us with the means to actually build changes into the system without  –
being encumbered by much of the technical complexity associated with linking 
data elements into forms.
Permitted us to capitalize on and further develop those ideas that showed  –
promise and quickly abandon those that held little potential.

4.3.4  Greater Alignment of Product and Process

In order for CARES to serve its purpose of being a usable information system that 
helps to better link CAOs, family members, and program administrators with one 
another and better align stakeholder interests, the designers realized that the system 
had to have the following attributes.

Easily updates and accommodates changes –
Intuitive to use –
Portable –

Fig. 4.5 Coded prototype for CARES C# – 2007 (from [HEN07])
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Requires no unique resources –
Requires limited additional training –
Gives CAOs the power to override data errors maintained within government  –
electronic records
Gives both CAOs and family members a more detailed explanation of their various  –
options
Gives CMAOC and CACs near real-time visibility on the progress of individual cases –
Automates the burdensome emotional process of filling out casualty claims and  –
benefits forms

Although some of these attributes are at odds with one another and tradeoffs are 
apparent, designers used a balanced approach in their design of CARES, one that 
simultaneously satisfied the needs of CAOs, family members, and program 
 administrators. Deborah Hix and H. R. Hartson advise, “Ensuring usability in an 
interface requires attention to two main components: the product and the process 
by which the product is developed” [HIX93]. For this project, CARES and the 
data stored within it represent the product; and the activities associated with the 
 military’s Casualty Program represent the process. Linking the two together in 
a harmonious and synergistic manner was one of the designers’ key goals. 
Figure 4.9 illustrates our goal of attempting to balance and create greater 

Fig. 4.6 Web layout design for CARES (from [WON07])



Fig. 4.7 Screenshot of CARES Excel Version 1.0 (from [WON07])

Fig. 4.8 Screenshot of CARES C# Version 1.0 (From [HEN07])
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 synergy between the system itself and the functions required to ensure the system 
would be useful.

The need to demonstrate to various stakeholders that a better alignment of product 
and process would help ensure greater success for the entire Casualty Program was 
another critical objective in our design of CARES. Accordingly, the ORCEN 
realized it could generate greater enthusiasm for the project if it could show that the 
benefits of CARES outweighed the costs associated with it, costs that included 
the time needed to develop, test, evaluate, and implement the system.

4.4  Results

The final BPM software product provided CAOs and CACs with a more intuitive 
and error-free means of filling out the assorted government forms associated 
with dispensing entitlements to family members of deceased service personnel 
with entitlements. CARES also provided CMAOC with an easily modifiable tool 
they could use to rapidly insert new entitlement forms or modify process changes 
to reflect the current laws, regulations, and procedural requirements. Finally, the tool 
provided the systems with an automated tracking and filing system by which to 
track and store the entitlement documents for each case.

To fine-tune CARES, we conducted alpha and beta testing. This helped enhance 
the product functionality and provided a trained cadre of CACs to field the tool. It 
also  provided user feedback for the client to validate requirements and system 
functionality.

4.4.1  Dynamic Alpha Testing

Consistent with this approach to rapid prototyping and design for flexibility, the 
ORCEN conducted its initial user testing on CARES in a dynamic fashion. As with 

CARES
Information

System

CAO
Duties and
Activities

Greater Alignment of
Products and Processes

Fig. 4.9 Alignment of prod-
uct and process (from 
[WON07])
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most traditional alpha tests, it solicited feedback primarily from members of our 
systems engineering department for internal assessment. However, unlike many 
typical alpha tests, the ORCEN staggered its test releases instead of soliciting user 
input all at once and from a single version of the prototype. This not only allowed 
designers and developers to continuously modify the program based on user 
 feedback, but more important, dynamic alpha testing provided testers with the most 
up-to-date version of the prototype. Additional benefits of conducting alpha testing 
in this manner include:

Allowing testers to concentrate on their areas of expertise (e.g., design layout,  –
human–computer interface, data linkages, and casualty assistance functions), 
and leveraging their focused feedback.
Not putting undue pressure on alpha testers to meet an arbitrary short deadline  –
or suspense, but instead, permitting them greater flexibility in their own 
 timetable for progressively providing their feedback.
Giving system developers more time to react to constructive feedback and  –
 comments, thereby improving the prospects for an even better version of the 
program in its subsequent release.

4.4.2  Dynamic Beta Testing

CARES Excel Version 1.0 and CARES C# Version 1.0 beta testing was conducted 
in December 2006 with the CMAOC, various CACs, and a select number of CAOs. 
With CARES Excel Version 1.0, there were 38 potential claims and benefits forms 
that CARES helped to automatically populate. A series of  questions in the program 
prompted CAOs into identifying which of the 38 forms were required for their par-
ticular circumstances. Figure 4.10 shows a small  section of CARES Excel Version 
1.0 that helped CAOs determine which forms were required and linked the CAOs to 
prefilled forms customized with data  pertaining to their cases. In CARES C# Version 
1.0, 34 forms had been  transferred into the Portable Document Format (PDF) and 
used the Portable Document Format for Microsoft.Net Framework (PDF4NET) 
adopted by the U.S. Army in 2007. This enhanced the cross-platform capabilities of 
the forms and aligned the system for the future use of digital signatures.

CARES saved Word and PDF forms with case data in an electronic folder for 
use in quick updates. Once completed, the folder provided CMAOC with an 
 electronic case history.

Developers and clients discovered several procedural and policy issues in this 
preliminary deployment of CARES Excel Version 1.0.

The software had rigid working directory management. –
The users were not authorized to perform the installation. –
Local policies among the regional CACs varied with respect to installing  –
 software applications built by an Army agency.



66 S.R. Goerger et al.

The installation instructions were in a readme.txt file embedded in the zipped  –
deployment archive. Users who did not know how to open this archive could not 
access the installation instructions.
The software did not handle less than perfect datasets; it would break on a  –
 missing casualty social security number or badly formed Excel spreadsheet tab 
label in the DCIPS extract.

Using lessons learned from this deployment, minor upgrades were incorporated 
into the software, and a larger scale deployment, using the DCIPS and AKO portals 
was conducted during February of 2007. A more thorough installation and users’ 
guide was also made available through the AKO portal. The CACs using CARES 
C# Version 1.0 provided feedback through the AKO portal and through surveys 
administered by the Operations Research Center, and through informal 
 communications with the development team.

To facilitate tracking CAO progress, an electronic logbook helped CAOs keep 
track of their activities and required actions, which can be e-mailed to CACs so 
there is improved situation awareness on the status of individual cases. Figure 4.11 

Fig. 4.10 Helping to ascertain required forms (from [WON07])
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shows how CARES permits CAOs to keep track of their critical actions electronically 
and how it helps guide CAOs sequentially through the process. The release date for 
CARES C# Version 1.0 was January 2007.

CARES does not entirely auto-fill forms. The system prompts additional 
 questions through the interface to complete this process, especially on forms that 
create the most errors and problems for CAOs and CACs. By March 2007, CARES 
C# Version 1.0 had been deployed to all 35 CACs with 76 users participating in an 
Army Knowledge Online (AKO) knowledge center implemented to facilitate 
deployment, support, and the identification of capability gaps against an objective 
software assistance capability.

On 18 September 2007, the ORCEN conducted additional training in its  facilities 
at the United States Military Academy. Figure 4.12 shows the CAC locations from 
which trainees were assigned. During this beta testing session, we used CARES C# 
Version 1.0 and a software package to provide a simulation training and product 
development session with Casualty Assistance professionals.

The dual effort proved to be the timeliest feedback and gave CAC users the 
opportunity to learn the system while providing immediate input into product devel-
opment. By the end of the 8-hour training and development session, the  project had 
sound input from experienced users and product buy-in from first-line supervisors.

Fig. 4.11 CARES C# Version 1.0 CAO data tab (from [HEN07])
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4.5  Discussion

The CARES design provides CAOs and CACs with a simple BPM software system 
to guide one-time users through the bureaucratic complexities associated with the 
requests for claims, benefits, and entitlements. Simultaneously, the CARES design 
provided an accommodating tool simplistic in design but easily modified to 
 accommodate new laws, regulations, and entitlements enacted to enhance the 
 military’s Casualty Program.

Even though CARES is tailored for the U.S. Army, we also assessed whether to 
make the next version of CARES into a joint product customized for rapid use by 
the other service components. It is important to note that CARES Excel Version 1.0 
and CARES C# Version 1.0 merely facilitated the paper-driven process that is 
 currently in place. A subsequent version of the program incorporating digital 
 signatures will help expedite a shift to a paperless paradigm. Fortunately, the 
 flexible design the ORCEN adopted for CARES made such advancements in the 
system relatively easy to implement.

The combined method of beta testing and training is applicable for a product 
designed for use by an assortment of onetime users with little to no former knowledge 
of the process and a small group of subject matter experts. It helped to provide rapid 
user-generated modifications, facilitated training of the power user cadre, and generated 
buy-in from mid-level managers and users.
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4.6  Conclusions

According to Foley, “The means of production is less and less the sweat of our 
brow, or the leveraging of our muscle power with steam or water or electric power, 
or mindless repetition of work on the assembly line. Rather, the means of produc-
tion increasingly is the leveraging of our intellectual power with computers” 
[HIX93]. It is our belief that the work on this project and the development of the 
Army CARES allowed the U.S. Army to leverage information technology to 
enhance its military’s Casualty Program. Although originally focused on enhancing 
the Army’s program, the CARES design allows for further enhancements to meet 
the Casualty Program requirements of the Department of Defense with minimal 
effort. The flexible design incorporated into CARES can be customized to suit the 
particular needs of each of the other service components – Air Force, Coast Guard, 
Marines, and Navy – and will allow future developers to modify it in conformance 
with new laws and updated regulations. The approach in the design of CARES (the 
process) demonstrates a viable methodology for the rapid development of a BPM 
software solution to enhance the process for a complex and nonstable specialized 
program that is executed by inexperienced users under the guidance and review of 
mid-level managers.
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Notes

1  Originally known as Systems Engineering and Management Process (SEMP), SDP is discussed 
in detail in the ref. [PAR08].

2  The information system developed in this chapter is synonymous with automating a business 
process management (BPM) system.

3  The original BPM had the ability for CAOs to complete forms by hand or by using electronically 
generated forms, however, many organizations would only process hard copies of the forms 
signed in ink.

4 Systems Decision Process (SDP) is discussed in detail on pages 243–419 of ref. [PAR08].
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Abstract As online services become more and more widely used, and as the 
exchanges of personal data become more and more widespread, electronic 
identification appears to be a key function for the security of the process and for the 
protection of privacy. It is the sole means of ensuring only authorized people have 
access to the data. In France and throughout Europe, e-government services, as well as 
private services, already use different means of electronic identification. Among the 
different technical solutions stand the electronic identity card: around 20 million eID 
cards have already been issued in Europe. The question of their interoperability is now 
open, in order that all European citizens may access the e-services of any Member 
State. With the development of electronic administration comes the need for the citizen 
to be able to prove his or her identity. This is essential if the  citizen wants access to 
her personal data or administrative files, or if he wants to claim a right attached to his 
very identity. On the other hand, administrations have the obligation to ensure the 
personal data they store are not displayed to people who are not entitled to see them. 
They also have the need to detect fraudsters. Electronic identification, which is the 
ability to prove someone’s identity on the Internet, thus becomes a central matter.

5.1  Electronic Administration and Identity

Basically, identity is a personal and human matter, and not one that is either 
 technical or administrative. We are ourselves first and foremost because we are 
born as ourselves, one might say. Personal identity and social identity are never-
theless matters which we need in certain circumstances to protect and to 
 authenticate. Such authentication has hitherto been provided by official documents 
in paper or plastic such as identity cards. In cyberspace, Internet users can produce 
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pseudonyms and aliases at will, but for certain procedures it is still essential to be 
able to authenticate one’s identity by electronic means.

The nature of electronic identification, sometimes termed, improperly, “ electronic 
identity,” makes it a central focus for electronic administration. This is so because the 
dematerialisation of human contact, with the elimination of face-to-face  contact, makes 
it imperative in the case of sensitive transactions to verify the identity of those involved, 
who may be private citizens (e.g., for access to personal data),  public officials (e.g., for 
official administrative documents), elected representatives (e.g., signatures on statutory 
documents), or professionals (e.g., VAT returns or employee hiring declarations).

Among the media for electronic identification is the electronic identity card. 
Other media exist in some contexts: other public or private-sector cards, for example, 
as well as electronic certificates or knowledge of a security code, to name but a few. 
Some countries make a distinction between electronic identification and the 
electronic identity card, accepting the portability of electronic identity certificates on 
mobile telephones, bank cards, private cards, employee identity cards, and so on.

So what exactly is an electronic identity card? Although there are variations 
from country to country, one can say that it is an identity card of traditional type 
whose hardcopy information is repeated on a chip for the purposes of verification 
by law enforcement personnel (according to the country concerned, a photograph 
and fingerprints may or may not be on the chip); the chip will also contain keys and 
electronic certificates for access to online services. The electronic identity card is 
thus firstly an official administrative document in electronic form, and secondly a 
key for access to other electronic administration services.

At this point, it can be observed that in several European countries,1 but not in 
France, the basis of individual electronic identification, and of identity itself, is a set of 
exhaustive national population records made available to the departments and agencies 
charged with the task of managing and verifying identities, in conjunction with a per-
sonal identification number available for use by all official departments and agencies.

For a better understanding of the issues involved in electronic identification, 
we begin here with a general overview of the electronic administration services and 
identification solutions that exist both in France and in some other European 
 countries, along with the types of fraud of which individual identity can be a target. 
We then go on to describe the broad lines of the projected French electronic identity 
card that was made a subject of public debate in 2005. This enables us to look at 
the range of reactions aroused by the project.

5.2  Electronic Administration in France and the Need  
for Identity

A very large number of electronic administration services exist in France, and it is 
not relevant to our purposes here to provide an exhaustive list of them. We can, 
however, look at a few of them to illustrate the relationship between such services 
and electronic identification.
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For the general public, there are numerous electronic services that provide better 
alternatives to traditional procedures. Among the most familiar is the online filing 
of income tax returns (“TéléIR”), but there are others: service employment vouchers 
(“chèques emploi-service”), monthly updates to the personal situation of jobseekers, 
and so on. All these services have a common feature: they require only authenti-
cation of the citizen’s identity,2 in addition to which the authentication is low-grade, 
being based on a software certificate in the case of TéléIR3 and on a password in 
the other two examples. This is so because there is no need to seek an absolute 
guarantee of the user’s identity for three reasons: these procedures generate an 
acknowledgement of receipt which would alert users if an impostor were to carry 
them out under his or her name; the outcome is reversible (i.e., it is always possible 
to rectify the records later if there is a problem); and identity fraud on these services 
is rare because there is no gain for a fraudster.

In 2004, the French national family allowance fund began to install terminals on 
its public premises enabling individuals to access their records online. The sign-on 
identifier used is the welfare beneficiary’s identification number. The same portal 
can be used to access the national pensions fund, social security, the national 
unemployment service (ANPE), the social security contributions organisation 
(URSSAF), the unemployment benefit fund (ASSEDIC), and so on, using a different 
identifier and security code in each case. In order to simplify access to all these ser-
vices for the beneficiaries, a move towards the use of the same social security number 
for all these teleservices is currently envisaged, for the sake of user-friendliness.

The situation is somewhat different in the case of the electronic medical care 
form (feuille de soins électronique or FSE) in the “Sesam” national health insur-
ance system. This electronic service requires identification not only of the benefi-
ciary who is to be reimbursed but also of the healthcare professional (doctor, 
pharmacist, nurse, etc.) certifying that the healthcare involved has actually been 
provided. Given that an FSE triggers monetary payments, it is essential to ensure 
that it originates with an authorised person. It is for this reason that healthcare pro-
fessionals are identified with a high degree of security on the basis of their Health 
Professional Identity Card (Carte de Professionnel de Santé – CPS), which has a 
chip containing the electronic keys to enable the professional to authenticate her 
identity for the system and to sign documents. As for patients, they have their 
“Carte Vitale 1,” which contains neither key nor security code and is used solely to 
provide the contact details of the insured. It has no capability for individual identi-
fication.4 Handling approximately one billion FSEs every year, Sesam can be said 
without fear of contradiction to be one of the major achievements in the field of 
electronic administration anywhere in the world.

In the wider context, cards in the CPS category are of benefit to the entire health 
sector (public-sector hospitals as well as private practice). All health professionals 
can use them to provide an online guarantee not only of their identity but also their 
status or professional details, which obviously has advantages for accessing medical 
records online, exchanging confidential information, signing electronic prescrip-
tions,5 sending on medical test results, monitoring waiting lists for transplants, 
participating in electronic public health alert networks, and so on.6 By the end of 
2008, around 650,000 professionals held CPS cards.
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Electronic administration is also relevant to companies, which are obliged to 
comply with several official formalities (employee hiring declarations, payment of 
social contributions, affidavits, and the like). So it was for companies that the 
“net-entreprises” portal was created to allow them to manage their documents 
 electronically. One or more individuals must be designated in each company for the 
performance of formalities online. They must be able to provide evidence both of 
their identity and due authorisation. Such individuals are for this reason provided 
with an identification tool, a password or a certificate (certificate on a workstation 
or on a card according to the precise circumstances).

Another example is online VAT returns and payments (“TéléTVA”), which are 
compulsory in France for companies above a certain size. The representatives of 
these companies are therefore provided with certificates (on a workstation, a card, 
or a USB key).

Reliable online identification of individuals authorised to enter into commit-
ments binding on their company is also essential for submitting electronic tenders 
for contracts, as is now permitted by the French Code of Public Procurement Law 
(Code des Marchés Publics).

Local government bodies also feel the need for electronic identification in a 
number of contexts. The Caisse des Dépôts et Consignations (CDC) and various 
partners have, for example, developed the FAST project (Fournisseur d’Accès 
Sécurisé Transactionnel/secure access provider for transactions), a solution that 
enables public-sector actors to exchange official documents electronically in a 
secure manner. Concretely, FAST enables data to be date- and time-stamped and 
kept on record, and also enables signing and encrypting messages between official 
departments and agencies. It provides reliable electronic identification for all those 
involved. For example, FAST makes it possible to exchange official documents 
subject to legal verification and links local government to its general treasury body. 
Over 600 municipalities were using FAST by the end of 2007.

A final example is provided by a little-known application developed by GILFAM 
(Groupement pour l’Informatisation du Livre Foncier d’Alsace-Moselle/Grouping 
for the computerisation of the Alsace-Moselle land register). The Alsace-Moselle 
region inherited from German law the Livre Foncier (land register) which replaces 
the Conservation des Hypothèques (mortgage record office) in use elsewhere in 
France. For this reason, title to real estate is not proven by means of a title deed as 
is the case in the rest of France, but by an entry in the Livre Foncier under the sig-
nature of a land registry magistrate. The 40,000 volumes which make up the Livre 
have been scanned in order to allow it to be computerised. Once in place, this new 
electronic service will require identification of those involved at a minimum of 
three levels: identification of land register staff for data management purposes 
(based on a smartcard plus a PIN), higher-level identification of magistrates for 
placing electronic signatures on the documents updating land title (smartcard, PIN, 
and fingerprint verification), and possibly identification of applicants for access to 
the data (access is permitted for any individual with a legitimate interest and direct 
access online is planned for court bailiffs, process servers, and notaries, who will 
in this case need a high-level identification tool not yet defined).
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The few examples provided here demonstrate that the need for identification for 
electronic administration purposes breaks down into a number of detailed instances:

The personal identity of a private individual, patient, taxpayer, etc.•	
The identity of public servants•	
The identity of professionals and their authorisation to carry out certain proce-•	
dures in the case of company employees or officers

The level of authentication provided by such identification will vary according to 
what is required. Whereas a low level of security (based on a password or electronic 
certificate) is sufficient for certain electronic services whose outcome is reversible 
and which do not allow access to personal data (a typical case: online returns and 
declarations), a higher level is essential where payments are triggered or for signing 
formal documents that create liabilities for individuals or companies. The smart-
card has hitherto constituted the surest and most practical means of proving identity 
electronically.

The need for identification increases steadily, because a single individual will be 
at one and the same time a social security rights holder, a taxpayer, a citizen, a 
public servant or a company employee, the user of various electronic administration 
services, and so on. Then it appears to be more efficient to provide each individual 
with a tool that will enable her to provide proof of identity in the same way for a 
number of these services, if not for all of them.

The concept of an electronic identity card is therefore one that arises quite natu-
rally in this context, and it is now a reality in several European countries, as we 
show below. However, due to parameters specific to France – and specifically the 
principle whereby data records must not be interconnected – the identity card can-
not be universal, nor be used for health insurance among other applications. It 
would nevertheless provide a straightforward means of access to the electronic 
administration services of central and local government for which the user must be 
identified.

In order to avoid any hint of “Big Brother” for the citizen, the possibility of 
using more than one means of access must also be guaranteed. Therefore, the 
French e-government administration issued in 2010 a general security policy 
(Référentiel Général de Sécurité – RGS), which classifies the levels of security 
required for each service. At any given level, proof of identity of any kind com-
patible with that level would be accepted for electronic administration pur-
poses. Private individuals would thus have a choice between using official 
methods (not only the electronic identity card, but also cards for municipal 
facilities and sector-specific electronic certificates) or commercial tools (inas-
much as RGS recognises private-sector tools capable of guaranteeing the same 
level of security).

Another possible way forward to avoid the “Big Brother” threat is provided by 
identity federation systems, which delegate to a trusted third party the task of iden-
tifying private individuals online and of providing them with a “token” for access 
to online services, without it being possible to link this token with others issued for 
use in relation to other services.7
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5.3  Identity Fraud in the Context of Electronic Administration

What are the risks of identity fraud in the context of electronic administration that 
would justify recourse to an electronic identity card?

The password has numerous weaknesses as a method. It is possible to guess a 
poorly chosen password.8 Passwords can also be stolen if revealed by indiscretion, 
by hacking into a computer, or if they are written down. The greatest danger lies 
in the fact that, unlike a smartcard, the theft of a password will go unnoticed.

For the legitimate holder of a password, forgetfulness is a formidable enemy. 
Users of multiple online services face a thorny problem: should they use the same 
password for all those services, which increases the risk of its disclosure if there is 
a failure in security on one of the websites concerned, or should they invent a new 
password for each service, which would require a feat of memory for private indi-
viduals making intensive use of electronic administration?

In the case of sensitive online services, the risk of theft by phishing is increasing 
year by year. Phishing involves sending out to millions of Internet users massive 
numbers of emails pretending to come from legitimate services and asking them to 
carry out an operation that will reveal their password. See Fig. 5.1. Despite a low rate 
of success, this type of fraud enables the passwords of a number of victims to be 
obtained, allowing their identity to be stolen for the purposes of the service concerned. 
For obvious reasons, phishing is primarily aimed at the present time at the customers 
of online banks with a view to emptying their accounts of funds9 (see Fig. 5.2), rather 
than citizens going peaceably about their business, declaring online that they have 
hired a cleaning lady. However, as electronic administration makes it increasingly 
possible to create entitlements and access sensitive information, it will increasingly be 
a target for phishing (to gain access to records concerning prominent public figures, 
siphon off welfare payments by modifying account numbers, and so on).

Account suspended 

Reactivate your account

Dear customer,

We are writing you this email to inform you that your ZZZZZZZZ account has been temporarily suspended for
incoming and outgoing transactions due to a payment you received that is being suspected by our security team as
being an exchange with another e-currency.    

In accordance with our terms and conditions, article 3.2,ZZZZZZZZ strictly forbids exchanges of any kind with
other e-currencies.    

To remake your account fully operational, we would like to kindly ask you to confirm your identity by clicking the link
below and filling the forms. Once this this process has been completed, your account will be reactivated.  

Feel free to contact our support team for any questions you might have. 

Best regards, 
the ZZZZZZZZ security department. 

Fig. 5.1 Phishing mail pretending that the account is suspended and asking the customer to enter 
his or her login and password in order to reactivate it, July 2007
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Phishing hinders the development of e-services: first it undermines customers’ 
trust, and second it forces the websites to invest heavily in e-security.

In fact, traditional official administration is already vulnerable now to identity 
fraud where the establishment of entitlement to benefits is concerned: it is easy to 
falsify10 or to counterfeit11 a birth certificate in order to create a false identity and 
the supporting documentation for ben efit entitlements (e.g., false social security 
contribution certificates to obtain payment of unemployment benefits, or, as in a 
recent case involving €8 million, false tax credit certificates). There is a risk that 
the generalisation of electronic administration, when associated with the disappear-
ance of face-to-face contact, will lead to an upsurge in fraudulent benefit claims 
(inasmuch as industrial-scale fraud is now becoming possible) in the absence of 
strong authentication of the identities of applicants and the genuineness of their 
entitlements.

The advantage of an electronic identity card is that it counters all these risks 
simultaneously12:

It replaces the password (eliminating the risk of forgetting it).•	
It cannot be obtained by spying or copying, and the only way to get it is to steal •	
it (but in that event the holder will notice the fact and put a stop on the card 
immediately).
It is not vulnerable to phishing (because the authentication key is within the •	
chip, remains there, and cannot be displayed).
It authenticates the holder’s identity for those dealing with him because it is pos-•	
sible to check online the card’s authenticity and the information it contains.

5.4  Electronic Identification in Europe: National Concepts  
and Their Impact on Daily Experience

We provide below a rapid overview, with no pretention to exhaustiveness, of the 
practices and projects of some European countries with regard to electronic 
identification and administration. This allows a comparison with the French 
situation.

Fig. 5.2 Closure of the site of an online bank, www.lcl.fr, as a result of a phishing campaign, 
February 2006

http://www.lcl.fr
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5.4.1  Belgium

Belgium has been issuing electronic identity cards since 2004. They are compul-
sory from the age of 12 and remain valid for 5 years. A fee of around 10€ is charged 
for issuance.

The (contact-type) chip on this card contains most notably a digitised photo-
graph and keys for identification and electronic signature for online use. The card 
is based on the national population register containing all the civil status details and 
addresses of Belgian citizens.

It is currently used for the following.

Customised access to websites and computer systems•	
Attachment of attribute certificates for notaries (for online legal documents)•	
Online filing of income tax and VAT returns•	
Online vehicle registration•	
Electronic voting•	
Access for the individual to the national population register and details of access •	
by public offici als to an individual’s records
Private uses: online banking, online purchases (e.g., recharging prepaid phone •	
cards), registered electronic mail
Access for private citizens to municipal waste collection centres, swimming •	
pools, and libraries

Other planned uses:

A discussion forum reserved for under-18s (to avoid paedophiles).•	
The chip also has space, currently unused, for other applications (payments, •	
healthcare, transport, etc.).

By the end of 2009, more than eight million cards have been issued.

5.4.2  Estonia

Estonia possesses an exhaustive population register (compulsory for all, including 
foreign residents) containing the personal identification number, the address 
(an up-to-date address is supposedly compulsory but is required only for making 
applications for certain entitlements), and a photograph.

Electronic identity cards, which have been issued since 2002, are mandatory for 
everybody from the age of 15 with a fee being charged for issuance. By the end of 
2009, more than 1.1 million cards have been issued in a population of 1.4 million 
(10% should be added to this figure for foreign residents, who are also issued with 
cards for use as residence permits).

Presently, the chip is used to store personal data (which reproduces the hardcopy 
data without the photograph), protected by a security code, along with electronic 
identification and signature keys and certificates. Both keys are activated using two 
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different security codes (with four digits for holder identification and five for signa-
tures) that can be customised using management software provided free of charge.

The State guarantees only the personal data, not the certificates, the latter being 
issued under contracts between holders and private-sector providers. The option of 
certificate portability on mobile telephones (as is the case in Finland and Lithuania) 
is currently under consideration.

The system is designed in such a way that the identity card contains only a mini-
mum of personal information, only details that do not change over time (no address is 
included, for example). The card is used as a key for access to databases managing 
information and benefit entitlements. The card can, for example, be used instead of a 
driving licence: an officer carrying out a check needs only to access the licence data-
base using the individual’s personal identification number to determine whether every-
thing is in order. In the case of public transport, customers can use either their mobile 
telephone, the Internet, or go to the counter to buy an e-ticket which is then stored 
under the holder’s name in a database. In the event of a ticket check, the inspector logs 
on to the database with the identity card to verify the validity of the e-ticket. The price 
of the ticket purchased by telephone is added to the telephone bill issued by the tele-
com company (this was the principle underlying Minitel billing in France in the 
1980s). Nearly one million journey and season tickets were sold in this way in 2005.

The world’s very first elections with e-voting were held in October 2005: using 
their card, 9,000 citizens were able to vote from anywhere in the world via Internet 
for local elections. Estonia also held the world’s first national elections with 
Internet e-voting in March 2007 (30,000 e-voters).

Over 200 e-services are available to private individuals, including municipal 
portals, ranging from online banking (banks have seen the benefits of the card for 
secure access to accounts and they issue card readers as free gifts), to online income 
tax returns and payments (used by 70% of the population).

To encourage the spread of this technology, a “starter package” containing software, 
card reader, and documentation is offered for €20. There is a specific statute stipulating 
that government-purchased computers must now come equipped with a card reader.

Other services are proposed to facilitate the use of electronic administration: an 
email address is offered to all citizens (the template for which is lastname.first-
name@eesti.ee) from which e-mails can be forwarded to any “real” address of the 
individual’s choosing) for their public- and private-sector correspondents, who are 
thus able to contact them at any time. Likewise, each citizen has data storage space 
of 10 MB and can configure this to enable sharing of certain documents with other 
citizens; an access portal provides easy links to all official documents (driving 
licence, social security, form E111, etc).

5.4.3   Finland

In 1996, the Finnish government began to work on an electronic identity card 
containing qualified identification, encryption, and signature certificates. This work 
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led to the launch in 1999 of an optional identity card containing a chip and a 
 certificate. The goal was to align with the development of the new technologies and 
to counter the security problems generated by phishing.

The vast majority of identification documents issued in Finland are passports 
(3.7 million issued for a population of just over 5 million). By the end of 2009, 
275,000 electronic identity cards were in circulation.

Finland has a number of interconnected sets of official records (exhaustive 
because they are compulsory) that provide a structure for official administrative 
procedures and activity. The four main databases relate to the following.

Population, a central register managed by an agency attached to the Ministry of •	
the Interior
Real estate•	
Companies•	
Vehicles•	

Since 1985, updates to these data bases have replaced national censes (allowing 
the annual per capita cost of producing the annual per capita cost of producing 
the equivalent data to be cut from U.S.$6 to $0.17). This also enables income tax 
returns to be sent precompleted by cross-referencing employer, insurance, banking, 
social security, and other data.

The population register in which the details of all Finnish citizens and foreign resi-
dents are recorded is used as a database for the issuance of official documents. The 
register contains the following information: last name, first names, personal identifica-
tion code, date and place of birth, home address (notification of address changes is 
obligatory), nationality, mother tongue, profession, family relations, and date of death.

The personal identification code is made up of the date of birth plus three digits 
and a letter. It is shown on all official documents issued and is used for many pur-
poses in day-to-day life, including for private purposes, to provide evidence of the 
holder’s home address.

The chip holds keys and certificates (the certificates data include the personal 
identification code): one set for identification and encryption and another for 
electronic signature. Both keys are activated by different security codes.

Additionally, private individuals can ask for the same types of certificate to be 
loaded on to their bank cards, mobile telephone SIM cards, cards for municipal 
services, work-related identity cards, and so on. Such certificates use different keys 
but are linked by the personal identification code.

Where mobile telephones are concerned, for example, individuals must first 
obtain a compatible SIM card from the telecom company and then go to a police 
station to request that the certificates be uploaded immediately.

In the case of electronic services, the type of identification required changes 
according to the applicable level of security. Some services do not need to identify 
the individual, whereas others (those handling personal information or legal transac-
tions) demand a high level of authentication, hence the use of qualified certificates.

Most Finnish citizens use online banking services involving a standised system 
of authentication based on several code numbers (each person has a list of code 
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numbers provided by the bank). In 99% of cases identification is based on this 
system, compared with 1% for the identity card.

Many people in Finland also use the Internet to buy e-tickets for the cinema. 
This is an example of a service that requires no identification. And indeed the law 
prohibits identification where it is unnecessary and where there is no doubt as to 
identity (the national registers and personal identification codes in fact leave little 
room for doubt). This means that it is even possible to file a divorce petition via the 
Internet without having to add an electronic signature.

The following services are just a few examples of the use of online identification 
in Finland:

Enrolment in secondary education•	
The national employment agency: online transmission of CVs by the unemployed•	
Pension records•	
Income tax returns•	
For public servants: access to the network from any official workstation; •	
teleworking.

Identification based on the banking system is also accepted by these services, and 
in the final analysis this system constitutes a form of identity federation. Since 
2004, health insurance information can be incorporated into the ID card and used 
as a health card at pharmacies, medical clinics, and other service providers.

To make electronic administration easier, there is an umbrella website for all 
available electronic forms, plus an online public-sector directory.

5.4.4   Italy

The identity card is optional in Italy (from the age of 15), and a fee is charged for 
issuance.

More than one million electronic identity cards were issued in 2007 in Italy. 
Two of the main objectives announced are to make the current document secure 
and encourage development of the use of online services and electronic 
administration.

The chip on this electronic identity card contains a photograph, prints of the index 
fingers, and electronic keys and certificates for identification and signature. The 
dematerialised records (which include the fingerprints) are kept on a national server 
but can be accessed only by local official bodies in the “provinces” (counties).

Electronic identification is used in many ways:

Proof of identity at polling stations•	
Online access to information•	
Online payment of taxes and national and local fines•	
Online payment of school fees•	
Notification of changes of address•	
Electronic registration for municipal services (sports facilities)•	
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Hospital appointments•	
Online applications for welfare benefits and the like•	

The Italian regions and local authorities also issue local eID cards. These cards just 
hold the keys and certificates for online authentication and signature, and cannot be 
used for traditional identification purposes (such as a travel document, for instance): 
the name and photograph of the holder aren’t printed on them. They are  Lombardy 
region issued nine million such regional cards.

5.4.5  Portugal

The Portuguese Agency for the Modernization of Administration launched a 
Citizen card project in 2007, merging in one card five former cards: identity 
card, health card, voter’s card, taxpayer card, and social insurance card.

The identity of Portuguese citizens is authenticated using a central database 
containing identification details, a photograph, and fingerprints. The identity card 
is compulsory (and a fee is charged for issuance) from the age of 6. As the 
Constitution forbids the use of universal citizen numbers, a citizen is identified by 
different numbers in each administration and the Citizen card bears all the numbers. 
The Citizen cards also support authentication and electronic signature keys.

5.4.6  Spain

The identity of Spanish citizens is authenticated using a central database containing 
identification details, a photograph, and the right index fingerprint. The identity 
card is compulsory (and a fee is charged for issuance) from the age of 14. Each 
Spanish citizen keeps throughout his life the same identity card number, which is 
used by Spain’s other official departments and agencies (e.g., property title deeds 
are drawn up using this number).

All actions relating to the database (sign-on, accessing data, modifying data, 
etc.) are traced with a view to ensuring the security of the application and to protect 
personal information. The control exercised by the Spanish data protection authority 
is very strict on this point (six-monthly audits).

The electronic identity card has been deployed since March 2006. More than 13 
million cards were issued by the end of 2009. In addition to identification details, 
the chip contains a photograph and prints of both index fingers, along with keys and 
certificates for electronic identification and signature.

The purpose of this card is to encourage the development of electronic administration 
and e-commerce in Spain. The certificates used are of standard type to enable them 
to be used in other European Union countries.

The identification functionality is activated by simple insertion of the card in a 
reader, whereas use of the electronic signature requires a security code to be keyed in. 
The government offers an application free of charge to enable these functionalities 
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to be used. Identification and signature certificates are valid for 30 months and 
private individuals are able to renew them free of charge at terminals installed in 
the majority of Spanish police stations and available for use around the clock. 
The terminals also enable the individual to verify the content of the chip, change 
the security code, and check certificate expiry dates.

5.4.7  Sweden

Sweden possesses a central population register. All individuals working in Sweden 
must be on it and are issued with a personal identification number. The register 
holds names and home addresses but not photographs.

The personal identification number is made up of the date of birth plus four 
digits. It is shown on the official documents issued and has numerous routine 
 day-to-day uses, including private applications (bank access and linking into the 
bank card database). In addition, any person can review data held on the national 
register, including information on other individuals.

Traditionally, although the government did not issue a national identity card 
until October 2005, various private-sector companies and public bodies in Sweden 
issue identity cards compliant with a national standard, based on the central register 
and recognised throughout the country. The card in most widespread use is issued 
by the Swedish post office.

The new national (official) electronic identity card which is now issued by the 
police (and which is additional to the cards already mentioned) has two chips, one 
for travel identification of the holder and the other for online identification and 
signature certificates. The latter are not included when the card is produced (the 
new card holds only a “transitional” certificate).

The government has approved four commercial certification authorities who 
offer this service to individuals requesting it, and those authorities bear complete 
responsibility for certificate management. The certificates can be uploaded on com-
puters (software-based certificates) or on the different kinds of eID cards. Currently 
two million card-based certificates and 1.5 million software certificates have been 
issued. In 2007 there were 40–50 million eID-transactions registered for public, 
banking, and private sector e-services.

The aim is to encourage the spread of the new technologies throughout the whole 
of society and increase the number of applications, in conjunction with a highly 
ambitious policy for equipping public servants for electronic administration.

Actors in the public domain (government, local authorities, public services, etc.) are 
indeed currently equipping very large numbers of staff with qualified certificates for 
identification, encryption, and electronic signatures. As an illustration of this, all mem-
bers of staff of the Ministry of Finance have had a smartcard since 1995. The third 
version of the card, deployed since 2004, contains five certificates (two for work-
related identification/encryption and signatures, two for the same applications in the 
private sphere, and an e-mail address authentication certificate). It is also used as a 
badge for access to buildings and as an identity card, with its certificates being usable 
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for other electronic public- and private-sector services. There are two different security 
codes, one for authentication of identity and the other for signature. The chip also 
holds network passwords. Lastly, members of staff can use these certificates to sign on 
to the official network from their homes via a VPN (for teleworking purposes).

Another instance of the high level of mobilisation of public departments and agen-
cies in favour of electronic services is the decision taken by the Swedish employment 
agency to issue all jobseekers with qualified electronic certificates to enable them to 
perform administrative procedures and look for jobs on the Internet.

Other electronic administration services include:

Online filing of income tax returns: There have been numerous problems of •	
piracy involving the electronic certificates issued hitherto by the Ministry of 
Finance (designed on the same lines as France’s TéléIR). The move to a card-
based certificate has been recommended.
The healthcare network: A special infrastructure for the management of keys is •	
planned, a target having been set for 100,000 identity cards to be issued to health 
professionals, containing a photograph, keys, and certificates, and details of the 
holder’s employer and profession (this seems to be equivalent to the CPS system 
in France, described previously). There are plans for a social security card for 
private citizens.

The certificate on each of the aforementioned cards can be used for any purpose 
(e.g., a healthcare professional’s card can be used to file income tax returns online). 
Portability of the certificate on bank payment cards and mobile telephones is cur-
rently under consideration (as in the example of Finland).

The electronic national identity card is optional and a fee is charged. Its certifi-
cates are free for private individuals and public servants. The issuer is remunerated 
when the cancellation list is called up via public- or private-sector e-services. The 
individual citizen therefore pays nothing and the service pays one Swedish crown 
(approximately €0.10) each time the information is called up.

Table 5.1 and Fig. 5.3 provide a broader overview of the situation in Europe.

Table 5.1 Summary of the characteristics of the electronic identity cards described

Number of eID 
cards – end 2009 Database

Obligatory 
card Fee

Citizen 
personal 
number Website

Belgium 8.3 millions Yes Yes Yes Yes www.eid.belgium.be
Estonia 1.1 million Yes Yes Yes Yes www.id.ee
Finland 275,000 Yes No Yes Yes www.fineid.fi
Italia 1 million + 10 

millions  
regional cards

Yes No Yes Yes www.cartaidentita.it

Portugal 400,000 Yes Yes Yes Several www.cartaodecidadao.pt
Spain 13 millions Yes Yes Yes Yes www.dnielectronico.es
Sweden 2 million private 

cards + 65,000 
officials (2007)

Yes No Yes Yes www.polisen.se/service

http://www.eid.belgium.be
http://www.id.ee
http://www.fineid.fi
http://www.cartaidentita.it
http://www.cartaodecidadao.pt
http://www.dnielectronico.es
http://www.polisen.se/service
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5.5  The Projected French Electronic Identity Card

5.5.1  The Broad Lines of the 2005 Project

The project designed early in 2005 by the Ministry of the Interior was aimed at 
providing a solution to the problems of identity fraud and identification on the 
Internet, within the parameters specific to France, notable among which is the 
 prohibition on any interconnection of official records and any allocation of univer-
sal identification numbers to French citizens.

The programme, known as “INES” (Identité Nationale Électronique Sécurisée/
Secure national electronic identity), had defined four goals:

To authenticate the identity of private individuals and to combat identity fraud •	
by preventing undue issuance of official documents on the basis of stolen, coun-
terfeited, or falsified birth certificates, by preventing issuance of official docu-
ments to the same person under more than one identity, and finally by preventing 
the theft and sale of authentic official documents (not forgetting of course that 
the card issued must also be impossible to falsify or counterfeit).
To enable transposition onto the Internet of routine day-to-day formalities: just •	
as it is possible for individuals to use their identity card in official contexts 
(competitive examinations and tests, applications for welfare benefits, recogni-
tion of entitlements, voting, applications for driving licences, and so on), at the 
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bank to gain access to the holder’s strongbox, or at the post office to collect 
registered postal mail, it would seem logical to be able to access electronic 
administration services, online accounts, and registered electronic mail on the 
basis of an electronic identification functionality. The inclusion of such identifi-
cation capabilities in the identity card we are all familiar with would appear to 
be only logical and it would also be easier on the public purse compared with 
the launch of a dedicated card.
To optimise formal procedures for both private citizens and official departments •	
and agencies by merging the processes and management functions involved in 
passports and identity cards. The latter are currently similar but differentiated, 
and this is a cause of delay, duplicated effort, and extra cost. One of the conse-
quences would be that private individuals holding one of these two identity 
documents could obtain the other without being required to produce further 
proof of identity.
To upgrade the card to the European standard for travel documents, because that •	
standard stipulates (as an imperative requirement in the case of passports,13 and 
on a consultation basis in that of identity cards14) that the document must include 
a contactless chip (i.e., a chip that can be read by radio at a distance of some 
centimetres) holding identification details for the holder, his photograph, and 
eventually (from 2008 to 2009) two fingerprints. In order to prevent the chip 
being read without the knowledge of the holder, access to this information will 
be possible only if a security code is entered (in addition, the fingerprints will 
be protected by a second code reserved for use by law enforcement personnel).

From a technical standpoint, as there is no centralized birth register in France, the 
elimination of fraud must necessarily involve direct communication of birth certifi-
cates from the town hall of the place of birth to the town hall issuing the identity 
document. In order to avoid the theft and sale of official documents, the two finger-
prints stored on the chip make it possible to guarantee the link between the card and 
its holder. Lastly, given the lack of any national population register (which exists, 
as we have already seen, in Belgium, Italy, Spain, Sweden, Finland, and Estonia, 
with the likely addition of the United Kingdom in the future) and citizen identifica-
tion numbers, a biometric database is essential if a citizen’s identity is to be 
properly authenticated. This is the position of the Consultative Committee of the 
Convention for the protection of individuals with regard to automatic processing of 
personal data (“Convention 108”) of the Council of Europe, which stated in 2005:

The use of biometrics in the issuance of a passport, an identity card or a visa aims at 
establishing that the person has not already applied under another name. The feature that 
is to be enrolled should be compared with the data that are already in the system. This 
purpose of avoiding double entries entails a system of identification. […]

And:

In the case of identification, the presented sample is not only matched with the enrolled 
data of the alleged same person, but also with the biometric data of other data subjects in 
the same database or connected databases. This excludes the possibility of having the 
enrolled data solely stored on an individual storage medium. It implies a search to establish 
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a possible hit between the presented sample of the individual and the enrolled data of 
(many) other individuals. […]15

At this point, any biometric component (an earprint, e.g.) might be suitable for this 
database. The choice of fingerprints can be justified on the grounds of the long his-
tory of this technique, which has proven its worth over more than a century, its ease 
of use, its cost, its compatibility with choices already made internationally for com-
pulsory application to passports, and by the fact that it is, paradoxically, anonymous 
and protective of privacy (this is so because a fingerprint is totally unrevealing with 
regard to age, sex, health, religion, or consumption of illicit substances, something 
which cannot be said for other methods such as photography, iris recognition, and 
so on). Of course, fingerprints also permit the database to be used in the judicial 
context for criminal investigation purposes.

In order to avoid any misuse of the database and to protect privacy, INES had 
defined a range of measures that were technical (data encryption, anonymous stor-
age of fingerprints separately from individual identification details, traceability of 
data access by public officials), organisational (restriction of access to authorised 
officials performing specified tasks), and judicial (a bill was planned to strengthen 
sanctions in the event of misuse).

5.5.2  The 2005 Public Debate

In light of the sensitivity of the topic and its potential impact on individual privacy, 
the Ministry of the Interior decided at the end of 2004, as part of an innovative 
approach guided by good citizenship and transparency, to announce its project and 
seek the views of the public before reaching any final decision on the matter.

The project was presented in a number of specialist colloquia (Forum on 
Electronic Administration, European Forum of Trusted Third Parties, etc.), and the 
Internet Rights Forum (Forum des Droits sur l’Internet – FDI), a quasi-public 
body, was mandated to organise an online debate and presentations in the French 
regions. The outcome was a debate that was “unique on a topic of this importance 
[…] a fine example of electronic democracy,”16 involving several hundred people 
on the Internet and at public meetings throughout France.

The press and the general public were thus able to latch on to this topic, making 
it possible to observe the project’s impact on notions of identity both for the public 
and academics. Given the project’s specific features, reactions related not only to 
technical aspects (the card, its level of security, methods for reviewing data held on 
it), but also to the protection of privacy (the nature of the information held on the 
card, and who should be entitled to see it), and even the way in which identity 
should be defined (with regard to biometrics most notably).

From the general standpoint, an opinion poll involving a representative sample of 
the population revealed that 74% of the population took a favourable view of the 
projected electronic identity card, that 75% approved the building of a fingerprint 
database, and even that 69% of the population wanted the card to be compulsory.17
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The public debates revealed that the general public often had highly diverse 
expectations with regard to electronic identity cards. Some said, on grounds of ease 
of use, that they wanted an identity card that would provide access to all services, 
not only official (tax, social security, medical records) but also private (online banking, 
etc.). From a technical standpoint this would mean either that the card should store 
the whole range of numbers specific to each sector18 (social security number, tax-
payer’s ID number, account number, and so on), with all the management issues 
this would entail (given that the numbers concerned are managed by different 
organisations), or that each individual citizen should be given a number for use in 
all contexts,19 with the attendant risk that database interconnection would then 
become possible.

Others either rejected the very concept of the electronic identity card (pointing 
to dangers in the “Big Brother” category), or preferred a card of minimal type, 
containing only the holder’s identification details.

Numerous “experts” then entered the debate to explain that individual iden-
tity cannot be reduced to bits of data,20 or even that it cannot and must not be 
pinned down.21 This meant that the State stood accused, paradoxically, of 
improperly endeavouring to “seek out possible suspects or dangerous individu-
als allegedly seeking to disguise themselves with false identities.”22 Moreover, 
“counterfeiting, falsifying and usurping the identities of others can be seen as 
practices that evidence a rejection of forms of identity imposed by the State.”23 
From this point of view, those committing identity fraud are not confidence 
tricksters or criminals, the conclusion to which one might rashly have jumped, 
but they are militant philosophers whose activities it would undoubtedly be mor-
ally regrettable to impede.

More seriously, the debate did confirm that for some people biometrics were a 
source of dark imaginings and fears: the fear of giving up part of one’s body, as well 
as the fear of error and an all-powerful machine able to decide without right of 
appeal, or even the fear of the unchanging unbending character of the data recorded, 
as opposed to the natural variability of the living organism.24

The Big Brother imaginings generated by electronic cards were also frequently 
observed: there were fears that the Ministry of the Interior would receive regular 
reports revealing every detail of the citizens’ lives, activities, and movements. In 
this respect it is interesting to note that the same individuals generally have no 
objection to the fact that their telco provider can monitor their location around the 
clock by means of their cellular telephone, or that their Internet Service Provider 
is aware of every aspect of their personal tastes, purchases, or even their more or 
less legal downloads, that their bankers and their chain store can analyse their 
spending patterns with greatest interest. Pierre Trudel, a lecturer at Montreal 
University, thus wrote:

It continues to be disturbing to observe the extent to which the risk of misuse of the data 
dominates the debate when the discussion concerns tools and processes for the identifica-
tion of individuals. It is as if one were to look at road construction on the basis of the 
postulate that the combination of drink and driving and its disastrous consequences is the 
inevitable outcome of the act of driving a car!25
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Despite the fact that all too many of the contributions also testified to ignorance of 
the subject,26 the debate essentially underscored the need for safeguards in the 
 context of implementation of an electronic identity card. Such safeguards had in 
fact been included in the original project, but apparently they had not been made 
sufficiently clear.

5.5.3  The 2009 Update

The public debate led to a delay of the project, in order to modify it to take into 
account the main objections.

The balance between the security requirements and the protection of privacy led 
to the new proposal of a noncompulsory card, with optional electronic identifica-
tion tools. A biometric database remains essential if fraud is to be countered, and 
access to the data held must be tightly restricted. Thus the balance follows 11 of the 
12 recommendations the FDI expressed in its conclusions of the 2005 debate.

The project was then once again delayed because of the 2007 elections in 
France. A bill containing all these provisions is to be submitted to Parliament.

5.6  Interoperability Aspects

The use of electronic identification tools to access electronic services throughout 
Europe is one main goal of the European Union in its i2010 programme, in order 
to improve public services to the citizens. The 2005 Manchester ministerial declara-
tion stated: “By 2010 European citizens and businesses shall be able to benefit from 
secure means of electronic identification that maximise user convenience while 
respecting data protection regulations. Such means shall be made available under 
the responsibility of the Member States but recognised across the EU.”27

Since 2001, European eID project managers have met twice a year in the 
 so-called “Porvoo Group Meetings” (from the town of Porvoo, Finland, which 
was the first meeting place), in order to update their knowledge of each other’s 
projects, and to coordinate their technical specifications. The meetings are 
also open to non-European countries: American and Asian managers often 
attend the meetings. Interoperability, which is the possibility to use a national 
eID tool in another country, is a difficult matter inasmuch as eID tools and 
e-services were not coordinated throughout Europe from the initial design 
phase. But some cases show it is possible: Estonian or Belgian citizens can thus 
use their national electronic ID cards to access the municipal services of the 
Italian town of Grosseto.

On a more general ground, the European Commission launched in 2007 a call 
for a global interoperability pilot, which would enable all European citizens to 
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access all European e-services. A consortium called STORK, with participants 
from 15 member states, was, in 2008, in negotiation with the Commission to 
propose several pilot tools.

5.7  Conclusion

This general overview makes it possible to see that the impact of electronic identi-
fication, and especially electronic identity cards, is very great both in terms of the 
development of electronic administration services, and of public perception of the 
nature of identity and the role of the state in protecting it. The situation varies 
widely between countries, France being typified by ambivalence in the views of the 
general public, who assign to the state alone the role of protector of identity, but 
who at the same time suspect that same state of using the information collected for 
improper purposes (despite the fact that it is far less exhaustive than in other coun-
tries). A balance between identity authentication and protection of privacy will be 
essential if the projects currently under way in this field are to succeed. A study 
published in January 2008 by Afnor (the French standardization body) revealed that 
the widespread use of an electronic identity card could lead to billions of euros of 
savings, productivity growth, and new services, which would bring benefit to the 
citizens, to the administration, and to private companies.28

Glossary

Certificate In the case of electronic identification, this is a public electronic docu-
ment that cannot be falsified and which guarantees the identity of the holder of a 
tool, an electronic identity card, for example.

Electronic identification A functionality that allows an Internet user wishing to do 
so to authenticate his identity when logging on to the Internet, a local area network, 
or a computer. According to the desired level of security, proof of identity can be 
based on the user’s personal knowledge (e.g., a security code), something she 
possesses (e.g., a smartcard), a personal characteristic (e.g., fingerprints), or even a 
combination of all three.

Electronic identity card Although there are variants in different countries, it is 
possible to say that it is an identity card of traditional type in which the hardcopy 
information has been transposed onto a chip for the purposes of verification by law 
enforcement personnel (depending on the country concerned, a photograph and fin-
gerprints may or may not be stored on the chip), and which also contains electronic 
keys and certificates for use with online services.

Disclaimer: The views expressed in this chapter are those of the author alone.
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Notes

 1  Among them Belgium, Finland, Sweden, Estonia, Italy, and Spain, in addition to the United 
Kingdom since the passing of the Identity Cards Act of 30 March 2006.

 2  The term “authentication” is used from a technical standpoint to indicate a procedure for proving 
a person’s identity. However, its use is incorrect in the legal context, where the term “identifica-
tion” is preferred.

 3  The French Ministry of Finance provides each taxpayer with a downloadable electronic certifi-
cate free of charge. In 2007, 7.4 million electronic income tax returns were filed, a number 
sharply larger than the previous year.

 4  It is shared by several rights holders in the same family and moreover, given that it has no pho-
tograph, it can easily be used fraudulently by uninsured third parties if it is stolen or as part of 
a scheme for illegal trafficking; in this case, its main benefit for those defrauding the system is 
not so much the reimbursement but the possibility of access to healthcare free of charge.

 5  This is possible not only internally in hospitals but also, as in the case of certain establishments 
in the United States, between a medical practitioner and the pharmacy closest to the home of the 
patient.

 6  For more details see [MAT03].
 7  For more details see [MCG06].
 8  How many people still use their name as a password, or their birthday as a security code?
 9  The first attempt at fraud of this type in France, in 2005, met with very little success: it consisted 

of an email in English addressed simultaneously to customers of four high-street banks (“Dear 
bank A/bank B/bank C/bank D customer…”), two points that naturally helped arouse suspi-
cion in the minds of the customers concerned. In February 2006, a double phishing campaign 
targeting customers of the Crédit Lyonnais led to the temporary closure of this online banking 
service. The BNP was also targeted a few weeks later. This illustrates the negative impact phish-
ing can have on online services.

10 Falsification: fraudulent alteration of otherwise authentic documents.
11 Counterfeiting: the creation of documents that are not authentic.
12 For more details see [MAT07].
13 European Council regulation 2252/2004 of 13 December 2004.
14  Work done by the European Council and the Commission for the definition of minimum stan-

dards applicable in all Member States on a voluntary basis.
15  Council of Europe, Consultative Committee of the Convention for the protection of individuals 

with regard to automatic processing of personal data, Progress report on the application of the 
principles of Convention 108 to the collection and processing of biometric data, T-PD (2005) 
BIOM E, 2–4 February 2005, § 23 and 21.

16  André Santini, at the time Mayor of Issy-les-Moulineaux, and since 2007 Minister of Civil 
Service, in an interview given to Acteurs Publics no. 16 in September 2005.

17  Similarly, an opinion poll conducted in 2002 on behalf of the FDI showed that 73% of respon-
dents favoured the concept of an electronic identity card enabling official formalities to be car-
ried out on the Internet.

18 As in Portugal, for example.
19 As in Belgium or in Estonia, for example.
20  An example: Claudine Dardy, lecturer in sociology at the University of Paris XII: “The body 

becomes an object to be cut up and parcelled out in chips” [FDI05], page 73.
21  An example: Alain Damasio, a writer: “Identity per se does not exist […]. We do not suffer from 

doubt as to identity. What we do suffer from is excessive assignment of individual identity […]. 
Offering each citizen the possibility of doubling, of multiplying his or her approaches to per-
sonal identity in the contexts they are led to frequent, surely this amounts ultimately to offering 
them an opportunity for mobility, for vitality in relationships with others that would be hobbled 
by an identity card?” [FDI05], page 26.

22  Pierre Piazza, researcher at INHES [FDI05], page 6.
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23 Idem.
24  On this topic see in particular [CDG04]: some in a secondary school where a hand-shaped reader 

was installed were afraid of being “eaten” by the machine.
25 [FDI05], page 67.
26  For example, a national daily newspaper reported that the chairman of a respectable not-for-

profit French association that has existed for over a century had denounced the project, because 
it would, according to him, “make it compulsory to declare all changes of address.” In fact, given 
that no such provision had ever been included, one might ask whether the journalist misreported 
what had been said or whether such a statement had actually been made. If the latter were true, 
at best the chairman concerned had manifestly not read the documentation. And one could add 
that such an obligation exists in many European democracies without threat to  citizens’ rights.

27  U.K. Presidency of the E.U., Ministerial Declaration approved unanimously on 24 November 
2005, Manchester, United Kingdom.

28 [AFN08].
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Abstract This chapter reports on the concepts of information privacy and trust in 
government among citizens in Japan and New Zealand in a transnational, cross-
cultural study. Data from both countries are presented, and cultural and other 
factors are sought that might explain differences in attitudes shown. In both 
countries, citizens display a range of views, not related to age or gender. New 
Zealand citizens express concern about information privacy in relation to 
information held by government, but show a higher level of trust in government 
overall, and most attribute breaches of privacy to incompetence, rather than 
deliberate malfeasance. Japanese citizens interviewed also indicated that they had 
major concerns about information privacy, and had considerably less trust in 
government than New Zealand respondents showed. They were more inclined to 
attribute breaches of privacy to lax behavior in individuals than government 
systems. In both countries citizens showed an awareness of the tradeoffs necessary 
between personal privacy and the needs of the state to hold information for the 
benefit of all citizens, but knew little about the protection offered by privacy 
legislation, and expressed overall concern about privacy practices in the modern 
state. The study also provides evidence of cultural differences that can be related to 
Hofstede’s dimensions of culture.

6.1  Introduction

Concepts such as privacy, attitudes to personal information, and trust in government 
are inevitably influenced by personal experience and cultural factors, which will 
differ from country to country. This chapter reports on an investigation of citizens’ 

R. Cullen (*) 
School of Information Management, Victoria University of Wellington, PO Box 600,  
Wellington, New Zealand 
e-mail: rowena.cullen@vuw.ac.nz

Chapter 6
Privacy and Personal Information Held  
by Government: A Comparative Study,  
Japan and New Zealand

Rowena Cullen 



94 R. Cullen

concerns about information privacy, and the impact of this on their trust in govern-
ment in two very different countries. The New Zealand data are drawn from a 
study conducted in 2005 [CUL07], which was followed by an exploration of the 
same issues with Japanese citizens in 2007, in order to identify any differences in 
perceptions, concerns, and the role of cultural factors in determining these. The 
chapter begins with an overview of the two countries involved, and briefly dis-
cusses the concept of information privacy in relation to government, previous lit-
erature on concepts of privacy in both countries, and the state of privacy legislation 
in each. It then outlines the two phases of the study, and presents data from both 
quantitative and qualitative aspects of the study. It concludes by exploring cultural 
differences that become evident in these data, and looks for possible explanations 
of this. Comment is made on impact of this research for government agencies.

6.1.1  The Settings

Japan is generally considered to be a stable and highly controlled society, with a 
homogeneous population of over 100 million. It is seen as politically conservative, 
emerging from centuries of isolation, and facing considerable change, especially if 
it wishes to maintain its global economic influence. It has a highly developed 
telecom munications infrastructure, an extensive broadband network, and high 
Internet usage rates (67.2% of the population in 2005) [INT07]. Regular scandals 
in the news media involving politicians and prominent businessmen and other 
aspects of Japanese culture lead to an overall lack of trust in government [TAN01] 
and concerns about Internet security, which may affect the confidence that citizens 
may have in the way that government agencies handle their personal information, 
especially in the online environment.

New Zealand is a very different country, a former colony of Great Britain, 
with a population made up of the indigenous Maori population (currently around 
15% of the population), a large Caucasian population (mainly British in origin) 
which dates back to the early nineteenth century, large and rapidly growing 
migrant Polynesian groups from the many Pacific island states (Samoa, Tonga, 
Vanuatu, Tuvalu, the Cook Islands, etc.), and growing numbers of Asian and 
Middle Eastern migrants. The total population of 4.3 million people is spread 
out over a country roughly the same area as Japan, the largest city Auckland 
accounting for over one million of the population. New Zealand has a far less 
developed technology infrastructure and a significantly lower uptake of broad-
band Internet connectivity at the time the two studies were conducted, but a 
similar rate of Internet use. It is generally considered to be a more relaxed and 
informal society, strongly influenced by the indigenous Maori culture (rein-
forced by large Polynesian communities), and the population has been found to 
be relatively trusting both of government and the exchange of information on the 
Internet [BEL08, GO03, HER06].
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6.1.2  Research Questions

The chapter focuses on citizen’s concerns about the privacy of their personal infor-
mation held by government in New Zealand and Japan, and investigates in both 
countries:

The concerns that citizens express about their information privacy in relation to •	
information held by government
The extent to which citizens are aware of the existing protections of their right •	
to privacy
How trustworthy citizens believe government organizations are in relation to •	
information privacy
Whether, if an individual believes an organization has violated his or her privacy, •	
this affects the individual’s trust in that organization
The extent to which a breach of privacy by one government organization affects •	
the individual’s perception of the trustworthiness of other government 
organizations
Which channel citizens trust most when they are required to provide personal •	
information to government organizations.

Finally, the chapter poses the question: what differences exist between the responses 
of Japanese and New Zealand participants in the studies? Knowledge of these 
differences can enhance understanding in Japan and New Zealand, as well as in 
other countries, of the different attitudes that may be held by citizens, and the need 
for government agencies to be aware of these.

6.2  Concepts of Information Privacy

Privacy is acknowledged and valued across many political systems, as is shown by 
Article 17 of the United Nations’ International Covenant on Civil and Political 
Rights, which states: “No one shall be subjected to arbitrary or unlawful interfer-
ence with his privacy, family, home or correspondence, nor to unlawful attacks on 
his honor and reputation” [UNI66]. Similar protections are also included in Article 
12 of the Universal Declaration of Human Rights [UNI48]. However, although it is 
argued that privacy is a necessary requirement for citizens in modern democratic 
states [WES67, DEM03] and that it contributes to an individual’s personal auton-
omy and dignity, at the same time there is general agreement that privacy is not an 
absolute right. For example, it is often argued that, in certain situations, an indi-
vidual’s right to privacy may be outweighed by the public interest in the disclosure 
of personal information (e.g., the location of convicted sexual offenders’ resi-
dences, or the salaries of certain government employees). Thus, it is argued, 
tradeoffs must be made to promote a balance between these seemingly competing 
interests: “either too much or too little privacy can create imbalances which seri-
ously jeopardize the individual’s well-being” [WES67, p. 40].
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6.2.1  Government and Citizens’ Personal Information

The investigations reported here are concerned with information privacy, defined 
by Westin as “the claim of individuals, groups, or institutions to determine for 
themselves when, how and to what extent information about them is communicated 
to others” [WES67]. In many situations, the provision of personal information to 
government organizations is compulsory, in contrast to the nature of the exchanges 
that individuals engage in with private companies, where citizens may make their 
decision about which companies they choose to entrust with their personal informa-
tion. This compulsion results in an unequal power relationship. As Dempsey et al. 
note: “Governments have special privacy obligations arising from the concept of 
democracy, which includes the establishment of rules mediating the power relation-
ship between government and citizens” [DEM03, p. 1].

With the increasing use of electronic means of communication between citizens 
and government, citizens may perceive an even greater risk to the privacy of their 
personal information supplied to government. As Dempsey et al. also note:

Governments are increasingly using the Internet as a means to deliver services and infor-
mation. This development allows users to register for government services; obtain and file 
government forms; apply for employment; comment on public policy issues; and engage 
in a growing number of other functions – all on-line. The trend towards e-government and 
the electronic delivery of services has further expanded government collection of person-
ally-identifiable data. [p. 1]

This information may be of a highly personal and sensitive nature, including financial 
or health-related information; it requires careful handling to ensure that information is 
kept confidential, used only for the purpose for which it is collected, and by those with 
authority to access it. The greater facility of exchanging information between agencies 
gives governments even greater power. With this power goes a greater responsibility.

This applies across all levels of society. As Raab and Bennett note, although 
those in lower socioeconomic groups may be more vulnerable to breaches of infor-
mation privacy in relation to their personal living circumstances, due to the need to 
claim income support, “those higher up the socioeconomic ladder are more likely 
to be part of the credit-card economy” [RAA98, p. 264] exposing them to greater 
risk not only from the private sector, direct marketers, and online retailers, but also 
to government-related trading agencies, and the core agencies themselves. As 
 governments seek to enhance their service delivery by meeting the expectations of 
 citizens that they will meet or better the online service delivery of the private sector, 
they also “face the same challenges of balancing information privacy against 
 potential service enhancement” [HER06].

6.2.2  Concepts of Information Privacy in New Zealand  
and Japanese Culture

Research in New Zealand to date has shown that New Zealanders have an above-
average perception of “safety” in providing personal information to government 
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over the Internet, and that this perception has increased considerably among groups 
of New Zealanders who make regular use of online government services [GO03]. 
This is despite the fact that, like citizens in many other countries, New Zealanders’ 
trust in government has been declining throughout the twentieth century, although 
there is no evidence that this decline is related to government performance, rather 
an overall lack of respect for authority throughout the western world [BAR02].

In most Asian cultures, privacy is seen as a “western” concept that coexists 
along with traditional values based on the communal nature of family or commu-
nity life, close living quarters, hierarchical (feudal) social systems, and collectivist 
social values, and the Confucian, Buddhist, and in the case of Japan, Shinto reli-
gions [KIT05]. An additional cultural dimension that may have an impact on 
 privacy concerns, and trust in government is encompassed by Hofstede’s concept 
of power distance, which indexes the degree to which a society tolerates greater or 
lesser levels of inequality in power between individuals [HOF91]. Hofstede’s 
 studies of national and organizational culture identified initially four, then extended 
to five, Dimensions of Culture which are described as:

Low Versus High Power Distance – Power distance refers to the “tendency of a society to 
be hierarchical” with “considerable social distance” between the higher and lower ends of 
society and an acceptance by less powerful members of society that power is distributed 
unequally. New Zealand is generally identified as a low power distance culture, with a 
strong egalitarian ethos, Japan (along with other “Confucian” cultures), as a high power 
distance culture.

Individualism Versus Collectivism – Individualism refers to the extent to which people 
see themselves as autonomous, and independent of others; collectivist  cultures have strong 
sense of group identity, which may be tribal, religious, or national (as in Japan).

Masculinity Versus Femininity – Refers to the value placed on traditionally male or 
female values (as understood in most Western cultures). In high masculinity cultures men 
and women play very different roles.

Uncertainty Avoidance – Reflects the extent to which members of a society attempt to 
cope with anxiety by minimizing uncertainty. Japan is usually ranked high on uncertainty 
avoidance, and more rigid and less innovative in social behavior.

Long Versus Short Term Orientation – (initially described by Michael Bond as 
Confucian dynamism) Describes a society’s “time horizon.” Japan is usually identified as 
a culture focused on long-term orientation, with value placed on thrift, patience, and 
perseverance. Short-term cultures tend to value immediate results, and focus on recreation 
over a work ethic with long-term gains [LAW07, pp. 12–14.]

New Zealand is generally depicted as a low power distance, individualist culture, 
compared with Japan, which is characterized as being at the opposite end of the 
spectrum on these five dimensions. However, New Zealand also has a substantial 
minority population which is made up of indigenous Maori and immigrant 
Polynesian communities. These cultures are also strongly collectivist. This 
should not, however, be taken to imply that Polynesian culture has a similar pro-
file to Japanese culture when measured on Hosftede’s dimensions. Japan can be 
categorized as a fairly classic “hierarchical-collectivist” society as opposed to 
countries such as Israel, which has been described as “egalitarian-collectivist” 
[GOO99]. Although Polynesian cultures are strongly collectivist, they differ 
among themselves in the degree to which they are hierarchical, and their customs 
and mores change when they come into contact with and are embedded in the 
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larger New Zealand society. Contemporary Maori society is less hierarchical than 
traditional Maori society, but these differences vary from group to group. In addi-
tion, whereas Maori and other Polynesian cultures share with Japanese culture a 
differentiation between male and female roles, they do not share the characteris-
tics of uncertainty avoidance and long-term orientation that are attributed to the 
influence of Confucianism in Japanese society.

There are few studies as yet which relate citizens’ concerns with information 
privacy in relation to government with this approach to cultural differences. 
Bellman et al. [BEL04] identified differences in information-related privacy 
 concerns among respondents from 38 countries, based on differences in cultural 
values, and differences in Internet experience. They found that participants from 
cultures considered to be high on power distance indicators, and low on individual-
ism indicators had concerns about inaccurate information held about them, and the 
secondary use of information. This is in contrast to the findings of the more widely 
recognized work of Milberg et al. which their study draws on, which suggests that 
high power distance cultures, which tolerate greater levels of inequality of power, 
have greater mistrust of powerful groups, such as companies, whereas groups with 
low individualism (collectivist societies) have a greater tolerance of intrusion on the 
private life of the individual [MIL00]. It is commonly assumed that Japanese cul-
ture fits within this definition, however, Polynesian cultures, both Maori and 
Pacific, with their emphasis on the extended family, and communal ownership of 
land and intellectual property, are also identifiable as high power distance and col-
lectivist social groups. This is a factor which clearly needs to be taken into account 
in this study. A further element, however, may also come into play. Dinev et al. 
[DIN05] have identified a counter element to the influence of culture on citizens’ 
trust in government, and that is the impact of an individual’s “propensity to trust” 
which may interact with the individualistic or collectivist nature of his culture.

Focusing specifically on the concept of privacy in Japan, and the common percep-
tion, both within and outside Japan, that privacy is a foreign concept to the Japanese, 
Mizutani, Dorsey, and Moor discuss the introduction of the “loanword” puraibashii, 
meaning privacy, into the Japanese language [MIZ04]. They argue that the concept of 
privacy was not and is not foreign to the Japanese mindset, that there are related con-
cepts of “secret,” and “forbidden” matters in the Japanese language, but that the 
concept of privacy itself is different in the Japanese tradition. In particular they note 
the strong influence of Buddhism which advocates the effacement of the self, and the 
sublimation of the self to the group. In addition, they link the concept of privacy to 
the traditional Japanese lifestyle, where close proximity to family and neighbors has 
meant that things observed or overheard inadvertently are not to be repeated or 
acknowledged in any way. (This is sometimes identified with the iconic monkeys of 
the Japanese temples at Nikko, representing the precept “see no evil, hear no evil, 
speak no evil.”) Thus privacy conventions in Japan, the authors argue, are based on 
the important role of the group within Japanese culture, and the need for self-imposed 
restraint in relation to the privacy of others. Although privacy may be a less individu-
alistic concept in Japan than in western culture, privacy conventions are no less 
developed and firmly rooted in Japanese culture, the authors suggest. In fact, the 
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traditions of group culture and privacy within it may, in fact, be so strong, they argue, 
that the need for regulations that would extend the concept of privacy to the world of 
ICTs and the Internet has not been seen as sufficiently urgent.

6.2.3  Privacy Legislation in Japan and New Zealand

In New Zealand, the Privacy Act (1993) protects how any individual’s personal 
information can be collected, stored, used, and disclosed by government or any 
individual or organization.1 The essence of the law is encapsulated in 12 Privacy 
Principles which place restrictions on how people and organizations can use and 
disclose information, and give individuals protections against unauthorized or 
improper disclosure of their personal information. It also gives individuals the right 
to access their personal information held by an agency and request correction of it. 
The Act gives the Privacy Commissioner the power to issue codes of practice across 
any specific industry or domain of activity (e.g., the health sector) that then become 
part of the law. It also limits

The manner in which information can be made available from public registers•	
Re-sorting or combining public register information for commercial gain•	
Electronic transmission of public registers•	
Charging for access to public register information•	

The Act sets out a complaints mechanism and contains rules regulating data matching 
between government agencies (e.g., to identify those in employment who may also 
be wrongfully claiming a welfare benefit), each case requiring to be reported to 
parliament. It also prohibits the government from issuing one single number for 
citizens to use in their dealings with agencies.

Privacy legislation in Japan is more recent. Despite a preference by the Japanese 
government for self-regulation in relation to information and data privacy, the gov-
ernment responded to heightened citizen concern amidst media reports of privacy 
violations by government and businesses, and passed the Personal Information 
Protection Act, amid considerable public discussion, on 30 May 2003. [FRE05] 
The Act came into effect on 1 April 2005. [JAP03] It establishes mandatory guide-
lines for central, local, and regional government agencies, and assigns individual 
ministries to develop equivalent guidelines for business and other institutions in 
their specific sector. The Act protects only living individuals, and is confined to 
information about an individual that distinguishes her from other individuals, such 
as name, date of birth, postal and email addresses, job title, photograph, employ-
ment information, and the like. The provisions of the Act are focused on the respon-
sible management of information held in databases, rather than privacy protection 
covering more sensitive personal information, such as health or financial informa-
tion, as in comparable legislation in other jurisdictions. The right to control one’s 
personal data is also included as an important part of the right to privacy that is 
guaranteed under Article 13 of the Japanese Constitution.
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6.3  The Two Parallel Studies

6.3.1  The New Zealand Study

The New Zealand data reported here are taken from a larger research project on 
breaches of privacy and their impact on trust in government, published on the New 
Zealand e-government website REI06. The data used for comparison in this  chapter 
have been previously reported in more detail [CUL07, CUL08a, CUL08b], and are 
based on data derived from a series of focus group interviews with groups of citizens 
across a wide range of ages, ethnicities, occupations, and socioeconomic  levels. 
Participants in the focus groups were given an initial questionnaire consisting  of general 
questions regarding their concerns about their personal information and their trust in the 
government to handle it appropriately. Where appropriate, in an effort to avoid uncer-
tainty inherent in phrases such as, “How concerned are you about your privacy in deal-
ing with the government?” the questionnaire used more specific statements such as, “I 
feel confident that my personal information will be handled properly and be adequately 
protected by government agencies I deal with,” and, “I think the rules governing the way 
in which government organizations collect and exchange information about me are 
adequate,” with responses available on a five-point Likert scale (from Strongly Agree 
to Strongly Disagree). A group interview followed, which began with a discussion of 
five general questions, including how the participants defined information privacy, and 
their knowledge of the Privacy Act, and then centered on five scenarios for discussion. 
These were designed to present individuals with a situation involving improper use of 
information, or a breach of privacy of personal information to get as realistic a view as 
possible of the participants’ responses to breaches of privacy, and its impact on their 
trust in government. A total of 58 participants were interviewed in this way.

Scenario 1 outlined circumstances in which a letter from an agency which con-
tained personal financial information was sent to another person in error; however, 
the intended recipient was notified by phone and an apology offered. Scenario 2 
outlined an incident in the offices of the local government where papers containing 
information about a neighbor’s property taxes, and the neighbor’s heated dispute 
about this matter, were left lying around and were seen by the participant. Scenario 3 
involved a breach of privacy concerning personal health data in a hospital. Scenario 
4 involved the prosecution of a government employee who had sold tax information 
to a debt recovery firm. Scenario 5 concerned the use of NZ Post’s change of 
address system, which allows individuals to notify several government agencies 
at once of their address change. Unfortunately this was made available to other 
organizations as well, resulting in unwanted unsolicited mail.

6.3.2  The Japanese Study

In the reiteration of the study in Japan, most of the participants were interviewed 
individually in English, to enable the interviewer to ensure concepts were 
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understood, and a small number interviewed in Japanese. Each individual was 
asked to complete the preliminary questionnaire, answer the five general questions, 
and then asked to comment and reflect on each of five scenarios. The scenarios used 
were the same as in New Zealand (apart from small changes of wording to reflect 
the Japanese context), except for Scenario 5, which was replaced with a reference 
to the introduction of a national resident registry network, known as Juki Net. Juki 
Net is a national identification system that links all municipalities and prefectures 
through the Local Government Wide Area Network, so that central and local 
governments can share four basic pieces of information about residents: name, 
address, sex, and date of birth, attached to their personal ID number (issued to all 
citizens). Citizens can obtain a photo ID card to be used to facilitate transactions 
such as registering a change of address or a vehicle, and also register an electronic 
signature to be used when tendering services to local government. The introduction 
of the system generated considerable controversy (some prefectures not adopting 
the system initially), and cases brought by citizens concerned about the privacy of 
their personal information were only resolved by a Japanese Supreme Court 
decision in March 2008.2 A total of 34 participants were interviewed in Japan.

6.4  Findings

6.4.1  Questionnaire Data

Age range was relatively evenly spread across the participants in both New Zealand 
and Japan (see Table 6.1), and occupations were varied in both groups, although the 
occupations of the Japanese participants reflected their higher socioeconomic status 
overall, because of the bias introduced by interviewing the majority in English. The 
ratio of females to males in the NZ groups was 33:25; in the Japanese group this 
balance was reversed with 15 females:19 males. (More detailed analyses of 
responses in both of these studies can be found in the original report and in two 
successive conference presentations at HICSS 41 and 42 [CUL07, CUL08a].)

In the New Zealand groups 22 males and 25 female respondents (~81%) used 
the Internet, whereas 3 males and 8 females did not. All but one of the Japanese 
participants used the Internet (Table 6.2).

Table 6.1 Age of participants

Age Number in NZ Study Number in Japanese Study

Under 20  2  0
20–29 14  5
30–39 15 11
40–49  9  2
50–59  6  9
60–69  8  4
70+  4  3
Total 58 34
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The initial questionnaire which asked participants to respond to a series of state-
ments about their privacy-related concerns, attitudes, and behaviors used a Likert scale 
of options, that is, 1  =  strongly agree, 2  =  agree, 3  =  neutral (unsure), 4  =  disagree, 
5 = strongly disagree. Response data from these questions are shown in Table 6.3.

In Table 6.3, responses to statement S6 suggest that the majority of participants 
in both countries (73% in Japan, and 86% in New Zealand) are concerned about the 
privacy of their personal information when it is communicated via the Internet. 
Although only half the respondents in both countries (50% in Japan, and 52% in 
New Zealand) expressed concern about the amount of personal information 
 collected by government (S10), Japanese respondents showed far more concern 
about the adequacy of the rules governing the way in which government organiza-
tions collect and share information (S13), with only 27% agreeing with the state-
ment. Responses from New Zealand respondents to this question, at 48%, match 
more clearly the level of concern about the amount of information collected.

This difference is also apparent when we look at whether a more general concern 
about personal information on the Internet translates into an equivalent level of 
concern about government management of personal information in the online envi-
ronment. Responses to S7 and S8 indicate that Japanese respondents are inclined to 
trust government agencies less than they trust businesses, whereas New Zealand 
responses are the opposite, showing only a slight gap between participants’ levels 
of confidence in government organizations and private organizations (and overall 
levels of trust much higher).

Responses from the Japanese respondents show far lower levels of trust in gov-
ernment agencies, and in the ability of government servants to treat their personal 
information with respect than the trust shown by the New Zealand respondents; this 
is particularly evident in responses to statements S8, S9, and S13. This greater 
confidence of Japanese respondents in business is also shown in the higher rates of 
shopping online, and lower rates of concern about the exchange of information in 
the online environment. However, despite their overall extremely low levels of trust, 
Japanese respondents seem to be less proactive in assuring themselves, to the extent 
that they can, of privacy protection; that is, they are less likely to agree than NZ 
respondents that they will seek statements about security of information provided 
to government, or withhold personal information when it is requested (S11, S14).

Respondents were asked about their preferred medium for exchanging informa-
tion with an agency. In the New Zealand study 42 out of the 56 people who 
answered this question (75%) preferred “in person,” whereas a smaller percentage 
in Japan (22, or 65%) selected this as their first choice, followed by 19 (29%) who 
selected the postal system (whereas only 10 New Zealanders did so.) The telephone 
was nominated as a first choice by only four New Zealand respondents, and by no 
Japanese respondents, and only two respondents in each sample (4% and 6%, 
respectively) selected the Internet.

Table 6.2 Participants’ use of online services

Online activity NZ NZ (%) Japan Japan (%)

Online banking 29 50 12 35.3
Online trading 21 36.2 27 79.4
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The final questions in the questionnaire asked respondents if they made distinc-
tions between government agencies in terms of the trust they accorded them. In 
both countries there were clear differences in how agencies are viewed. Even 
though in the New Zealand study 34 (59%) of respondents stated that they made no 
distinction, in subsequent discussion most people said they trusted some depart-
ments more than others. New Zealand agencies least trusted include the welfare 
agency Work and Income, and the taxation agency Inland Revenue. Contradictorily, 
participants also placed Inland Revenue at the top of the most trusted list, followed 
by the Ministry of Health (significantly absent from agencies trusted by Japanese 
respondents.) In Japan, 15 out of 34 (44%) respondents indicated that they made 
distinctions in the level of trust they accorded government agencies. Specific agen-
cies which were mentioned as well trusted were limited to the Ministry of Justice, 
and the judiciary. Agencies mentioned as less trusted included the ministry in 
charge of pensions, the police, and the newly created Ministry of Defense (although 
this appeared to be more related to its recent change in status from a department to 
a ministry, a matter of public concern in view of Japan’s traditional post-World War II 
nonmilitarist policy, than the activities of the agency itself). Concerns were 
expressed by some respondents about the trustworthiness of local government 
agencies, but local government and “City Hall” were specifically mentioned by five 
respondents as most trusted, in contrast to others who named “central government 
agencies” as more trusted than local agencies.

6.4.2  Concepts of Privacy and Privacy Protection

Although the study did not seek to develop a new definition of privacy, participants’ 
views on what the term “privacy” meant to them were of interest. The interviews 
and discussion groups in both countries therefore gave participants an opportunity 
to define the term and what it meant to them. In New Zealand, many participants 
mentioned that they believe privacy is related to being able to control “who knows 
what” about things related to their private lives. Some individuals defined privacy 
in terms of types of information that they feel should be kept private and confiden-
tial (e.g., health, finances, etc.). Other individuals, notably in the groups of Maori 
and Pacific peoples, Polynesian cultures where the extended family is a very domi-
nant concept, explained that their view of privacy is primarily concerned with keeping 
family information private and protecting the honor of their family’s name and 
reputation. (See [CUL08b] where this is discussed in considerably more detail.)

The majority of Japanese respondents listed concerns and issues that they would 
like to keep private, or have control over the disclosure of, as some put it. These 
commonly included: personal details such as their name and address, age, date and 
place of birth; their income and the value of their assets and savings (and other 
business affairs); family matters (ages of their children, if any, and other family 
concerns); health data concerning themselves and their family; and details of their 
education and career. (Some of these concerns related to fears expressed about 
the rising crime rate, and recent abductions. Such people felt any information 
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disclosure made them vulnerable.) However, some went further, and added 
personal habits, thoughts, religious ideas, and philosophies to this. Some respon-
dents indicated that they had their employer in mind when defining what they 
wanted kept private, and some commented that practices within the workplace 
could be sharpened up in regard to privacy, explaining that as employees were 
moved in and out of the human resources departments at their workplaces, common 
practice in Japanese management culture, the pool of people who had access to 
their personal, income, and health data increased every year. The concept of “shut-
ting out the world” to keep one’s information secure was memorably expressed by 
one respondent who talked about keeping personal information safe within “my 
castle.” He then explored that concept further, and commented on the difference in 
protections offered by Japanese law and privacy laws in other countries by 
describing his Japanese castle as being made of wood, not stone.

A number of Japanese respondents explained how, in their view, privacy was a 
“western” concept that had been introduced into Japan with modernization, and in 
particular with the postwar Constitution. The concept, they explained, was not well 
understood in Japan, and differed from the way it was perceived in other countries. 
This theme was picked up later, in discussions of the last scenario. For a small 
minority of participants, privacy was not a concern, both older and younger partici-
pants stated that they had “nothing to hide,” and therefore no concerns.

6.4.3  Discussion of Scenarios

6.4.3.1  New Zealand Responses

Discussion of the scenarios varied slightly between the two parts of the study, 
because of the ways in which the two studies were conducted. In the focus groups 
conducted in New Zealand, discussion was more wide-ranging, prompted by, rather 
than responding specifically to, the five scenarios. A view commonly expressed by 
the New Zealand participants, was that although they had more confidence in gov-
ernment than private business because of the greater accountability of government, 
they were not surprised by the breaches, which they put down to incompetence, 
rather than deliberate harmfulness. “I think a private organization is more likely to 
sell my information, whereas government would be more likely to lose it.” Their 
responses to the scenarios, and how these breaches of privacy would affect their 
trust in government tended to center around two themes: the way the organization 
disciplines the employee responsible for the breach, and the way the organization 
handles the situation with the individual whose privacy was breached; if both of 
these were satisfactorily addressed, it was less likely trust would be withdrawn. 
Breaches in one agency, would not, in this case, have an impact on trust in another 
agency.

Concern was greater among those with the least knowledge of technology, 
 individuals reporting stories from the media which reinforced the stories recounted 
in the scenarios. Concerns focused on the security of computers and the Internet, 
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increased potential for privacy breaches through the use of technology, and a lack 
of understanding about what happens to information submitted to organizations. 
Most had heard of the Privacy Act when reminded by others in the group, however, 
they knew little of its provisions.

In each group, participants explained how the various scenarios would affect the 
degree of trust they placed in different organizations. This included their reactions 
to previous personal experiences, as well as their responses to the hypothetical 
scenarios presented by the researchers. The overwhelming majority of individuals 
reported that breaches of information privacy have an impact on their trust in orga-
nizations (i.e., affect their assessment of the trustworthiness of the organization). 
Their responses suggest that a number of variables influence the magnitude of the 
impact on individuals’ trust. These factors included:

 1. The perceived cause of the breach: Respondents distinguished between an hon-
est mistake, staff incompetence, deliberate wrongdoing, and/or a breach of pri-
vacy motivated by financial gain.

 2. How sensitive was the information involved: The more sensitive the information, the 
greater the impact a breach would have. Individuals generally reported that health 
information and financial information were the most sensitive, and a few individuals 
claimed that their contact details were the most sensitive (these individuals explained 
that they did not want previous acquaintances to be able to find them).

 3. What happened to the information: If the information was improperly disclosed, 
the magnitude of the impact was influenced by the entity to whom it was 
disclosed.

 4. How the organization handled the situation: Individuals emphasized the impor-
tance of an organization’s response to any privacy-related situations, for exam-
ple, how they responded to a complaint, and what they were doing to ensure the 
breach would not occur again.

 5. Had this type of event happened before and is it consistent with, or contradictory 
to, the organization’s reputation? When explaining how much an event would 
affect their level of trust, individuals commonly said this would depend on 
whether the problem was perceived to be a “one-off” occurrence. Individuals 
were more likely to “give the organization the benefit of the doubt” in cases 
where an event appeared to be a unique aberration from an organization with an 
otherwise trustworthy reputation.

Although some people reported being relatively unconcerned about their  privacy, 
many others became quite emotional as they recounted personal experiences. This 
type of response was most often shown by individuals who reported having a  negative 
personal experience of a breach of privacy by a government department in the past.

A recurring theme, central to most of the group discussions of the scenarios, 
related to the unique context of the relationship between the state and its citizens. 
In contrast to their relationship with the private sector, people reported feeling they 
had little power in their relationship with the state and little control over what infor-
mation the state collects about them and how it is used. A number expressed great 
concern about programs sharing data between agencies, some stating that they 
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viewed this as a breach of privacy, others that data-sharing programs contributed to 
their feeling that they had little control over who had access to their information. 
This concern was heightened among Polynesian respondents, who expressed a 
strong view that not being able to control information about themselves, and in 
particular their families, exposed them to an unacceptable risk of harm. There was 
a considerable minority, however, who expressed qualified support for certain data-
sharing arrangements, noting that there were situations where data sharing is necessary 
and acceptable, provided that this is done ethically, and that the individual perceives 
some benefit from the activity, such as not having to provide the same information 
to a number of different agencies.

6.4.3.2  Japanese Responses to the Scenarios

Japanese responses were much more specific to each of the scenarios, inasmuch as 
individuals were in private conversation with the researcher. However, responses 
were often very mixed. Scenario 1, for example, which outlined circumstances in 
which a letter from an agency that contained personal financial information was 
sent to another person in error,3 raised concern in most participants. Nearly half the 
respondents stated that they would be angry and upset, and although most agreed 
to accept an apology from the agency, half of these again stated that they would 
seek an explanation, and changes in procedure. For at least one third of respondents 
such an incident would reduce their trust in government, although some noted that 
their trust was already so low that the incident would have little impact. A number 
of respondents confirmed that this sort of mistake was not uncommon; by and large 
it was put down to incompetence.

Scenario 2, which outlined an incident where papers containing information 
about a neighbor’s dispute over tax were left lying around and were seen by the 
participant, caused considerable distress, many people stating that this was out of 
concern for their neighbor. A number stated that they would attempt to put the 
information “out of their mind,” “draw down the veil,” not wanting to know nega-
tive things about others. Over half indicated that this kind of breach would lower 
their trust in government, although some saw the incident as one of process not 
personal failure, or laxness. For a minority, this incident was less upsetting because 
their own privacy was not breached.

Breaches of health information, as in Scenario 3, were almost unanimously 
regarded as both serious and commonplace. Teaching hospitals, especially, were 
considered to be lax in regard to privacy. Both in this case, and in the case of the 
theft of data from Inland Revenue (Scenario 4), which had serious impacts on trust, 
many respondents thought systems should be better designed to protect the privacy 
of individuals. However, there was a strong view in all these cases, that the quality 
of staff employed by government agencies had deteriorated in recent years and that 
“morals” and attitudes were declining. Many people expressed the view that 
 systems could and should be made more robust to prevent such incidents, and 
 counter this lack of standards amongst government servants.
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Scenario 5 was the only one that differed from the scenarios used in the New 
Zealand study, and referred to the introduction in 2002 of the online database for 
registering residents, Juki Net. Ten respondents stated that they had a Juki card 
(although five of these had either lost it, did not use it, or did not know how they 
could use it). Nineteen (55%) did not have a card and were mostly strongly opposed 
to having one; a further five respondents had mixed feelings about it, but did not 
state whether they had one. Of those without a card, some stated that although their 
initial concerns about the system had abated they still had not felt motivated to get 
one, even though they could see that for people without other forms of photo ID it 
could be useful and convenient. Others were adamant that the system was flawed, 
that their privacy was at risk, and that they were opposed to the system. More 
knowledgeable respondents were able to point to weaknesses in the network, and 
problems related to staff access. The active user group (numbering seven, one a 
more recent convert who had initially been opposed) were very positive about its 
convenience and did not have concerns about privacy in relation to the card, 
although they were aware that many people did.

How personal privacy is protected in Japan was certainly not well understood by 
most participants. Exactly half of the respondents indicated that they knew of some 
law or regulation that protected privacy, but few could name the recently implemented 
Personal Information Protection Act, although some were aware that this act worked 
in conjunction with the Constitution to ensure privacy in relation to government-held 
information, and that private and commercial companies needed to take responsibility 
for their own measures to ensure the protection of personal information. In the view 
of some, maintaining privacy was a personal responsibility, possibly leading to the 
high rates of withholding personal information requested by government.

When asked if they felt that attitudes to privacy had changed in Japan in recent 
years, most agreed there was greater concern, prompted by three factors, breaches 
of privacy by government agencies or individuals reported in the media, the public 
discussion that took place at the time the Personal Information Protection Act was 
passed, and concerns about the security of credit card information in the media. 
Although older respondents were inclined to the view that young people were less 
concerned about privacy, there were some very concerned respondents in the 
younger age groups, many of whom had personal experience of privacy violations. 
A number of older respondents (50 years of age and over) spoke of traditional 
Japanese society, in both rural and urban areas (including the suburbs of Tokyo 
prior to and immediately after World War II) that was more community minded, 
and in which neighbors knew of and took an interest in each other’s business. Along 
with the developing concepts of individuality and privacy in Japan, they perceived 
a loss of the sense of community and mutual caring which characterized traditional 
Japanese society, while recognizing the intrusions on personal privacy of the com-
munities of the past. In such an environment, people were expected to exercise 
personal restraint, (“hear no evil, see no evil, speak no evil”), a concept echoed by 
those who referred in some way to “drawing down the veil” if they heard something 
untoward about a neighbor. This may also relate to the need to take personal 
responsibility for one’s own privacy.
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6.5  Discussion

Reviewing the data derived from both the more formal questions, as well as the 
free-ranging discussion prompted by the scenarios, it is clear that among both New 
Zealand and Japanese participants there is a range of views. In both countries there 
are some people who are less concerned with privacy, and less upset by breaches of 
privacy. This may be a matter of personality, and a factor of an individual’s 
“propensity to trust” that can cut across cultural dimensions. [DIN05]

However, although New Zealanders in general display a higher level of trust in 
government according to the data reported here, in both countries the majority of 
respondents express considerable concern about how government collects and 
handles their information. This concern is exacerbated among Maori and Pacific 
people because of the greater emotional, cultural, and spiritual significance given 
to personal information within Polynesian cultures, and the strongly collectivist 
nature of Polynesian society. This is in line with observations in earlier studies that 
people from Polynesian cultures express strong concerns about the secondary use 
of information, feeling they are losing control of an innate part of their family heri-
tage [CUL08b]. At the same time, Japanese respondents express considerable 
mistrust in the way in which more powerful entities handle their information, while 
displaying a greater tolerance for intrusion on their personal privacy. The data 
reported here therefore appear to support Belman’s claims, that people from cul-
tures high in power distance and high in collectivism will have concerns about 
inaccurate information held about them and the secondary use of information 
[BEL04]. It also supports Milberg’s claims that the same groups although having 
mistrust of powerful groups (whether corporate or government) will have a greater 
tolerance of intrusion on the private life of the individual [MIL00]. Thus, the ori-
gins of the concerns expressed in the responses reported in these studies seem to be 
derived from deeply felt cultural beliefs. In the case of some Japanese and Maori 
and Polynesian respondents these beliefs exacerbate the general concerns expressed 
by the majority of respondents about the way government agencies handle their 
personal information.

In addition, the concerns of Japanese respondents are reinforced by the strong 
belief among many that problems concerning information privacy in Japan lie more 
with individual government employees and their attitudes than with the system. 
This may be the reason why Japanese respondents were less inclined to actively 
protect themselves by checking privacy statements on government websites, or by 
refusing to provide information to the government. The noticeably low levels of 
trust in the government’s ability to adequately protect their information, as shown 
in questionnaire responses of the majority of Japanese respondents, are reinforced 
by comments made in their reflective responses to the scenarios, which attributed 
many privacy breaches to poor attitudes of staff and declining moral standards. New 
Zealand respondents, by contrast, assume incompetence more at the systemic than 
the individual level; government servants as individuals are relatively well trusted. 
Both groups, although for slightly different reasons, believe systemic change is 
warranted to offer greater protections of personal data.
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In the case of New Zealand citizens, there is, in fact, more than adequate legal 
protection for personal information held by government agencies, and it could be 
argued that in Japan there is at least a modest level of protection. Although in nei-
ther country was there much awareness of the specific details of these protections, 
the changes sought appeared to be more at the level of practice, than policy. This 
possibly influences several areas of response. The preference in both countries for 
exchange of information in person, and the overwhelming lack of enthusiasm 
for exchange of information through the Internet, the fact that a breach of privacy 
in one agency is likely to lead to lack of trust in that specific agency in future, but 
not necessarily across all agencies, suggest that participants are observing instances 
of poor practice, and want to see a change to better practice across government. The 
awareness shown by New Zealand respondents of the citizen’s lack of power in 
relation to the state, reinforces the observation of Dempsey et al., that the state has 
special privacy obligations [DEM03, p. 1] for this reason, and a greater responsibil-
ity to observe good practice. In both countries, citizens show an awareness of the 
tradeoff necessary between personal privacy, and the needs of the state, however, 
individuals differ in where they perceive that tradeoff to lie, and where the state 
has overstepped the boundary. In an age where more and more information is 
being acquired and stored by governments these boundaries need to be clearly and 
publicly defined.

6.6  Conclusions

Trust in the state is a precious commodity, critical to effective government 
[COU05]. Breaches of privacy threaten that trust as much as other factors. This 
comparative study, despite the small numbers participating, reveals some genuine 
concerns of citizens regarding the privacy of their personal information, and some 
meaningful differences in attitudes towards information privacy and trust in govern-
ment in two very different countries. Although some of the distrust expressed by 
Japanese participants in this study clearly originated as much in overall distrust of 
government as in breaches of privacy, the way in which personal information 
is managed by government agencies, and their responsiveness to citizen’s concerns 
can play a very positive role in maintaining trust. The high levels of concern 
expressed by both New Zealand and Japanese participants in this study demonstrate 
a clear need for a change in the culture and privacy practices of government agen-
cies in both countries, at the local and national level. In countries such as New 
Zealand where there are many cultures living side by side, immigrant populations 
alongside indigenous and long-established European settler populations, these dif-
ferences become an important factor for government agencies to be aware of when 
they are considering privacy policies and dealing with citizens concerns.

In both countries, respondents blamed incompetence on the part of government, 
and in the case of Japan, declining standards, for breaches of privacy, however, in 
both countries participants were looking for remedies across government, focusing 
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on the development of more robust systems for protecting privacy, and sensitivity 
to their concerns. These are issues that governments should be aware of and should 
be seeking to address: through the development of robust and culturally appropriate 
privacy legislation, through the education of citizens to ensure they are aware of and 
alert to their protections under such law, and, most important, that civil servants are 
also educated in their responsibilities, as agents of the state, in regard to informa-
tion privacy when dealing with citizens’ personal information.

Notes

1  See the Privacy Commissioner’s website at: http://www.privacy.org.nz/a-thumbnail- 
sketch-of-the-privacy-principles/.

2  Japan Times Online, March 18, 2008. http://search.japantimes.co.jp/cgi-bin/ed20080318a2.
html.

3  This is one of the most common breaches of privacy in Japan. Much mail delivery from govern-
ment agencies is outsourced. Source: Personal communication to the author by Japanese privacy 
researcher, Fumio Shimpo, University of Tsukuba, 21 February, 2007.
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Abstract Data quality is a strategic matter in the context of e-government as the 
integration of services requires authentic, coherent, and reliable data. However, 
establishing databases that are devoid of duplication, redundancy, or ambiguity isn’t 
simple either in theory or in practice. In the context of e-government, this problem 
has been neglected for too long, particularly because administrative databases have 
often been wrongly regarded as “simple.” We demonstrate in this chapter that this is 
not the case at all, in particular because of the questions of interpretation that they 
raise. This chapter is based on case studies stemming from the Belgian federal 
administration (social security, business directories, federal authentic sources, etc.). 
Contrary to the assertions of common theories postulating a permanent bijective 
relationship between data and the corresponding reality, we argue that an empirical 
information system evolves over time along with the interpretation of the values that 
it allows one to determine. To address data quality, we propose a temporal framework 
that provides new operational strategies to improve administrative data quality 
(mainly, new ways to define quality indicators for continuous monitoring and 
re-engineering strategies). We finally demonstrate how our approach is generally 
applicable in the context of empirical information systems.

7.1  Introduction

The dematerialization of information and the placing online, via the Internet, of 
transverse services for citizens, based on electronic government, make the question 
of data quality more crucial than ever. We present firstly a general outline of the 
“data quality” concept and its practical challenges (Sect. 7.1.1) and, secondly, offer 
an introduction to the strategic data quality issues for e-government (Sect. 7.1.2).

I. Boydens (*) 
Département Sciences de l’Information et de la Communication – CP 123,  
Université Libre de Bruxelles, Faculté de Philosophie et Lettres,  
CP 123 Avenue F.D. Roosevelt, 50, B-1050, Bruxelles, Belgium 
e-mail: iboydens@ulb.ac.be

Chapter 7
Strategic Issues Relating to Data Quality  
for E-Government: Learning from an Approach 
Adopted in Belgium

Isabelle Boydens 



114 I. Boydens 

7.1.1  The Quality of Data

The quality of data is today considered as a strategic matter [BAT06]. The question 
is of significant importance when the information is used as a tool to assist with 
decision making, or even with real-world action. For example, in May 1999, during 
the war in Kosovo, NATO mistakenly bombed the Chinese embassy in Belgrade: 
the mapping databases then used to guide the missiles contained a plan of the city 
that was obsolete and therefore inadequate, hence, the untimely attack and the 
 diplomatic incident which followed [BOY07].

The quality of a data element denotes its adequacy with respect to the objectives 
assigned to it. “Total quality” does not exist, because the concept is relative: on the 
basis of a cost–benefit type analysis, the most pertinent quality criteria (freshness 
of information, rapidity of data transmission, relevancy, etc.) must be adopted for a 
given context (fitness for use) [BOY11].

These questions are of increasing concern in the private sector [MAD09]. Several 
surveys carried out in the United States indicate that factors such as the multiplication 
of partially redundant heterogeneous sources and of incomplete or poorly  documented 
data could entail a cost of up to 15% of businesses’ revenue [RED01]. Added to this 
are the costs incurred for the implementation of new technologies [FRI07] as well as 
the consequences in terms of credibility in the eyes of clients or users.

7.1.2  Strategic Quality Issues for E-Government

Although the problem is just as significant in the context of electronic govern-
ment, it has been neglected for too long, particularly because administrative 
 databases have often been wrongly regarded as “simple”  information systems. 
We show in this chapter that this is not the case at all. The  management of such 
systems is complex, not only because of the questions of interpretation that they 
raise, but also because administrative information gives rise to rights and duties. 
The quality of the corresponding online services is therefore of considerable 
importance in social and financial terms. For example, every quarter, the Belgian 
social security databases store approximately four million records, with several 
hundred corresponding attributes. These databases allow the  collection and 
redistribution of some 40  billion euros each year. Every  quarter, hundreds of 
thousands of formal  anomalies are detected (one finds  similar  proportions in 
other countries and other sectors, such as the banking  sector: “Recent works 
about the quality of large  databases have shown that about 10% of XML docu-
ments (or data records) contain at least one error. This level of quality is unac-
ceptable for many applications” [VAN03]).

On the basis of our research work in the area of administrative database quality 
[BOY99, BOY11] and of our practical experience in consultancy [BOY07], we 
propose to examine these questions in greater depth. In Belgium, we are head of a 
“Data Quality Competency Center” for evaluating and improving the quality of 
databases deployed in electronic government, which has been created at Smals.1 



1157 Strategic Issues Relating to Data Quality for E-Government

This Data Quality Competency Center covers various domains (social security, 
business directories, federal authentic sources, etc.) and aims, by improving data 
quality, to strengthen the responsiveness of the administrations in the context of 
online services provided to citizens. We then demonstrate the generalisable  character 
of this in the context of electronic government globally.

The integration of services requires that authentic, coherent, and reliable sources 
be put in place. For instance, in order to allow a company to fulfill its tax and social 
security obligations, or indeed to notify any events (e.g., change of address), via a 
set of integrated services on the Internet, there must be a  back-office body of homo-
geneous databases relating to the target population ( companies, in our example). 
These databases must be pertinent, accurate, up to date, and documented, because 
they are liable to be used transversely by various departments according to their 
respective needs. As we show, establishing files that are devoid of duplication, 
redundancy, or ambiguity is not a simple matter in practice. Two types of cases may 
arise: formal data quality problems and formal data interpretation problems.

Formal data quality problems (Fig. 7.1) may include the following situations.

 1. Missing values: for instance, due to a lack of reactivity, a new company created 
in the “observable reality” is not yet registered in a database.

 2. Duplicate: due to a lack of organization and harmonization, an international 
company created in the “observable reality” is registered twice because, for 
instance, two social security institutions in various countries use different meta-
data types and formal identifications to categorize a same item.

 3. Fictive value: a company that stopped its activities (because it is bankrupt, for 
instance) did not inform the institution in charge of the database management.

Data quality interpretation problems are due to the fact that administrative databases 
are empirical information systems subject to human experience. Administrative data-
bases, by their nature, raise particularly complex questions of interpretation that we 
tackle in this chapter. For example, the notion of “principal activity” of a company, 
which is fundamental information in businesses registers, is a mutable factor whose 
reliability is difficult to evaluate (for instance, in the woodwork sector, the difference 
between manufacture and installation, as  “principal economic activity,” may be very 
subtle and evolutive). These problems are also encountered on a daily basis by labor 

Fig. 7.1 Typology of formal data quality problems
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inspectors doing fieldwork: “In almost 30 years of doing this job […], I have seen 
many points become subject to  interpretation, and therefore to challenge. It’s a little 
like a policeman stopping you for going too fast and telling you that you’re driving at 
a “dangerous” speed. You could easily contest this notion” [BAR06]. Consequently, 
there is no “absolute reference” to check the correctness of an administrative database 
(nor, as we show later, of the correctness of any empirical database).

Moreover, in the context of a shared exploitation of information gathered in a 
single flow, as in the architecture of electronic government, a tradeoff may arise 
among the needs of the various departments using that single source. We see this 
phenomenon in the case of the multifunction online declarations developed in 
Belgium in the field of Social Security. For legal reasons associated with the pay-
ment of fixed-date welfare benefits, some user bodies need to have the information 
very quickly, in spite of any anomalies by which it may be tainted. Conversely, 
other social security institutions prefer all formal anomalies to be dealt with before 
the data are distributed. There is therefore a problematic tradeoff between the speed 
of distribution of administrative information and its relative reliability, with the 
quality criteria varying according to the respective uses.

However, if the deployment of electronic government raises new challenges regard-
ing the quality of information, it also offers fresh prospects for improving the quality 
of data. Thus, it is now possible to provide citizens with online  simulation environ-
ments in order to facilitate the declaration of social security contributions, for example, 
and to strengthen the partnerships between public and private sectors. Furthermore, it 
is essential to document the services offered and the  corresponding digital resources. 
Meta-information systems for documenting  administrative regulations through their 
successive versions, but also for  generating the corresponding XML schemas (with 
regard to social security legislation, in  particular), can now be made available to all.

The remainder of this chapter is structured as follows: after this introduction, 
we describe the characteristics of the data exploited in the field of electronic 
 government (Sect. 7.2) on the basis of various operational definitions. It is then 
possible to specify the most appropriate quality indicators for the objectives 
 pursued (Sect. 7.3). We then consider methodological recommendations for 
 evaluating and improving the quality of the corresponding databases, including the 
new prospects now offered by electronic government (Sect. 7.4). By way of 
 conclusion (Sect. 7.5), we present future work and widen the question to include 
other  empirical information systems.

7.2  Characteristics of Administrative Data

Electronic government services rely essentially on data directories. For instance, 
the governmental business databases mentioned in the introduction may be 
exploited for a variety of purposes by different institutions. In Belgium, the 
 directory of business companies can be used by various authorities, such as social 
 security institutions or the agency responsible for monitoring the food chain. This 
agency needs the addresses of the production units of food sector companies in 
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order to carry out its functions (food safety supervision). It is thus important for 
the various data (relating to the businesses and their production units) to be 
 interpreted in the same way by each institution and handled in a homogeneous and 
reliable manner. For this reason, we consider in greater depth the characteristics 
and the nature of administrative data.

Administrative databases exhibit a number of distinctive characteristics: frequency 
and nature of legislative changes, compliance with probative force,  volume of data and 
of formal anomalies to be handled, and finally, the social and financial stakes.

The structure of administrative databases evolves according to changes in the 
corresponding legal directives. In the domain of Belgian social security, for example, 
legislative changes, entailing an equivalent number of schema versions, must be 
implemented every 3 months. The question becomes more complex when these 
changes are retroactive: even if contested, retroactive changes occur frequently in 
administrative life in various European countries. Furthermore, the successive 
 versions must be jointly maintained at least for the period of prescription, which 
specifies the time for which the administrative files must legally be taken into 
account. In the case of Belgian social security, this period varies from 5 to 30 years 
depending on the sector concerned.

Moreover, most of the original administrative information entered into the data-
bases has a probative force status: in other words, it serves as court evidence in the 
event of any dispute. This is true, for example, of the quarterly declarations submit-
ted by employers to prove payment of their employees’ social  security contribu-
tions. Consequently, the original information, even if tainted by formal anomalies, 
must be conserved. Similarly, the history of its processing must also be retained for 
several schema versions (these anomalies may be  corrected or validated following 
inspections on the ground or after the interpretation of  legislation). Ultimately, no 
error tolerance is theoretically permitted within  databases. Citizens legitimately 
expect their administrative affairs to be handled equitably, whether with regard to 
taxes to be paid or welfare benefits to be received.2

Finally, administrative databases are generally extremely voluminous. Potentially, 
they may house the files of an entire state’s population. Considerable social and 
financial stakes are involved in their management, as already mentioned in the 
 introduction of this chapter.

7.3  Quality Indicators

Any process aimed at improving the quality of information involves the prior 
 specification of indicators. These will then make it possible to evaluate the progress 
made with respect to the objectives pursued. In order to identify the most appropriate  
indicators, it is first necessary to examine the nature of the handled concepts.

To this end, we consider in succession the following three questions (in the light 
of the administrative information characteristics, as cited in the previous point): 
what is a data element (Sect. 7.3.1), what is a “correct” data element (Sect. 7.3.2), 
and how is the information progressively constructed (Sect. 7.3.3).
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7.3.1  What Is a Data Element?

A data element is a set of three components (i, d, v): an identifier (i), referring to a 
concept (e.g., a category of activity); a domain of definition (d), comprising a set 
of formal assertions specifying all the values admissible in the database for this 
concept (e.g., a controlled list of alphabetical values), and finally, a value (v) at a 
time t (e.g., the chemicals sector). In addition, there are also interactions among the 
different components of the database schema, which we do not consider here.

It is important to distinguish deterministic data from empirical data. The first are 
characterized by the fact that there is, at any moment, a theory which makes it pos-
sible to decide whether a value (v) is correct. This is the case with algebraic data: 
inasmuch as the rules of algebra do not change over time, we can know at any time 
whether the result of a sum is correct. But for empirical data, which are subject to 
human experience, theory changes over time along with the  interpretation of the 
values that it has made possible to determine. This is true, for example, in the medi-
cal domain, where theory evolves with the accumulation of experience, as witnessed, 
for instance, in the current research into influenza A(H1N1)) and the economic 
domain (e.g., with regard to the calculation of national wealth), but also in the legal 
and administrative realms, where the interpretation of legal concepts changes with 
the constant evolution of real-world circumstances and jurisprudence. For example, 
when “copy centers” first began to appear, (i.e., shops  offering photocopying ser-
vices to their customers), the nomenclature for European business activities (used in 
administrative databases to categorize  companies) was quickly found to be inade-
quate for their classification: the best it could offer were the categories of “printing,” 
“book retailing,” or “secretarial  services.” To take the  category “copy centers” into 
account, it was first necessary to amend the  regulatory texts, and then to adapt the 
structure of the administrative databases accordingly. Problems related to empirical 
data quality remain crucial in the context of electronic.

7.3.2  What Is a “Correct” Data Element?

For obvious operational reasons, the functioning of a database is predicated on the 
closed world assumption, according to which any value not included in the domain 
of definition (d) is regarded as false. However, in the case of empirical data, if we 
step outside this formal framework, it may happen that between the moment at 
which the structure of the database was formalized and the moment at which the 
information was entered, new characteristics have appeared within the domain in 
question (contrary to the assertions of some theories postulating a permanent bijec-
tive relationship between data and the corresponding empirical reality [WAN96]). 
In this case, it is impossible to verify the correction of the database values automati-
cally. Consequently, when an inconsistency appears between a value entered in the 
database and the reference tables which allow the validity of that value to be tested, 
it may become essential, depending on what is at stake, to carry out a manual veri-
fication, for example, by contacting the citizen or company concerned.
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There is therefore no “absolute” formal reference for testing the correction of a 
huge empirical database. Let us take an example. We know that social legislation 
differs according to whether it is applied to manual or clerical staff, with these two 
groups being distinguished in the law according to the preponderant nature of their 
manual or intellectual activities. In practice, this distinction is not easy to apply, but 
no fuzziness is tolerated in a database: everything must be clear-cut. In order to 
arrive at a clear-cut answer, it will often be necessary to be doing fieldwork to 
interpret de facto situations and examine supporting documentation. As new inter-
pretations are made and jurisprudence evolves, the meaning of the notions of “cleri-
cal” or “manual” staff will evolve over time.

We can conclude from this discussion that data are not a given: they are 
 progressively constructed. It is all the more essential for these conclusions to be taken 
into account when several institutions are involved. Thus, as mentioned in the intro-
duction, in Belgium, electronic government projects have given rise to the adoption 
of a multifunction declaration (one information flow can be used for multiple admin-
istrative institutions) in the social security sector, so that the citizen now has to enter 
his or her information online only once, this information then being exploited by the 
various social security sectors. Consequently, the question of conceptual interpreta-
tion also takes on a multifunctional dimension. As we saw in the introduction, this 
question may give rise to tradeoffs according to the needs of the institutions, particu-
larly between the relative quality of the information and the speed of its 
distribution.

7.3.3  How Are Data Progressively Constructed?

Braudel’s temporal framework (“temporalités étagées” [BRA76]) can be applied in 
the database field. Three levels of transformation are interacting within the  information 
system: the evolution of jurisprudence, the changes made within databases, and the 
categories observable in the field. These three levels of reality are  interlinked, inter-
linked, but asynchronous [BOY04]. They operate, according to their nature, on dif-
ferent timescales. Thus we have the long-term for legal rules, renewed from one 
quarter or one year to the next, the medium-term for the  management of databases, 
and the short-term for the observable reality, that is, that of the citizens or companies 
subject to administration, which is continuously  evolving. Companies regularly 
merge, split, or disappear altogether, and new professions or  categories of activity not 
covered in the official nomenclature are constantly being born, as with the diversifica-
tion of IT jobs, for example. From a dynamic point of view, an ideal database should 
therefore match the rhythm of its updates to the (unforeseeable) division into “layered 
timescales” of the changes in the reality that it seeks to grasp. To what looks like a 
gamble we must add the necessity , always revealed a posteriori, to integrate unfore-
seen observations, prohibited a priori by the closed world assumption.

Let us take an example in the domain of employment creation initiatives 
(Fig. 7.2). Following the directives issued by the European Council in Brussels 
in December 1993, on the basis of Jacques Delors’ white paper on growth, 
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 competitiveness and employment, multiple job creation initiatives have been taken 
in most European countries with the aim to fight unemployment. Among this leg-
islation, reductions in social charges have resulted in lowering the social security 
contributions payable by employers, in order to enable them to take on additional 
employees. In many countries of the European Union, these initiatives have 
 produced a flood of legislative directives and adjustments which  complicate not 
only their implementation but also the evaluation of their  effectiveness.3 The prob-
lem is ever-present: owing to the proliferation of legal texts in France, in March 
2006 the Council of State proposed drafting a law to reduce their number: “[…] to 
the 9000 laws and 120,000 decrees on the books in 2000, an average of 70 laws, 50 
orders and 15,000 decrees have been added every year […]” [DEM06].

In the case of Belgium, during the implementation of a governmental directive 
aimed at the “nonmarket” sector, the question arose with regard to the reality that 
is progressively reflected in the database, of whether this “nonmarket” sector 
should include private nursing homes, which were a priori excluded because they 
operate for profit. Initially regarded as “erroneous” cases with respect to the 
domain of definition for the “nonmarket sector,” these businesses were eventually 
included after legal interpretation. This led to a restructuring of the database 
schema. This restructuring was the result of a human decision aimed at bringing 
the model  temporarily into line with the new observations. This phenomenon of 
 transformation corresponds to the so-called “strange loop” mechanism defined by 
Hofstadter [HOF80]. In the absence of such an intervention, the gap between the 
database and the reality widens. We show later (Sect. 7.4) the operational 
 extensions of these mechanisms when it comes to evaluating and improving the 
quality of  administrative data.

What are the consequences of this analysis with regard to specifying appropriate 
quality indicators for administrative information? Because administrative data are 

Fig. 7.2 Transformation mechanisms to interpret administrative data
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empirical in nature, there is no direct frame of reference for testing their correction. 
Their appropriateness to the needs can be determined only indirectly, via a series of 
lateral indicators. Firstly, it is necessary to consider the relative relevance of the infor-
mation with respect to the objectives pursued: relevance is a nonquantifiable indicator 
whose operational scope is examined in Sect. 7.4.1. (“Master Data Management”). 
Next, a series of quantifiable indicators relating to the detected anomalies and their 
handling may be produced with a view to deploying  management strategies for the 
database (Sect. 7.4.2). Finally, in all cases, there must be a tool for the critical 
interpretation of the data: we present a  meta-information  system implemented to 
 document the online services of the Belgian social security authorities (Sect. 7.4.3).

7.4  Methods for Improving the Quality of Administrative 
Databases

The methods presented below for improving the quality of information should 
 ideally be applied during the design of a database, because questions of quality 
arise at the very outset. They should also be accompanied by continuous monitor-
ing, carried out by a committee designed for this purpose, with a prohibition of 
hasty ad hoc actions [BLO05].

 1. Master Data Management is a general methodology to analyze and improve the 
quality of the concepts and flows judged to be the most fundamental within the 
information system.

 2. Anomalies and Management Strategies are an original operational approach that 
we applied in the scope of our research about interpretation of the Belgian social 
security database.

 3. Documentation of Application and Services aims to present an electronic data 
dictionary (glossaires de la sécurité sociale) that was implemented in Belgium 
to improve interpretation of e-government databases by the Belgian Data Quality 
Competency Center presented in the introduction.

We do not consider the data cleansing technique here, which involves 
 automatically smoothing the content of a database a posteriori by eliminating 
(using a set of formal correction algorithms) the values considered to be aberrant, 
for example. This t echnique has its place in the statistical domain, where an error 
tolerance is  permissible. It is, however, not valid in the administrative domain, 
where each  individual case must be considered [OLS03]. We must also mention 
that data cleansing does not act on the causes of the “no-quality.” As suggested 
by Thomas Redman [RED01], an information system can be compared to a 
river: the algorithms of data cleansing clean up the river bed in an ad hoc 
manner, but they do not act on the procedures  situated upstream. However, it 
should be noticed that these types of algorithms are useful operational techniques 
that facilitate the implementation of the three methods of data interpretation 



122 I. Boydens 

improvement presented in the rest of this  chapter (for instance, as illustrated in 
Fig. 7.3, to parse and automatically enrich multilingual data).

7.4.1  Master Data Management

On the basis of the core business and main needs of the application domain 
 concerned, “Master Data Management” [LOS09] aims to analyze and improve the 
quality of the concepts and flows judged to be the most fundamental within the 
information system.

For instance, in the intersectorial relationships involved in electronic government, 
the question of the identification of citizens is crucial for reasons of security and 
confidentiality, but also for operational reasons. It is essential that a given citizen or 
a given company is correctly identified by the various services accessible online.

In the first instance, it will be necessary to check whether the unique identifier 
used corresponds to the intended target of the application domain [VOL06]. Service 
to the citizen must take precedence over internal organization: the identifier must 
therefore not include any “content” information. In the case of a bank, for example, 
a customer must be identified by a randomly generated number and not by his or 
her account number, inasmuch as this may change and generate double entries if it 
is used as the primary key.

This question has special implications in the administrative domain. Even if the 
above rule of Master management has been observed, problems may arise in 
 relation to the unique identifier, because the flows that allow the creation of a 
 company in a directory, for example, have been imperfectly defined. This may 
entail double entries or a phenomenon of “undercoverage” (absence of pertinent 
elements). Thus we sometimes see, in the architecture of an information system, the 

Fig. 7.3 Data standardization: illustration of data parsing and enrichment
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phenomenon of the “phantom factory” or the “factory within the factory,” meaning 
the time and energy an organization devotes (unknowingly) to producing and 
 correcting errors. In company directories, “overcoverage” is also sometimes 
observed (presence of “false actives” in the database) owing to realities in the field: 
for example, companies which have ceased trading but omitted to inform the 
administration that they are no longer active.

Finally, we must note that the handling of double entries requires complex 
procedures: firstly, it is necessary to define what constitutes a double entry and to 
implement procedures for identifying the corresponding cases. There are  algorithms 
for this purpose which make it possible to take account of a certain imprecision 
where certain strings of characters (relating to a name or an address, for instance) 
may have been entered on several separate occasions, giving rise to double entries 
in the database. So-called “matching” techniques [BAT06] are used to compare the 
records of a database with those of an authoritative competing source (or “frame 
of reference”), and these also make it possible to detect any inconsistencies in the 
identifier. Once the double entries have been detected, homogeneous rules must be 
defined in order to use a priority number and resolve any discrepancies between 
the values associated with the fields of the various records constituting cases of 
double entries.

Finally – and this is specific to the administrative domain – procedures must be 
defined for carrying the correction made over into legislation. Thus, when errors of 
identification concerning companies with “legal person” status have been dealt 
with in the database, those companies’ deeds of incorporation must also be 
amended. In Belgium, a procedure has been enacted into legislation for handling 
these cases in the directory of natural persons.4 In Germany, the problem is compli-
cated by the need to manage heterogeneous numbering systems relating to different 
sectors of the administration.

7.4.2  Anomalies and Management Strategies

Quantitative monitoring of anomalies and their handling allows the deployment of 
original strategies for database interpretation and management, with measurable 
cost–benefit results. The strategies we present here are based on analysis presented 
in Sect. 7.3 (“Quality Indicators”) and have been implemented in Belgium by the 
“Data Quality Competency Center” of Smals.

There are several essential prerequisites for supporting this approach. A system 
for detecting anomalies at the time of entry, but also ex post, must be put in place 
(owing to the potential interactions between data elements, formal anomalies may 
arise subsequently after the correction of other anomalies). Clear procedures for 
their handling must be established, particularly when the database forms part of a 
federalized environment and several institutions are each responsible for a subset of 
the information. It must be clearly defined which authority handles which part of 
the database and what the authorized handling procedures are. This is often a tricky 
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matter in practice, because it falls under the political responsibility of each 
 institution concerned. The database must be structured in such a manner that 
 traceability is guaranteed (i.e., the history of data handling operations is stored and 
can be queried). Finally, a clear procedure for the production of indicators at a given 
frequency must be defined.

On the basis of the analysis proposed in Sect. 7.3, we present an example of 
the operational exploitation of the presented quality indicators. Statistical 
 monitoring of integrity constraint violations (“formal anomalies”) makes it 
 possible to detect not only “abnormal” increases in anomalies (with respect to a 
given threshold), but also increases in “validations” of anomalies during the han-
dling phase. A  validation operation means that, after examination, an   operator has 
judged that the anomaly, which is a presumption of error,  corresponds to a rele-
vant value. The operator can “force” the system to accept the value. If the rate of 
these anomaly validations is high and recurring, there is a high probability that the 
structure of the database itself is no longer relevant. An algorithm then issues a 
“signal” to the database manager so that she can examine whether a structural 
modification of its schema is required. When there are large numbers of valida-
tions, it is worthwhile to examine the  phenomenon closely: as we have seen 
(Sect. 7.3), a new circumstance (e.g., the emergence of a new category of activity 
or a change in the  interpretation of a  concept, such as the nonmarket sector as 
cited above) may have arisen, which requires a  modification of the database struc-
ture. If the schema is not modified  accordingly, the anomalies corresponding to 
these cases will continue to appear in large  numbers, demanding a potentially 
large-scale manual examination and  considerably  slowing down the administra-
tive file handling.

For the Belgian social security system, the implementation of this method has 
made it possible to improve the precision and speed of social security contribution 
handling, reducing by up to 50% the volume of formal anomalies, which had 
 previously accounted for 100,000 to 300,000 occurrences to be managed manually 
every quarter [BOY99]. Other types of indicators for identifying, quantifying, and 
categorizing anomalies and the nature of their handling are essential for the 
 implementation of efficient electronic government services. For example, it is 
 possible to evaluate the speed of anomaly handling in order to determine the 
 timeliest moment for the database exploitation. This type of method is all the more 
useful when data are collected at a single point and then exploited in a federalized 
manner by  different departments, as with the procedures offered by electronic 
 government [BOY11].

7.4.3  Documentation of Applications and Services

Because the legislation is complex and constantly evolving, an “electronic data 
dictionary” is regarded as highly necessary in order to facilitate the administrative 
information interpretation. To this end, in the framework of the services involved in 
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electronic government, a collaborative multilingual meta-information system was 
designed within the Belgian social security department. This was deployed in a 
Web environment in order to document the XML messages exchanged between the 
citizens and the administration. This meta-information system was put into 
 operation in 2001, and has been enhanced since then.5 This Web-based application 
is aimed both at the IT personnel responsible for the management of the databases 
and at the authorities responsible for sending electronic messages, the goal being 
for all parties to work on a common basis.

We would note that meta-information systems are potentially prone to three 
pitfalls:

The first is associated with the fact that these systems are infinitely expandable, •	
particularly when the fields to be completed are “free,” because the natural lan-
guage is its own metalanguage. This involves significant management costs 
when there are numerous manual updates to be made.
The second snag is that the metadata may themselves be erroneous or uncertain. •	
When the data are contextual in nature, their validation cannot be made subject 
to rigorous integrity constraints.
The third snag concerns the time lag between the updating of a data element and •	
that of the corresponding metadata, because the latter, especially when it takes a 
textual form, is generally created only after the completion of an analysis phase.

These characteristics may appear in every empirical application domain [VAN06]. 
On the basis of these observations, a system aimed at preserving the coherence of 
the information and facilitating its management has been implemented by the 
Belgian Data Quality Competency Center. The system (“glossaires de la sécurité 
sociale”) includes the following functions.

Semi-automatic management of multilingualism (via precontrolled tables).•	
Reuse of common definitions via an inheritance procedure (see Figs. •	 7.4 and 
7.5); generic definitions such as the codification of locations, addresses, and so 
on are updated only once and then propagated in all the specific documentary 
applications where they are used.
Version management (when technical definitions evolve over time, as shown in •	
Fig. 7.6, the system makes it possible to monitor the various versions and speci-
fies, for each new version, the list of changes made with respect to the immedi-
ately preceding version).
Implementation of the concept of WOPM (“Write Once Publish Many”): the appli-•	
cation includes structured lists (postcodes, categories of activity, etc.) which, in 
practice, must be distributed not only for documentary purposes but also to test the 
data entered into the databases. In order to accommodate these two functions, the 
application was designed to automatically generate a single structured table (e.g., 
list of postcodes) in different formats: ASCII, XML, Word, Excel, and PDF. The 
same source can thus be used in interdependent applications.
Navigation system and search engine.•	
Validation procedures (Fig. •	 7.6): owing to the legal, social, and financial stakes 
associated with the management of databases and their documentation, each 
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Fig. 7.4 Heritage of common definitions

Fig. 7.5 Heritage and reuse (multilingual framework)
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new version must be validated by the information manager in both technical 
and legal terms. In order to structure this validation process, a workflow system 
guides the deployment of the electronic dictionary. This system is enshrined in 
a procedure (a schedule rigorously specifies the timing of each update, valida-
tion,  acceptance, and putting into production). The workflow is “piloted” in a 
centralized manner by a team dedicated to this task, and deployed in a decentral-
ized manner in a Web environment. At the time of the creation of each new 
version, the history of exchanges between the various managers is conserved, so 
that the interpretation process can continue to be monitored.

The implementation of this kind of system facilitates management of the data that 
feed the online administrative services and helps to ensure their quality.

7.5  Conclusions, Future Work, and Generalization  
of the Approach

Examination of the quality of a database is a multidisciplinary process. It requires 
joint intervention both by technicians and by specialists in the concerned  application 
domain. In this regard, the administrative concepts have certain specific 

Fig. 7.6 “Glossaires de la sécurité sociale”: validation procedures and version management



128 I. Boydens 

 characteristics, including their empirical nature: they are subject to human 
 interpretation and their meaning changes over time.

In the context of electronic government, these characteristics, which we have 
detailed in the course of this chapter, pose fresh challenges: the pooling of data and 
dematerialization of procedures demands interoperability between sectors and 
departments, and this potentially multiplies the interpretation difficulties to be 
 overcome. As shown by a recent report published by the United Nations [UNG05], 
this makes it essential to implement procedures for the continuous evaluation and 
improvement of the quality of administrative information. These procedures, as we 
have seen, involve the deployment of indicators for data quality evaluation, analysis 
of flows and basic concepts, piloting of management strategies, and documentation 
of the databases on which the online government services rely.

Alongside these new challenges, the takeoff of electronic government also 
offers new prospects, such as operational avenues for improving information 
 quality. Thus, we have described the adoption of a multifunction online electronic 
dictionary, supporting the management of versions and feeding the structured and 
unstructured applications. Other new solutions are appearing in a spirit of 
increased partnership between private and public sectors. Among these are the 
emergence of online simulation environments and the distribution of targeted 
information via citizens’ personal spaces on electronic government portals: a list 
of the most common anomalies occurring in their official declarations can be sent 
to them, along with information about the legal consequences of these anomalies 
and various courses of action for putting them right. On this basis, “process 
 re-engineering” projects can be put in place: errors are frequently committed by 
certain declaring parties because of an inadequate or heterogeneous interpretation 
of the procedures or concepts to be handled. In collaboration with the administra-
tion, a procedure of “data tracking” allows us to examine the internal processes of 
the 50 Belgian companies with the highest numbers of anomalies in their social 
security declarations: the objective is to determine the reason (problem of data 
interpretation, of interface usability, of formal error, of internal or external 
 organization, etc.) for this and remedy it at the source.

In conclusion, we would note that phenomena similar to those observed in the 
administrative sector are found in various empirical domains. This is true, for 
example, in the world of stratospheric databases: before the discovery of falling 
ozone levels by British researchers in the 1980s, the corresponding low values 
were, as a matter of course, treated as anomalies in NASA’s database for more than 
a decade [BOY99]. The prevailing theory of the time, which was modeled in the 
NASA database, did not allow any entertainment of the possibility that such values 
might be correct. After the British discovery, NASA adapted the structure of its 
database, integrating the values previously regarded as “anomalies” into the set of 
permissible values. The management strategy described in this chapter therefore 
applies to all information systems whose structure evolves according to the 
 interpretation of the realities which they aim to grasp [BOY11]. The body of 
 propositions put forward elsewhere (“Master Data Management,” Sect. 7.4.1, 
 documentation of databases, etc.) are all the more essential when the information 
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system is dynamic in nature. This is particularly true of administrative databases, 
in which the homogeneity of the formal codifications clashes with the heterogeneity  
of the empirical categories.

Notes

1 ICT company supplying services to the Belgian federal administration (http://www.smals.be).
2  Conversely, the statistical exploitation of a database may be predicated on error tolerance. Let us 
take a simple example: the total of all wages paid to salaried employees is used to evaluate the 
national wage bill, which in turn allows the  calculation of statistical aggregates. If all the records 
used incorporate wage  inversions, with the pay of an individual A incorrectly  attributed to an 
individual B, the overall evaluation of the national wage bill will be unaffected. Such inversions 
are,  however, extremely damaging at the level of individual administrative processings  (B being 
paid the salary of A).

3  As in France, where the ‘stratification of measures, the short lifespan of  mechanisms, the multi-
plication of the effects of policy announcements and the growing complexity of the field of these 
policies, which are still recent in terms of the history of social policy’ complicate their long-term 
evaluation [DAN 98].

4  Royal Decree of 8/02/91 on the composition and procedures for allocation of the identification 
number of natural persons not entered in the National Register of natural persons, Belgian 
Official Gazette, 19 February 1991.

5  https://www.socialsecurity.be/lambda/portail/glossaires/dmfa.nsf/web/glossary_home_fr https://
www.socialsecurity.be/lambda/portail/glossaires/dmfa.nsf/web/glossary_home_nl.
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Abstract Retention of election documents is essential for verifying the proper 
conduct of an election ex post. The documents retained provide for later review in 
case an election contest is filed. Moreover, the principle of public elections laid down 
in German basic law implies the need for public verifiability. This applies to remote 
electronic voting in particular as physical observation is not achievable in this case.

Although the retention obligations on paper-based elections are governed by 
electoral law, specifications for e-voting are still an open issue. We therefore 
address the following questions. With which existing legal obligations on retention 
of election data is it necessary to comply? How can they be transferred to the sce-
nario of remote electronic elections?

We approach the issue as follows. Based on an analysis of the retention obliga-
tions specified in German electoral law, we identify the conditions that must be 
documented and are thus subject to long-term verifiability. Then we investigate 
how they can be adapted to the scenario of remote electronic elections. We also 
recommend how to conclusively document that these conditions have been met.

Our work contributes to establishing the basis for legally binding e-voting in 
Germany. As electoral law in Europe is rather consistent, this contribution might be 
useful to other countries as well.

8.1  Introduction

With regard to e-government, secure long-term retention of relevant documents is an 
important issue. The correct implementation of administrative processes must be 
 verifiable and provable for years or even decades. Strict regulations are imposed here, 
and this applies in particular to elections as they embody democratic  decision-making.

Remote electronic voting is an important part of the e-government strategy. It has 
been introduced in several European countries such as Estonia, the United Kingdom, 
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the Netherlands, France, Germany, Switzerland, and Austria. However, the elections 
were on different levels: In Estonia, legally binding political elections were carried 
out over the Internet in 2005 local elections and in the 2007 parliamentary elections. 
This was possible due to the high e-readiness of the Estonian population as well as 
a modern infrastructure and political sponsorship of e-government  programs: with 
regard to online availability of public services, Estonia was the second highest 
ranked of the Member States of the European Union in 2006 [EUR06].

In Germany there have been several pilot applications of remote electronic voting in 
nationwide societies. The German Informatics Society (Gesellschaft für Informatik, GI) 
has been electing its executive committee over the Internet since 2004, while still retain-
ing the option for postal voting. The German Research Foundation (Deutsche 
Forschungsgemeinschaft, DFG) adopted online elections of the review boards in 2007. 
As stated in the according electoral regulations, the evaluation records of the remote 
electronic election have to be retained for the term of office of the elected body, that is, 
2 and 4 years, respectively [GI04, DFG06]. The provisions concerning retention are 
given in the section which regulates scrutiny procedures. This indicates that election 
documents must primarily be retained in order to prepare for scrutiny proceedings in 
case an election contest is filed. However, we show that providing and retaining election 
documentation is  fundamentally related to the public nature of democratic elections.

The importance of appropriate recordkeeping for secure electronic elections has 
also been recognized on a European level [COU05, OSCE08]. In its recom-
mendation  on legal, operational, and technical standards for e-voting, the Council 
of Europe states that “any data retained after the election or referendum period shall 
be stored securely” [COU05]. However, it is not clear which data should be 
retained at all. A one-to-one mapping from the documentation of a paper-based 
election at the  polling station to keeping records of a remote electronic election is 
not possible due to its differing implementation. Thus, different ways of identifying 
the according documents in an online election must be found.

We approach the issue by analyzing the retention obligations laid down in German 
electoral law on paper-based elections. We identify the conditions that have to be 
conclusively documented and transfer them to the scenario of remote electronic voting. 
Then we determine the documents which have to be retained in order to prove that 
these conditions have been met.

The chapter is structured as follows. In Sect. 8.2 we identify the objectives of 
retention for parliamentary elections. Section 8.3 provides an analysis of the 
 retention obligations laid down in current German law on conventional paper-based 
elections. Section 8.4 identifies the conditions that are supposed to be documented 
by the records retained. According implications for online elections are derived in 
Sect. 8.5. Section 8.6 summarizes the results and concludes the chapter.

8.2  Retention Objectives

The primary objective of retaining election data is to prepare for scrutiny  proceedings. 
The proper conduct of the election must be provable and thus  conclusively 
 documented. But what does the proper conduct of an election comprise?
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First of all, the election has been conducted properly if the basic principles of 
electoral law have been followed. These principles are of prime importance and 
are thus laid down in German Basic Law (Grundgesetz, GG1) and also stated at the 
beginning of the German Federal Electoral Law (Bundeswahlgesetz, BWG2). 
According to §38 GG and §1 (1) BWG, the members of the German Federal 
Parliament (Bundestag) are elected in “universal, direct, free, equal and secret 
elections” by the Germans who have the right to vote. It is commonly accepted 
that parliamentary elections have to be free, equal, and secret, and the principles 
of universal and direct elections belong to the European electoral  heritage 
[MIT03]. The principles of freedom and secrecy are also enshrined in the 
Additional Protocol to the European Convention on Human Rights [COU03] and 
are thus supposed to be reflected by national electoral law of the European coun-
tries. In the following we explain briefly what the five basic principles of electoral 
law mean. Similar interpretations have been provided by Grimm et al. [GRI07].

An election is universal if it is guaranteed that any eligible voter can participate 
and cast his or her vote. According to Schreiber [SCHR90], the right to vote may 
not be denied because of political, economic, or social reasons. The principle of 
direct elections postulates that the voters alone determine the composition of the 
parliament [SCHR90]. After polling is terminated, nobody may influence the 
results of the election anymore. Furthermore, a voter cannot transfer his right to 
vote to someone else who then votes on his behalf (§14 (4) BWG). However, 
 auxiliary persons may be used to help disabled voters (§33 (2) BWG). Free 
 elections exclude the possibility that voters are influenced unlawfully by others or 
even coerced to vote in a particular way. This applies also to the period after the 
votes have been cast: any control of the content of the particular vote must be excluded. 
Furthermore, voters must not be influenced by intermediate results of the election 
[SCHR90]. The principle of equality states that all votes cast by eligible voters have 
equal influence on the election results. This principle applies also to the eligible 
candidates in the sense that equal opportunities for all candidates should be ensured 
[SCHR90]. Finally, the principle of secret elections postulates that the voter’s deci-
sion must be kept secret. It must not be possible to associate a vote with the voter 
who cast it. According to Schreiber, unrestricted freedom of the vote is only given 
provided that secrecy of the vote is ensured [SCHR90].

With regard to the proper conduct of an election, not only compliance with the 
five basic principles of electoral law must be provable: according to §31 BWG, an 
election of the German parliament must be conducted in public. The principle of 
public elections can also be derived from German Basic Law. According to §20 (2) 
GG, “All state authority is derived from the people. It shall be exercised by the 
people through elections and other votes and through specific legislative, executive, 
and judicial bodies.” As the voter confers the state authority to the elected represen-
tatives, the voter shall maintain confidence in her successful participation. Thus, all 
essential steps of an election are subject to the possibility of public scrutiny unless 
other constitutional interests justify an exception [FED09].

In conventional paper-based elections taking place at polling stations the 
 principle of public elections is implemented by allowing the interested public to 
be present during polling and tallying. This kind of physical observation is not 
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achievable for remote electronic elections as the voting system is based on 
 information technology and the underlying procedures are implemented by 
 computers. Thus, compliance with the principle of public elections is a particular 
challenge for remote e-voting. According to the Organization for Security and 
Co-operation in Europe (OSCE), the infeasibility of physical observation implies 
that there must be a thorough examination of the relevant documentation 
[OSCE08], which in turn emphasizes the importance of a secure and conclusive 
retention of election documents. Missing documentation may be an indication of 
problems [OSCE08].

However, election observation by competent authorities alone is not sufficient to 
satisfy the principle of public elections. As noted by Mitrou et al., “the loss of 
 visibility, seen as a loss of (direct) controllability, may undermine the confidence in 
election procedures and may result in the loss of legitimacy of the outcome” 
[MIT03]. Thus, the correct functionality of the electronic voting system should be 
verifiable by the voters and the public as well. This is reflected by the security 
requirements of individual and universal verifiability that are, among others, 
 usually imposed upon electronic voting systems [LGT03]. However, both 
 requirements must be considered not only between starting the poll and publishing 
the election results, but also beyond the election day.

8.3  Retention Obligations in German Electoral Law

In this section we analyze current German electoral law, focusing on obligations 
regarding the retention of election documents. We consider one example for parlia-
mentary and one for nonparliamentary elections. For each we at first ascertain 
which documents have to be retained for which period of time. In the next step we 
analyze the concrete purpose of these legal retention obligations.

8.3.1  Federal Elections

Federal elections of the German Bundestag are held every 4 years. They are subject 
to the German Federal Electoral Law (Bundeswahlgesetz, BWG) and specified by 
the according Federal Electoral Regulations (Bundeswahlordnung, BWO).

8.3.1.1  Retention Obligations

The federal territory is subdivided into 299 constituencies, each of which comprises 
several polling districts. In each polling district an Electoral Board including an 
Electoral Officer is appointed (§6 BWO). Furthermore, each constituency appoints 
a Constituency Returning Officer (§3 BWO).

The voters’ register must be closed the day before the election at the latest. Closure 
of the register is certified by completing Annex 8 of the BWO. Polling cards may be 
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issued to voters registered in the voters’ register upon application if they declare 
themselves outside their polling district on election day or unable to go to the polling 
station due to physical or other reasons. A notice is placed in the voters’ register next 
to the name of each voter who applied for a polling card. The polling card issued may 
thereafter be used for postal voting or for voting in a different polling district of the 
same constituency. If the polling card is used for postal voting, the voter must sign an 
affidavit on the polling card certifying that she has voted personally.

After the poll has been closed, the Electoral Board shall establish the election result 
in the polling district (§67 BWO). Hereafter the ballots are collected and the pile of 
ballots as well as the pile of received polling cards is sealed by the Electoral Officer 
and handed over to the local authority of the commune. Each authority in charge must 
protect these documents against unauthorized access (§73 (1), (2) BWO).

According to §89 (1) BWO, the following documents must be retained and 
 protected against unauthorized access:

Voters’ register•	
Polling card register•	
Register of polling cards which have been declared invalid according to §28 (8) •	
BWO (affecting voters whose names have been canceled from the voters’ 
register)
Register of voters who shall vote before a moving Electoral Board according to •	
§29 (1) BWO
Forms with supporting signatures for nominated candidates•	
Voter’s notices which have been collected•	

Although the voter’s notices have to be discarded immediately to ensure data 
protection and voter privacy (§90 (1) BWO), all other documents listed have to be 
retained for at least 6 months after the election (§90 (2) BWO). If electoral scrutiny 
proceedings are pending, further retention may be ordered by the Federal Returning 
Officer (§90 (2) BWO). According to §89 (2), (3) BWO, information on these 
documents may only be given to official authorities and may only be used for 
election statistics, scrutiny procedures, or in case an  election fraud is suspected.

All other election documents may be discarded 60 days before a new German 
Bundestag is elected (§90 (3) BWO). These documents comprise the ballots and the 
postal vote documents (polling cards and ballots), as well as the election records, 
which are explained in the following.

According to §72 BWO, the clerk in each polling district shall compile an  election 
record pursuant to the model provided in Annex 29 of the BWO. The  election record 
documents the polling procedure and the determination of the  election results. 
Furthermore, the election record contains decisions on the following.

Admission or exclusion of voters whose voting right was questionable (§56 •	
(7) BWO)
Validity and content of questionable ballots (§69 (6) BWO)•	
Validity or legal ownership of questionable polling cards (§59 BWO)•	

The ballots and the polling cards which correspond to the latter two items are 
enclosed in the election record. The completed election record must be approved 
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and signed by each member of the Electoral Board. It is handed over to the local 
authority of the commune immediately, whence it is forwarded to the Constituency 
Returning Officer (§72 (3), (4) BWO). All authorities in charge have to ensure that 
the election records including the annexes are protected against access by unau-
thorized persons (§72 (4) BWO).

8.3.1.2  Analysis of the Retention Obligations

In the following we refer to the documents which have to be retained and consider 
at what their retention aims. We start with the election documents which according 
to §90 (3) BWO have to be retained for almost the whole election period and 
 therefore are of special importance.

The election record is a public deed setting out that the election has been duly 
performed. The record documents that the members of the Electoral Board have 
been informed about their duties and responsibilities, in particular, discretion and 
impartiality. Any special incidents such as turning away voters in accordance with 
§56 (6) BWO (e.g., because they are not registered in the voters’ register and do not 
possess a polling card) must be thoroughly documented in the election record. The 
record also accounts for the fact that proper surroundings for vote casting have been 
established: tables equipped with shields to protect voter privacy (§50 BWO) and a 
duly installed ballot box which has been checked to be empty before the election 
starts. The ballot box must be locked or sealed before the poll begins and it must not 
be opened again until the poll has been closed (§53 (3) BWO). If any changes to the 
voters’ register are required (e.g., due to belatedly issued polling cards which require 
an according mark to be set beside the name of the affected voters), these must be 
documented, and the voters’ register has to be closed before the election starts.

The election record also accounts for proper polling: the Electoral Board must 
take care and also confirm in writing that the voters have been unobserved while 
voting and that they folded the ballot paper after having completed it. The poll must 
be closed at 6:00 p.m., and only voters who are in line at that time are entitled to 
cast their ballots. Furthermore, the correct evaluation of the election documents and 
determination of the election results can be verified on the basis of the election 
record: polling and tallying must be conducted in public (see also §54 BWO). The 
ballots have to be counted by two members of the Electoral Board independently. 
In case there are doubts about the values written down in the election record, the 
ballots allow for retallying and hence verifying the correctness of the announced 
election results. The collected polling cards are considered below.

The voters’ register allows for verifying the voting rights. It is retained to make 
this verification possible even after the election, for example, in case the election is 
contested because of alleged participation of persons who were not eligible to vote. 
According to §14 (1) BWO, the voters’ register contains the first and last name of 
the voter as well as his day of birth and address. Furthermore, when a voter casts 
his ballot, this is acknowledged by placing a mark beside his name in the voters’ 
register (§56 (4) BWO). Hence, the total of voters who have cast a ballot can be 
determined by these marks after the election has ended. Thus, the voters’ register 
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can be used to check that this value matches the one written down in the election 
record and, if required for verification, also the number of ballots cast.

The polling card register contains the names of voters who have been issued a 
polling card for postal vote or for voting in a different electoral district. This regis-
ter should match the voters’ register in the sense that each voter who is in the poll-
ing card register should have a corresponding mark beside her name in the voters’ 
register. This way it can be checked that a voter who has obtained a polling card 
could not have voted twice. Because polling cards are first and foremost used for 
postal voting, this review may contribute to excluding the possibility that someone 
has cast a ballot in person and by postal vote as well. Furthermore, by comparing 
the polling cards received during the election with the register of polling cards 
which have been declared invalid it can be verified that only valid polling cards 
have been used for voting.

The forms with supporting signatures for nominated candidates testify to suffi-
cient support for the candidates by the general public. These may be used as a 
justification for nomination of the candidates if challenged.

8.3.2  Works Council Elections

Works councils in Germany are elected every 4 years in secret and direct elec-
tions. The elections are subject to §7 to §20 of the Works Constitution Act 
(Betriebsverfassungsgesetz, BetrVG) and the according election regulations 
determined by the First Ordinance on the implementation of the Works Constitution 
Act (Erste Verordnung zur Durchführung des Betriebsverfassungs gesetzes – 
Wahlordnung, WO).

8.3.2.1  Retention Obligations

The Electoral Board is supposed to compile an election record (§16 WO) contain-
ing the following details.

Total number of votes cast•	
Number of valid and invalid votes cast•	
Calculated maxima according to §5 BetrVG and §5 WO (explained below)•	
Distribution of the calculated maxima to the lists•	
Names of the elected candidates•	
Any special incidents which occurred during the election•	

The maxima which have to be calculated according to §5 BetrVG and §5 WO are sup-
posed to ensure that the staff gender ratio is duly represented by the works council.

§19 WO states that the election documents must be retained by the works council 
at least until the end of its term of office. These election documents comprise the elec-
tion record described above as well as the ballots and the postal vote envelopes which 
have been received too late and hence cannot be counted. These envelopes remain 
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sealed and are to be discarded 1 month after the announcement of the election results, 
as long as the election has not been contested (§26 (2) WO).

8.3.2.2  Analysis of the Retention Obligations

The ballots allow for retallying and hence for verification of the election results which 
have been announced. The values set down in the election record which correspond to 
the total number of votes cast, valid votes, and invalid votes, may be verified as well.

The calculated maxima and their distribution to the lists may be used to prove 
that the gender which represents the minority of staff is not discriminated with 
regard to the seats on the works council.

The postal vote envelopes which have been received too late may become relevant 
if an election contest is filed. The same applies to the special incidents if given.

8.4  Conditions to Be Documented

Hitherto we have analyzed the retention obligations laid down in the laws and 
 regulations on federal elections and works council elections in Germany. As the 
retention obligations on parliamentary elections are most comprehensive, we 
henceforth restrict to retention obligations for federal elections.

In the following we consider the background of the retention obligations com-
piled in Sect. 8.3.1. We identify the conditions that must be demonstrably satisfied 
and thus conclusively documented. As observed in Sect. 8.2, the overarching 
 retention objective for parliamentary elections is to document compliance with the 
basic principles of electoral law and to satisfy the principle of public elections. The 
proper conduct of the election must be documented for all three phases of an elec-
tion: preparation, polling, and evaluation. We thus structure the conditions 
 according to the election phase they refer to and relate each condition to the basic 
principle(s) of electoral law which it supports.

8.4.1  Preparation Phase

As shown in Sect. 8.3.1, documenting the correct preparation of the election aims 
at proving that the following conditions have been satisfied.

Prep1:•	  Instruction of election staff.
Prep2:•	  Proper installation and surroundings.
The ballot box must be empty before the voting phase starts.•	
The contents of the ballot box must not be disclosed before the polling phase •	
terminates.
The voter must have the chance to complete the ballot unobserved.•	
Prep3:•	  Closure of the voters’ register.
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Prep4:•	  Justified nomination of candidates.
Prep1:•	  First of all, the election staff must be instructed on the proper conduct of 
the election and advised of their obligation to maintain confidentiality and 
impartiality. If the Electoral Board could unduly influence the election results 
this would violate the principle of direct elections. Moreover, discretion of the 
election staff supports freedom and secrecy of the vote.
Prep2:•	  It must be verifiable that the polling station has been equipped properly. 
The Electoral Board must check that the ballot box is empty before the election 
starts. This aims at fulfilling the principle of universal elections in terms of 
excluding illegal ballots. Furthermore, the ballot box must be sealed or locked 
afterward in order to prevent untimely opening of the ballot box. This relates to 
the objective of free elections as voters must not be influenced by intermediate 
results of the election. The tables which are used for vote casting are supposed 
to be equipped with shields to protect voter privacy and hence support secrecy 
and freedom of the vote.
Prep3:•	  Although authorized corrections to the voters’ register during the prepara-
tion phase are still possible, the voters’ register must be closed before the election 
starts. This prevents illegal changes to the voters’ register and hence may be 
viewed as supporting universal elections in the sense that no eligible voters are 
denied the right to vote and no persons not eligible are permitted to vote.
Prep4:•	  Nomination of candidates is justified by the forms with supporting 
 signatures, which at the same time guarantees equal opportunities for all candi-
dates and hence supports the principle of equal elections.

8.4.2  Polling Phase

As shown in Sect. 8.3.1, documentation of proper polling aims at proving that the 
following conditions have been met.

Poll1:•	  Special incidents.
Poll2:•	  Proper authentication of voters.
Poll3:•	  Secrecy of the ballot.
The content of the ballot must be protected against unauthorized inspection from •	
the time the ballot is completed until the end of the polling phase.
If the vote is cast in an uncontrolled environment, the voter must affirm having •	
voted personally.
Poll4:•	  Mutual exclusion of different voting channels.
Poll5:•	  Proper termination of the poll.
Poll6:•	  Public conduct of the poll.
Poll1:•	  Documenting any special incidents during polling, especially recording 
the names of voters who have been turned away, aims at accounting for the fact 
that no eligible voter has been excluded from the election and thus supports the 
principle of universal elections.
Poll2:•	  Correct voter authentication, for example, by verifying validity and legal 
ownership of polling cards, contributes to universal elections in terms of 
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ensuring  that only persons who have the legal right to vote are permitted to 
participate in the election.
Poll3:•	  It must be verifiable that the ballots were cast properly, which means that 
voters cast their vote unobserved and folded their ballot papers before they were 
put into the ballot box. These measures clearly aim at secret and free elections. 
Opening the ballots only after the polling phase has terminated supports free elec-
tions as it prevents voters from being influenced by intermediate results. In case 
of postal voting, the affidavit which has to be signed by the voter to certify that 
the vote was cast personally aims at ensuring free and direct elections.
Poll4:•	  If multiple voting channels are provided, it must be ensured that only one 
vote per voter is counted. Mutual exclusion of voting in person and postal voting 
as well as checking the acknowledgements of voting provides for equality in 
terms of giving each voter equal influence on the election result.
Poll5:•	  Closing the poll in due time while allowing the present voters to cast their 
ballots aims at ensuring that voters who were present on time are not excluded 
from the poll and thus supports universal elections.
Poll6:•	  The obligation to conduct the poll in public does not directly relate to any 
of the basic principles of electoral law, but rather is important with respect to the 
principle of public elections. For conventional paper-based elections this 
 condition is met by allowing the interested public to be present during polling as 
long as polling is not disturbed (§31 BWG).

8.4.3  Evaluation Phase

As shown in Sect. 8.3.1, documenting the correct evaluation of the election out-
come aims at proving that the following conditions have been satisfied.

Eval1:•	  Repeated independent tallying.
Eval2:•	  Public conduct of the tally.
Eval1:•	  Verifying the tallying process by recounting the ballots supports univer-
sality and equality because repeated counting ensures that all ballots have been 
counted correctly. The same applies to having the ballots counted by two 
 members of the Electoral Board independently.
Eval2:•	  As for polling in public (Poll6), the requirement of public tallying does 
not directly relate to any of the basic principles of electoral law, but rather is 
important with respect to the principle of public elections.

8.5  Transferring the Conditions to Remote Electronic Voting

In the previous section we compiled the conditions which must be documented in 
order to prove the proper conduct of an election. They were derived from the legal 
regulations on conventional paper-based elections. Nevertheless, these conditions 
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apply to (parliamentary) elections in general, irrespective of whether the election is 
carried out electronically or in a conventional, paper-based way. What makes the 
difference between the two scenarios is how these conditions are met and which 
data must be retained in order to prove that they have been met.

In the following we review the different conditions identified in Sect. 8.4. Each 
condition is transferred to the scenario of remote electronic elections. We provide 
an according interpretation and recommend which data should be retained in order 
to demonstrate that the condition was met. As in the previous section we restrict to 
federal elections. Inasmuch as federal elections comprise all of the retention 
 obligations which apply for works council elections (except for protection of 
minorities with respect to gender), guidelines for works council elections may 
 easily be derived. However, for other, especially nonparliamentary types of elec-
tions, some of our recommendations for implementing the conditions apply only in 
a weaker form or not at all. We refer to this where necessary; otherwise, the 
particular  recommendation applies to any type of election.

8.5.1  Preparation Phase

Let us first recall the conditions to be documented in order to prove the correct 
preparation of the election.

Prep1:•	  Instruction of election staff.
Prep2:•	  Proper installation and surroundings.
The ballot box must be empty before the voting phase starts.•	
The contents of the ballot box must not be disclosed before the voting phase •	
terminates.
The voter must have the chance to complete the ballot unobserved.•	
Prep3:•	  Closure of the voters’ register.
Prep4:•	  Justified nomination of candidates.
Prep1:•	  When we turn to remote electronic elections, ascertaining the integrity 
and trustworthiness of the election staff concerns not only the Electoral Board. 
Several people are involved in setting up and maintaining the voting system, for 
example, software engineers and system administrators. Depending on the level 
of the election (parliamentary versus nonparliamentary), appropriate measures 
such as background and reference checking should be applied here and compli-
ance with due diligence procedures should be verified and documented.
Prep2: In the scenario of remote electronic elections, the ballot box is electronic. •	
As for the physical ballot box, its electronic equivalent must be empty before the 
election starts. A time stamp issued at the very beginning of the voting phase can 
prove that the ballot box was in a correct state at that time: Time stamps are an 
effective means to certify that an electronic document existed in a certain form at 
a specific time (more details can be found in [KUN07]). The content of votes 
which are in the electronic ballot box must not be revealed as long as the voting 
procedure has not terminated. This can be established by several means, for 
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example, by encrypting the votes using a threshold encryption scheme and pro-
viding multiple talliers who jointly decrypt the votes after the voting phase is 
over. As to the use of shielded tables, remote electronic  voting of course works 
differently here. The Electoral Board has no influence on the surroundings in 
which voters cast their vote, thus this condition cannot be transferred directly to 
remote electronic elections. We take up this matter in Sect. 8.5.2 (Poll3).
Prep3:•	  Closing the voters’ register in a remote electronic election can be 
 realized by providing a time stamp. This gives a conclusive document on the 
state of the voters’ register to which it was referred for checking eligibility 
during  the  polling phase. It also allows for setting marks to indicate that a voter 
has already cast his vote or that he has used a specific voting channel. As time 
stamps can only prove that a document existed in a certain form at a specific 
point in time, a write-protected version of the voters’ register should addition-
ally be retained, for example, on a nonrewritable compact disc. This way data 
from the voters’ register cannot be deleted, altered, or overwritten.
Prep4:•	  The collection of supporting signatures for candidate nominations should 
be retained for remote electronic elections as well. It may still be accomplished 
using pen and paper. An electronic variant may be applicable in the case that 
digital signatures are available to the public, for example, if electronic Citizen 
Cards have been issued to support e-government. However, this may be 
 approriate for parliamentary elections only.

8.5.2  Polling Phase

We recall the conditions to be documented for proving the proper conduct of the 
polling phase.

Poll1:•	  Special incidents.
Poll2:•	  Proper authentication of voters.
Poll3:•	  Secrecy of the ballot.

The content of the ballot must be protected against unauthorized inspection  –
from the time the ballot is completed until the end of the polling phase.
If the vote is cast in an uncontrolled environment, the voter must affirm  –
having  voted personally.

Poll4:•	  Mutual exclusion of different voting channels.
Poll5:•	  Proper termination of the poll.
Poll6:•	  Public conduct of the poll.
Poll1:•	  To document any special incidents that occurred during polling, system 
monitoring should be carried out and log files for the voting system should be 
created and retained. System monitoring is actually important not only with 
respect to special incidents, but also in order to document the correct execution 
of the voting software during the whole election process.
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Poll2:•	  Proper authentication of voters should be documented by keeping a record 
of all voters who have cast a vote. This can be realized, for example, by placing 
a mark beside the names of affected voters in the voters’ register and having this 
extended register signed by the Electoral Board after the end of the polling 
phase. This record must, however, not allow for establishing a link between a 
voter and her vote.
Poll3:•	  For paper-based elections which take place at the polling station the 
Electoral Board has to take care that polling happens unobserved. The  scenario 
of remote electronic voting does not allow unobserved polling to be enforced by 
any supervising authority as voters complete their ballots by means of their 
computers at home or in the workplace. In the scenario of online works council 
elections, the employer should be obliged to ensure that each workplace offers 
sufficient privacy to the voter in order to avoid shoulder surfing. If this is not 
possible (as, for example, in open-plan offices), a separate computer for polling 
shall be set up in an environment which offers a sufficient level of privacy.

Folding the paper ballot can be mapped to encrypting the electronic ballot in 
order to keep its content secret. However, the voting platform used by the voter 
might be compromised by malicious software in order to record the vote before 
it is encrypted. It is obviously beyond the power of the Electoral Board to check 
the voter’s private computer for malware. There are, however, several measures 
to mitigate this threat: Before casting his vote, the voter should be informed of 
the duty to take appropriate measures in order to keep his voting client free from 
malware. The voter could even be required to sign an according declaration, 
although this might dissuade the voter from voting via Internet. Another possi-
bility is to distribute the voting system on bootable discs which the voters use on 
their private computers. There could as well be supervised public terminals for 
voters who are not  sufficiently confident in securing their home computers.

As the scenario of voting at home in a remote electronic election is similar 
to postal voting due to the uncontrolled environment, the voter shall as well be 
required to digitally sign an affidavit certifying that the vote was cast 
personally.
Poll4:•	  Any voting system must provide secure procedures to exclude the possi-
bility of having more than one vote per voter counted. If multiple voting via one 
or more voting channels2 is permitted, policies are required to determine which 
vote is to be counted. This may be determined by a predefined priority mode of 
voting (e.g., voting in person with a paper ballot) or by the time the ballot was 
cast (i.e., the latest vote counts). This policy is to be published at least several 
days before the election in order to inform the voters. For each voting channel a 
list of the voters who used this channel shall be compiled. Alternatively, the voting 
system can place a corresponding mark beside the names of affected voters in 
the voters’ register. The original voters’ register amended by these marks or the 
channel-specific registers, respectively, should be digitally signed by the 
Election Board and retained.
Poll5:•	  Proper termination of the poll is a challenge for remote electronic 
 elections. Although it must not be possible for the voter to start filling out the 
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ballot after the polls have closed, it must still be ensured that votes which are 
pending can enter the ballot box. This is in general referred to as the last call 
problem and has been discussed, for example, in [MEI04]. Secure procedures for 
 intermediate storage must be provided to solve this problem. Deadlines  regarding 
the period between closing the polls and closing the ballot box must be 
 determined and published. If a voter has started to fill out the ballot and the 
polling phase is about to end, the voter shall be informed about the time 
remaining  until the ballot box is closed. This notification is logged and thus part 
of the election documentation.
Poll6:•	  As mentioned before, in an election carried out electronically it is not 
possible simply to be present during polling. Therefore the log files of the 
 voting system should be published after the election in order to allow for 
 transparency and traceability. As source code is copyrighted according to §2 
and §69 (a) of the German Copyright Act (Urheberrechtsgesetz – UrhG) it 
may not generally be possible to publish the programs and  procedures on 
which the voting system is based. The source code shall,  however, be open at 
least to election observers.

8.5.3  Evaluation Phase

As shown before, the following conditions must be  documented in order to prove the 
correct evaluation of the election outcome:

Eval1:•	  Repeated independent tallying
Eval2:•	  Public conduct of the tally
Eval1:•	  If the ballots are electronic, tallying the election results is especially fast 
and efficient. For remote electronic elections it is often postulated that recounting 
the results should be open to all voters and moreover to the general public. This 
property, which is commonly referred to as universal verifiability, is considered 
to be one of the main features of e-voting systems [BUR03]. Requiring two 
members of the Electoral Board to count the electronic ballots independently 
does not add any significant value if the same tallying routine is used by both of 
them.3 It is, however, reasonable to have third parties (e.g., election observers and 
official scrutiny authorities) perform a recount using the original tallying routine. 
Moreover, another certified tallying routine should be applied and it should be 
checked whether the same result as for the  original routine is obtained. Thus, 
independent tallying comprises having the ballots counted by independent parties 
using different tallying routines. The different counting processes shall be logged 
and the results shall be  documented and digitally signed by the Electoral Board 
or the third parties involved. If universal verifiability is a goal then retallying 
should also be open to the  public. Note that remote electronic elections usually 
do not provide the  possibility of a manual recount.
Eval2:•	  The tallying process should be made transparent by providing to the 
public an according routine for recounting the votes as described above. Voters 
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could even be invited to implement their own routines for a recount, provided 
that the according specification is published and followed. However, small-scale 
elections such as in societies require only small-scale scrutiny. In contrast, 
electing a parliament should offer a high level of transparency to the voters 
and should also allow for comprehensive assessment by election observers. 
The higher the level of the election, the more important public scrutiny is.

8.6  Conclusion

For remote electronic elections to become legally binding, the proper conduct of the 
election must be verifiable in the long term. This requires appropriate recordkeeping. 
The retention obligations on paper-based elections are governed by electoral law, 
however, according specifications for e-voting are still an open issue.

Based on a compilation of the retention obligations on paper-based elections laid 
down in German electoral law, we have identified the conditions that must be con-
clusively documented in order to provide evidence on the proper conduct of the 
election. These conditions were thereupon transferred to the scenario of remote 
electronic voting. We have recommended which data should be retained in order to 
conclusively document that these conditions were met. As a next step, the technical 
demands which apply to the records kept must be determined. This is important 
because meeting these demands is essential for preserving the probative value of 
the data retained (e.g., digital signatures must be renewed after a certain period of 
time). We regard this as future work.

The last section has shown that it is especially challenging to transfer the 
 obligations which are related to the secrecy and freedom of the vote to online elec-
tions. This is due to the fact that the scenario of remote electronic voting does not 
allow unobserved polling in person to be enforced by any supervising authority. 
However, the same holds for the case of postal voting. In Germany, this voting 
channel was originally introduced in order to enhance the universality of elections 
at the expense of their secrecy. In the 2005 election of the German parliament 
almost 20% of the voters exercised the option to cast a postal vote. This shows that 
remote electronic voting is an important step towards meeting voters’ needs in a 
mobile society. Further research is required on how to enforce secrecy and freedom 
of the vote in remote electronic elections.

We believe that our work may help legislative organs in terms of providing one 
piece of the background which is necessary to issue a legal framework on e-voting 
in Germany. As electoral law in other countries is similar, this profit might not be 
restricted to German legislation. Furthermore, our work may also be valuable to 
practitioners and developers of electronic voting systems in particular, as they 
should consider the issues of recordkeeping when designing and implementing a 
remote electronic voting system. In summary, we hope that our work will help to 
establish remote electronic voting as a true alternative to paper-based elections and 
hence contribute to advancing online elections, not only in Germany.
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Notes

1  Any laws and regulations are henceforth referred to by their official abbreviations.
2  For example, in the 2007 Estonian parliamentary elections, voters could change their electronic 
vote either by voting again electronically or by voting with a ballot paper (Riigikogu Election Act 
§44 (6)). English version available at http://www.iuscomp.org/gla/statutes/BWG.htm.

3  However, the approach of using two or more separate individuals or entities operating together 
(commonly referred to as dual control) is an important method to enhance the security of an 
online voting system. It should be adhered to where appropriate, for example, when starting or 
closing the poll is initiated by the Electoral Board.
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9.1  Introduction

The institutional activities are governed by legal sources represented by a set of 
laws which regulates their execution. The contents of laws are mandatory for the 
institutional domain and represent a reference for the professionals (managers) as 
well as for the e-government designers. The compliance of e-government services 
with legal sources is a very important issue in e-government engineering.

At present, compliance issues with a legal aspect typically rely on experi-
ences and the reference of the laws is manually done by business stakeholders 
and  e-government designers. In other words, the legal sources are not properly 
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Abstract The compliance of e-government services with legal aspects is a crucial 
issue for administrations. This issue becomes more difficult with the fast-evolving 
dynamics of laws. This chapter presents our approach to describe and establish the 
link between e-government services and legal sources. This link is established by an 
ontology called “law-based ontology.” We use this ontology as means to define and 
to construct e-government services. The proposed approach is illustrated with one 
case study: the specification of services in relationship with the venture  creation in 
Switzerland and in the State of Geneva. We have selected the Commercial Register 
area which mainly encompasses the registration of a new company and the modi-
fication of its registration.
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considered in most existing approaches for e-government architectures [TAM01, 
AP005a, CHU02, PER06, LEN02]. These approaches lack a systematic frame-
work for the compliance of e-government services with legal sources. This issue 
becomes more difficult with the fast-evolving dynamics of laws (i.e., the amend-
ment of a law, the abrogation of a law, and the introduction of a new law).

Our goal in this chapter is to present our approach to describe and establish the 
link between e-government services and legal sources. This link is established by a 
law-based ontology. In other words, this ontology is used to define and construct 
the e-government services.

The chapter is structured as follows. Section 9.2 introduces our proposed frame-
work for the construction of e-government services. Section 9.2.1 describes the 
method for extracting ontology from legal sources. Section 9.2.2 presents the con-
ceptual basis for discovering and constructing e-government services. Section 9.3 
discusses difficulties related to the deployment of the proposed approach in public 
administration. Finally, Section 9.4 summarizes the chapter.

9.2  Framework for the Construction of E-Government 
Services

Our goal in this work is to use the ontological level extracted from legal sources as 
means to define and to construct e-government services. We present a method to 
describe the ontological level for e-government services construction. This is 
 composed of two steps: Step 1 is ontology construction from legal sources and Step 
2 is e-government services identification (Fig. 9.1).

9.2.1  Ontology Construction from Legal Sources

In the context of Information Systems (IS) engineering, we define an ontology as a 
conceptual information model that describes some specific domain in terms of 
concepts, facts, and business rules. An ontology is a reference model which 
 supports information interoperability and shares information: (1) it supports human 
understanding of the domain under consideration and communication, and (2) it 
facilitates the interoperability across different parts of IS.

The meaning of ontology considerably evolved from its origins in philosophy to 
its current usage in IS for e-government. Although ontology in the philosophical 
sense roughly means a categorization of all the entities that exist in the world and 
the relationships among them, ontology in the IS sense is only considered as a 
limited universe of discourse [ZUN01]. In our research work, laws are considered 
as a universe of discourse for IS engineering. The concepts and business rules 
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extracted from the appropriate laws are used to build the ontological aspects of the 
corresponding domain.

Legal texts describe concepts, business rules, and roles governing the given 
 institutional domain. The usage of these sources of knowledge permits us to enhance 
IS adequacy and compatibility with institution activities and to find stable common 
information for IS engineering for e-government in the perspective of sustainable 
development.

Law-based ontology is a new approach for IS engineering that allows estab-
lishing and clarifying the links between laws and IS, in particular the alignment 
between the amendment of laws and the evolution of IS. This link is established 
by the law-based ontology. In other words, we use laws as a source of knowledge 
to analyze and construct the ontological level of an institutional domain. The 
exploitation of these sources of knowledge permits us to find stable concepts. 
For us, an ontology contains the stable common information of the IS domain.

As we said previously, the aim of our work is to establish the link between 
e-government services and a legal framework. In our approach, the law-based 

Fig. 9.1 E-government services based on legal sources
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ontology is built from one or several hyperconcepts (Hcp) [KHA07]. A hypercon-
cept is constructed on a subset of concepts extracted from laws, forming a unity 
with a precise semantic. It is represented by a conceptual graph where nodes are 
concepts and edges are links between concepts.

In our knowledge representation model, there are only three types of links 
between concepts: (1) instantiations, (2) existential dependencies, and (3) 
generalisation–specialisation links [KHA07]. The instantiation link allows 
attributing  values to a concept such as that shown in Fig. 9.2, where the concept 
“Monthly benefit” is instantiated by “Monthly benefit value = EUR 1000.-”. 
The existential dependency link allows, on its side, the linking of two concepts 
where the source concept cannot exist without the target concept: for example, 
the concept “Monthly benefit minimum” cannot exist without the concept 
“Monthly benefit.” Finally, the specialisation link allows us to link a more spe-
cialised concept (the source concept) to a more generalised concept (the target 
concept), such as here, where the concept “Monthly benefit” specialises the 
concept “Benefit.”

Several structured languages may be used to describe this ontology. For exam-
ple, we can employ OWL (Web Ontology Language), OIL (Ontology Inference 
Layer or Ontology Interchange Language), or TELOS language as the means to 
specify the law-based ontology.

The particularity of our knowledge representation model in the context of IS 
engineering is the ability to establish the link between legal sources and IS 
 specification. More precisely, our aim with this model is to specify the business 
rules, the organizational roles, and the fundamental concepts dedicated to develop 
an IS and to specify e-government services.

The hyperconcept schema must satisfy a set of conformity rules including 
 connectivity and concept completeness. The connectivity guarantees that each 

Fig. 9.2 The three ontological relationship types



1539 Law-Based Ontology for E-Government Services Construction

 concept of a hyperconcept is related to at least one other concept from the same 
hyperconcept.  In this case, the hyperconcept represents a homogeneous zone and 
not a  discontinuous unit. If the concept C1 belongs to the hyperconcept Hcp and is 
linked to the concept C2, then C2 also belongs to Hcp.

The process model of the construction of an ontology from laws is expressed as 
a map (i.e., strategic guideline) [RPB99] where the nodes represent the intentions 
and the links between the nodes represent the strategies. An intention indicates the 
desired goal and a strategy specifies the manner with which the intention can be 
carried out. In order to extract an ontology from law texts, we have identified five 
intentions, which are as follows.

 1. Select the laws governing the IS domain and e-government services. This 
 intention is reached by a strategy using expertise.

 2. Define the ontological roles. This intention is reached by a strategy of  organisation 
study.

 3. Define a hyperconcept. This intention is reached either by a strategy of law 
 analysis or by a strategy of information study relating to the ontological roles.

 4. Build a hyperconcept. This intention is reached by a strategy of extraction of 
concepts and business rules from laws (or by re-evaluation of the hyperconcept).

 5. Validate a hyperconcept. This intention is reached by a strategy of validation 
regarding its form and completeness.

In [KHA07], we proposed guidelines and method components for the extraction of 
the law-based ontology. Each guideline can be composed of a set of more detailed 
subguidelines or, on the contrary, be a part of some more complex guideline.

9.2.1.1  Guideline for the Selection of the Laws Governing the IS Domain

The first proposed guideline permits the selection of the legal framework that  governs 
the IS under consideration. For a given domain, we propose firstly to  identify the set of 
legal texts such as laws or application regulations which  formalize the IS domain. The 
study of each of these texts should be made only in the  perspective of IS engineering.

The laws contain information and knowledge of a purely legal nature, which 
cannot be considered in the IS. Only the key concepts of the domain and business 
rules are identified and retained. The analysis and interpretation of certain laws is 
a complex process. An important effort is required to carry out this process. 
Collaboration with an expert in legislation is necessary.

9.2.1.2  Guideline for the Definition of the Ontological Roles

An ontological role is a specialised organisational role which is described in law 
texts. The guideline to define an ontological role can be achieved through analysing 
the domain of the corresponding IS or through analysing laws which formalise the 
IS domain.
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9.2.1.3  Guideline for the Definition of a Hyperconcept

There are two strategies to define a hyperconcept: the first strategy is based on the 
analysis of the texts of laws and the second is based on the study of the information 
related to ontological roles.

9.2.1.4  Guideline for the Construction of a Hyperconcept

The construction of a hyperconcept is carried out by the extraction of concepts and 
business rules from laws.

9.2.1.5  Guideline for the Validation of a Hyperconcept

The validation of a hyperconcept is carried out by the application of validation 
criteria. A hyperconcept can be rejected, which causes its re-evaluation. This 
reevaluation is expressed by the addition of new elements to the hyperconcept or 
by the removal of existing elements belonging to the hyperconcept.

The proposed method is illustrated with one case study: the specification of 
services in the relationship with venture creation in Switzerland and in the State of 
Geneva. We have selected the Commercial Register area which mainly  encompasses 
the registration of a new company and the modification of its registration. This case 
study includes services about company registration, raising finances, tax payments, 
employee hiring, social insurance, and business premises.

With this case, our main goal is to exemplify our methodology, that is, to 
define and to build e-government services by the extraction of key concepts from 
laws. We consider legal sources as prominent, as an absolute referential.

In order to select the most appropriate legal sources at the federal level 
 regarding the Commercial Register and the related services which may be 
offered, we have used a Swiss doctrinal source1 which is considered as a 
 reference by legal experts. The main law regarding the Commercial Register is 
the “Ordonnance sur le Registre du Commerce.”2 We have thus begun to ana-
lyse this legal source. We have then extracted the most significant concepts 
from the select laws. Here is an  example of a hyperconcept, examination of the 
 registration of an association, based on the articles 97-98-111a regarding the 
registration of an association to the Commercial Register. An association is one 
out of the 15 legal forms of  organisation handled by the Swiss Commercial 
Register (Table 9.1).

The following ontological business rules can be extracted from these law 
fragments.

The registration of an association in the Commercial Register must indicate the •	
statute date, the association name, the head office, the objective, the resources, 
the organisation, the representation, and the signature mode.
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The registration query must be signed by the association’s manager.•	
The registration query must appear together with a legal abstract of the General •	
Assembly minutes, an indication of the authorized people to sign, the signature 
mode, and a copy of the statutes. Figure 9.3 illustrates the hyperconcept schema.

Fig. 9.3 Hyperconcept examination of the registration of an association

Table 9.1 Example extracted from the Swiss federal law (“Ordonnance sur le Registre du 
Commerce”)

4. Associations
Art. 97
The registration of an association indicates:
 a. The statutes date
 b. The name
 c. The head office
 d. The objective
 e. The resources
 f. The organisation, the representation, and the signature mode
Art. 98
The registration query is signed by the association’s manager. It comes together with:
 a.  A legal abstract of the General Assembly minutes which adopted the statutes and designed 

the bodies, as well as the indication of the authorised people to sign and the signature mode 
(if necessary)

 b. A copy of the statutes (art. 28, al 4110)
10. Examination by the commercial register office
Art 111a
 a. The associations registered at the commercial register receive an identification number
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The following ontological roles can be extracted from these law fragments.

Association•	
Association’s manager•	
Commercial Register Office (Cantonal Administration/Swiss Commercial •	
Register)

9.2.2  Public Administration Services Identification

The model presented below could serve as the conceptual basis for identifying 
public administration services. The overall model is presented in Appendix 9.1. 
The textual description follows.

9.2.2.1  Hyperconcepts and E-Government Services

E-government services are subject to government regulation. As we said 
 previously, we used the legal framework to define public administration services. 
More   precisely, the constructed hyperconcepts are used as a means to define and 
build e-government services. The key element of the proposed model is the entity 
“Service.”

A service is defined by a name, a description, a type, and a goal. A subset of 
services can be defined and proposed based on the established ontology. This task 
is carried out by analysing the semantics of the constructed hyperconcepts. This 
analysis requires the validation of the business actors who are concerned with 
e-government.

The entity “Hyperconcept – Service” in Fig. 9.4 expresses a many-to-many 
relationship between the entity “Hyperconcept” and the entity “Service.” This 
 relationship expresses the fact that one hyperconcept can be used to define one or 
several services. A service can be defined on one or several hyperconcepts. A  service 
may need the invocation of other services.

The semantics of the hyperconcept “Examination of the registration of an 
association” allows us to define two services:

•	 The first service allows getting information about the registration conditions.
•	 The second service permits the validation and examination of the registra-

tion request by the Swiss commercial register.

These two services are clearly identifiable in the hyperconcept.
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A hyperconcept is defined on the basis of one or several law fragments (see Fig. 9.5). 
A law fragment (LF) can contribute to the definition and the construction of one or 
more hyperconcepts. We express this semantic relationship by the  introduction of 
the entity “Hyperconcept – LF.” An Ontological Business Rule (OBR) is extracted 
from one or several law fragments and a law fragment can  contain several ontologi-
cal business rules. We express this relationship by the introduction  of the entity 
“OBR – LF” in the model. We express the link between services and law fragments 
by the entity “Service – LF.”

A stakeholder can be concerned with one or more services. A service for its 
execution can involve one or more stakeholders. There are three categories of 
 stakeholders: enterprise, public administration, and person (citizen). The public 
administration is the entity that provides the service to the enterprise, the  citizen, 
or to itself internally. In other words, the enterprise or the citizen  interacts with the 
administration to get all relevant information about services. The entity “Public 
administration” in the proposed model specifies the departments,  divisions, and 
branches in which public administration services are performed (Fig. 9.6).

The relationship between the “Stakeholder” entity and the “Ontological role” 
entity expresses the facts that a part of defined stakeholders can be found in an 
ontological role described in laws. An ontological role represents a set of necessary 
responsibilities, authorities, and capabilities, expressed in laws, to perform the 
execution of the activities of the development process or to watch the execution of 
activities performed by the other roles.

Fig. 9.4 Links among hyperconcepts and services

In our example, the following ontological roles are considered as 
stakeholders.

•	 Association
•	 Association’s manager
•	 Commercial Register Office (cantonal administration)
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Fig. 9.6 Links among services, stakeholder, and ontological roles

Fig. 9.5 Links among services, hyperconcepts, law fragments, and ontological business rules

E-Government services are governed by preconditions which are expressed in 
our model (Fig. 9.7) by the entity “Resource and Information” (usually specified as 
an ontological business rule which is extracted from laws).
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An ontological business rule can specify one or several resource/informa-
tion. A resource/information is concerned by one or several ontological 
 business rules. This relationship is expressed by the “OBR – Resource and 
Information” entity.

The business rules are used to help the administration to better achieve goals, 
 communicate between principals and agents, between the organization and 
 interested third parties, demonstrate the fulfillment of legal obligations, operate 
more efficiently, and perform analysis on current practices. Consequently, business 
rules are very significant because they guarantee the conformity of services with the 
legal framework.

Fig. 9.7 Links among service, resource, and information and ontological business rule

Resource/information which governs the “Validation and examination of the 
registration request” service are:

•	 The registration of an association with the Commercial Register must indi-
cate the statute date, the association name, the head office, the objective, the 
resources, the organisation, the representation, and the signature mode.

•	 The registration query must be signed by the association’s manager.
•	 The registration query must appear together with a legal abstract of the 

General Assembly minutes, the indication of the authorised people to sign, 
the signature mode, and a copy of the statutes.

Resource/information is clearly expressed, at the ontological level, in terms 
of ontological business rule associated with the hyperconcept “Examination 
of the registration of an association”.
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9.2.2.2  Information System Component and E-Government Services

The aim of this section is to specify how the e-government services are descried and 
expressed in IS. We propose the concept of information system component (ISC) 
to enable work with part of an IS as a component.

In other words, we consider it necessary to work with a part of an IS, in  particular 
with a unique and a coherent set of conceptual specifications. Consequently, we 
adopt the ISC concept as a solution for the implementation and the deployment of 
IS and e-government services.

In our proposed approach, once the ontological level is built, we are able to 
derive a set of ISCs from the ontological level. Three types of aspects constitute the 
contents of the ISC: (1) the static aspects which specify the data structure of the IS 
by using the concept of hyperclass with its set of classes and  hypermethods 
[TUR05], (2) the dynamic aspects which express the behaviour of different 
 elements of the IS, and (3) the integrity constraints aspects which specify the rules 
governing the behaviour of the IS elements. The integrity constraints of an IS gen-
erally represent the business rules of an organisation. An integrity constraint is a 
logical condition defined over classes and verified by transactions or methods.

We do not detail in this chapter the process of ISC derivation from the  ontological 
level. Below, we propose a model to establish links among services, hyperconcepts, 
ISC, and transactions. As we see in Fig. 9.8, one hyperconcept then corresponds to one 
or more services, and a service corresponds to one or more ISC. The entity “Service 
– Transaction – ISC” expresses the direct link among Service, Transaction, and ISC.

9.2.2.3  Implementation of the Proposed Model

We have implemented our proposed model to define and construct e-government 
 services based on legal sources with the ontology editor called Protégé 
 (Protégé-Frames).3 This editor provides us with an interface to construct and store 
 frame-based domain ontologies, to customize data entry forms, and to enter instance 

Fig. 9.8 Links among service, hyperconcept, ISC, and transaction
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data. The knowledge model implemented by Protégé-Frames is compatible with the 
Open Knowledge Base Connectivity protocol (OKBC). In this model, an ontology 
consists of a set of classes organized in a subsumption hierarchy, a set of slots 
associated with classes to describe their properties and relationships, and a set of 
instances of those classes.

Firstly, we have deployed our conceptual model for identifying public 
 administration services as a class ontology: each concept in our model  corresponding 
to a class in the Protégé ontology, and each class attribute in our model to a class 
 attribute in the Protégé ontology. The relations of type “existential dependency” 
have been realized through an attribute of value type “instance” in the source class, 
whereas the relations of type “specialisation” have been realized through the class 
hierarchy in Protégé. Secondly, we have developed one form in Protégé for each 
class of our ontology. Thence, we have been able to populate the ontology (to 
instantiate the class ontology) by (1) laws and law fragments, and (2) related 
 hyperconcepts, ontological business rules, stakeholders, and the like.

9.2.2.4  Usage of the Ontology Editor Protégé

In order to support our work regarding the identification of e-services for the 
 venture creation in Switzerland from laws, we have decomposed each law into 
 fragments (i.e., law articles) and we have stored them in the Protégé editor as an 
instance of the class “Law Fragment (LF).” Then, we have decomposed each law 
fragment into hyperconcepts and stored them in the class “Hyperconcepts.” We 
have done the same for each concept of our conceptual model.

An example of usage for the service “Information about the registration  conditions” 
is shown in Fig. 9.9. In the left-hand frame, the list of classes belonging to the 
 proposed model is displayed, and in the right-hand frame, a detailed instance of 

Fig. 9.9 Example of navigation among concepts in Protégé
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“Service.” In this example, the service “Information about the registration 
 conditions” originates from two law fragments: art. 97 and art. 98 ORC. It is bound 
to several stakeholders (“association,” “Office Fédéral du Registre du Commerce,” 
etc.) and to several information and resources (“association name,” “association 
objective,” “association organisation,” etc.).

9.3  Discussion About Difficulties Related to the Deployment  
of the Proposed Approach

Implementing this approach in the public administration certainly creates strong 
reactions and raises several issues. In this context, we suggest basing the creation 
of institutional IS engineering and online services on the existing laws, because 
these legal texts are the unquestionable source of information for the public 
administration.

One of the main advantages of such an approach is to explicitly match the legal 
framework, which provides the basis of the activities of a public administration , 
to the provided services, especially online services. Although not written to build 
IS, laws nonetheless contain relevant and potentially very valuable information to 
build an IS.

The laws studied in our research – Swiss federal laws, but also cantonal laws 
and their application regulations – supply information and business rules. 
Moreover, this analysis also reveals the roles and functions that the public admin-
istration (in our case the State of Geneva) has to perform. These elements in the 
laws have to be transposed in the institutional IS of the State of Geneva, either 
through software applications and databases, or through other specific organisa-
tional functions.

The wealth of information contained in the legal framework is therefore 
 processed to build an ontology of the IS.

9.3.1  What About the Inconsistencies in the Laws?

The complexity of the Swiss legal framework, which encompasses federal, state, and 
local levels, makes reaching a perfect consistency of the laws unlikely. Our approach 
permits the revelation of the inconsistencies included in the legal framework.

This raises the broad issue of the means allocated in the public administration in 
order to solve these inconsistencies. The ideal answer would be to bring this to the 
attention of the parliament at the political level. However, this ideal way of dealing 
with the problem is hardly practical. The observed business implementation of the 
laws and regulations sometimes offers an empirical way of bypassing these formal 
inconsistencies.
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9.3.2  What Skills Are Required to Implement This Approach?

The hierarchical structure of the laws and the specific legal terms are certainly 
essential elements to be taken into account when modelling the IS from the laws. 
This brings us to the following questions.

Should this analysis be performed by the legal experts who write the laws? In 
this case, should these experts be able to model IS? This analysis could broaden 
perspectives as far as conceiving and writing the laws, while verifying their 
 consistency. This would raise awareness about consistency issues and offer a means 
of dealing with the problem.

Should this analysis only be performed by IS designers? In this case, should they •	
take into account the laws as their source for modelling? In order to clarify the 
legal texts and resolve ambiguities, collaboration with a legal expert is essential.

9.3.3  The Law Doesn’t Correspond to Business Practice

One of the difficulties we have encountered with this approach is in the assessment 
of the  correspondence between legal fragments and the existing practice. Indeed, 
there are three possible cases where a legal fragment does not correspond to the 
 practice. To begin with, there is the case where the law does not  completely cover a 
business practice. Then, there is the case where the law is inconsistent with the prac-
tice. Finally, there is the case where there is a legal vacuum. These three cases require 
handling by a legal expert.

9.4  Conclusion

This chapter illustrated two specific problems:

How to take into account the legal sources in e-government architecture•	
How to build e-government services based on legal sources•	

In this chapter, we presented our approach in the field of e-government services 
construction. The ontological level extracted from legal sources is used as means to 
define and construct e-government services. As we said previously, one of the main 
advantages of such an approach is to explicitly match the legal framework, which 
provides the basis of the activities of a public administration, to the provided 
 services, especially online services. This approach allows the identification of a 
first set of services. It may not be exhaustive, but it is nonetheless based upon an 
unquestionable source of information, the laws themselves. This constitutes a 
strong basis in order to help develop a sound e-government project.
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9.5  Appendix 1: The Conceptual Basis for Identifying Public 
Administration Services
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10.1  Introduction

The focus of the research presented in this chapter is on the delivery of services 
that require multiple public agencies to collaborate across the boundaries of their 
own organization. An example of such a service is the creation of a new 
 enterprise. Setting up a new enterprise usually requires requesting a VAT number 
from the Inland Revenue Service, registering at the Chamber of Commerce, and   
registering for permits at the local government level. To create better service 
delivery for  citizens and  businesses, governments increasingly aim to realize 
Integrated Service Delivery (ISD). ISD is achieved when multiple organizations, each 

Chapter 10
Architectural Principles for Orchestration  
of Cross-Organizational Service Delivery:  
Case Studies from the Netherlands

Abstract One of the main challenges for e-government is to create coherent 
services for citizens and businesses. Realizing Integrated Service Delivery (ISD) 
requires government agencies to collaborate across their organizational boundaries. 
The coordination of processes across multiple organizations to realize ISD is called 
orchestration. One way of achieving orchestration is to formalize processes using 
architecture. In this chapter we identify architectural principles for orchestration by 
looking at three case studies of cross-organizational service delivery chain formation 
in the Netherlands. In total, six generic principles were formulated and subsequently 
validated in two workshops with experts. These principles are: (i) build an intelligent 
front office, (ii) give processes a clear starting point and end, (iii) build a central 
workflow application keeping track of the process, (iv) differentiate between simple 
and complex processes, (v) ensure that the decision-making responsibility and the 
overview of the process are not performed by the same process role, and (vi) create 
a central point where risk profiles are maintained. Further research should focus on 
how organizations can adapt these principles to their own situation.
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 performing a specific part of the service delivery process, act in a coherent 
 manner, which is perceived as integrated service delivery by customers [VEE09]. 
In this chapter, we adopt the customer metaphor for businesses and citizens to 
emphasize their benefits, instead of political or societal motives. From the 
 perspective of a client, traditional –  nonintegrated – service delivery consists of 
taking multiple steps and dealing with more than one organization. ISD has the 
advantage that  citizens or businesses no longer need to contact multiple 
 organizations, provide the same information to multiple government agencies, 
and integrate the separate responses into one. Instead, when ISD is realized, 
 customers and businesses will be able to make one request to one organization, 
provide information only once, and receive one coherent response to which more 
than one organization  have contributed. In the example of setting up an enter-
prise, this would mean that a single request to set up an enterprise would lead to 
all three government agencies performing their part of the service. By  minimizing 
the number of interactions, transaction costs for citizens and businesses are 
reduced and accordingly lower their administrative burden.

Integrated service delivery has to deal with the problem of fragmentation of 
 governments within constitutional, legal, and jurisdictional limits [SCH07]. One 
way to perform a service in an integrated manner is by forming service delivery 
chains that run through a network of government organizations. In such a service 
delivery chain, every organization performs one or more steps of the process and 
these steps are invoked in a coordinated manner. However, the formation of 
 cross-organizational chains proves to be a great challenge due to the inherent 
 fragmented nature of public administration. Different organizations need to man-
age and coordinate their  activities and dependencies to create a single  service as 
if it were created by one organization. Coordination of the processes of various 
 organizations or departments to realize ISD can be called orchestration  [JAN06]. 
Within this context orchestration can be defined as “the management of the 
 interdependencies among agencies by one of those agencies, with the aim of 
 ensuring that individual organizations collaborate in a coherent and consistent 
way to  provide an integrated response to citizens” [JAN09]. Orchestration can, 
thus, be seen as a specific kind of coordination to manage the activities  necessary 
for  realizing ISD. Without orchestration customers interact with multiple 
 government organizations and each organization deals with each customer; in a 
situation with orchestration, the interactions with customers as well as between 
the parties involved in the service delivery chain are performed in accordance 
(see Fig. 10.1.).

Realizing orchestration and cross-organizational chains requires interopera-
bility on the level of organizations, management, semantics, syntaxes, and 
technology. As individual organizations often serve different purposes from the 
service delivery chain, it is necessary to make these dependencies explicit. One 
way of formalizing interoperability is to make use of IT, information, or enter-
prise architecture. IT architecture serves as a guide, roadmap, and communica-
tion tool for the  development of information technology within an organization 
[ZAC87]. An important element of architecture is a set of generic principles 
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that guides the design of these information systems. The goal of these 
 architectural principles is to direct the development of the information technol-
ogy in an organization and they are a reflection of a commonly agreed-upon 
strategy and way of thinking, in such a way that it is unrelated to the specific 
technology used [PER02]. Architectural principles are formulated as general 
rules or guidelines that are intended to endure and to be seldom amended that 
inform and support the way in which an  organization sets about fulfilling its 
mission [PER02, RIC90].

The research presented in this chapter aims at identifying architectural 
 principles for orchestrating the processes of multiple government organizations 
to create ISD. However, not much is known about the design issues that need to 
be addressed when orchestration is realized. By examining three case studies of 
cross-organizational service delivery chain formation in the Netherlands, this 
chapter explores this topic. All three case studies are in the government-to-
business (G2B) domain. In total, six generic architecture principles have been 
induced from the case studies and were subsequently validated in two workshops 
with experts. For generalizability  purposes these principles remain at an abstract 
level, but their practical use is explained in the case studies. This research, thus, 
not only addresses a gap in  literature on the collaboration of public agencies 
aiming for ISD, but it is also of interest to practitioners. In the Netherlands, as 
in other countries, government  organizations experience difficulties when 
 aiming to create cross-organizational chains. The principles that are derived in 
this chapter are, therefore, discussed in detail and examples from case studies 
given to show how they can be applied to creating and improving service 
 delivery chains.

This chapter is structured as follows. In the next section the theoretical 
 background of orchestration is presented. Then, three in-depth case studies from 
the Netherlands are described and the characteristics of orchestration observed 
in these cases analyzed. In the following section, architectural  principles for 
orchestration, which were found on the basis of literature and the case studies, 
are discussed by giving examples from practice. Finally,  conclusions are drawn 
and recommendations  are made for further research as well as for practitioners.
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Fig. 10.1 Interactions with and without orchestration
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10.2 Theoretical Background of Orchestration

The formation of service delivery chains or networks for realizing ISD is one of 
the main challenges within the domain of e-government as it aims to bring 
increased customer satisfaction and greater efficiency. Its results should include 
citizens only needing to contact one organization to have a service performed by 
multiple organizations. Furthermore, a decrease of the administrative burden of 
businesses is expected. Therefore, to form service delivery chains, coordination 
of the activities and dependencies of the parties making up the service delivery 
chain is necessary. However, this requires a change in the business processes of 
the autonomous organizations that take part in the service delivery chain, as 
these organizations need to collaborate and adapt their processes to those of the 
service delivery chain. Achieving this degree of cooperation presents a major 
challenge to the chain formation as the goals of the individual organizations 
might differ from the objectives of the service delivery network. Orchestration, 
thus, needs to deal with the fragmented nature of the public sector.

10.2.1  Technical Dimension of Orchestration

Various views on orchestration can be found in the literature. Hagel-III et al. 
focus on value creation by managing a network of specialized organizations and 
see network orchestration as the coordinated mobilization of resources supplied 
by many enterprises at many levels of the value chain [HAG02]. From another 
perspective orchestration can be seen as “coordinating the processes of various 
organizations or departments to realize ISD” [JAN06], where coordination more 
generally deals with managing the dependencies between different parts 
[MAL90]. The theoretical underpinning of this necessity for coordination follows 
from the constraints that influence the outcome of a certain task, such as the 
maximum lead-time, the information availability and quality, and the dependencies  
between tasks [MAL90].

In the case of orchestration, these constraints are influenced by the 
 requirement of realizing ISD. In essence, ISD means that customers only seem 
to interact with one organization, whereas, in reality, the service is being 
 performed by multiple organizations. This leads to the following requirements 
for orchestration: in  addition to ensuring that customers do not need to provide 
information more than once, all information and services that are provided to the 
customer should be in  accordance with each other, even when they have been 
performed by different organizations, and the orchestration role (the role of 
integrating the different  activities and pieces of information into one service) 
should be performed by the service delivery organizations instead of by the 
 customer. Thus, the first challenge for orchestration is to create an overview of 
all the different activities, dependencies , and resources to design coordinated 
processes for ISD.
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Ways to realize orchestration include many different coordination  mechanisms 
[MAL94] that vary from centralized to decentralized or distributed  architectures 
for orchestration and from hierarchical to network-oriented approaches. For 
example, Janssen et al. propose an architecture for Web service orchestration 
based on the Business Process Execution Language (BPEL) for Web services 
[JAN06]. Web service orchestration using BPEL invokes the  time-dependent 
sequence of Web services by creating a process flow from the point of a single 
stakeholder [FRE02]. The orchestrating entity is the orchestrator , which is often 
a person, department, or organization. This results in a  centralized coordination 
entity that has an overview of all necessary activities. Sheng et al. take an opposite 
approach and propose a distributed architecture based on events [SHE08]. The 
orchestration layer consists of a set of agents that collaborate with each other by 
events. Both centralized and decentralized approaches have their merits and 
disadvantages.

In a hierarchy the activities in the chain are coordinated through adjacent steps, 
controlled and directed at a higher level in the managerial hierarchy [MAL87], 
which could be called the orchestrator. As a response to the hierarchical approach, 
networks have emerged aimed at overcoming the problems associated with 
 hierarchies and to create greater structural effectiveness and responsiveness 
[CLE93, POW90]. Whereas in a hierarchy processes are directed by the highest in 
the  hierarchy stressing straightforward and well-defined processes, in networks 
many processes and relationships are possible. And whereas in a hierarchy the 
orchestration  role is solely allocated to one single entity (the highest in the 
 hierarchy), in networks various organizations might have the orchestration role. 
The choice between a hierarchical or a network approach for orchestration will 
depend on the relationships among stakeholders.

10.2.2  Organizational Dimension of Orchestration

The move towards ISD requires extensive process changes across organizational 
boundaries. This challenge is similar to Business Process Re-engineering (BPR) 
or the radical redesign of business processes, to achieve dramatic improvements 
[O’NE99]. Re-engineering service delivery processes is a complex endeavor as 
it involves stakeholders having different interests in mind. Stakeholder theory 
 originates from management studies and advocates addressing the concerns of 
all stakeholders in a firm [FRE84]. Mitchell et al. propose to analyze  stakeholders 
based on their power, legitimacy, and urgency attributes [MIT97]. It is  commonly 
agreed that stakeholders influence the design process, (see for example [BRU02, 
PFE81]), and therefore it is likely that stakeholders influence the outcomes of 
the design of orchestration.

Another major challenge is for different organizations to collaborate. The 
 success of the service delivery chain is dependent on the ability of individual 
organizations to collaborate, although they often have different objectives for a 
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certain activity than that of the chain as a whole. This influences the transaction 
costs of collaboration between different parties involved and the dynamics of 
principal–agent relations. Transaction cost theory, which is concerned with the 
collaboration or transaction costs between two companies and the influence of 
these costs on the decision to cooperate or source activities, holds that the costs 
of cooperation are usually higher in a network situation than in a hierarchical 
situation, as a result of costs that have to be made, for example, for negotiation 
between different parties [MAL87]. Therefore, unless one organization holds 
strong power over the other organizations in a service chain and it can enforce 
its will in a hierarchical manner, the costs of setting up a service delivery chain 
are expected to be high, even though the use of information technology generally 
decreases transaction costs [MAL87]. Principal–agent theory holds that agents 
(in this case the individual organizations) do not always perform their tasks in 
the best possible manner for the principal (the chain), thereby making it 
 impossible to ensure that the agent behaves in the optimal way for the principal 
without incurring any extra costs [JEN76]. This, in turn, is also likely to affect 
the degree to which organizations are willing to collaborate. Therefore, in 
 addition to designing mechanisms for keeping track of the process, mechanisms 
 coordinating the dependencies also need to be put in place when designing 
orchestration.

10.3  Case Studies of Orchestration

In the previous section, requirements for orchestration and two main challenges 
have been derived from the literature. In order to derive architectural principles for 
orchestration, three cases of orchestration of service delivery chains were  examined 
and analyzed in this research. All cases were set up in the context of a 
 government-sponsored program to diminish the administrative burden for  businesses. 
In all cases, therefore, the (main) customers are businesses. The cases are used by 
this program to create lessons-learned for other organizational  networks aiming to 
orchestrate their service delivery processes. The cases are  situated in different 
industries, in different networks of public (and sometimes private) organizations  
and also lead-times vary greatly. However, as in all cases  orchestration was the 
main focus for diminishing the administrative burden of their customers, from these 
very different cases some generalizations could be made.

The case study analyses were carried out by first examining relevant  documents 
mapping the as-is situation and designs of the to-be situation, mainly on the level 
of business processes, responsibilities, and information flows. Furthermore, for 
each case multiple interviews were held with different project leaders involved in 
the process of redesigning the orchestration process and building a prototype. To 
examine and analyze all cases using the same  systematic approach, first an  overview 
was made of the key characteristics, such as number of actors involved in the chain, 
lead-time, process steps, and information flows. Then, all cases were  analyzed to 
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identify whether the main project and design objectives were likely to be met. 
However, as the case studies examined were not yet operational, only the designed 
to-be situation could be analyzed. Therefore, an analysis was also carried out to test 
whether this design was likely to meet the requirements of orchestration when 
implemented. This systematic analysis was necessary to be able to identify 
 architectural principles afterwards.

We looked at three case studies in this research. The first case is concerned 
with the integration of separate permit requests to diminish the administrative 
burden by supporting the process of filling out the integrated request. In the 
second case the process of inspecting veterinary products that are imported 
through the Rotterdam harbor is orchestrated leading to reduced administrative 
burden for the importers. The third case is concerned with the orchestration of 
the process of asbestos removal including the required inspections to decrease 
illegal removals. Although the second and third cases turned out to be good 
examples of orchestration as they implemented a central coordination system for 
the processes of different  organizations, the first case was identified to not yet 
realize full-fledged orchestration.

10.3.1  Case Study 1: Preparation Module for Joint  
Permit Requests

The first case study concerns the integration of previously separate permit requests 
at the local level into one. Until recently, businesses and citizens had to request a 
separate permit for all (building) activities related to the direct environment of 
homes and company sites. Recently, a law was introduced specifying that the 
 permit request for all permits related to the direct environment have to be filed 
through a specific information system handling these requests. The aim of this 
project is to decrease lead-times and diminish the administrative burden of citizens 
and  businesses as they no longer have to provide the same information for all the 
requests, but they can fill out these requests only once. However, filling out this 
integrated form can become complicated when a request does not concern a single 
permit, for instance, for building an extension to a house, but for building a whole 
shopping center instead. Therefore, a preparation module was designed as an 
 extension to this information system to prepare for the process of the actual filing 
of the request. The process supported by the module is shown in Fig. 10.2. The 
rationale behind this module is that by preparing the request thoroughly, the  number 
of requests that is sent back for reasons of being incomplete or faulty (which often 
sets back the building process by a few months) is likely to decrease.

This preparation module presents the possibility of consulting experts on 
 permit issuing, ensuring that the number of faulty forms will decrease. However, 
 consulting representatives of the local government beforehand, who will decide 
about the permit request later on, is likely to make the process of filling out the 
permit request less transparent. Instead of designing a clear business process in 
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which the individual activities can be held accountable for their output, the 
 system was designed around informal contact, in which not all decision-making 
information is likely to be stored, even though the information exchange via this 
preparation module enables capturing all the information exchanged between the 
different parties involved. Furthermore, although this case is expected to 
 successfully diminish the administrative burden and decrease lead-times, it is unclear 
whether all requirements for orchestration will be met. Because of the lack of 
clear process steps and responsibilities not being clearly allocated to these steps, 
the  requirements of information and services having to be in accordance with 
each other and the orchestration role being taken over from the client are only 
partially met. Although the designed situation without clear processes and 
 information  decoupling is expected to increase the quality level of the permit 
request being filled out leading to diminished administrative burden, the risk of 
incomplete or missing information or lack of transparency or losing track of the 
process is large, and, therefore, the chance that in either of these cases the client 
needs to take on the orchestration role is still large.

10.3.2  Case Study 2: Information System for Import  
of Veterinary Products

The second case concerns the process of importing veterinary products 
 (predominantly meat) via the Rotterdam harbor. Rotterdam is the third largest 
port in the world and a smooth import process is important for keeping a 
 competitive advantage over other ports or airports. Before veterinary products 
can enter the Netherlands or before they can be exported to other countries in 
Europe or beyond, these products need to be inspected to ensure they meet 

Fig. 10.2 Process of joint permit request in the preparation module
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 certain quality standards. These inspections are carried out by the Food and 
Consumer Product Safety Authority (in Dutch: VWA). The import process, 
 however, is the  responsibility of Customs, which is a subdivision of the Inland 
Revenue Service. As Customs has the responsibility over a lot of different 
 products that are being imported, they already have a number of information 
systems implemented to support the import and inspection processes. However, 
the VWA uses different information systems. Therefore, much time is being 
lost by  communicating the arrival of imports and the allocation of products to 
a  specific inspector by fax. Furthermore, in the current situation all containers 
 containing veterinary products need to be checked by a veterinarian, even 
those that are not opened. It should be possible, however, to allow Customs to 
check the information on these products as the specific skills of a veterinarian 
are not required.

To make the process more efficient and to decrease the lead-time of the 
 inspection process, Customs is developing an information system that will link 
the existing systems of Customs, the VWA, the importing company, and the 
system that ships use to declare the goods they carry. This system supports the 
whole process from the moment (around 24 h before arrival) a ship declares 
its load to Customs, to the moment both the VWA and Customs approve the 
veterinary products for entrance into the country. All interactions with the 
system (called Supd@x,  represented by activities within the dotted line) are 
shown in Fig. 10.3.

During this process all organizations can trace the incoming products, supply the 
information necessary for inspection, and perform administrative checks by using 
the new information system, even though it is owned and maintained by Customs. 
A second objective of the system is to decrease the administrative burden of the 
customer, who should only have to provide information on the import products 
once. After information has been entered into the system, all organizations have 
access to it by logging into the system and they can reuse it by linking the system 
to their own systems. Thus, in this case, orchestration was realized successfully, as 
all three requirements were met.

During the design phase of the project, however, it became clear that only some 
of the process inefficiency was caused by suboptimal information exchange 
between the different parties. Another major problem was that the office of the 
VWA was only open at specific times, resulting in a situation where products 
needed to be stored for quite some time before inspection. Widening opening times 
of inspections could contribute even more to decreasing the lead-time of the import 
process. This, however, cannot be solved by orchestrating the process alone, but 
requires additional agreements between the organizations involved. Furthermore, 
the design phase allows for interventions in the business process and the reallocation  
of responsibilities, for instance, by enabling Customs to take over some tasks from 
the vets of VWA. However, this redistribution of  responsibilities needs new 
 legislation. Although orchestration is likely to be realized in this case, additional 
agreements or changes in the law are likely to achieve more improvements.
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10.3.3  Case Study 3: Information System Supporting  
the Asbestos Removal Process

The information system under development to improve the process of asbestos 
removal is the third case looked at in this research. Asbestos is a mineral that has 
been used in the building sector since the end of the nineteenth century because of 
its resilience and resistance to heat. However, the use of this material was banned 
in the mid-1980s after it became known that inhaling its fibers is toxic. Currently, 
many buildings still contain asbestos, and when the material is discovered, for 
example, during reconstructions, it needs to be removed in a safe manner. The 
removal process includes reporting the discovery of asbestos, requesting a removal 
license, taking a sample of the finding, and finally removing it. Currently, this 
 process takes 6 weeks on average after the discovery of the asbestos is reported. 
Installing the information system is thought to decrease this lead-time radically to 
approximately 1 week.

Orchestrating the asbestos removal chain, however, has an even more impor-
tant reason than decreasing lead-times. It is estimated that many asbestos 
removals are currently carried out in an illegal manner. Organizations without a 
certificate issued by the national certifying agency carry out the removal in an  
 illegal manner because these organizations cannot be tracked by inspections. This 

Fig. 10.3 Redesigned import process of veterinary products (Source: [AUD08])
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means that there is no agency inspecting the manner in which these assessments 
and removals take place, for instance, by checking whether safety and health 
 regulations are followed. Therefore, the main reason for undertaking this 
orchestration  project is to get a firmer grip on the asbestos removals taking place 
in the Netherlands and reducing the number of illegal removals. The system 
designed has a similar function to that of the support system for the import of 
veterinary products, as it supports the information flow through the whole  process 
(see Fig. 10.4).

As soon as asbestos is found at a specific location, this finding is reported to 
the Asbestos Following System (AFS). The parties with access to this system are 
the local government that has to issue a license for the removal and the agencies 
inspecting the removal process. Currently, an asbestos discovery has to be filed 
into the system at least 2 weeks before an assessment or removal company visits 
the site where the asbestos has been found. The reason for this is that the assess-
ments and removals have to be carried out according to specific regulations and 
inspections have to be scheduled. As the asbestos removal process is already a 
step-by-step process where parties have clear responsibilities of the different steps 
that need to be taken, this process will not be redesigned, but merely supported by 
information technology capturing all the relevant information on the asbestos 
 discovery. This means that at all times, all the parties involved can follow the 
 status of the removal. The rationale behind this system is that by getting a firmer 
grip on the asbestos removal process by requiring all information to be stored and 
kept up to date in the system by all organizations involved, the process can be sped 
up. This will lead to a more efficient removal process as well as diminishing the 
administrative burden as information can be provided once. All requirements for 
orchestration are thus met.

However, the main objective for orchestrating the process was to decrease 
the number of illegal removals by increasing compliance to the certifying and 

Fig. 10.4 Asbestos removal process supported by orchestrator
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 inspection agencies. To achieve this goal, additional improvements need to be 
made in addition to installing an orchestrator. Therefore, the organizations 
involved in the process have taken the first steps to force organizations by law 
to register at the certifying agency and to use the orchestrating information 
system that will  subsequently be owned and maintained by this agency. In this 
instance the  implementation of an orchestrator has changed the legal status of 
one organization, which will, in turn, lead to further process improvements and 
efficiency gains.

10.4  Architectural Principles for Orchestration

Supporting the formation of service delivery chains and realizing ISD requires 
the development of comprehensive integrated architectures [JAN05]. The goal of 
 architecture is “to define and interrelate data; make hardware, software, and 
 communication resources available; and have the staff to efficiently and 
 effectively process transactions, produce information, and support a variety of 
domains of human activity” [RIC90]. Architecture should, thus, support  business 
processes and be closely linked to the goal and strategies of the enterprise 
[JAN05]. Furthermore, architecture can be used as a roadmap for future deci-
sions on information technology . As such, it can be used for communication 
purposes as well.

Architectural principles form the most important element of an architecture 
[RIC90]. Their goal is to formalize the underlying rules for the role of information 
technology (IT) within the organization. To be able to do this properly, it is 
 important that they are clearly related to the goal of the organization and that they 
provide a guideline for future IT development [TOG08]. Therefore, principles 
should be written in a language that is understood and used by the business, they 
should be limited in number, coherent, and endorsed by senior management 
[TOG08]. Furthermore, principles should be described including a statement of the 
practical implications that result from it [RIC90].

Based on the literature and by abstracting from the three case studies of public 
service delivery chains, six architecture principles were identified (see Table 10.1). 
These principles were evaluated in two expert sessions. Practitioners working on 
the case studies used in this research took part in the first session. The comments 
from this session show that the principles are useful for their working practice if the 
principles are applied to the specific situation of the cases. In the second session 
public professionals in the field of e-government participated. From this second 
session it followed that these principles were especially applicable within service 
delivery chains that have a more or less stable nature involving a limited and stable 
number of organizations. Therefore, we recommend that further research is 
 necessary to inquire into the relation of these architecture principles and the 
 structure of the service delivery chain or network. Each of these six principles is 
discussed by giving examples from the case studies.
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10.4.1  Architectural Principle 1: Information  
and Service Aggregation

The first architectural principle follows from the requirements for orchestration. 
Orchestration requires that single coherent services can be delivered and that 
 customers only need to provide information once to the service delivery chain. In 
short, the orchestration role needs to be taken over from the client. This means that 
services provided to the client that have been performed by separate organizations 
need to be integrated, ensuring that the client receives information that is complete 
and not contradictory. Furthermore, the client information that is provided at the 
start of the service request also needs to be disaggregated and distributed to the 
parties that need this information to perform the service.

In the cases examined, this information and service (dis-)aggregation took place 
by implementing information systems that allowed for entering and storing 
 information from the client, which could consequently be reused by all the parties 
allowed to log on to the system. To ensure that this (dis-)aggregation is performed 
in the right way, moving intelligence to the front office will be necessary. This first 
architectural principle can be implemented by installing a knowledgeable employee 
in the front office using the orchestration system interpreting all the incoming and 
outgoing information or by setting up a software system in which all possible 
scripts have been programmed beforehand. An important implication of this 
 principle is that all the information required by the service-providing organizations 
needs to be made explicit beforehand in order for the information system to store 
and request all this information from the client.

10.4.2  Architectural Principle 2: Process Coordination

Orchestration was defined as the coordination of processes and services to allow for 
ISD to be realized. Often, organizations performing a specific service are  dependent 
on the information provided by the client or by other organizations. Therefore, 
these dependencies need to be mapped and the process needs to be redesigned 
according to the objectives of the service delivery chain. From the case studies 
it becomes clear that defining the starting point and end of process steps, the 
responsibility for the activity, and the links with the adjacent steps are important 
for being able to identify the separate activities and coordinating them. Furthermore, 
being able to hold individual steps of the process accountable for their actions and 
 decisions appeared to be an important prerequisite for implementing orchestration. 
The cases in which clear steps of activities and information flows were designed 
were considered better practices of orchestration than the case in which a risk of 
opaque decision making was identified.

Furthermore, process coordination could lead to further process optimization, 
as it becomes possible to identify bottlenecks in the process. Implications are 
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that “points of decoupling” need to be identified clearly to ensure that process 
steps have a clear starting and ending point and also responsibilities need to be 
allocated. Orchestration can only work if the process is accountable. If the client 
is  dissatisfied with the service delivery, it needs to be clear where in the process 
a decision has been made for a certain part of the service, otherwise it is impos-
sible to make arrangements between the organizations involved in the service 
delivery chain.

10.4.3  Architectural Principle 3: Process Overview

From the case studies the importance of lead-time becomes clear. Clients would 
like to be served as quickly as possible; for businesses the adage is: “Time is 
money.” Furthermore, in some cases, such as the case of the joint permit request, 
legislation has defined the maximum lead-time for the process. Organizations 
involved in the service delivery chain need to rely on each other to ensure that they 
do not exceed this maximum lead-time, as in case of the permit request this requires 
the permit to be allowed automatically, for example. Therefore, it is important that 
not only the different organizations know of each other where a request or service 
is within the service delivery chain at any given time, but also the client likes to 
know how long the service might still take before it will be delivered. Therefore, 
not only coordinating the service delivery process is important for orchestration, 
but also giving an overview is necessary to improve service delivery: a “tracking 
and tracing” functionality should be added.

For this to be realized, however, process information on where a service request 
is being processed at any time has to be exchanged within the service delivery 
chain. Therefore, the third architectural principle is that a central work flow 
 application for creating an up-to-date and real-time process overview needs to be 
installed. The implication of this principle is that to provide tracking and tracing 
information to customers at any given time, process information needs to be stored 
centrally. This allows organizations involved in the service delivery chain to update 
process information constantly that is stored in a database connected to the 
 orchestration system.

10.4.4  Architectural Principle 4: Process Optimization

For service processing there is no single size that fits all. When process coordination  
is realized properly, this could lead to a next step for designing orchestration: 
 process optimization. In order truly to improve service delivery by, for example, 
decreasing lead-times, removing bottlenecks from the process is important. When 
the different process steps have been identified and their dependencies are clear, it 
is possible to shift activities to different actors, as long as such reallocation of 
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responsibilities is permitted. In case of the import of veterinary products, this can 
be observed, as the redesign of the process foresees a redistribution of tasks 
between the VWA and Customs.

Furthermore, in all cases it has been observed that one of the first process steps 
is a risk assessment of either the necessity of controlling the goods or of the 
 complexity of the specific request. In these cases, simple and complex requests are 
separated and a different pathway through the service chain is followed. This allows 
for process differentiation and optimization as simple requests can be dealt with 
easily without having to wait for the more complex cases to be processed, and 
complex cases can be given more attention without this process being interrupted 
by simple requests. In the case of the joint permit request this, for instance, means 
that only complex requests make use of this preparation module. The relatively 
simple cases are directly referred to the information system used for the actual 
request of the permits.

This architectural principle is related to the first principle that enough 
 intelligence should be installed in the service-delivering front end in order to 
recognize the difference between simple and complex requests. Criteria should 
be provided to the front office for it to be able to distinguish between simple and 
complex requests.

10.4.5  Architectural Principle 5: Differentiation of Workflow 
and Decision Making

The fifth architectural principle follows from the risks identified in the case of 
the joint permit request. In this case, the risk of nontransparency was identified 
and although the situation is set up to help clients, there is a danger of the 
 process becoming compromised if not all steps are performed or if not all clients 
are treated in the same manner. Therefore, it is important to distinguish between 
the decision-making functionality of the service delivery chain and the workflow 
functionality guiding the service through the chain. To ensure the transparency 
of the process and its outcomes, these functionalities should not overlap in the 
same process role. Thus, although process information should be stored  centrally, 
the decision-making functionality should be appointed to the proper authority 
being entitled to make these decisions.

10.4.6  Architectural Principle 6: Maintain Risk Profiles

In all cases a risk assessment step is designed in the orchestrated process. This risk 
assessment step will have one of two functions with the same overarching goal: to 
differentiate between simple and complex processes. In the case of the joint permit 
requests, an informal assessment is made when a citizen or business contacts the 
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local government as to whether the request concerns a single permit request or a 
multiple permit request. Furthermore, the complexity of the request will be 
assessed. Principle four stated that complex processes should be treated differ-
ently, as they are expected to be more difficult to process and chances are higher 
that the request will be incomplete. Therefore, more attention is given to these 
complex requests. In the case of asbestos removal, the function of the risk assess-
ment is to assess the complexity of the discovery. For instance, is the discovery 
small or large, are there multiple finds in a building, or is the asbestos located only 
at one spot. The  complexity of the asbestos discovery is likely to have implications 
for the removal process as well as the inspections to be carried out.

The risk assessment process step in the case of the import of veterinary 
 products has a slightly different functionality. Here, risk profiles are set up 
beforehand on the basis of pattern recognition of previous imports by the same 
company and the origins of the products. In the case where an importer has built 
up a strong name and imports are usually of impeccable quality, the frequency of 
inspections is decreased. In time, this is likely to lead to a more advanced system 
of inspections in which mainly the suspicious imports will be inspected and 
trusted products will be released often without inspection, accelerating the 
import process.

However, in both cases, risk profiles are partly dependent on legislation. In the 
case of importing veterinary products, legislation could decide that certain coun-
tries need to be checked more thoroughly, for instance, because of a recent breakout 
of a disease. And in the other two cases, risk assessment criteria may change as a 
result of changing legislation, for example, if European criteria for asbestos 
removal require a change in Dutch legislation. In order for these changes of law to 
be noticed clearly, it could be useful to maintain risk profiles centrally. In that way, 
business processes are not affected by any changes in legislation and maintaining 
these profiles centrally, specialized lawyers could be given responsibility over the 
risk assessment of service delivery chains, resulting in shared services.

10.5  Conclusion

The case studies show that although various approaches to orchestration can be 
taken, some similarities could be identified that are translated into generic 
 principles. Architectural principles form an important part of any IT architecture 
as a way to formalize the underlying rules for the role and design of systems 
within the organization. In this chapter we derived six architecture principles for 
 orchestration of cross-organizational service delivery based on theory and  practice. 
These principles are: (i) build an intelligent front office, (ii) give processes a clear 
starting point and end, (iii) build a central workflow application keeping track of 
the processes, (iv) differentiate between simple and complex processes, (v) ensure 
that the decision-making responsibility and the overview of the process are not 
 performed by the same process role, and (vi) create a central point where risk 
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profiles are maintained. The case studies show how these principles can be used 
in  practice for creating ISD by developing cross-organizational service delivery 
chains. They can guide the process of re-engineering supply chains in which many 
stakeholders  take part.

The use of the architectural principles will avoid problems at a later stage by 
creating adaptive processes and increasing transparency. In the case studies these 
principles were used to lower the administrative burden, to improve the effectiveness  
and efficiency of the service delivery process, and to increase  customer  satisfaction. 
Evaluation of these principles showed that they can be used to design orchestration 
arrangements in public service networks and in this way the  advantages of orchestra-
tion for improving cross-agency service delivery  processes can be exploited fully. 
However, these principles were formulated based on case studies in stable service 
delivery chains in the Netherlands in which a fixed  number of parties are involved. 
Furthermore, for purposes of generalization, these principles were formulated in an 
abstract manner. Therefore, we recommend  organizations to adapt and customize 
these principles to their situation. This is likely to result in more specific principles 
that are easily understood and directly applicable to their specific situations.

Further research should be carried out to learn more about the effectiveness of 
architectural principles in other cross-organizational processes. The case studies in 
our example employ SOA and Web service orchestration (BPEL) technology, 
whereas there are also other approaches and standards for realizing ISD. Currently a 
shift is occurring towards the use of Event-Driven Service-Oriented Architecture 
(EDSOA) in which events are communicated instead of messages and receivers must 
determine whether and how to react to an event [OVE09]. Although there are no 
examples found in practice yet, this  development should be monitored and used to 
determine whether the principles remain valid and if new principles can be derived. 
Moreover, further research should focus on other ways of evaluating  cross-organizational 
chains. The case studies in this chapter were analyzed from a BPR perspective ana-
lyzing the main  process steps and information flows. Other methods include using a 
Delphi method or by  carrying out action research. A Delphi method relies on a panel 
of experts that can be used to evaluate and extend the principles. Other ways of evalu-
ating the principles are determining the actual use in practice of either the principles 
alone or of architectures developed based on the principles.
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11.1  Introduction

As the development and deployment of electronic government solutions continues, 
the system complexity, multiplicity, and diversity in the public sector is posing 
extreme challenges to common interoperability standards. In this quest for collab-
orative operation, e-Government Interoperability Frameworks (eGIFs) are a corner-
stone for the provision of one-stop, fully electronic services to businesses and 
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Abstract As digital infrastructures increase their presence worldwide, following 
the efforts of governments to provide citizens and businesses with high-quality 
one-stop services, there is a growing need for the systematic management of those 
newly defined and constantly transforming processes and electronic documents. 
E-government Interoperability Frameworks usually cater to the technical standards 
of e-government systems interconnection, but do not address service composition 
and use by citizens, businesses, or other administrations.

An Interoperability Registry is a system devoted to the formal description, com-
position, and publishing of traditional or electronic services, together with the rel-
evant document and process descriptions in an integrated schema. Through such a 
repository, the discovery of services by users or systems can be automated, result-
ing in an important tool for managing e-government transformation towards achiev-
ing interoperability.

The chapter goes beyond the methodology and tools used for developing such a 
system for the Greek government, to population with services and documents, 
application, and extraction of useful conclusions for electronic government trans-
formation at the global level.
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citizens [IDA07]. Such interoperability frameworks aim at outlining the essential 
prerequisites for joined-up and Web-enabled Pan-European E-Government Services 
(PEGS), covering their definition and deployment over thousands of front-office and 
back-office systems in an ever-extending set of public administration organizations.

Embracing central, local, and municipal government, e-government interopera-
bility assists public sector modernization at business, semantic, and technology 
levels. As more and more complex information systems are put into operation every 
day, the lack of interoperability appears as the most long-lasting and challenging 
problem for governmental organizations that emerged from proprietary develop-
ment of applications, unavailability of standards, or heterogeneous hardware and 
software platforms.

11.2  Background and Scope

In order to effectively tackle the transformation of public administration, the 
European Union has set key relevant priorities in its “i2010 eGovernment Action 
Plan” [EUR07]. At the national level, most European Union member states have 
produced their own national digital strategies (e.g., the Greek Digital Strategy 
2006–2013 [GRE07], or the Estonian Digital Strategy [EST06]) which include 
measures and strategic priorities aimed at developing e-government.

Within this context, most countries have tried to face the interoperability 
 challenge with the adoption of national e-GIFs covering areas such as data integra-
tion, metadata, security, confidentiality, and delivery channels, which fall into the 
technical interoperability layer. Such frameworks have issued “sets of documents” 
guiding system design but to date have not developed appropriate infrastructures, 
such as repositories of XML schemas for the exchange of specific-context informa-
tion throughout the public sector, observed only partially in the United Kingdom’s 
e-GIF Registry [UKC09] and the Danish InfoStructureBase [DAN09]. Furthermore, 
as shown in recent e-government framework reviews [CHA07, GUI07], there exists 
no infrastructure proposal for constructing, publishing, locating, understanding, 
and using electronic services by systems or individual users.

In order to take full advantage of the opportunities promised by e-government, 
a second-generation interoperability frameworks era, launching “systems talking 
about systems” and addressing issues related to unified governmental service and 
data models, needs to commence. As presented in the next sections of this chapter, 
such an interoperability registry infrastructure, should consist of:

An e-government ontology, able to capture the core elements and their relations, •	
thus representing services, documents, providing organizations, service users, 
systems, Web services, and so on.
A metadata schema, extending the e-government ontology and providing various •	
categorization facets for the core elements, so as to cover for information inser-
tion, structuring, and retrieval.
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Formal means for describing the flow of processes, either still manual or •	
 electronic, and the structure and semantics of various electronic documents 
exchanged among public administrations, citizens, and businesses.
An overall platform integrating data storage, ontology management, enterprise •	
modeling, and XML authoring, data input, and querying mechanisms as well as 
access control and presentation means.
The population of the e-government ontology database, with information •	
about administrations, their systems, services, and documents is an important 
step. Because this task usually involves gathering huge amounts of informa-
tion, an initial set of data should be considered first: this way, population 
achieves a critical mass, while automatic knowledge acquisition tools are 
being developed.

11.3  Defining an E-Government Ontology

The representation means of the proposed system should first capture the core 
 elements of the domain, together with their main relationships. Most existing 
approaches for e-government ontologies cover neighboring domains, such as public 
administration knowledge [FRA03, WIM06], argumentation in service provision 
[DIP04, SEN07], eGovernment projects [DAM01], or types and actors in national 
governments [CIA02].

As partly depicted in Fig. 11.1, the proposed e-government ontology [CHA08a, 
SOU08] provides for the representation of the following core elements.

Services provided in conventional or electronic means by public authorities to •	
citizens and businesses
Documents, in electronic or printed format, that constitute the inputs or outputs •	
of a service or are involved during their execution
Information systems that support the service provision and encompass the Web •	
portals as well as the back-office and the legacy systems
Administrations, nested at infinite hierarchical levels, being ministries, regions, •	
municipalities, organizations, or their divisions and departments
Web services for the interconnection and the interoperability among information •	
systems during a service execution
Legal framework that regulates the service provision, documents issuance, and •	
overall operation of the public bodies
XML schemas and code lists with which the electronically exchanged docu-•	
ments comply and which are exploited in Web services
Business Process Modeling Notation (BPMN) models for linking services with •	
their workflow models
Web Services Definition Language (WSDL) descriptions linking Web services •	
with the respective systematic, machine-readable description of their behavior
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Additional objects complementing the core ontology elements are citizens (as 
various types of citizens requesting services), enterprises (both as service recipients 
but also as contractors for government projects), legal framework elements (that 
guide services provision), life events and business episodes that may trigger a service 
request, or technical standards affecting the provision of electronic services.

11.3.1  Metadata Standards for Multifaceted Classification

The e-government ontology is supported by numerous categorization facets and 
standardized lists of values for systematically structuring database contents during 
the population phase, including types of services and documents (according to the 
Government Category List (GCL) categorization).

All the core elements of the e-government ontology have predefined metadata, 
so that their description, search, and retrieval can be assisted. The implemented 
metadata structure is based on and extends a number of existing metadata structures 
in literature and practice, namely:

Dublin Core Metadata Initiative [•	 DUB07] provides a generic set of attributes for 
any government resource, be it document or system, including various exten-
sions [TAM05].
United Kingdom’s e-Government Metadata Standard (UK eGMS) [•	 UKC07] 
lays down the elements, refinements, and encoding schemes to be used by 
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Fig. 11.1 Core elements of the ontology
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 government officers when creating metadata for their information resources or 
designing search interfaces for information systems.
Australian Government Locator Service (AGLS) Metadata Element Set [•	 AUS09] 
provides a set of metadata elements designed to improve the visibility, accessi-
bility, and interoperability of online information, organizations, and services.
New Zealand Government Locator Service (NZGLS) Metadata Element Set [•	 STA09] 
originally designed for use by any governmental agency wishing to make informa-
tion sources or services more readily discoverable is suitable for more general use.
IDABC Management Information Resources for E-Government (MIREG) •	
[IDA09] came to supplement MOREQ (Model Requirements for the Management 
of Electronic Records) results and aimed to develop extensions to the Dublin 
Core for government information based primarily on the national metadata rec-
ommendations of the member states’ public administrations.
CEN/ISSS Workshop on Discovery of and Access to e-Government Resources •	
(CEN/ISSS WS/eGov-Share) [CEN09] presents the ontology for the description 
of e-government resources (services, process descriptions, standards and 
interoperability frameworks, requirements, documents) and the metadata schema 
that is used in its work.

However, such metadata standards and schemes for network resources apply 
mainly to documents, electronic archives, and public sites or do not cover all the 
requirements for service-related modeling.

The resulting metadata definitions proposed in this chapter cover all the important 
facets for classifying and querying the elements of the ontology, so as to provide 
answers to important questions regarding the status of electronic provision of services, 
existence and structure of documents, relation of services with public administra-
tions, characteristics of the various governmental information systems, and so on. 
Table 11.1 shows the metadata definitions for the service element, indicating which 
of them are represented as lists of values or structured elements themselves 
[CHA09b, LAM07].

Relevant, extensive metadata description fields exist for documents, administra-
tions, information systems, and Web services, providing an indication of the descrip-
tive power of the ontology. Noncore elements (e.g., legal framework elements, generic 
governmental resources) may have simpler metadata fields, as shown in Table 11.2.

11.4  Combining Processes and Data

The description of services and documents cannot be complete without formal 
representation of the services flow and of the documents’ internal structure. The 
importance of formal, combined description of services and document schemas has 
been properly identified in the current literature [GON06, GUI07].

Business modeling and analysis of the processes and the public documents that 
take part in their execution, is done using the BPMN notation [OMG06] and the 
ADONIS modeling tool, provided by BoC International [BOC08].
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As shown in Fig. 11.2, e-government processes are modeled using BPMN 
 notation, resulting in easy identification of documents to be exchanged, decisions 
taken during the service flow by citizens/businesses or administrations, and specific 
activities or information systems that take part in the overall process execution, in 
this case the electronic VAT declaration from an enterprise to the Tax Authority.

Design of data schemas involved in the execution of the processes under consid-
eration has been performed with the use of the UN/CEFACT CCTS methodology 
[UN07], for the creation of common components among the various governmental 
documents that have been identified through process modeling. Then, following 
modeling and homogenization of data components, Altova XML authoring tools 
[ALT09] have been used for defining the final XSD descriptions representing busi-
ness documents of all types.

Final XSD files [CHA08b] have been linked with the respective governmental 
documents of the ontology, resulting in a comprehensive and easy to navigate 
semantic network structure.

11.5  The Interoperability Registry Platform

State of the art in registries and repositories for the public sector typically falls 
within the jurisdiction of the current European or national e-government interoper-
ability frameworks. In most cases, however, such repositories try to cover the 
semantic aspect of interoperability with XML schemas for the exchange of specific-
context information throughout the public sector within the country borders and do 
not interfere with service descriptions or Web services deployment. For example in 
the European Union:

The United Kingdom has developed the XML Schema Library [•	 UKC07], 
 containing approximately 78 XML schemas.

Table 11.2 Legal framework metadataa

General information
Identifier Title Official journal 

identifier
Official journal page  

numbers
Application field (*) Application status (*)

Type (*) Language (*) Date: issued
Date: signed Date: valid (from–to) Relevant attachments

Legal rule details
Identifier Title Description

Legal framework relations  
details

Legal framework identifier Relation type (*)
aThe fields marked with (*) take values from appropriate predefined, controlled lists
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Fig. 11.2 VAT declaration model
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Denmark has designed the InfoStructureBase system [•	 DAN09], including an 
international standards repository with business process descriptions, data-model 
descriptions, interface descriptions, complex XML schemas, and schema frag-
ments (information objects) from public and private organizations, and an UDDI 
(Universal Description, Discovery, and Integration) repository containing infor-
mation on Web services.
Germany has the XRepository [•	 BIT09], a central point providing XÖV core 
components and data models for reuse.
In Italy, one can find a similar approach in the Arianna project [•	 BAR06], which 
has defined an ontology for e-government public services and deployed a 
 repository containing service descriptions mainly at the local level.
At a pan-European level, the European Interoperability Framework [•	 IDA07] 
which is currently being revised by IDABC [IDA08] is met. As far as the semantic 
interoperability aspect is concerned, EU-Project SEMIC.EU (Semantic 
Interoperability Centre Europe) [SEM09] has also been launched in order to 
support the data exchange for pan-European e-government services.

Gaining knowledge, best practices, and lessons learned from the above similar but 
partial attempts [PAL08], Greece has deployed an infrastructure that can effectively 
support the interoperable operation of governmental systems through providing for 
service composition, discovery, and use in a utility-like way.

The Interoperability Registry Prototype [CHA09a, SOU08] is a Web-based 
repository of service and document metadata, service process models in BPMN, 
standardized XML schemas for often-used governmental documents based on UN/
CEFACT CCTS (Core Components Technical Specification), as well as code lists 
for the most common information elements within governmental service provision 
in Greece. The Interoperability Registry prototype can enhance access to and delivery 
of governmental knowledge, information, and services to the public and other gov-
ernmental agencies and bring about improvements in government to operations that 
may include effectiveness, efficiency, service quality, or transformation. It is built 
to provide a methodological process modeling framework for e-government ser-
vices via an ontology-based intelligent Web information system with simple data 
entry and management and also allows different user groups to be aware of the 
public sector administration and services provision through a wide range of simple, 
complicated, and statistical reports.

The architecture that implements the Interoperability Registry comprises three 
layers: (a) the Web-based and UDDI interfaces for various groups of users, (b) the 
tools layer including ontology management, process and data modeling, and (c) the 
information repository for interconnected data elements, process models, XML 
schemas, and Web services descriptions. These three layers, as shown in Fig. 11.3, 
are integrated through a relational database management system and the common 
access control and application engine.

The front-end platform components are the following:

The registry website found within the Greek eGIF website [•	 GRE08], which 
publishes the various documents of the e-government framework but also gives 
access to citizens and businesses for publicly available data.
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The registry intranet, accessible to preselected public administrations and •	
portal builders that gives access to the registry tools (processes, ontology, 
XML).
The registry UDDI interface, where administrations publish their Web services •	
or find existing available Web services to use through their information systems, 
constructing truly interoperable, one-stop services.

The tools layer consists of the process modeling facilities, based on the ADONIS 
engine, the XML management facilities, based on the ALTOVA XML platform, and 
the custom-developed ontology management, data entry, and reporting tools that 
integrate all representations and models.

Web Services

XML Schemas &
Core Components

Services, 
Documents, 
Systems &

Organisations
Metadata

BPMN Process 
Models

Process
Modeling 

Tools
(incl. COTS 

software)

Ontology 
Management, 

Population
& Reporting

Tools

XML
Management 

Tools
(incl. COTS 

software)

Registry Intranet 

(Limited Access:
Public 

Administrations 
and Portal 
Builders)

Common Access Control and Application Engine

Registry Web Site 

(Public Access:
Citizens and 
Businesses)

Registry UDDI
Interface

(Limited Access:
Systems)

Relational Database Management System

Fig. 11.3 Platform architecture
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Finally, the data storage layer incorporates connected database schemas for the 
ontology instances, the Web service descriptions in WSDL, the process models, 
and the XML schemas and core components.

The Interoperability Registry has been implemented using the latest Web 
 programming techniques. The Web interface has been developed with the ASP.NET 
2 Web application framework running in integrated mode on Internet Information 
System 7.0. The DBMS used in the development of this system is SQL Server 
2005. SQL Server 2005 has been chosen for its performance and scalability as one 
of the last trends in database development.

11.6  Population of the Repository

Initial population of the Interoperability Registry repository was greatly assisted 
by the existence of data in electronic form, through the Greek Ministry of Public 
Administration. As shown in Table 11.3, even for a country close to the average 
European Union Member State population (11 million citizens), the size of the 
domain is significant, involving thousands of governmental points, services, and 
document types.

Furthermore, a plethora of information systems are currently under develop-
ment, during the new Greek Digital Strategy plan, aiming to achieve full electronic 
operation of the state by 2013.

Population of the repository was achieved through the following automated and 
semiautomated activities.

Automated import of more than 1,797 administrations including ministries, •	
 prefectures, districts, municipalities, and public sector organizations

Table 11.3 Size of the domain in Greece

Organizational aspect
18 Ministries, 13 prefectures, 52 districts, 1,024 municipalities, 690 public sector organizations
2,500 Governmental points of service’

Services and data aspect
3,000 Noninteroperable service types (government to citizens and businesses)
4,500 Document types exchanged between administrations

Systems aspect
300 Central government internet portals
1,000 Municipal government internet portals
2,500 Public administration back-office systems

Users aspect
750,000 Enterprises (small, medium and large)
11,000,000 Citizens
18,000,000 Tourists per year
1,000 IT products and services companies
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Automated import of 1,009 public service definitions, with core metadata •	
descriptions and frequency indications, stemming from three million service 
requests by citizens and businesses during the last year
Modeling of the core-100 governmental services (including all i2010 services •	
and the services amounting to 85% of the yearly service requests)
Modeling of the core XML schemas and WSDL for Web services to be devel-•	
oped, an ongoing activity

The resulting platform is now being maintained and further populated with the 
assistance of engaged public administrations. Already, crucial questions of admin-
istrations can be answered, such as the following:

What is the formal description of the birth certificate issuing service?•	
Which services depend on identity card provision?•	
What are the most needed services by other services (interoperability request)?•	
What are the necessary documents and their XML definitions for issuing a resi-•	
dence permit?
Which services pertaining to civil registries are already electronic at level 2 or 3?•	
What are the existing Web services from the Tax Authorities – Ministry of •	
Finance?

The target audience for the Interoperability Registry Prototype includes the 
Informatics Development Agency of the Greek Ministry of Interior (as the Registry 
Authorized Monitor), every public body that provides any type of governmental 
services, and ultimately citizens and enterprises as beneficiaries of the registered 
services. The initial users of the Interoperability Registry by the public administration 
were determined in a three-stage approach: (a) the core team, including the Ministry 
of Public Administration and the National eGIF team; (b) the main public sector 
stakeholders, including key ministries, organizations, and local administrations; and 
(c) e-government project managers and implementation teams, from the public and 
private sectors. Currently, registry users, with various levels of access, exceed 100.

The acceptance of the Interoperability Registry by the public administration is 
ensured by the fact that the Greek eGIF is (since January 2009) a national law (Law 
3731/2008) in Greece based on which all public IT systems and services must abide 
by its provisions. According to this law, the competent authority for maintaining the 
eGIF and the registry (from April 2009) will be the Informatics Development 
Agency which falls under the jurisdiction of the Greek Ministry of Interior. The 
prototype has now come into full productivity and is hosted in the infrastructures 
of the national e-government portal, HERMES.

11.7  Conclusions

The new Greek Interoperability Registry presented in this chapter introduces a new 
system (not a paper-based specification) that will interact with e-government 
 portals and back-office applications, administration stakeholders, businesses, and 
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citizens, guiding e-government transformation and ensuring interoperability by 
design, rework, or change.

The implementation addresses a number of key issues, such as the following:

Definition of an e-government ontology and metadata definitions for all core •	
elements in the e-government domain
Formal description of governmental services with the use of BPMN models and •	
tools
Development of unified governmental data models (in the direction of UN/•	
CEFACT Core Components), with the use of XML authoring platforms 
[CHA07]
Integration of models, tools, and repositories in a comprehensive platform, made •	
available to public administrations, businesses, and citizens.
Specification of truly interoperable, one-stop governmental services.•	

The initial application of the system, as well as the relevant evolutions from other 
European eGIFs, are indicating that new perspectives should be taken into 
 consideration in e-government frameworks from now on, analyzed as follows:

Importance and adequate effort should be put in defining standard, formally •	
described electronic services for businesses and citizens, thus providing clear 
examples to administrations and service portal developers.
Paper-based specification should give way to system-based presentation of the •	
framework, incorporating service descriptions, data definitions, unified domain 
representation ontologies, and metadata in a common repository.
Organizational interoperability issues should be supported by a more concrete •	
methodology of how to transform traditional services to electronic flows, with 
the use of decision-making tools. In this direction, the interoperability registry 
infrastructure presented can be of great assistance as it contains all the necessary 
information in a comprehensive, well-defined, and connected semantic 
network.
The collaboration among European e-government interoperability frameworks •	
is particularly beneficial for the ongoing efforts of individual countries, because 
it ensures that lessons from the pioneers’ experience are learned and that the 
same mistakes will not be repeated.

Future work concerning the Greek eGIF and the Interoperability Registry 
includes both organizational and technical tasks, inasmuch as the proper mainte-
nance and usage of the registry is now the crucial issue. As far as the metadata set 
hindered behind the registry is concerned, further steps include: (a) exploitation in 
intelligent governmental service front ends that enhance end-users’ experience and 
have recently started to gain momentum at the international research scene, mainly 
when it comes to provided public services cataloguing and user groups profiling 
information, and (b) further elicitation in order to take into account service 
addressees’ feedback when creating the service alternative scenarios.

Finally, is has been identified that no system can work without the public 
 servants’ engagement: more effort is to be put towards encouraging stakeholders to 
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interact with the registry and among themselves, building synergies across the 
 public sector authorities in a truly interdisciplinary way and, it is hoped, extending 
the e-participation features of the registry.
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for E-Government Applications: A Case Study
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Florence Pontico, and Marco Winckler 

Abstract The increasing use of the Web as a software platform together with the 
advance of technology has promoted Web applications as a starting point for 
improving communication between citizens and administration. Currently, several 
e-government Web portals propose applications for accessing information regarding 
healthcare, taxation, registration, housing, agriculture, education, and social 
services, which otherwise may be difficult to obtain. However, the adoption of 
services provided to citizens depends upon how such applications comply with the 
users’ needs. Unfortunately, building an e-government website doesn’t guarantee 
that all citizens who come to use it can access its contents. These services need to 
be accessible to all citizens/customers equally to ensure wider reach and subsequent 
adoption of the e-government services. User disabilities, computer or language 
illiteracy (e.g., foreign language), flexibility on information access (e.g., user 
remotely located in rural areas, homeless, mobile users), and ensuring user privacy 
on sensitive data are some of the barriers that must be taken into account when 
designing the User Interface (UI) of e-government applications.
Although several initiatives (such as the W3C WAI) focus on how to promote 
usability and accessibility of content provided via e-government, many governments 
are enhancing their technology to make their services compatible with new 
communication channels available through multiple devices including interactive 
digital TVs (iTV), personal digital assistants (PDAs), and mobile phones. In this 
chapter we focus on this latter issue, which means the development of multitarget 
government services available across several platforms. Hereafter we discuss the 
major constraints underlining the importance of investment on the UI’s design of 
e-government applications. Moreover, we propose a framework for envisioning 
advanced UIs where the adaptation to the user’s capabilities and available devices 
as well as physical and social environment will play a major role.
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12.1  Introduction

The large variety of computing systems available nowadays (e.g., low-weight desktop/
notebook computers, cell phones, Smartphones) has created a milestone for cost-
effective development and fast delivery of multitarget applications. During the last 
decade, users have become accustomed to new means of service delivery in the 
private sector. Today users expect the same level of service availability from the 
public sector: they want their interactions to be convenient, and they prefer to be 
online rather than in line [UNI08].

Faced with these expectations, some administrations have started to exploit several 
channels making it possible for users to consume the services anytime, anywhere, 
and anyhow. However, the decision of deploying e-government services on new 
communication channels has to accommodate competing objectives in the 
 e-government domain [EUI04]: to improve the quality of public services and the 
way they serve the community, and to reduce the costs of providing these services. 
In this context, the design of the User Interface (UI) of e-government services 
should acknowledge the following constraints.

Public administration should ensure multiple access points to e-government •	
applications allowing home access via Internet broadband, computer-based 
kiosks, as well as mobile platforms.
Universal access has become one of the major challenges for widespread adop-•	
tion of many e-services provided to citizens, in particular those suffering from 
disabilities or literacy barriers (e.g., illiterate users, immigrants seeking informa-
tion about the country).
E-government applications present advantages for both front-office users (e.g., •	
citizens, associations, companies) and back-office people (e.g., government 
employees). Usability for back-office users should not be neglected as usability 
problems can cause errors and losses of data that compromise the quality of the 
whole system.

As far as the cost of services is an issue, it must include the adoption rate of services 
by citizens. A countless number of e-government initiatives worldwide failed due 
to the low technology adoption levels in their communities [CAR05, TIT06]. 
Citizens tend to choose the most familiar communication channel available but 
such a decision is affected by the complexity of tasks involved [PIE07].

This chapter discusses the development process of e-government services for 
new communication media and in particular, their deployment over many plat-
forms. Designing such applications may turn out to be difficult because of the large 
variety of tools and methods for developing cross-platform applications.

We propose to use a framework for reasoning about advanced UIs. By 
“advanced” we mean the UIs’ capacity to adapt to the context of use while preserving 
user-centered properties. The context of use refers to a triplet: user’s profile, available 
platforms, and physical and social environment. A UI capable of a user-centered 
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adaptation is said to be plastic [THE03]. Our work is underlined by two main 
assumptions:

By focusing on end-users’ requirements we can select the platforms that best •	
suit their needs, thus reducing the risk of rejection.
By focusing on users’ tasks we can measure the complexity of the steps required •	
to accomplish administrative procedures and assess the technical feasibility of 
deploying tasks on multiple platforms.

The rest of this chapter is organised as follows. Section 12.2 surveys trends on 
multichannel delivery for e-government services and presents the foundation of 
plasticity. Section 12.3 elicits the key dimensions of plasticity. A real case study 
of an e-procurement service is presented in Sect. 12.4 with solutions for deliver-
ing plastic UIs. Conclusions and future work are elaborated in Sect. 12.5.

12.2  State of the Art

For promoting government services, transactions, and interactions with citizens, 
businesses, and other arms of government, administrations have employed a large 
range of communication channels. The most relevant ones are elicited in this sec-
tion. Then, the theoretical foundations of plasticity are presented. Switching from 
one channel to another one is a kind of plasticity.

12.2.1  The World Wide Web Platform

The World Wide Web was the starting point for integrating services available 24/7. 
E-government services deployed on the Web are smoothly moving from content-based 
websites to electronic case handling, including connections with all actors involved 
in the supported process (e.g., central and local government agencies, direct con-
nection between citizens and governments, and connections among stakeholders) 
[CAP06]. Recently several initiatives have tried to develop guidelines for develop-
ing usable and accessible e-government services [UKE03]. Concerned by the ever-
growing use of the Web as a common platform, the World Wide Web Consortium 
[ACA09] has recently started a new interest group for improving access to govern-
ment through better use of the Web. Among the activities performed by this new 
W3C group is the recommendation for designing Web applications for delivering 
content through many communication channels. This interest group is related to 
previous W3C initiatives on mobile platforms and accessibility. The latter becomes 
one of the most important references for e-inclusion initiatives undertaken by any 
democracy in the digital era.
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12.2.2  Nontraditional User Interfaces

The huge penetration of mobile technology (about 3.3 billion mobile users 
around the world) has motivated many public organisations to make  e-government 
services through mobile devices even in developing countries. Mobile technolo-
gies have not only been used to enable communication with citizens and organisa-
tions but also for delivering advanced services. For example, the BlueTo 
application [CAR06] deploys a location-based solution for delivering digital 
 content previously distributed by the public administration on traditional media 
but including located content to citizens and tourists (e.g., basic tourist informa-
tion, emergency numbers, and events in the city). Mobile technology provides 
many opportunities but also suffers from lots of drawbacks such as small screen 
size and resolution limit interactivity. In addition, cell phones can easily be lost or 
stolen so they are not suitable for storing private data. However, mobile technol-
ogy has recently become so important that many organisations are deploying 
huge efforts to find solutions to foster e-government initiatives through mobile 
technology. These initiatives are often referred to as m-government or mobile 
government [SON05]. 1

Digital interactive TV (iTV) is a promising communication channel for deliver-
ing e-government services. iTV combines television content with some of the 
 interactivity people are now used to on the Internet such as clicking on links. The 
interactive element comes from the channels having a means whereby the user 
can send his or her own signals back to the broadcaster [SCH08]. An example of 
iTV usage in the e-government domain is the VOICE system 2 which has been 
implemented in India to disseminate information to citizens about government 
activities. iTV technology is recent but the preliminary results are encouraging 
[SCH08]. However, there are also various potential problems such as the pre-
dominant use of remote control, which is far more restricted than a computer 
keyboard. Interactive services may also not be suited to the television viewing 
habits of many users; unlike the Web, TV is a medium often used for recreation 
or relaxation by several people at once [BER05]. Making sure that iTV contents 
and devices are flexible enough so that people are able to perceive, understand, 
and interact with them is an essential requirement for the democratisation of 
information via TV.

12.2.3  Multichannel Delivery of Services

Most currently available applications are deployed in a single platform but one of the 
most notable trends is the development of multichannel services. “Looking Local” 3 
is a versatile application in the United Kingdom which is accessible at major United 
Kingdom interactive TV platforms (Sky and Virgin) from mobile phones and on 
some kiosks. Indeed, many governmental reports strongly recommend that 
 e-government services must be deployed in many different platforms in order to 
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 provide better coverage of services and reach users with special needs [ACA09, 
TAO07]. The study launched by the European Union [EUI04] provides a detailed list 
of criteria for evaluating multichannel delivery of e-government services (e.g., acces-
sibility and inclusion, speed delivery for time-critical information, etc.) and it points 
out some best practices. One of the main contributions of such a study is to classify 
 communication channels according to benefits for end-users (i.e., citizens) but also 
for administrations. The deployment of e-government services through several 
 communication channels can be sought as an ultimate goal for reaching all citizens. 
However, this diversity offers important challenges such as:

Producing and maintaining several versions of single applications across multiple •	
devices
Checking consistency between versions for guaranteeing seamless interaction •	
across multiple devices
Building into these versions the ability to dynamically respond to changes in the •	
context of use such as network connectivity, user’s location, and so on

The availability of several communication channels does not mean that applications 
convey the same information and services across different platforms. Technical 
constraints (such as screen size) can prevent the display of large amounts of infor-
mation. On the other hand, applications can convey information and services via the 
communication channel that best suits user needs.

12.2.4  Foundation of User Interface Plasticity

The deployment of e-government services with innovative and multicommunica-
tion channels faces issues that are addressed in Human–Computer Interaction 
(HCI). Indeed, with the technological advances and the emergence of ubiquitous 
computing, interactive systems are constantly evolving. UIs are now increasingly 
multimodal (e.g., multimodal mobile museum guide [SAN07]), borrowing exotic 
input and output devices from the environment (e.g., the IO Brush [RYO04]). They 
can be distributed classically using a PDA as a universal remote controller [REK97]. 
Finally, they are able to support implicit interaction [SCH00] and to dynamically 
migrate across a set of possibly heterogeneous platforms [BAL04]. As a result, 
there is a need for interactive systems to be able to adapt to their context of use. 
Plasticity refers to this ability of UIs to withstand variations in the context of use 
while preserving user-centered properties [CAL03]. The context of use is defined 
as a combination of the user’s features, his/her technological platform (i.e., devices), 
and environmental conditions (e.g., office environment, mobile, etc.). Adaptation 
consists in remolding and/or redistributing the UI [VAN08].

Remolding denotes any UI reconfiguration that is perceivable by the user and that 
results from the application of transformations to the UI. Remolding can be intramodal 
(e.g., from graphics to graphics), intermodal (e.g., from graphics to voice), or multi-
modal (e.g., combining graphics and voice as in Teresa [BER05]). The first studies on 
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plasticity focused on understanding the abstraction levels at which such adaptations 
occur [CAL03]. Then, degradation rules for squeezing the UI when migrating from a 
less-constrained platform to a more-constrained one were investigated [FLO06].

Redistribution denotes the reallocation of the UI components to the interaction 
resources. For example, the Sedan–Bouillon website [BAL04] that is centralised 
on a single PC unit can be redistributed across the PC and the PDA via a supra-UI. 
The supra-UI allows the user to control (i.e., supervise) the adaptation process 
(here to choose the components to redistribute across the interaction resources 
[COU06, SOT07]). Redistribution is performed along migrations (i.e., UIs trans-
fers from one device to another [BAN04, GRO04]). Migrations can be partial or 
total. Depending on the discrepancies between the source and the target platforms 
(e.g., screen resolution, input devices available, etc.), migration may call for 
remolding [GHI09, UNI08].

Remolding and redistribution have been investigated from different perspec-
tives. The first one is a model-based approach, defining tools and methods for the 
development (reification, abstraction, translation, or crossing) of UIs adapted to 
their context of use, such as ArtSudio [THE03], Teresa [BER05], WebRevenge 
[PAG02], or the UsiXML framework (http://www.usixml.org/). The second 
approach to mention offers technical tools, such as toolkits (WAHID [JAB03], 
COMETs [DAA07]) or run-time infrastructures (Ethylene [BAL09]). Finally, 
Model-Driven Engineering (MDE) seems to be promising inasmuch as it tackles 
both remolding and redistribution [SOT07].

12.3  Problem Space for Multitarget User Interfaces

One of the trickiest issues when developing multitarget UIs is that the UIs can be 
adapted according to different kinds of constraints (e.g., screen resolution, interac-
tion techniques, user’s archetype) [COU08]. These constraints are taken into 
account by both multitargeting and plasticity. They both address the diversity of 
contexts of use by adaptation. However, whereas multitargeting focuses on the 
technical aspects of adaptation, plasticity requires that the UIs remain usable when 
adaptation occurs. A large variety of tools, methods, and techniques has been 
developed to address some aspects of UI plasticity. The problem for designers and 
developers is to understand which aspects are covered by these contributions, how 
they are covered, and how they relate to each other. Figure 12.1 presents a classi-
fication framework that brings together the different aspects of plasticity into a 
unified conceptual space, called pStars for Plasticity Stars. pStars is intended to 
help in reasoning about plasticity. It models a plastic UI as multivariate data in a 
multidimensional space whose variables are first-class concepts. Interactive sys-
tems are studied from the interaction with the end-user perspective. The internal 
perspectives (i.e., the software developer’s point of view) are not taken into 
account. pStars shapes plastic UIs as stars. The shapes of the stars convey the 
plasticity features of the UIs. In pStars:

http://www.usixml.org/
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A radius (or axis) represents a first-class concept. For example, the first-class •	
concepts “User,” “Platform,” and “Environment,” give rise to three distinct radii. 
Each radius is divided into three ranked values to denote levels of increasing 
sophistication: basic, classic, and advanced. For example, the radius “interaction 
style” is divided into three possible values of increasing sophistication: “com-
mand line language,” “direct manipulation,” and “post-WIMP.” The semantics of 
the origin of a radius depends on the variable it represents. A sector of the dia-
gram denotes a higher-order concept. A higher-order concept groups first-class 
concepts that are logically related into an overarching more abstract notion. 
Thus, the “context of use” sector is formed by the radii “User,” “Platform,” and 
“Environment” as these dimensions often appear in the literature.
Star-shapes in this framework can be analyzed individually or they can be •	
grouped into clusters of plastic UIs with similar features. At the two extremes, 
stars with small footprints denote UIs that support “minimal plasticity,” whereas 
stars with large footprints represent “full-fledged plastic” UIs. The framework is 
comprised of four high-order concepts that altogether describe the way an 

Fig. 12.1 pStars, a plasticity problem space
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 end-user may experience UI plasticity: what is the source-UI to be adapted 
(“domain-dependent UI”)? What does trigger UI adaptation (“context of use”)? 
What is the nature of the adaptation (“adaptation behavior”)? And how can the 
end-user control this behavior (“adaptation control UI”)?

12.3.1  Domain-Dependent User Interfaces

The source domain-dependent UI characterises the UI of an interactive application 
that is likely to be adapted. An interactive application, such as email is a set of 
services that are logically connected to support a set of human tasks. The UI for 
these services depends on the domain that these services address, thus the term 
“domain-dependent UI.” A domain-dependent UI has an interaction style and may 
use the currently available interaction resources according to some distribution 
granularity.

Interaction style. An interaction style is a set of interaction techniques that share •	
the same metaphor or design principles, for example, command line language 
interaction style as exemplified by the Unix Shell, the classic “WIMP” (Window, 
Icon, Menu, Pointing device) used for desktop applications (direct manipulation), 
and the blue sky new generations of interaction styles referred to as “Post-WIMP,” 
such as multimodal UIs, tangible UIs, and mixed and augmented reality UIs.
UI distribution. Orthogonal to the interaction style, UI distribution defines the •	
way the constituent parts of a UI are grouped together or split across the interac-
tion resources of an interactive space. We believe that the notion of task, which 
is a human-centered notion, is the appropriate unit for characterising the granu-
larity of UI distribution: in the real world, the accomplishment of a task takes 
place in a space populated with the appropriate tools and objects. By analogy, a 
task performed with an interactive application is mapped into a digital space, 
which in turn is mapped into a set of closely and logically related interactors.

As shown in Fig. 12.1, the basic form of distribution is the absence of distribution 
(i.e., the UI is centralized). The classic form is intertask distribution where at least 
two distinct tasks are performed using interaction resources managed by distinct 
processors. For example, a train schedule is requested by filling out a form on a 
PDA. The result is displayed on the screen of a nearby workstation and is then 
browsed using the interaction resources (e.g., the mouse and the screen) of the PC. 
The task “looking for a particular time schedule” uses the interaction resources of 
a PDA whereas the task “choosing the appropriate train” is performed with the 
resources of the PC. With the advanced intratask distribution, the workspace of a 
task is split across multiple interaction resources. For example, in “choosing the 
appropriate train,” the schedule is displayed on the PC screen, whereas the interactors 
for navigating from page to page are deployed on the PDA.
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12.3.2  Context of Use

Since the early 1960s, the notion of context has been modeled and exploited in many 
areas of informatics. Quite often, the context is composed by the following triplet.

User. The user model denotes the attributes and functions that describe the person •	
who is intended to use, or is actually using, an interactive application. Typically, 
“Preferences” are the basic user models in most interactive applications (arche-
type). At the classic level, the user model includes interaction idiosyncrasies, 
that is, observables and functions that synthesise the way users exploit an inter-
active application (interaction). These are identified from command use fre-
quency as well as from patterns of command sequences. At the advanced level, 
the user model includes observables and functions that identify current human 
activity (e.g., reading, writing a paper, etc.) as well as patterns of activities.
Platform. The platform model describes the computing, sensing, networking, •	
and interaction resources that bind together the physical environment with the 
digital world. At the basic level, the platform is elementary: from the user’s 
perspective, the platform looks and behaves like a “coherent computing whole” 
(e.g., a PC, a PDA, a Smartphone). At the classic level, the platform is a cluster 
of homogeneous computing devices that results from the interconnection of 
multiple identical elementary platforms (typically, the i-LAND interactive wall 
[STR01]). At the advanced level, the platform is a cluster of heterogeneous 
elementary platforms (as in Rekimoto’s pick and drop [REK97]).
Environment. The environment model includes attributes and functions that charac-•	
terise the physical places along with their social dimension where the interaction is 
supposed to take place, or is actually taking place. As for the user model, the number 
of candidate dimensions is quite large. Thus, we have aligned mainstream research 
in context modeling for ubiquitous computing with our three levels of sophistication. 
At the basic level, a confined environment denotes a closed place (e.g., a room or an 
office). At the classic level, the environment is open (e.g., a street or a public space). 
At the advanced level, a mobile environment refers to a closed space, such as a car, a 
plane, or a train, which is likely to move in space (and time).

Changes in the context of use (i.e., in any of the user, platform, or environment 
models) may trigger UI adaptation whose behavior is detailed next.

12.3.3  Adaptation Behavior

A UI adaptation process can be specified according to the different effects on the 
domain-dependent UI (effects on interaction style and effects on distribution), on 
the task, and on the occurrence and the recovery state of such an adaptation.
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Effect/Task. The adaptation process can possibly modify the tasks or activities •	
of the user; the procedure of the task can differ after the adaptation (task level), 
opportunistic tasks can appear (unplanned task), or a more global view of the 
user’s activities can change (aura).
Effect/Interaction style. Adaptation can affect the interaction style used for the •	
domain-dependent UI (the two dimensions work together): the interaction style 
can be conserved (intra), changed (inter), or combined (mixed). This dimension 
can be seen as the characterisation of the remolding mechanism presented previ-
ously in Sect. 12.2.4.
Effect/Distribution. This dimension denotes the reallocation of the UI compo-•	
nents of the system according to the distribution granularity of the domain-
dependent UI (corresponding to the redistribution mechanism presented 
previously): the initial distribution is preserved (intra), the different cluster of 
platforms is used (inter), or the distribution is a combination of existing and new 
cluster of platforms (mixed).
Occurrence. The adaptation process is not always triggered at the same time, •	
according to the level of sophistication. The adaptation may occur between sessions 
(the adaptation process can only occur at the initial state of the system), between 
tasks (the adaptation process can occur when a task is completed and before starting 
another one), or between actions (the adaptation process can occur at any time).
State recovery. The granularity of state recovery characterises the effort that •	
users must apply to carry on their activity after adaptation has occurred. At the 
session level, all the tasks and actions performed by the user are lost. At the task 
level, the tasks that have been completed by the user before the adaptation pro-
cess are preserved but the actions of the interrupted task are lost. Recovery at the 
physical action level conserves the last action performed by the user before the 
adaptation process.

12.3.4  Adaptation Control User Interface

The adaptation control UI refers to the supra-UI that makes it possible for the end-
user to observe, control, or configure the different operations performed during the 
adaptation process.

Level of control. This dimension characterises the level of control that the user •	
has on the adaptation process. The dimension origin corresponds to the absence 
of control; the adaptation process is fully autonomous and transparent for the 
user. The adaptation process is observable when the user is aware of its state, but 
cannot intervene. Approbation is the next level of control; the user can accept or 
reject the proposition of adaptation. Finally, in the specification level, the user 
fully controls the outcome of the process.
UI of adaptation. This dimension describes the properties of the supra-UI •	
regarding to the domain-dependent UI. The dimension origin corresponds to the 
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absence of supra-UI: the user cannot interact with the adaptation process. The 
next levels of complexity mean that there is a UI of adaptation. This last one can 
be external to the interactive system, and at a higher level consistent with the 
domain-dependent UI, in other words the supra-UI is developed with the same 
paradigm and looks like the domain-dependent UI. Finally, advanced systems 
might offer a supra-UI woven into the domain-dependent UI.

12.4  Case Study

In order to illustrate how the constraints for delivering services in different com-
munication channels and how the plasticity framework can help in reasoning on 
these issues, we present a case study issued from the Regional French Administration 
Midi-Pyrénées4 (RMP), one of the partners of the MyCitizSpace5 consortium. Due 
to some privacy issues, some internal aspects have been voluntarily removed. We 
introduce all actors involved and their interactions along the process, which is 
enough for our purpose. Our focus is on end-users’ requirements for adapting the 
UI according to different contexts of use.

12.4.1  Informal Description

Vocational high schools offer hands-on training to students and prepare them for 
careers in fields such as information technology, marketing, business, engineer-
ing, and the medical professions. However, to attend some technical programs 
such as plumbing, electricity, or cooking, students need to bring their own equip-
ment to classes (e.g., purchase of knives, aprons, and suits for inn students). 
BRPE (French acronym for “Regional Scholarship for First Equipment”) is a 
program of RMP, which provides students with a scholarship for buying such 
equipment. A student can only apply for this scholarship once whilst attending a 
specific technical program in a vocational high school. However, a second appli-
cation is allowed if students change to a different technical program. The high 
schools’ principals are in charge of advising students about the calendar and pro-
cedures and helping them to prepare applications. BRPE applicants get forms 
from high school principals. For students under the age of majority, their parents 
or legal tutor are the ones allowed to fill in the form. The forms and required 
documents (e.g., bank account statement) are given back to high school principals 
who are in charge of controlling the completeness of forms and sending the com-
plete ones to RMP. On receipt, RMP agents treat BRPE applications. If the appli-
cation is accepted by RMP, the accounts department (a state institution distinct 
from RMP) pays the BRPE scholarship through a bank transfer to the bank 
account of the student (or his parents).
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12.4.2  Users’ Tasks Analysis

The general procedure required of a BRPE application is summarised by the 11 
steps depicted in Fig. 12.2.

Like many other governmental programs, BRPE is a complex program that inte-
grates actors with diverse juridical status such as citizens (i.e., students/parents), units 
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amount 
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about procedure
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Fig. 12.2 Overview of the BRPE application
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Apply for BRPE

B1: Fill in form

B2: Provide certificates (bank account and scholarship)

A: Request form

B: Prepare application

C3: Monitor progress 

Fig. 12.3 Users’ tasks with the BRPE application

of the regional governmental (i.e., RMP), state governmental (i.e., accounts depart-
ment), and educational units (i.e., high schools). Educational units are controlled by 
education offices (i.e., “rectorat” in the French system), which discuss BRPE scholar-
ships amounts with RMP once a year. For the sake of simplicity, education offices, 
accounts departments, and national banks are considered here as “state units.”

Figure 12.2 presents how the BRPE process (i.e., gray boxes) is connected to 
outside processes represented by black boxes. From an administrative point of 
view, the procedure starts with the annual definition of money allocation for a 
scholarship which varies according to the technical program (cf. Step 1). Scholarships 
are subject to the annual budget approval from the RMP’s council (Step 2). Citizens 
do not request a BRPE scholarship directly from RMP: the process is mediated by 
the high school’s principal who notifies students (Step 4) and explains how they 
should fill in the form (Step 5). Principals are also responsible for checking the 
completeness (i.e., no information is missing) and correctness of requests (e.g., 
attest that students are regularly attending a vocational high school) (Step 6). RMP 
receives student’s applications and verifies their correctness and eligibility (Step 8). 
Problems (e.g., fraud, missing information) are reported to high school principals 
(Step 7) who monitor (Step 6) the status of student applications. Eligible applica-
tions are recorded, letters of credits are sent to beneficiaries (Step 9), and payment 
requests (Step 10) are sent to the accounts department (Step 11).

For citizens, the most important task is “Apply for scholarship” (Step 5). This 
task should be decomposed into a set of subtasks that are required to accomplish 
the procedure as follows shown by Fig. 12.3. Due to some administrative 
constraints, the administration requests paper-based certificates, so that the subtask 
“Provide certificates” (i.e., B2) is not supported by the system.

12.4.3  Users’ Requirements

Much of the success or failure of information technology implementation programs 
such as BRPE relies on the adoption rate of the applications by the end-users. 
However, it is clear that some actors involved might have conflicting requirements. 
For example, citizens would like to have close contact with stakeholders which 
might delay the treatment of requests. Table 12.1 presents some main requirements 
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for the three main actors of BRPE. Some requirements such as “ensure eligibility 
of applications” (that can be supported by automated tools for checking if no 
required information is missing) can be a common motivation to both stakeholders 
and citizens.

Hereafter we only focus on a particular category of users, that is, citizens. Inside 
this community, we identify three main user groups: parents, students under the age 
of majority, and young adults. To capture special user needs, we have created user 
archetypes using the “Persona” technique [COO99]. A Persona is a description of 
a user archetype that is mainly used to communicate requirements with the devel-
opment team during the design process. An archetype can be synthesised from a 
series of field activities such as interviews and work observations resulting in a 
representation of an individual that embodies the characteristics of a target user 
population [GRE03]. User archetypes are named after a fictional character to help 
designers to talk about a specific user profile without having to describe all their 
attributes. Table 12.2 shows user profiles used in our case study.

12.4.4  Plasticity Analysis

The functions provided by the BRPE are described in such a way that they should 
be available to all citizens and they do not imply any particular communication 
channel. Moreover, we must ensure that implementations of BRPE will fulfill spe-
cific users’ requirements. From this point, several implementations of an electronic 
version of the BRPE are possible.

Hereafter we present some scenarios that illustrate how the BRPE application 
could evolve over the Web and mobile (i.e., iPhone) platforms according to the 
user’s needs (identified for each Persona described above). We first present the 
basic scenario without any plastic feature. It corresponds to a typical basic 
 e-government service. Then we present three scenarios that gradually increase 
sophistication in terms of adaptation (following the levels defined within the prob-
lem space): “basic multiplatform,” “classic multiplatform,” and “advanced multi-
platform.” For each scenario, the star-shape is presented. The analysis of their 
footprint provides a global vision of the complexity for deploying each solution.

Table 12.1 Some requirements affecting adoption of the BRPE

Users Criteria

RMP stakeholders Costs/prevent frauds/time for checking eligible applications/
traceability of applications

High school principals Visibility of students applying for the scholarship in his or her 
institution/time for checking eligible applications (e.g., no 
required information is missing)/time for assisting students in 
filling in the forms/pedagogical value of procedures in daily life

Citizens Ensure eligibility of application/time for filling in the forms/time 
for obtaining the scholarship/full transparency
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Basic scenario. Rémi is notified that the procedure for the BRPE scholarship 
application is now opened. He goes to the library, which is equipped with comput-
ers and Internet access. He launches the Web application e-BRPE and opens a 
session. He first has to enter his student number and select a password. Once 
registered, he fills in his personal data and selects a scholar program. The next 
part of the form has to be filled in by his parents as he is under the age of major-
ity. Rémi saves his session. Once back home, with the help of his mother, he 
finishes the procedure and submits it. The system indicates that his application 
has been submitted to the high school principal. Rémi now has to provide the 
principal with specific physical documents that he can print from the application. 
One week later, Rémi is interested in knowing the state of his application. He logs 
on to e-BRPE. The system indicates that his application is complete and that it 
will be sent to the RMP. One month later, Rémi receives a physical letter telling 
him that his request will be funded. Figure 12.4 shows the UI for this scenario. 
The UI remains basic in that it is form-based and centralised in a unique desktop. 
There is no process of adaptation.

Basic multiplatform scenario. At this level of sophistication, the application is 
available over several platforms. The scenario was conceived to fulfill the require-
ments of the archetype Sarah (cf. Table 12.2). The application runs over the Web 
but can also be accessed via a cell phone. Figure 12.5 presents an adapted version 
of the application to be displayed on an iPhone. Notice that the form is presented 
in several screens (Fig. 12.5.2 a–c). The limited number of form fields per screen 
reduces the need of scrolling whilst keeping the text legible, however, the system 
can record the information filled in across the pages so that Sarah does not have to 
start from the beginning if she is interrupted by a phone call. This scenario illus-
trates adaptation to the platform with effects on interaction style (from direct 
manipulation to Post-WIMP) and on the task procedure. The granularity of the UI 
distribution remains the same. There is neither adaptation to the user nor to the 
environment. The adaptation is performed when the user launches the application. 
The state recovery is the user’s session. Figure 12.6 characterises the adaptation.

Classic multiplatform scenario. In this case users can not only decide which platform 
to use to access the service (the Web or cell phone) but also can interrupt a task on a 
platform (e.g., fill in an application form over the Web) and resume it on another one 
(e.g., monitor progress on a cell phone). The archetype used in this scenario is the 
student Iban. Iban is informed about the availability of the BRPE at the school. On his 
way back home he starts using his iPhone to apply for a scholarship (cf. Figs. 12.7.1 
and 12.7.2). Arriving home, Iban decides to resume the BRPE using the Web version 
because his computer desktop provides him with a larger screen and access to a printer 
(cf. Fig. 12.7.3a, b). Iban can use his iPhone to monitor the application progress (cf. 
Fig. 12.7.4). In this scenario, the application was conceived to support changes 
 according to the composition of heterogeneous platforms (PC and iPhone) with effects 
on the UI distribution; the user controls the adaptation process (via a supra-UI) by 
selecting the migrating platform (interdistribution effect). The interaction is continu-
ous because it occurs at the task level. Figure 12.8 characterises the adaptation.
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Fig. 12.4 BRPE as it is available on the Web

Advanced multiplatform scenario. Using pStars we can envision improvements of the 
previous scenarios. Figure 12.9 shows a continuous interaction across these adapta-
tions: in a multidistributed version of e-BRPE, the student can choose to detach a 
section of the form from his iPhone in order to migrate it onto the living room PC (cf. 
Fig. 12.9.2b, c). In this case, the application becomes distributed onto several devices, 
with different interaction styles. The adaptation specifications are woven into the UI 
and the user is able to specify the distribution organisation. This scenario focuses on 
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Fig. 12.5 BRPE as it is available on the iPhone

early adopter’s needs who are keen to explore the full potential of interaction 
 techniques and devices, such as Iban. Figure 12.10 characterises the adaptation.

Looking at the star shapes of the three scenarios, it appears that the increments 
are not as perfect as presented in the theoretical framework (the three incremental 
levels of sophistication). For example, adaptation to changes of user’s characteristics 
or of environmental conditions is not taken into account in the application. Some 
compromises between the study case requirements and the existing methods and 
techniques for adaptation have been taken while designing the application.

12.5  Conclusion and Future Work

In this chapter we have presented a case study describing user needs and technical 
constraints related to the development of multitarget UIs for e-government. 
Moreover, we propose a framework to characterise the plasticity of the UI when 
services are deployed on many communication channels and platforms.
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Fig. 12.6 Star of the basic multiplatform scenario

As we show, deploying services on multiple communication channels is not just a 
matter of technological concern. It requires a deeper understanding of user needs to 
propose convenient solutions and thus have a better chance to get adopted by the com-
munity. On the other hand, there are many platforms available and the best UI depends 
on the adaptation of services according to platform constraints. Currently there is no 
single answer to questions such as, “Which is the best UI?” or “Which is the best com-
munication channel for deploying e-government services?” So, we exposed the use of 
a multidimensional space for supporting decision making when designing advanced 
UIs. End-user requirements and usability criteria are useful for grounding decisions but 
they certainly should be considered in a larger picture than presented here. However, UI 
is a key aspect that is worth study in its own dimension before being aligned with busi-
ness processes constraints, political/social wills, and so on.
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Fig. 12.7 UI migration in BRPPE application

Fig. 12.8 Star of the classic multiplatform scenario
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Fig. 12.9 Continuous interaction across devices

Fig. 12.10 Star of the advanced multiplatform scenario
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In MyCitizSpace, we have grounded our research on a deep review of end-users’ 
requirements, which are formalised by the means of Persona archetypes. One of the 
main advantages of Persona is that archetypes can be easily understood by all 
people involved in the development of e-government services, from administrative 
stakeholders, IT experts, decision makers, and even citizens. Based on such 
descriptions we can assess credible scenarios that are worth the investment in new 
development. The case study for the development of the BRPE has led to successful 
implementations on two platforms (i.e., mobile and Web) and provides continuous 
interaction between them.

This work is part of a large national project that aims to provide a framework for 
developing the next generation of UIs for e-government applications. Based on this 
experience we have started some generalisations towards a plasticity space for 
multitarget UIs for e-government. Future work will include refinements of criteria 
for helping administrations to choose communication channels for e-government 
services better. Additional work will be done to explore UI adaptation on promising 
communication channels (not exploited here) such as interactive TV.
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2 http://www.ourvmc.org/.
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13.1  Introduction

We live in an information age. One important type of information is geographic 
information referring to the descriptions of locations on the surface of the Earth. 
Geographic information can be stored digitally, allowing it to be processed by 
 computers. Geographic information can consist of addresses, market research data, 
census data, health data, data on the environment and natural resources, descriptions 
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Chapter 13
Practices to Develop Spatial Data 
Infrastructures: Exploring the Contribution  
to E-Government

Joep Crompvoets, Glenn Vancauwenberghe, Geert Bouckaert,  
and Danny Vandenbroucke 

Abstract The main objectives of this chapter are to introduce Spatial Data 
Infrastructures (SDIs), and to explore their potential contribution to good e-govern-
ment. In order to understand the possible strengths of SDIs for good e-government, 
the concept, components, governance, and the cost–benefit analyses regarding 
the implementation of these infrastructures are first explained and presented fol-
lowed by a short presentation of four existing SDIs in practice (Europe, Catalonia, 
Flanders, and Leiedal). These practices clearly show the dynamic, integrated, and 
multiple natures of SDIs. The main reason to invest in SDIs is that they facilitate 
the sharing of spatial data in a way that the management and use of these spa-
tial resources happens more efficiently and effectively. This concept of sharing 
resources from multiple sources is not common practice in e-government research 
and implementation. However, it is very likely that ICTs will play a key role in 
improving the sharing of public resources in order to have a more efficient and 
effective management and use of these resources. Therefore, the lessons learnt from 
the existing SDI-practices and understanding of the nature of SDIs could be useful 
support in developing good e-governments.
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of transportation and utility networks on flows of goods, cadastral and land registra-
tion data, as well as data obtained by remote sensing from satellites in space 
[MAS07]. The simplest way of presenting geographical information is the map. 
Maps are widely used, because everything that happens, happens somewhere, and 
knowing where something happens can be important (e.g., in case of an emergency 
planning and response). Spatially related questions (such as: Where is it? How far 
is it? How can I get there?) can be answered by the use of Geographic Information 
Systems (GIS). GIS can be defined as computer systems for capturing, managing, 
integrating, manipulating, analysing, and displaying data that are spatially refer-
enced to the Earth [MAS07].

Geographic information in particular is one of the critical elements underpinning 
decision making for many disciplines [CLI94, GOR98, LON99, MOR04, WIL03]. 
Over the last decades, many governments and the private sector have invested tens 
of billions of euros in the development of geographic information, largely to serve 
specific communities (forestry, agriculture, urban/rural planning, land records man-
agement, military, security service, health care, development aid, emergency services, 
retail, etc.), within a local, regional, national, international, and even global context 
[CRO06]. At present, an estimated 90% of all information used by any (national) 
government has spatial characteristics.

Geographic information can be derived from spatial datasets, which are 
 thematic collections of data. Examples of spatial datasets are: cadastral, 
 topographical, land use, and soil. These spatial datasets are often very expensive 
to produce, produced more than once, stored in numerous different places, and 
unavailable for public access for various reasons (e.g., privacy, intellectual prop-
erty rights). In order to search for, exchange, manage, or use spatial datasets, the 
use of metadata might be very helpful. Metadata can be defined as “data about 
data” [LON99]. From a spatial context, it describes, for example, the character-
istics of a dataset in terms of spatial extent, scale, quality, ownership, and user 
conditions

Regarding the developments in the domain of geographic information, the focus 
is increasingly shifting to the challenges associated with integrating broadly 
sourced geographic information, so as to create a manageable framework. This has 
led to the creation of the Spatial Data Infrastructure (SDI). This infrastructure 
facilitates access to the spatial data and services [FEE03]. Moreover, it facilitates 
(and coordinates) the exchange and sharing of spatial data between stakeholders 
within the geo-information (GI) community. In this way, it saves users resources, 
time, and effort when trying to acquire new data by avoiding duplication of the very 
high expenses associated with the generation and maintenance of data and their 
integration with other data.

The main objectives of this chapter are to introduce spatial data infrastructures, 
and to explore their potential contribution to good e-government. In the next section 
the concept, components, benefits, and costs of spatial data infrastructures are 
introduced in more detail followed by some SDIs in practice; Europe, Catalonia, 
Flanders, and Leiedal. The chapter concludes with some remarks on how spatial 
data infrastructures could contribute to e-government developments.
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13.2  Spatial Data Infrastructures

13.2.1  Introduction

An SDI can be defined as the means to assemble geographic information that 
describes the arrangement and attributes of features and phenomena on the Earth. 
The infrastructure includes the materials, technology, and people necessary to 
acquire, process, and distribute such information to meet a wide variety of needs 
[NAT93].

The overriding SDI objective is to facilitate access to geographic information 
assets that are held by a wide range of stakeholders in both the public and private 
sectors with a view to maximising overall usage. This objective requires coordi-
nated action by governments. Therefore, SDIs are about the facilitation and coordi-
nation of the exchange and sharing of spatial data between stakeholders in the 
spatial data community. This means that SDIs must also be user-driven, as their 
primary purpose is to provide access to spatial data they need. SDI implementation 
involves a wide range of activities. These include not only technical matters such 
as data, technologies, standards, and delivery mechanisms but also institutional 
matters related to organisational responsibilities, overall information policies, and 
the availability of financial and human resources [MAS07].

From the early 1990s onward, many countries are developing SDIs to manage 
and use their spatial data assets more efficiently and effectively [CRO06]. These 
countries found it necessary to develop SDIs to assist in decision-making that has 
an important impact within their national boundaries [WIL03]. This need has also 
been intensified recently by new technologies such as GPS, satellite navigation 
systems for cars, and a new generation of mobile phone services that can also dis-
play map-based information. In addition, new Web-based geographic information 
services such as Google Earth make it possible for users to view different parts of 
the world at the click of a mouse. These developments mean that the majority 
of people, either knowingly or unknowingly, are now users of geographic informa-
tion [MAS07].

Since the term “spatial data infrastructure” was first used in 1991, more than 120 
countries in the world have embarked on some form of an SDI initiative [CRO06]. 
Given these circumstances the term “SDI phenomenon” as introduced by Ian 
Masser [MAS07] seems to be a reasonable description of what has happened in this 
field over the last 15 years. The original SDI leaders were relatively wealthy coun-
tries such as Australia, Canada, The Netherlands, Portugal, and the United States, 
but SDIs are now being developed in all parts of the world. There are considerable 
differences among countries in terms of both the approach and the content of these 
initiatives [CRO06, MAS99, MAS05].

SDIs are under construction at different levels of government. Their ultimate 
objectives are typically to promote economic development, stimulate better govern-
ment, and foster environmental sustainability at these levels [MAS05, MAS07, 
WIL03]. The notion of better government can be interpreted in several different 
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ways. In rapidly developing countries such as Malaysia, it means better strategic 
planning and resource development. Planning, in the sense of a better state of readiness 
to deal with emergencies brought about by natural hazards, was also an important 
driving force in the establishment of the Japanese national SDI after the Kobe earth-
quake. In Portugal, on the other hand, the National SDI has played an important 
part in modernising central, regional, and local administration (e.g., simplification 
of administrative procedures, and better availability of information) [MAS07].

The most known National SDI (NSDI) is the one set up in the United States by 
Executive Order from President Clinton on April 11, 1994: “Coordinating geo-
graphic data acquisition and access to the National Spatial Data Infrastructure” 
[CLI94]. This directive set forth the main tasks to be carried out and defined time 
limits for each of the initial stages of the NSDI. It strengthened the powers of 
interagency coordination of the Federal Geographic Data Committee (FGDC), 
whose membership includes representatives from all the major federal depart-
ments with an interest in geographic information and the collection and manage-
ment of such information. The Executive Order also required the creation of a 
national digital spatial data framework of the most frequently used data and the 
establishment of a national spatial data clearinghouse to increase user awareness 
of what data are available and facilitate access to these data. The FGDC clearing-
house has been one of the most obvious SDI success stories. The FGDC 
Clearinghouse Registry, for example, lists more than 500 registered nodes within 
its network from the United States and other countries [CRO06, MAS07, NEB04, 
WIL03]. These facilities have been augmented since 2002 by the creation of the 
Geospatial One-Stop portal to support President Bush’s e-government Initiative 
(see http://www.geodata.gov).

Alongside these developments, a number of organizations at international, 
regional, and global levels have been set up to promote capacity building and raise 
awareness of the need for governments to promote the creation of SDIs. Examples 
of such organizations are the European Umbrella Organization for Geographic 
Information (EUROGI) and the Global Spatial Data Infrastructure Association 
(GSDI).

13.2.2  SDI Components

The process of SDI development and implementation consists of several key com-
ponents. Rajabifard et al. [RAJ02] distinguish five SDI components – access network, 
standards, policy, people, and spatial data – to clarify the SDI concept in more 
operational terms (Fig. 13.1).

The access network component of an SDI is critical from a technical perspective 
to facilitate the use of data by people. This component seeks to facilitate access to 
relevant data sources and spatial information services by anyone, anywhere. It 
includes access and distribution networks, Web services for cataloguing, viewing, 
downloading spatial data, data warehouses, and so on. The component standards 

http://www.geodata.gov
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ensures interoperability amongst the data and access mechanisms defined. Standards 
can be applied at many different levels within an SDI. In terms of data, Australia’s 
former national mapping organization, the Australian Land Information Group 
[AUS01] identified that standards are required “in reference systems, data models, 
data dictionaries, data quality, data transfer, and metadata.” Interoperability is a key 
consideration of both the standards and data components. Component spatial data 
refers to core datasets to be shared and exchanged between stakeholders. Examples 
of core datasets are cadastral, topographical, administrative, and land use. These 
datasets should be compatible in terms of format, reference system, projection, 
resolution, and quality. The policy component is critical for the construction, main-
tenance, access, and application of standards and datasets for SDI implementation. 
In general, policies are required for SDI that incorporate: spatial data access, pricing 
and licensing, funding, privacy, spatial data transfers, custodianship, metadata, and 
standards. “Component people” refers to all the data and service users, providers, 
and value-added resellers who can be employed by public authorities or private 
companies. Through increased use and awareness of spatial information, dramatic 
growth has occurred in the user base. With the proliferation of online Web services, 
and navigation/direction information, an increasing number of people are using 
spatial data; this is obviously of importance in the development of an SDI to facili-
tate spatial data activities.

Rajabifard et al. [RAJ02] suggested that different categories of the SDI compo-
nents could be formed based on the different nature of their interactions within the 
SDI. Considering the important and fundamental role between people and data as 
one category, a second can be considered consisting of the main technical compo-
nents: the access networks, policy, and standards. The nature of both categories is 
very dynamic due to the changes occurring in communities (people) and their 
needs, as well as their ongoing requirements for different sets of data. In addition, 
with the rapidity with which technology develops, the need for the mediation of 
rights, restrictions, and responsibilities between people and data are also constantly 
subject to change (Fig. 13.1). This suggests an integrated SDI cannot be composed 
of spatial data, value-added services, and end-users alone, but instead involves 
other important issues regarding interoperability, policies, and networks. This in 
turn reflects the dynamic nature of the whole SDI concept.

People 

Access network 

Policy 

Standards 

Spatial data

Dynamic

Fig. 13.1 Nature of and relations among SDI components (adopted from [RAJ02])
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13.2.3  SDI Costs and Benefits

The costs and benefits associated with SDI development cannot be easily estimated 
with any precision. Nevertheless, it is clear that the tasks of SDI coordination and 
governance are relatively inexpensive in relation to the overall expenditure on geo-
graphic information, whereas the task of core digital database development is rela-
tively expensive. The U.S. Office of Management and Budget has estimated that 
U.S. federal agencies alone already spend at least US$4 billion annually to collect 
and manage domestic data, whereas the cost of FGDC and its work are less than 
1% of this amount [MAS05, MAS07].

As mentioned before, SDIs have economic, social, and environmental benefits. 
The most important SDI benefit is the promotion of economic growth as a result 
of an expanding market for geographic information products (e.g., navigation 
systems) both locally and internationally. A PIRA International study conducted 
in 2000 for the European Commission [PIR00] gives some indication of the value 
of public-sector information in the tightly constrained European market of that time. 
The findings showed that over half the economic value of public sector information 
in 1999 (€68 billion) came directly from geographic information sources. This is 
equivalent to about 1% of the European gross domestic product. The findings 
showed that the economic value of public geographic information resources in the 
less constrained U.S. market was €750 billion. With the easing of constraints 
through the development of SDIs, it might be expected that the size of the 
European market will move toward that of the U.S. market over time. Estimates of 
the growth of the commercial geographic information market are more readily 
available and have been on the order of 15–20% per year in recent years [GEO09]. 
The impact of an expanding market of this size on job creation is also consider-
able. Other economic benefits of SDIs include increased efficiency and lower 
operating costs for both public and private sector organisations due to wider access 
to geographic information and information-based services [CRA03, DUF04, 
GAR08, LON08, MAS07].

The most important social benefit of SDIs is the extent to which they create 
more efficient and more transparent governments at all levels as a result of the 
increasing availability of authoritative data to policy and decision makers. Another 
important social benefit stems from the opportunities that SDI data-sharing creates 
for citizens to actively participate in the democratic process [MAS07, WIL03]. 
Because they bring together data from many diverse sources, SDIs are also likely 
to lead to better security arrangements and more effective systems for emergency 
planning and response. There are also many operational benefits for social services, 
public health, education, and public safety from the more effective targeting of 
areas and groups with special needs.

SDIs can have many environmental benefits, and they have an important role to 
play in promoting sustainable development throughout the world. At different gov-
ernment levels they provide the data required for effective management and 
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 monitoring of natural resources [CRA03, EUR07]. They are particularly useful in 
coastal zones because of the extent to which they can integrate maritime and ter-
restrial data [VAE09].

So far, the number of existing studies that systematically analyses the costs 
and benefits of SDI implementations is still very low. The benefits can be exam-
ined from different viewpoints, such as the impact of a different SDI project, 
impact on an agency, impact on users, or impact on a wider community or sec-
tion of society. Significant benefits may accumulate for a wide community or 
section of society, however, such benefits are very difficult to quantify in finan-
cial terms. If implementation of an SDI supports other projects or infrastruc-
tures, how can one accurately assign a portion of the total financial or societal 
benefit derived from that project or initiative to the SDI. Funding agencies worry 
about double accounting for such benefits, claiming the benefits as accruing to 
both the SDI and the project or infrastructure supported by the SDI. Longhorn 
and Blakemore [LON08] made an extensive overview of existing cost–benefit 
SDI studies. Table 13.1 shows the key studies and their results in terms of 
benefit:cost ratio. The results indicate that the SDI benefits are generally (much) 
higher than the costs.

The dearth of cost–benefit studies in the field of SDIs (but also of e-government) 
may be rather surprising considering the large number of SDI initiatives taking 
place worldwide, but may be explained by the changing nature of SDI. The first 
SDI implementations were largely driven by public sector mapping agencies from 

Table 13.1 Some benefit–cost study results (adapted from [LON08])

Year Organisation Country Type of study Benefit:Cost

2003 Environment  
agency U.K.  
and  
University of 
Sheffield

EU-wide Contribution to the  
extended impact  
assessment for  
INSPIRE

4.4:1 to 8.9:1

2004 European  
Commission 
INSPIRE

EU-wide Extended impact 
assessment for 
INSPIRE

5.4:1 to 12.4:1

2004 Twijnstra and 
Gudde

The Netherlands Cost–benefit analysis for  
Dutch Innovation SDI-
Programme ‘Space for  
Geo-Information’

10:1

2007 Information  
society  
department of 
the regional  
ministry of 
universities,  
research and 
information  
society

Spain Socioeconomic impact of  
the SDI of Catalonia

8:1
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the United States, Canada, and Australia with an emphasis on specific products 
such as the creation or completion of a spatial database, the diversification in 
multiple products, the creation of metadata as part of the production process, the 
development of clearinghouses, the emergence of view services, and so on. 
Multiple projects took place through dedicated project funding often internal to 
an organisation or part of existing operational practices. If estimations of costs 
and benefits were made, particularly to access grants or other types of funding, 
they appear not to have been published or validated in the light of postproject 
experience. There is a definitional aspect here: we consider all of these projects 
under the SDI umbrella but it is a fragmented type of SDI, leading to multiple 
interpretations of what an SDI is, and difficulty in developing meaningful com-
parisons. Nevertheless, as the diffusion of SDI has gathered momentum and 
social networks of SDI practitioners have contributed to greater shared under-
standing and exchange of practice the internal/project characteristics of earlier 
developments have moved toward wider coordinated efforts among multiple 
stakeholders. This opening of SDIs to external partners may be now contributing 
to greater demands for cost–benefit analyses, exposing the dearth of existing 
studies more clearly [CRA06].

13.3  SDI Practices

The next SDI practices at different administrative levels show examples of SDI in 
practice, the application of the SDI components, and their impact on society. The 
following four SDIs are briefly described: European, Catalonian, Flemish, and 
Leiedal. For each SDI practice, the objective, the state of implementation, and the 
impacts are briefly presented. This information forms the basis for the systematic 
analysis of the four SDI practices that results in a summary table presented at the 
end of this section (Table 13.2).

13.3.1  Europe

Environmental policy is one of the key policy areas in Europe, and it has certainly 
gained importance over the last decades. Environmental policy aims at preserving 
our environment and therefore the need to monitor and report on the status in dif-
ferent sectors such as water, biodiversity, air quality, land use, climate change, and 
so on. It involves all levels of government: from global to European, national, sub-
national, and even the local level. But environmental policy also requires a cross-
border approach to tackle phenomena that do not stop at national borders. Think 
about flooding alone. In addition, also other policy sectors need to consider envi-
ronmental aspects including agriculture, transport, health, and regional policy. In 
order to prepare, monitor, and evaluate measures to protect our environment, all 
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stakeholders involved should readily have access to a lot of data: statistical and 
scientific information, in situ measurements, and spatial data. The latter are critical 
to assess the status of the environment in a well-balanced way.

Therefore, the Directive 2007/2/EC of the Council and the European Parliament 
is established as the legal framework for setting up and operating an Infrastructure 
for Spatial Information in Europe (INSPIRE) based on SDIs established and oper-
ated by Member States [EUR07]. The main objectives of this European SDI are to 
support the formulation, implementation, monitoring, and evaluation of community 
environmental policies, and to overcome major barriers still affecting the availabil-
ity and accessibility of spatial data. These barriers include the following:

 1. Inconsistencies in spatial data collection (spatial data are often missing or incom-
plete or alternatively the same data are collected twice by different 
organisations).

 2. Lacking documentation (description of available spatial data is often incomplete).
 3. Spatial datasets not compatible (spatial datasets often cannot be combined with 

other spatial datasets).
 4. Incompatible geographic information initiatives (the infrastructures to find, 

access, and use spatial data often function only in isolation)
 5. Barriers to data sharing (cultural, institutional, financial, and legal barriers pre-

vent or delay the sharing of existing data).

The key elements of the INSPIRE directive to overcome the above-mentioned 
barriers include: metadata to describe existing information resources so that they 
can be more easily found and accessed; harmonisation of key spatial data themes 
needed to support environmental policies in the European Union (EU); agreements 
on network services and technologies to allow discovery, viewing, download of 
information resources, and access to related services; policy agreements on sharing 
and access, including licensing and charging; coordination and monitoring mecha-
nisms; and implementation process and procedures.

A key milestone was 15th May 2009 at which stage all Member States should 
have passed national legislation transposing the INSPIRE Directive, and estab-
lished their SDI. Another milestone will be the establishment of the INSPIRE 
Geoportal that provides the means to search for spatial datasets and spatial data 
services, and subject to access restrictions, view and download spatial datasets from 
the EU Member States within the framework of INSPIRE. The current version is a 
prototype (http://www.inspire-geoportal.eu/) and allows for discovery and viewing 
of spatial datasets and services. Its aim is to identify issues related to its implemen-
tation and accessing distributed INSPIRE services, to help toward the development 
of the operational geoportal. This prototype currently accesses a limited number of 
discovery and view services and therefore only a few metadata for spatial datasets 
and services can be found and viewed. These will increase as more services become 
available from the EU Member States.

An extended impact assessment of INSPIRE was carried out during 2003. This 
analysis found that the overall costs of data harmonisation; the development of 
metadata services; and the coordination of EU and national, regional, and local 

http://www.inspire-geoportal.eu/
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organisations over the first 10 years might be somewhere between €200 and €300 
million per annum [CRA03]. These costs would be borne largely by the public sector, 
and they would be incurred mainly at regional and local levels. Estimating the 
likely benefits was more difficult, but even partial assessment indicated that they 
would amount to somewhere between €1.2 and €1.8 billion a year. The main ben-
efits were considered: more cost-effective expenditure on environmental protection, 
reduced duplication of spatial data collection, improved delivery of risk prevention 
policies, and improved delivery of health and environmental policies were envi-
sioned. A later study estimated the INSPIRE costs were between €92 and €137 
million and the estimated benefits between €770 and €1150 million [DUF04]. 
These lower estimates are the consequences of the scope of INSPIRE being reduced 
as well as the number of priority data to be shared.

13.3.2  Catalonia

Catalonia is one of the 17 autonomous communities of Spain. It comprises four prov-
inces and 942 municipalities.

The Catalan SDI, known as IDEC (Infraestructura Dades Especials de 
Catalunya), started in 2002 as a collaboration among the Cartographic Institute of 
Catalonia, the two departments of regional government, the Department of Land 
Policy and Public Works, and the Secretary of the Information and Telecommunication 
Society of the Department Universities, Research and the Information Society. The 
objective of IDEC is to promote the use of geographic information by making data 
more easily available to public and private sector users, and ordinary citizens. Its 
main function is to develop an enabling platform to promote the dissemination of 
information and encourage contacts between data providers and users [GUI06].

The IDEC Geoportal gives access in three languages (Catalan, Spanish, and 
English) to the data catalogue service and Web map service (http://www.geoportal-
idec.cat/geoportal/cat/). The catalogue contains some 15,000 metadata records for 
datasets, and some 200 records for services provided by 17 organisations. The geo-
services provided include view, downloading, geocoding, and coordinate transfor-
mations. There are also thematic applications addressed to local authorities and 
universities, including customisable viewers and editors for local authorities which 
are used as mash-ups in many public and private sector Web pages (e.g., Web tourist 
routes, industrial company registers). Currently, 250 municipalities have published 
in their Web pages their customized viewers, which receive more than 30,000 visits 
monthly. The geoportal is accessed by another 20,000 visitors monthly, to consult 
the catalogue service and Web map service. Most of the visitors come from the 
public sector, but private users also represent a significant percentage. Many other 
public and private end-user applications use the Web map service to access refer-
ence and thematic data.

A socioeconomic impact assessment study was undertaken in 2007 [GAR08]. 
The key findings were categorised into costs and benefits. The total costs of 

http://www.geoportal-idec.cat/geoportal/cat/
http://www.geoportal-idec.cat/geoportal/cat/
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 establishing and operating the IDEC over a five-year period (2002–2006) was 
€1.5 million of which €325,000 for each of the first 2 years (2002–2003) was 
 necessary to launch the SDI, and €283,000 per annum to operate and develop the 
infrastructure in the three subsequent years. Human resources represented 76% of 
the costs during the launch period, and 91% during operation. The costs include 
the following: metadata creation and maintenance, development of geoservices 
(including geoportal, catalogue, Web Map Service client), preparation of data for 
publication, applications, hardware and software, and management. The evidence 
collected shows clearly that the main benefits of the IDEC accrue at the level of 
local public administration through internal efficiency benefits (time saved in 
internal queries by technical staff, time saved in attending queries by the public, 
time saved in internal processes) and effectiveness benefits (time saved by the 
public and by companies in dealing with public administration). The study esti-
mated that the internal efficiency benefits account for over 500 hours per month. 
Using an hourly rate of €30 for technical staff in local government, these savings 
exceed €2.6 million per year. Effectiveness savings are just as great at another 
500 hours per month. The study indicated that the total investment to set up the 
IDEC and develop it over a 4-year period (2002–2005) is recovered in just over 
6 months. Wider socioeconomic benefits were also identified but not quantified. In 
particular, the study indicated that Web-based spatial services allow smaller local 
authorities to narrow the digital divide with the larger ones in the provision of 
services to citizens and companies.

13.3.3  Flanders

Flanders has historically been a region overlapping parts of modern Belgium, France, 
and The Netherlands. Today, Flanders designates either the Flemish Region, a ter-
ritorial circumscription, or the Flemish Community, which indicates the cultural 
community of Dutch-speaking Belgians, including Dutch-speaking residents of the 
Brussels–Capital Region. The parliament and government govern both the Community 
and the Region, even though they are not entirely coextensive. The Flemish Region 
consists of 308 municipalities and it is divided into five provinces.

Flanders started in 1995 to set up a framework for cooperation to develop and 
implement a sound communication and management system for geographical 
information: GIS-Flanders. Many stakeholders have taken part in the development 
of GIS-Flanders including all the departments of the Flemish government, the 
Flemish public agencies (e.g., environmental agency, land agency, institute for 
nature conservation, etc.), the provincial authorities, and the municipalities. The 
agency for Geo-Information Flanders (Agentschap voor Geografische Informatie 
Vlaanderen), which used to be the Support Centre of GIS-Vlaanderen, is the secre-
tariat and executive body responsible for the coordination, organisation, and provi-
sion of services of and to the GIS-Vlaanderen partnership. It operates as the central 
point for anyone wishing to access GI in Flanders.
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The key results of GIS-Flanders are the adoption of interoperability standards, 
and the supply of data and services. One of the key objectives of GIS-Flanders is 
to distribute spatial data in a vendor-independent context, and therefore to support 
systematically the most frequently used data formats. More than 50 full coverage 
datasets are available, including: street network, Flemish hydrographical atlas, 
orthophotos, cadastral parcels, digital elevation models, Flemish ecological  network 
areas, land cover, addresses, and soil maps. In addition, several services have been 
developed. The following are some examples.

Geo-Flanders (•	 http://geo-vlaanderen.agiv.be): Application for visualisation and 
querying tools as well as an ISO-standardised catalogue service. One example is 
the visualisation and querying tool on the various rights of pre-emption (nature 
conservation, reallotments, social housing) integrated in a single application. 
This application facilitates notaries and public authorities who are dealing with 
real estate sales, and enables the identification of the potential rights of 
 pre-emption on specific cadastral parcels.
GIRAF (•	 http://giraf.agiv.be/): Application for spatial data tailoring, ordering, 
and downloading.
FLEPOS (•	 http://www.flepos.be): Flemish Positioning Service (network of 
groundstations for GPS measurements). This application is so successful that it 
is used by all topographers and land surveyors in Flanders.
CRAB (•	 http://www.agiv.be/gis/projecten//?catid=34): Central Reference Address 
dataBase. Through this service, the municipalities become the starting point 
for its maintenance according to specifications for the exchange of address 
information.
KLIP (•	 http://www.klip.be): Centralised plan request module for digging and 
excavation requests works to prevent damage to subsurface utility lines. The 
KLIP application (Cables and Pipeline Registration Portal) enables utilities and 
constructors to identify (underground) cables or pipes situated in an area where 
they intend to start to do some work. Automatic forms are generated which can 
be sent to other companies active in the same area to check whether economy of 
scale can be reached by profiting from the fact that a certain road segment will 
be opened. Another benefit is the avoidance of damage to others’ cables and 
pipes by requesting detailed plans [VAN08].

The increasing number of Web services/applications and their usage figures shows 
the rising popularity for all these new Web facilities in Flanders. As an example, the 
Cables and Pipelines Registration Portal KLIP featured, after the first year of opera-
tion, more than 300 utility companies and more than 200 stakeholders registered, with 
more than 40,000 plan requests processed for digging and excavation requests.

Along with the development of GIS-Flanders, several results have been obtained 
thanks to coordination efforts, including: important reduction of scattered initia-
tives; coordination amongst provinces has become the default practice; multiusage 
has become the default perspective for new data collection initiatives (orthoimagery, 
CRAB, etc.); and much earlier warning on new initiatives, resulting in better coor-
dination and avoidance of unnecessary duplication.

http://geo-vlaanderen.agiv.be
http://giraf.agiv.be/
http://www.flepos.be
http://www.agiv.be/gis/projecten//?catid=34
http://www.klip.be
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The harmonisation efforts have resulted in the acceptance and use of the data 
sources made available through GIS-Flanders as the single reference source for new 
data throughout Flemish public authorities. The common usage of agreed specifica-
tions, services, and recommendations makes, for example, the technical exchange 
of spatial planning data and address information also feasible.

13.3.4  Leiedal

Intercommunale Leiedal is a co-operative of 13 municipalities in the province of 
West-Flanders, Belgium. This SDI practice is a good example of ICT and geo-
information used for regional cooperation and common service provision to 
promote local development. Local governments play an important role in provid-
ing services that enhance the environment for local business. These better ser-
vices to local businesses can be achieved by better information exchange 
between governments. Therefore, the objective of the Leidal SDI is to promote 
local development by powerful Web services. This initiative was funded by 
Log-IN project ‘Building Better Business Services Through E-Government’ 
(http://www.login-project.net).

This local SDI started to be developed in 2004 and is strongly based on Web 
services and open standards (e.g., XML, GML), so that data and information in 
different formats can be easily exchanged with other governments and partners. 
The Leiedal SDI enables local authorities to build powerful Web services using 
only a Web browser. The Leiedal SDI allows local authorities to manage and 
publish their spatial data online, to link their data and services with others, and 
where needed extract, transform, and load the data automatically. In this way, an 
open environment is created for the local authorities to exchange their spatial data 
(address, buildings, sewerage, etc.), to build Web services and to promote the use 
of spatial data in electronic service delivery. It is Leiedal’s ultimate ambition to 
build one Web service by just one local authority that can be reused by others 
[MEU09]. Examples of developed local services are: location of schools and services, 
child care, waste water, and roadworks (see http://www.leiedal.be/e-government/
geo-informatie).

The Leiedal SDI has proven to be added value for the local authorities by linking 
their back offices and providing information-rich services. Through this initiative, 
the local authorities got access to powerful tools usually only available to central 
governments, and became a “big player” so that they got the attention of larger ICT 
consortia who usually do not work for these customers. In addition, the SDI 
resulted in a change of perception of the business community to the local govern-
ments. Finally, this infrastructure has already saved €0.5 million, and a calculated 
saving of five employees. The business benefits include an improvement in effec-
tiveness of up to 50%, as well as up-to-date and more accurate data available at all 
times for sharing [MEU09].

http://www.login-project.net
http://www.leiedal.be/e-government/geo-informatie
http://www.leiedal.be/e-government/geo-informatie
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13.3.5  Summary of the SDI Practices

Table 13.2 systematically summarizes the four SDI practices on the basis of the 
following characteristics: the year of initiative, the reasons to start the initiative, the 
key objectives, the key components, the stakeholder groups, and the results of 
 cost–benefit analysis.

13.3.6  Discussion

These four practices show clearly that the current SDIs at different levels are 
dynamic, integrated, and multiple in nature, dynamic in the sense that SDIs are an 
evolving target with changing demands. These changes and the evolution of SDI 
are only possible because people play a key role in the SDI concept. Referring to 
Rajabifard’s SDI conceptual model (see Fig. 13.1) it has to be stressed that people 
are not limited to one side of the diagram as a separate component, but are rather 
an integral part of all other components, especially access networks, policy, and 
standards. The human factor plays a key role in shaping those components: people 
develop the technology behind access network facilities; policies on SDI are solely 
created and obeyed by people; standards can only be developed and applied suc-
cessfully if people reach agreement.

Integrated in the sense of regional, system, and digital sense integration, each 
of the practices presents a process in which jurisdictions enter into a regional 
agreement in order to enhance regional cooperation through regional institutions 
and rules. Its objectives could range from economic to political although it likely 
becomes a political economy initiative where commercial purposes are the 
means to achieve broader sociopolitical and security objectives. All the practices 
also show aspects of system integration, the bringing together of the SDI-
component subsystems (access network, standards, policy, people, and spatial 
data) into one system and ensuring that the subsystems function together as a 
system. Finally, all the practices focus on the idea that data or information of any 
given electronic device can be read or manipulated by another device using a 
standard format.

The practices also clearly show the multiple natures of SDIs. This refers to the 
multiple SDI reasons to start, multiple objectives, the multiple approaches to 
achieve the objectives, the multiple key components, the multiple scales, the mul-
tiple stakeholders, multiple perspectives, and the multi-impacts.

Viewing the impact of the four practices, it appears that the benefits are gener-
ally higher than the costs. Of the four practices only Europe and Catalonia have 
undertaken an impact study by means of a detailed cost–benefit analysis. The other 
two practices have expressed qualitative assessments of the benefits. Although the 
qualitative benefits should not be underestimated, it is crucial to quantify the benefits 
and their relationship with the investment made to maintain political support and 
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user engagement. In this sense the Catalonia study not only provides good evidence 
of how quickly the investments made can be recovered, but also points in the direc-
tion SDIs should take, that is, toward those applications/services that are routine, 
and that save time and money, even in small quantities, for a large number of users 
among citizens, businesses, and the public sector. In this sense, it is interesting to 
see how all the practices presented are making a real effort to engage local authori-
ties, which are closer to the citizens in providing essential services. This bodes well 
for achieving positive impacts.

13.4  Spatial Data Infrastructures and E-Government

This chapter introduced the concept and current practices of spatial data infrastruc-
tures. This final section explores the potential contribution of these infrastructures 
to e-government.

Being aware that certain developments are happening, e-government is still 
mainly considered as simply placing governmental services and products online. In 
other words, it is the front office that gets the full attention. However, it is likely 
that the key e-government benefits are located in the back-office environments. For 
example, ICTs can be implemented within organisations to streamline internal 
processes. They can also be implemented to streamline interorganisational pro-
cesses to improve the sharing of existing available public data.

The SDI concept of sharing resources from multiple sources is not well applied 
in e-government research and practice. Until now, the vast majority of governmental 
bodies focus upon the use of ICTs within individual organisations. Increasingly, 
ICTs also have a role to play in improving efficiency, effectiveness, and competitive 
advantage between (public) organisations. With regard to ICTs, there is clearly 
considerable scope for developing interorganisational exchange of data and infor-
mation. Organisations need to share data to avoid duplication of expenses, associ-
ated with the generation and maintenance of data and their integration with other 
data. Progress in developing interorganisational sharing of data in the past has been 
hampered considerably by the variety of proprietary formats in which such data 
have been traditionally held and, to some degree, by difficulties in transmitting 
large data volumes via slow networks. The move toward interoperable ICTs and 
(open) standards, and the ever-increasing bandwidths of communications, however, 
are rapidly lessening the technological difficulties associated with sharing data 
between organisations. During the next few years there will certainly be a consider-
able growth in interorganisational exchange and use of data, although it should be 
observed that sharing data between organisations raises a host of interorganisa-
tional issues, which are only now beginning to be explored.

If organisational issues are often barriers to successful ICT implementations 
within individual organisations, what problems will there be when attempting to 
share data between organisations? When data are shared between two or more 
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organisations, whose definitions of the meanings of the data will be adopted? Who 
will have the right to update the data? Who is responsible for quality and who for 
errors? If company A takes action on data supplied by company B, who is legally 
responsible? And finally, what are the best coordination structures? In order to 
partly answer these questions, the lessons learnt from the existing SDI practices 
could be a useful support. For example, awareness of the dynamic, integrated, and 
multiple nature of SDIs could have a positive impact on good e-government. The 
knowledge and experiences about the changing demands of the stakeholders, the 
strengthening of the regional, system, and digital integration, the multiobjectives of 
multistakeholders at multiscale levels, and the multiple approaches to achieve these 
multiobjectives could contribute somehow to the development of successful e-gov-
ernment practices.

On the basis of potential SDI support, it is strongly recommended to integrate 
SDI research with e-government research (although the gap between these two per-
spectives is still very wide [DEV07]) and to perform multidisciplinary SDI research 
necessary to improve future SDIs. To date, the SDIs have been mainly analysed from 
a technological point of view, taking the nontechnological issues such as the institu-
tional framework, funding mechanisms, and human resources as stable, immobile 
factors. However, it appears that SDIs often fail due to these nontechnological issues 
[BOU06]. Therefore, it is necessary also to analyse the nontechnological issues. This 
need of a multidisciplinary approach is strongly in line with the multiple perspective 
to e-government as described by Bekkers [BEK05].

Another reason of SDI importance to contribute to good e-government is the 
 critical role of geographic information underpinning the decision-making process in 
many domains. Moreover, the high percentage of geographical information used by 
governments to perform their public tasks (as presented in the introduction) confirms 
the need to focus on SDIs as a support to e-government. Only then the full potential 
of the application of geographical information can be used, and so e-government.
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