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Preface

Country risk analysis has been one of the major research topics within the fields

of economics and finance during the past years. Specific consideration is given to

the examination of the factors that are related to the economic and financial diffi-

culties that countries face, as well as on the investment environments. According

to Cosset et al. (1992), country risk is defined as the probability that a country will

fail to generate enough foreign exchange in order to pay its obligation toward for-

eign creditors. Based on this definition, the importance of studying the country risk

assessment, as well as the establishment of country risk analysis systems, becomes

obvious.

Researchers have employed several quantitative analysis methodologies to de-

velop appropriate country risk assessment models. All these studies intend to iden-

tify the relationship between country risk indicators and the level of country risk

of the countries. They point out the challenges that need to be met and the future

research directions that can be explored. Moreover, new issues in country risk as-

sessment have arisen, mainly after the recent crises in Asia and South America.

This book reviews the existing research in country risk analysis and presents

several modeling methods for developing country risk assessment models, includ-

ing statistical and non-parametric methods. Special emphasis is given to the use of

multicriteria decision aid methods (MCDA) that may be employed in the country

risk assessment problem. Because classic statistical and other methods applied in

the past were not always able to respond effectively and sufficiently to the coun-

try risk problem, researchers proposed multicriteria methods. MCDA methods are

quite interesting and attractive alternatives because they provide an environment for

the employment of a sufficient number of quantitative and qualitative factors for the

country risk assessment.

The book is organized in four chapters as follows:

Chapter 1 provides a review of country risk definitions, as well as an overview of

the most recent operational tools in country risk assessment.

Chapter 2 makes a presentation of MCDA classification methods, statistical and

econometric classification methods, and non-parametric techniques. It describes the

vii
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general characteristics of the methods as well as the model development process for

each of them.

Chapter 3 presents several real-world applications of the methodologies de-

scribed in Chapter 2 on the country risk assessment problem and analyzes their

results.

Finally, Chapter 4 concludes the book and proposes future research directions for

the country risk assessment problem.

Chania, Greece Kyriaki Kosmidou
February 2008 Michael Doumpos

Constantin Zopounidis
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Chapter 1
Introduction

The oil crises of the 1970s and the worldwide economic turmoil were the first

post-war events that highlighted the importance of a global risk factor for the man-

agement of firms and organizations, as well as for the sustainable socio-economic

development of countries. Despite the stabilization of the global economic and busi-

ness environment during the 1980s and the development of the 1990s, this risk factor

has not lost its importance. The rapid change toward a globalized environment has

already highlighted, in several situations, the multiplicative effect that a socioeco-

nomic turmoil at a national or regional level may have at the global level. The recent

crises in Southeast Asia and South America are typical and clear examples of this

finding.

Country risk analysis has evolved as a major research topic within the fields of

economics and finance during the past three decades, focusing on the investigation

of the economic and financial difficulties that countries face, the factors that are

related to these difficulties and their impact on economic policymaking, as well as

on the business and investment environments. The major significance of country

risk analysis is clearly understood by the plethora of existing risk rating agencies

that provide assessments of country risk (Erb et al., 1996).

Country risk has many facets, because the economic and financial development

of a country and the difficulties that it faces may have different origins. In a general

sense, country risk is often defined as the probability that a country will fail to

generate enough foreign exchange in order to pay its obligation toward the for-

eign creditors (Cosset et al., 1992). This is a purely economic definition of coun-

try risk. Several researchers, however, have emphasized the necessity of defining

country risk in a broader context that better represents the multidimensional char-

acter of country risk. In that regard, Mondt and Despontin (1986) argue that the

economic dimension of country risk only shows the capacity of a country to ser-

vice its debt, but its willingness to service its debt should also be considered in the

analysis through the investigation of the political environment in the country, which

defines its political risk. Calverley (1990) employed this context to define country

risk as the potential economic and financial losses due to the difficulties that are

raised from the macroeconomic and/or political environment of a country.

K. Kosmidou et al. (eds.) Country Risk Evaluation, DOI: 10.1007/978-0-387-76680-5 1, 1
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2 1 Introduction

Obviously, these definitions relate the concept of country risk to the obligations

that a country faces toward its foreign creditors (international banks, organizations,

other countries). Other researchers introduced in the analysis the investment per-

spective, i.e., the impact of a country’s economic and sociopolitical environment

to the decisions made by international firms to undertake significant investment

projects in this country. In this context, Herring (1983), Kobrin (1986), and Ting

(1988) referred to the macro (sociopolitical) risks and the micro risks that the in-

ternational investors are facing. The macro risk arises from dramatic events such

as wars, sectarian conflicts, revolutions, etc., as well as less dramatic events such

as the country-wide imposition of price controls, tax increases or surcharges, etc.

The micro risks concern circumstances involving industry, firm or project-specific

cancellation of import and export licenses, discriminatory taxes, etc.

The above definitions clearly indicate the multiple facets of country risk, involv-

ing both the factors that are relevant (economic/financial, social and political fac-

tors) and those that are interested in country risk analysis (bank managers, firms,

international organizations, policymakers).

The first attempts to establish country risk analysis systems have been made

mainly by banking institutions. These attempts involved simply devising checklist

systems based mainly on economic variables (Saini and Bates, 1978). However, this

approach has been proven to be insufficient mainly due to its inability to establish

a sound methodological framework for the selection and weighting of the variables

(Burton and Inoue, 1983).

1.1 Statistical Approaches in the Assessment of Country Risk

The empirical literature on country risk assessment has developed separate bodies.

This section presents a review of statistical methods applied to country risk assess-

ment such as discriminant analysis, factor analysis, regression analysis, regression

trees, cluster analysis, logit analysis, and principal component analysis.

Moreover, it briefly describes studies that illustrate (1) the relationship between

debt servicing capacity and economic/political indicators, (2) the use of creditwor-

thiness indicators in country risk ratings, and (3) alternative views of assessing

country risk including expert judgment on political riskiness, bank lending poli-

cies, and ways to include country risk in the appraisal of international investments.

Table 1.1 provides a list of commonly used indicators for country risk analysis,

whereas Table 1.2 summarizes several studies using statistical methods for country

risk analysis. Figure 1.1 highlights the most important country risk indicators.

1.1.1 Debt Reschedulings

Since the second oil price shock of 1979–1980, debt servicing problems of countries

with large external debt have increased the interest of banks and other international
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Table 1.1 List of commonly used country risk indicators

Amortization rate AR Frequency of a governmental changes FGC
Amortization/Debt A/D GDP growth GDPG
Budgetary deficits BD GNP per capita GNP/C
Capital inflows/Debt service payments CI/DSP Gross fixed capital formation/GDP GFCF/GDP
Current account balance CAB Growth of GNP per capita GNPCG
Current account balance/Exports CAB/E Imports/GDP I/GDP
Current account balance/GDP CAB/GDP Imports/GNP I/GNP
Debt in default DID Imports/Reserves I/R
Debt service payments/Debt disbursement DSP/DD Infant mortality rate IMR
Debt service payments/External debt DSP/ED Inflation growth INFG
Debt service payments/Imports DSP/I Inflation INF
Debt service payments/Reserves DSP/R Interest rates IR
Debt service ratio DSR International liquidity IL
Debt servicing capacity DSC Level of democracy LD
Default history DH Loan commitments per capita LCPC
Disbursed ext. debt/Debt service payments DED/DSP M2/Reserves M2R
Disbursed ext. debt/Exports DED/E Money supply growth rate MSGR
Domestic credit/GDP DC/GDP Political instability PI
Economic development DEV Propensity to invest PTI
Exchange rate differential ERD Rate of increase in consumer prices ICP
Exports E Real exchange rate RER
Export growth rate EGR Reserve position in IMF/Imports RIMF/I
External debt/Exports ED/E Reserves growth rate RGR
External debt/GDP ED/GDP Short-term debt/Exports STD/E
External debt/GNP ED/GNP Short-term debt/External debt STD/ED
Foreign aid per capita FA/C Sovereign credit rating SCR
Foreign domestic invest. per capita outstanding FDI/C Stock returns SR

0 1 2 3 4 5 6 7 8

PI

BD

INF

1/(I /R) or I /R

ED/E

GDPG

GNP/C

DC/GDP

DSR

A/D

EGR

ERD

ICP

IMR

LCPC

SCR

Fig. 1.1 Country risk indicators most often found significant in country risk studies (frequencies)



4 1 Introduction

Table 1.2 Summary of studies based on statistical techniques for country risk analysis

Studies Period Methods Dependent Important

Frank & Cline (1971) 1960–1968 DA DR DSR, I/R, A/D
Dhonte (1975) 1959–1971 PCA DR DSP/DD, DSP/ED
Grinols (1976) 1961–1974 DA DSD DSP/R, DED/DSP, DSP/I,

ED/GDP, ED/E
Feder & Just (1977) 1965–1972 LA DR DSR, I/R, A/D, GNP/C,

CI/DSP, EGR
Sargen (1977) 1960–1975 DA DR INF, DSP/E
Mayo & Barrett (1978) 1960–1975 LA DSD DED/E, 1/(I/R), GFCF/GDP,

I/GDP, RIMF/I, ICP
Saini & Bates (1978) 1960–1977 DA, LA DR ICP, MSGR, CAB/E, RGR

Abassi & Taffler (1982) 1965–1972 PCA, DA DR LCPC, ED/E, INF, DC/GDP
Taffler & Abassi (1984) 1967–1978 DA DR LCPC, ED/E, INF, DC/GDP
Feder & Uy (1985) 1979–1983 RA SCR GDPG, EGR
Burton & Inoue (1987) 1968–1977 DA Foreign asset FDI/C, FA/C, PI, BD,

expropriation GDPG, INF, GNP/C
Citron & Nickelsburg (1987) 1960–1983 LA DR PI, IL
Cooper (1987) 1983 CA, DA DR GDPG, INF, ED/E,

STD/ED, STD/E, 1/(I/R)
Mumpower et al. (1987) 1983–1985 FA PRR ERD, INF, IMR

RA
Cosset & Roy (1988) 1983–1985 RT PRR ERD, INF, IMR
Brewer & Rivoli (1990) 1987 SCR FGC
Cosset & Roy (1991) 1987 RA, RT SCR GNP/C, PTI

Balkan (1992) 1971–1984 PA DR LD, PI, DSR, I/GNP, AR,
ED/GNP, 1/(I/R), GNPCG

Lee (1993) 1986 RA SCR ED/GNP, GDPG, DC/GDP
Cantor & Parker (1996) 1987–1994 RA SCR, GNP/C, INF, ED/E,

bonds yields DEV, DH
Haque et al. (1996) 1980–1993 RA SCR 1/(I/R), CAB/GDP, INFG
Ramcharran (1999) 1992–1994 RA Secondary SCR, DSC, DID

market prices
of loans

Kaminsky & Schmukler (2002) 1999–2000 RA Stock returns, SCR, IR
bonds yields

Reinhart (2002) 1970–1999 PA Currency crises, RER, SR, E, M2R,
defaults CAB, BD

Notes: DA = Discriminant analysis, LA = Logit analysis, PA = Probit analysis, RA = Regression analysis, PCA =
Principal components analysis, FA = Factor analysis, RT = Regression trees, DR = Debt rescheduling, PRR = Political
risk ratings, DSD = Debt servicing difficulties.

institutions, governments and the public. This section surveys the studies focused on

statistical techniques for identifying the determinants of a country’s debt servicing

capability. More specifically, the focus is on (1) the factors that affect a country’s

ability and willingness to repay its external debt and describe its debt-servicing dif-

ficulties, (2) the prediction of debt reschedulings, and (3) the analysis of the rela-

tionship between economic factors and debt servicing capacity and the impact of

economic determinants in developing country creditworthiness indicators.

Frank and Cline (1971) used discriminant analysis to investigate the ability of

eight indicators to identify debt servicing difficulties. The variables selected were

the debt service ratio, export fluctuations, compressibility of imports, the imports

to GNP ratio, the imports to reserves ratio, the amortization to debt ratio, GNP

per capita, and the growth of exports. Covering the period 1960–1968, their data

sample contained 145 observations on 26 countries, of which 13 were rescheduling
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cases in eight countries. Frank and Cline tested their indicators on a binary-valued

dependent variable consisting of rescheduling and non-rescheduling cases. Three

variables were found significant, including the debt service ratio, the imports to

reserves ratio, and the amortization to debt ratio that generated fairly low error rates

and explained correctly 10 of the 13 rescheduling cases. Furthermore, they found

that with discriminant analysis, it is possible to obtain a very high prediction rate

using only two factors: the debt service ratio and the average maturity of debt.

Dhonte (1975) used principal components analysis to analyze debt rescheduling.

He selected 13 cases of debt rescheduling between 1959 and 1971 and compared

them with a sample of 69 non-rescheduling countries in 1969. He found four in-

dicators to be the most significant for the first principal component. In addition,

for the second principal component, Dhonte found two more significant indicators,

namely the debt service payment/debt disbursement ratio and the debt service pay-

ments/external debt ratio. Dhonte concluded that in order to avoid a debt-servicing

problem, a balance must be maintained between a debtor’s involvement in debt and

the terms on which a debt is accumulated.

Grinols (1976) applied discriminant and discrete analysis to a broader set of vari-

ables and to an expanded sample of countries, with observations covering the 1961–

1974 period, in order to describe the difficulties in servicing external debt. This

study identified five statistically significant variables: the debt service payments to

reserves ratio, the disbursed external debt to debt service payment ratio, the debt

service payments to imports ratio, the external debt to the GDP ratio, and the ex-

ternal debt to exports ratio. The estimated discriminant function showed error rates

within the test sample, which were almost 50% lower than the results obtained by

Frank and Cline (1971).

Feder and Just (1977) used logit analysis in order to reinvestigate the signifi-

cance of the indicators used by Frank and Cline, Grinols, and Dhonte. Their sample

referred to 238 observations on 30 countries (21 rescheduling cases involving 11

countries) for the period 1965–1972. From the eight indicators examined, six vari-

ables were found to be significant: the debt service ratio, the import to reserves ra-

tio, the amortization to debt ratio, the per capita income, the capital inflows to debt

service payments ratio, and the real export growth rate. The estimated logit model

achieved lower error rate compared with the results obtained in the previous studies.

Mayo and Barrett (1978) designed an early warning model for the U.S. Export-

Import Bank (Eximbank) based on earlier studies. Their analysis involved the de-

velopment of a logit model considering a sample of 48 countries during the period

1960–1975. In contrast with the previous studies that focused on debt rescheduling,

Mayo and Barret considered debt servicing difficulties in a broader sense. The objec-

tive of their model was to predict debt servicing difficulties for up to five years prior

to the time where debt difficulties would be evident. Among the indicators found

to be statistically significant, the six that provided the best predictive results were

the disbursed external debt to exports ratio, the reserves to imports ratio, the gross

fixed capital formation to GDP ratio, the imports to GDP ratio, the reserve position

in the International Monetary Fund to imports ratio, and the rate of increase in

consumer prices.
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Sargen (1977) used two conceptual approaches to analyze past debt reschedul-

ings. The first approach was similar to the approaches employed in the other studies

and assumed that reschedulings arise from fluctuations in export earnings, which

lead to a rapid accumulation of external debt. The second approach treats reschedul-

ings as a monetary phenomenon. In this approach, inflation and an overvalued ex-

change rate were assumed to increase the demand for imports and to cause export

stagnation, which in turn leads to a rapid build-up of external debt. To test the va-

lidity of each approach, Sargen applied discriminant analysis to six indicators, cov-

ering the period 1960–1975, to differentiate rescheduling from non-rescheduling

cases. He found the inflation rate and the ratio of scheduled debt service payments

to exports to be the two most significant explanatory indicators.

Saini and Bates (1978) began with the presumption that there was no a priori rea-

son for expecting the logit analysis to be superior to the discriminant analysis. Their

sample contained data on 25 countries covering the time period 1960–1977, from

which 13 countries either faced rescheduling and/or secured balance of payments

support loans in the given period. They utilized a modified dependent variable that

included reschedulings and balance of payments support loans. The indicators used

in the analysis were selected according to their statistical significance in at least one

of the previous studies, with the exception of those indicators that contained debt

data. Several proxy variables for external indebtedness were constructed. Their re-

sults indicate that the four most significant explanatory variables include the growth

rate of consumer prices, the money supply growth rate, the ratio of the adjusted

cumulative current account balance to exports, and the growth rate of reserves.

Abassi and Taffler (1982) used discriminant analysis in order to evaluate country

risk. Their sample of 1140 observations on 95 countries for the period 1965–1972

contained 55 rescheduling cases referring to 14 countries. Their dependent variable

did not exclude voluntary debt reschedulings, nor did it include balance of payments

support and/or bridge loans. They considered 42 indicators in their analysis, regard-

ing the foreign exchange sector, country debt, and the domestic economic situation.

They incorporated several novel features into their model. First, to identify the de-

gree of intercorrelation among variables, they used principal components analysis.

Second, to correct for serial correlation and to obtain an unbiased estimate of the

true classification error rate, the model was calculated using a step-wise approach

for variable selection. The model was estimated for the 1967–1977 period and tested

on the 1978 data. The final variable set consisted of the following most important

indicators: new loan commitments per capita, external debt to exports ratio, rate of

inflation, and domestic credit to GDP ratio.

Taffler and Abassi (1984) developed a discriminant model in order to predict debt

reschedulings among developing countries. They differentiated their previous work

by incorporating into their model both monetary policy and debt servicing capacity

indicators. The 42 variables used in the analysis were the ones that had been found

useful in other studies. Economic information referring to 95 developing countries

was gathered for a 12-year period up to 1978. Data from 1967 to 1977 were used to

fit the model, which was then tested using the data of 1978, in order to distinguish

possible rescheduling countries in 1979. Their model consisted of the following four
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most important variables: commitments per capita, debt to exports, average rate

of inflation, and domestic credit to gross domestic product. Although their model

appeared relevant to the least developed countries, some difficulties were faced with

regard to the countries experiencing short-term problems.

Cooper (1987) utilized cluster analysis and multiple discriminant analysis to

distinguish countries that were likely to seek a rescheduling of their debt. Cluster

analysis was used to partition countries into two groups. The first group comprised

countries that did not seek any rescheduling of their international debt obligations in

1983, and the second group comprised countries that rescheduled all or part of their

debt in 1983. In total, eight explanatory variables were considered in the analy-

sis, including average GDP growth, inflation, the external debt ratio, the ratio of

short-term debt to total external debt, the ratio of short-term debt to exports, the

ratio of reserves to imports, and two debt-service ratios. The results indicated that

the cluster analysis was quite efficient in providing accurate predictions. The eight

explanatory variables were also used in developing a discriminant analysis model.

The main conclusion was that, similar to cluster analysis, discriminant analysis also

performed well in its predictions.

Haque et al. (1996) provided an empirical analysis of the economic determi-

nants of developing country creditworthiness models for more than 60 developing

countries during the period 1980–1993. Their study extended the earlier analyses

by examining the behavior of three creditworthiness series over the longest time

period used to date. The data set consisted of the credit ratings constructed by In-

stitutional Investor, Euromoney, and the Economist Intelligence Unit. Two different

theoretical approaches were used to model country default risk. The debt-service

capacity approach regarded default as arising out of an unintended deterioration in

the borrowing country’s capacity to service its debt. On the contrary, the cost-benefit

approach viewed the rescheduling (or default) of a country’s external debt as a ra-

tional choice based on an assessment of the costs and benefits of rescheduling of

repudiation. Their empirical results indicated that economic indicators played a key

role in determining a developing country’s credit rating. The most important domes-

tic economic variables influencing country credit ratings were found to be the ratio

of nongold foreign exchange reserves to imports, the ratio of the current account

balance to GDP, the country’s rate of growth, and inflation. All country ratings were

adversely affected by increases in international interest rates, independent of the do-

mestic economic fundamentals. A country’s regional location and the structure of

its exports were also found to be important.

1.1.2 Political Factors

A country’s decision to reschedule its external debt reflects not only its economic

circumstances, i.e., its ability to meet its obligations, but also its willingness to ser-

vice these obligations. The latter reflects the political environment of the debtor

country in that the decision to reschedule is a political decision. Also, many leading
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international institutions analyze and publish country risk and creditworthiness rat-

ings based on the political factor impacts. A review of the past studies that incorpo-

rate not only the economic factors but also political ones is presented in this section.

Feder and Uy (1985) attempted to explain cross-sectional and inter-temporal

variation in credit ratings based on Institutional Investor data. The study consisted

of two main models. First, a regression analysis model was developed to determine

the significant explanatory variables. The results showed that all variables were sta-

tistically significant. The authors also examined changes over time in the impact

of economic indicators on creditworthiness and found that there was a significant

difference between the periods 1979–1981 and 1982–1983. The second model sim-

ulated the evolution over time of a hypothetical economy by generating the time

profile of exports, imports, reserves, GNP, external debt, and consumption. The ob-

tained results suggested that a higher rate of growth of GDP, holding export growth

constant, improved the initial creditworthiness rating, and an increase in the rate of

growth of exports significantly strengthened creditworthiness.

Citron and Nickelsburg (1987) proposed a logit model of country risk that in-

corporated not only economic but political variables, too. They incorporated into

their model the political instability indicator, which was proxied by the number of

changes of government over a five-year period. More specifically, they modeled in

a very simple way the factors that increase the change of default. They noticed that

when a government was characterized by an unstable environment, for example, by

the exact time after a new government takes over, the increase in government welfare

through spending depends essentially on domestic purchases. Even though payment

of debts was beneficial, if the unstable government wanted to retain its power, it

had to make sure first that its expenditures were directed toward those who might

overthrow it. So, if the debtor country has the opportunity to tax the foreign creditor

through rescheduling or other reduction in debt payments, this might be positive

for the government’s welfare. Their model was estimated simultaneously for five

countries (Argentina, Brazil, Mexico, Spain, and Sweden) from 1960 to 1983. Their

empirical results showed that political instability was a very important variable that

has to be taken into account in country risk analysis because it affected a govern-

ment’s willingness to service its debt payments. Furthermore, international liquidity

was found to be highly significant.

Mumpower et al. (1987) studied the professional analysts’ judgments of the po-

litical riskiness using factor and regression analysis. The dependent variable was the

political risk ratings of 49 countries as given by the annual survey of the Associa-

tion of Political Risk Analysis for the years 1983–1985. Factor analysis identified

three significant explanatory variables: the exchange rate differential, the estimated

inflation rate, and the infant mortality rate. Furthermore Mumpower et al. (1987)

broke down their sample by geographic area (safe and unsafe) in order to test the

stability of the model. Finally, they made a comparison between the ratings of the

experts and the ratings of undergraduate students of political science and found that

they were closely parallel. Thus, they concluded that even though experts have an

advantage regarding the quantity of information, their estimations are almost equiv-

alent to those made by naı̈ve subjects and by a simple linear model involving only

few variables.
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Burton and Inoue (1987) developed a country risk appraisal model of foreign

asset expropriation in developing countries. They used a multiple discriminant

analysis in their model in order to clarify the important economic, political, and

environmental variables that differentiate the countries that expropriated or not the

assets of foreign firms over the period 1968–1977. The dependent variable referred

to whether an expropriation event occurred. The most significant variables found are

the foreign domestic investment per capita outstanding, foreign aid per capita, polit-

ical instability, budgetary deficits, GDP growth rate, inflation, and GNP per capita.

The accuracy of the model was improved by the incorporation of dummy variables

regarding income level groups and regional groups.

Cosset and Roy (1988) used the regression tree technique on the same data set

used by Mumpower et al. (1987) in order to study the experts’ judgments of politi-

cal riskiness. The assessment of this technique led them to the selection of the same

statistically significant variables identified by Mumpower et al. (1987) regarding the

estimated inflation rate, the infant mortality rate, and the exchange rate differential.

The infant mortality rate was used twice at different stages of the regression tree.

Through this regression tree a significant improvement in the correlation coefficient

was achieved compared with the results of Mumpower et al. (1987). This improve-

ment shows that a regression tree extracts more information from the data set, thus

avoiding the problem of multicollinearity. Furthermore, regression trees do not al-

low variable interaction and do not impose any assumptions on the distribution of

the prediction variables.

Cosset and Roy (1991) replicated in their study both Euromoney and Institutional

Investor’s country risk ratings (scores of 71 countries as reported in the September

1987 issues). The explanatory variables used were the ones derived from earlier

studies and theoretical models upon the international borrowing in the presence of

default risk. They applied two statistical techniques in their study: linear regression

analysis and regression trees. It was found that the level of per capita income and

propensity to invest are the two variables that affect positively the rating of a country.

The results also reveal that the ability of the models to reproduce the two country

risk measures is very similar.

Brewer and Rivoli (1990) in order to determine creditworthiness focused on the

effect of political instability as well as on the impact of some economic variables.

Country creditworthiness data were taken from the 1987 Institutional Investor and

Euromoney ratings. The explanatory variables included several measures of polit-

ical instability and armed conflict, but only two economic measures: the ratios of

current account to GNP and external debt to GNP. Cross-sectional analysis was per-

formed using data for the 30 most heavily indebted developing countries. The data

on economic variables were for the year 1987, and explanatory variables were com-

puted over the 1967–1986 period. The results showed that, whereas the frequency

of a change in government regime was significant as a proxy for political stability,

two other variables, proxying the degree of armed conflict and political legitimacy,

were not significant.

Balkan (1992) incorporated into his empirical work two dimensions of the

borrower’s political environment: the level of democracy and the level of political
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instability. For each of these two dimensions, an index was created using the Banks

Cross-National Time Series Data Archive (1986). These indexes were included in a

probit model, along with other economic variables commonly used in previous em-

pirical works. Annual data were used for 33 countries over the period 1971–1984.

The dependent variable referred to the situation where a country had rescheduled

or not its sovereign external debts in a given year as reported by the World Bank.

According to the results, an inverse relationship between rescheduling probabilities

for a given country and its level of democracy and a direct relationship between

the rescheduling probabilities and the political instability level were found. Fur-

thermore, most of the economic variables were found to be statistically significant.

In particular, the probability of rescheduling was found positively related to debt

service, the ratio of imports to GNP, and the ratio of debt to GNP, whereas it was

negatively related to the ratio of international reserves to imports, the amortization

rate, and the growth of GNP per capita.

Lee (1993) examined the effects of both economic and political variables in ex-

plaining country risk ratings. His sample consisted of 29 heavily indebted countries.

Institutional Investor and Euromoney were again the main sources that provided the

sample data. The explanatory variables included three economic variables: the ratio

of external debt to GNP, per capita GDP growth, and the ratio of domestic public

debt to GDP. Other debt-service variables such as the ratios of total debt to exports

and reserves to imports were also taken into consideration. The results suggested

that creditworthiness indicators were explained mainly by the countries’ economic

performance, rather than by their political situation.

1.1.3 Alternative Views in the Assessment of Country Risk

The lending policies and the ways in which country risk is assessed by bankers, the

determinants of supply and demand for sovereign loans, the impact of international

lending and borrowing in the world income redistribution, and the answer to how

country risk may be included in the evaluation of investment projects present some

of the alternative views in the evaluation of country risk.

Agmon and Deitrich (1983) studied an alternative approach of country risk, refer-

ring to the international lending and income redistribution. Traditional approaches

upon creditworthiness of the borrowing countries had no impact on credit granting

decisions by international banks. Agmon and Deitrich in their effort to go beyond

these traditional approaches presented a model in order to explain international bor-

rowing and lending activities. The basic assumption of this model involved the use

of activities like lending and borrowing as an appropriate way of influencing the re-

distribution of income in the world. It was found that loan servicing was dependent

on the competence of the borrowing country to tax the lending country indirectly

through financial intermediaries. Furthermore, factors affecting risks to loans are

those that determine the responsibility of the government of the lending countries to

subsidize wealth transfers to borrowing countries.
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Heffernan (1985) studied country risk analysis from the demand and supply of

sovereign loans points of view. With the term sovereign loans, Hefferman refers to

the loans made directly either to the public sector or to a private debtor having the

guarantee that they will be paid by the public entity. He developed a general model

of the demand and supply of loans made to the public sector of a third-world country.

On the supply side, emphasis was given to the need of lenders to taking into account

the sovereign loans as part of an optimal investment decision. On the demand side,

a life-cycle hypothesis of developing economies was made in order to identify the

dependence of the demand for external debt on variables such as domestic rate of

savings, capital rental rate and its relation to the world interest rate, and the value

of the country’s domestic output. Endogenizing the probability of default expanded

the model.

Shapiro (1985) studied the conditions under which banks are subject to currency

and country risks. Banks face currency risks when they lend to foreign firms and

governments. They are trying to overpass these risks either by denominating and

funding their loans in the foreign currency or by denominating their foreign loans

in U.S. dollars. Following this practice, banks are protected, shifting any risk asso-

ciated with exchange rate fluctuations to the borrowers. Currency risk is converted

into credit risk to the extent that changes in currency values can affect the ability

or willingness of foreign borrowers to repay their loans. In the case where the gov-

ernment is the borrower, credit risk becomes country risk. Shapiro concluded that

currency risk is dependent on the rate of both domestic and foreign inflation, the de-

viations of purchasing power parity, and on the effect of these deviations upon the

firm’s and the country’s dollar-equivalent cash flows. On the other hand, the vari-

ability of the country’s terms of trade and the government’s willingness to permit

the national economy to adjust rapidly to economic changes are important situations

that determine country risk.

Bird (1986) examined the lending policies of international banks. The variables

considered when assessing country risk from the banking point of view were subdi-

vided into economic and political categories. Political indicators tended to be rather

judgmental, although some banks employed political risk analysts and approached

the question in a more objective and structured fashion. Whatever the exact mecha-

nism used, most bankers felt that risk analysis is an “art” rather than a “science,” and

this has important implications in an environment where it is hoped to alter lenders’

attitudes and perceptions. Bird suggested that benefits were to be gained from re-

forming the methods of country risk analysis used by the banks. The reforms were

mostly addressed toward improving the underlying economic rationality and stabil-

ity of bank lending decisions.

Somerville and Taffler (1995) attempted to explore the judgmental accuracy of

bankers, in the context of country risk assessment, and they compared it with the per-

formance of formal statistical models in terms of forecasting power over a one-year

horizon. The Institutional Investor country credit ratings were taken as indicators of

banker judgments. Creditworthiness was represented by a binary dependent variable

and the training sample referred to the period 1980–1987. The results obtained using

discriminant and logit analysis showed that the Institutional Investor credit ratings
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were biased toward an adverse view of the creditworthiness of less developed coun-

tries (LCDs) during 1987–1989. This “over-pessimism” contrasted with the findings

of Taffler and Abassi (1984) of “over-optimism” at the beginning of the decade (i.e.,

1980, 1983). In both periods, the average view of bankers appeared to have been

biased and may possibly be interpreted as evidence of judgmental failings.

Nordal (2001) addressed the question of how country risk may be included in the

valuation of investment projects. The main point of his research was that country

risk indices might be modeled as stochastic processes and used as state variables

when applying the contingent claims valuation methodology. The author specified

a model that serves as a starting point when evaluating a variety of investment

projects. Based on data covering a selection of country risk indices for oil-producing

countries, he examined the properties of the model. He ended the research with a

numerical example where the incentive for the investor to delay the investment de-

cision was computed. This incentive was dependent on, among other elements, the

current conditions in the country and the expected development, as well as on the

volatility of a risk index.

1.1.4 Sovereign Credit Ratings

In recent years, the demand for sovereign credit ratings has increased dramatically.

Several of the studies discussed in the preceding subsections considered sovereign

credit ratings as an adequate measure of country risk and focused on the identifi-

cation of the determinants of these ratings on the basis of economic indicators and

political factors. However, in the light of the recent economic crises in Asia and

South America, there has been some skepticism on the quality of these ratings, their

impact on the financial markets, and ultimately on their ability to predict the crises.

These questions constitute major research points in recent studies on country risk

analysis.

Cantor and Packer (1996) presented the first systematic analysis focusing not

only on the determinants of sovereign credit ratings but also on their impact to the

bond markets. The authors focused on the ratings of Moody’s and Standard and

Poor’s. The analysis was based on a sample of 49 countries rated by both Moody’s

and Standard and Poor’s in their 1995 ratings. The countries were described by

seven economic indicators and a dummy variable of their default history. At the first

stage, a regression analysis was performed to investigate the relationship of the eight

explanatory variables with the ratings of the two agencies. The results showed that

the contribution of the explanatory variables in explaining the ratings is similar for

both agencies. The most important variables included the per capita income, the in-

flation, the external debt, the economic development, and the default history. At the

second stage, the analysis focused on the effect that the ratings have on bond spreads

over U.S. Treasuries. The results showed that the ratings have considerable power in

explaining bond yields, even though the financial markets are, generally, more pes-

simistic than the agencies for low-rated countries. Finally, using a sample regarding
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rating announcements for the period 1987–1994, they found that the changes in

the ratings are followed by significant bond yield changes in the expected direction

(downgrades in rating are followed by a rise of bond yields and vice versa).

Ramcharran (1999) conducted a similar analysis focusing on the case of the

least developed countries (LDCs). The sample used in the analysis involved cross-

sectional data on 27 LCDs for the period 1992–1994. The considered independent

variables involved economic and political factors related to the country’s ability and

the willingness to service its debt and the Euromoney’s sovereign credit rating. The

dependent variable involved the price of each country’s debt in the secondary mar-

ket. The results of a regression analysis showed that sovereign credit rating is the

most important determinant, followed by the debt-servicing capacity of LDCs and

debt in default.

Kaminsky and Schmukler (2002) have also been involved with the sovereign rat-

ings established by international agencies. Their analysis focused on the impact that

these ratings have on financial markets. The motivation of this analysis was on the

finding that often rating agencies tend to have a “procyclical” behavior (1999), i.e.,

they upgrade countries in good times and downgrade them in bad times, thus trig-

gering market jitters contributing to the vulnerability that has been recently evident

in the international stock markets. The data used in the analysis involved daily series

of emerging markets bond index (EMBI) spreads, stock returns, interest rates, and

credit ratings for 16 emerging markets over the period January 1999 to June 2000.

Different regressions were performed to explore the changes in stock market prices

and the bond spreads in terms of the changes in credit ratings and the changes in the

U.S. interest rates. Similar to other studies (Cantor and Packer, 1996; Ramcharran,

1999; Reisen and Von Maltzan, 1999), the results show that rating changes signifi-

cantly affect bond and stock markets. Furthermore, rating changes among emerging

markets have a contagion effect triggering changes in bond spreads and stock re-

turns in foreign countries, mainly within a specific geographical region. On the other

hand, changes in the U.S. interest rates have more significant impacts for the coun-

tries whose ratings are low. Finally, it was observed that country rating upgrades

take place after market rallies, whereas downgrades occur after market downturns,

thus supporting the aforementioned finding on the “procyclical” behavior of rating

agencies.

In contrast with the previous two studies that focused on the effects of rating

on the financial markets, the study of Reinhart (2002) investigated the relationship

among sovereign credit ratings, currency crises, and default. The author considered

the credit ratings of Institutional Investor, Moody’s, and Standard and Poor’s during

the period 1970–1999. The sample used in the analysis included 113 defaults and

151 currency crises, 135 of them in emerging market economies. The majority of the

defaults (84%) in emerging economies in the sample has been associated with cur-

rency crises, but the converse was found not to be true. For developed economies,

the author did not find evidence of any connection between currency crises and

default. Using a probit model, the author found that the significant indicators for

predicting currency crises included the real exchange rate, the stock returns, the

exports, the M2/reserves ratio, the current account balance, and the overall budget
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deficit as a percent of GDP. A similar list of indicators was also found significant for

predicting defaults. Furthermore, the results of the developed probit model showed

that sovereign credit ratings systematically fail to predict currency crises but do

considerably better in predicting defaults. Similar results have also been found by

Goldstein et al. (2000) who examined the links among currency and banking crises

and changes in sovereign credit ratings by Institutional Investor and Moody’s for 20

countries. Reinhart (2002) attributed the inability of sovereign credit ratings to pre-

dict currency crises to the fact that currency crises are generally difficult to predict.

1.1.5 Important Issues in Statistical Country Risk Analysis

Obviously, the statistical approaches to country risk assessments have been widely

used in the past and contributed positively in highlighting several important aspects

of country risk analysis and the indicators that are involved. However, these ap-

proaches have several limitations in issues such as the specification of the dependent

variable, data requirements and availability, model specification of the dependent

variable, and forecasting ability. According to Saini and Bates (1984), the following

five drawbacks are related to the statistical techniques and the related studies of the

past:

• The definition of the dependent variable regarding the classification of the

countries into rescheduling and non-rescheduling ones is not always a real-

istic approach. Countries have options other than formal reschedulings when

they are facing debt-servicing problems. There are also substitutions for for-

mal reschedulings such as debt refinancings and restructurings, etc. Furthermore,

the definition of the dependent variable overlooks voluntary and nonvoluntary

reschedulings. Voluntary reschedulings happen when balance of payments prob-

lems are not occurring.

• The reliance on debt information that is incomplete at least as far as it concerns

the long-term case. For this reason, it is very important for researchers that intro-

duce variables containing debt statistics into their studies to take into account that

debt information on external debt is incomplete (Nowzard and William, 1981),

mainly because of the lack of information on short-term debt. Furthermore, the

reliance on debt information may decrease from the usefulness of empirical in-

vestigations.

• The statistical restrictions, such as: a) the reduction of the original data set to one

with a smaller dimensionality that is useful only in the case where the interpreta-

tion of the newly constructed variables is meaningful, b) the determination of the

importance of the explanatory variables and the problem of how to discard vari-

ables once included in the analysis, c) the difficulty in interpreting the obtained

results mainly because of the lack of any explicit procedure for the selection of

the value that distinguishes rescheduling from non-rescheduling cases, etc.

• Three weaknesses regarding model specification: a) the exclusion of important

social and political factors that may lead to debt-servicing difficulties from the
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analysis, b) the assumption of stable statistical relationships across countries re-

garding the basic structure and behavioral pattern for all countries, c) the over-

looking of the dynamic nature of the world economy.

• The poor predictability of reschedulings of the statistical models, as statistically

significant variables were found to be inadequate in making accurate predictions.

1.2 Multicriteria Analysis in the Assessment of Country Risk

To overcome the limitations and difficulties of the statistical approaches for country

risk assessment, new methodological tools should be introduced in this field. Among

them, multicriteria decision aid (MCDA) (Roy, 1996), an advanced field of opera-

tions research, seems to be well-suited to the analysis of country risk. MCDA is

devoted to the development of appropriate quantitative methodologies for support-

ing the decision-making process in complex real-world problems that involve the

consideration of a diversified and conflicting set of decision-making variables (eval-

uation criteria). This MCDA paradigm is well-suited to the multidimensional na-

ture of country risk assessment. MCDA methods are free of statistical assumptions

on the examined country risk data, they enable the incorporation of the decision

makers’ (managers of banks and international institutions, policymakers, investors)

judgment policy into the analysis of country risk, they are capable of handling qual-

itative social and political factors, and they are easily updated taking into account

the dynamic nature of the world economy, adapting to the changes in the decision

environment. The MCDA methodologies already applied in country risk assessment

studied the problem either from the ranking point of view, the portfolio construction

point of view, or from the classification point of view. Several studies have pro-

posed different approaches of multicriteria analysis in the assessment of country

risk to support the decision-making process in problems related to country risk as-

sessment. In particular, most of the studies on the use of MCDA methods in country

risk analysis (including the studies discussed in this section) involve the develop-

ment of risk assessment models. Risk assessment models often constitute a major

part of integrated country selection models, i.e., models for selecting countries that

are suitable to finance or to invest in. An example of an approach that deals with

risk assessment in the context of a country selection process can be found in Kugel

(1973).

Mondt and Despontin (1986) proposed a model to evaluate country risk in an

interactive way using multiobjective linear programming. They applied the per-

turbation method (Vincke, 1976), a variant of the well-known STEM method

(Benayoun et al., 1971), to determine the proportion of each country in an “opti-

mal” loan portfolio of a bank. The aim of their analysis was to maximize the return

of the portfolio and to minimize the corresponding risk. The method was applied

to a sample of 10 countries and several risk dimensions such as the inflation risk,

the exchange risk, the political risk, the social risk, and the growth risk were taken

into consideration. The perturbation approach was employed as a scenario analysis
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approach to provide the decision maker with “what if ” analysis results. Although

this approach shows the contribution of each country to the risk of the whole port-

folio, it does not provide an overall country risk rating according to the creditwor-

thiness of the countries.

Tang and Espinal (1989) developed a multiattribute quantitative model to assess

country risk, both on a short and medium-long term basis. The model developed

in this research considered only quantifiable social and economic factors that could

be available or estimated from reliable international sources. The model was ap-

plied to a sample of 30 developed and developing countries. The Delphi method

(Lindstone and Turoff, 1975) was used in the selection of the relevant variables

(external repayment capability, liquidity, per capita and population increases, pur-

chasing power risk) and in the estimation of their relative weights (significance)

in the analysis. The results showed that the most significant country risk indicator

both for short and medium-long terms was the external repayment capability of a

country. Comparing the results of the quantitative model with those obtained from

two international banks, the validity of the model was evident regarding its broad

consistency.

Oral et al. (1992) proposed a generalized logistic regression model to assess

country risk. The parameters of the proposed model were estimated through a math-

ematical programming formulation that is able to consider the impacts of countries

of different geographical regions or even countries with different political and eco-

nomic characteristics. This model reproduced the country risk rating scores of In-

stitutional Investor and it was applied to a sample of 70 countries for the years 1982

and 1987. The results obtained by the proposed generalized logistic model were

compared with those obtained by two statistical models, namely logistic regression

and regression trees. A comparison of the three methods indicated the superiority

of the new method over the statistical models, with respect to both the estimation

and validation samples. Regarding the importance of country risk indicators, the

three models provided similar results. The generalized logit model indicated that

for both years 1982 and 1987, the most important indicators were the net foreign

debt/exports, the GNP per capita, and the investment/GNP. Furthermore, it was

found that developed countries and countries geographically located in Southeast

Asia were those that experienced low risk, whereas countries located in Central

America experienced high risk.

Cosset et al. (1992) applied a preference disaggregation methodology for the

evaluation of country risk, based on the MINORA decision support system (Multi-

criteria INteractive Ordinal Regression Analysis; Siskos and Yannacopoulos, 1985),

which incorporates the multicriteria method UTASTAR, a variant of the UTA

method (UTilités Additives; Jacquet-Lagrèze and Siskos, 1982). The MINORA sys-

tem was applied to a sample of 76 countries for the year 1986, in order to develop

a ranking model of the countries according to their ability to service their foreign

currency loans. Using a sample of 22 reference countries, an additive utility model

was interactively developed, which consistently represented the preferences of a de-

cision maker. The results obtained from the proposed model showed that European

countries, the United States, Canada, and Japan had the best performance regarding
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their creditworthiness, whereas countries such as Nigeria, Argentina, etc., were the

most risky ones. Furthermore, the most important determinants of sovereign credit-

worthiness were found to be the GNP per capita, the propensity to invest, the current

account balance on GNP. In conclusion, this process appears to be well adapted to

deriving and updating a country risk evaluation model.

Cook and Hebner (1993) presented a multicriteria approach to country risk eval-

uation based on the pure ordinal model developed by Cook and Kress. The data

used in the analysis were obtained from the Japan Bond Research Institute for 100

countries evaluated over 14 criteria. The results showed that investors with hetero-

geneous projects obtain different country risk rankings from one another (because

they possess heterogeneous criteria importance vectors). Furthermore, the country

risk rankings obtained using the multicriteria approach differed from those obtained

by a quantitative fixed weighting approach. The ability of this study’s multicriteria

approach to determine the set of risk criteria weights optimally rather than relying

upon exogenously given weights allows investors to formulate individualized coun-

try risks ratings, which reflect the unique risk sensitivities possessed by each of their

projects.

The assessment of country risk was applied to the data of Tang and Espinal

(1989). More specifically, in their study they applied three multicriteria methods,

namely the UTASTAR method for developing a ranking country risk model, the

UTADIS method (UTilités Additives DISscriminantes; Jacquet-Lagrèze, 1995), and

a variant of the UTADIS method (UTADIS I; Zopounidis and Doumpos, 1998) for

developing country risk classification models. The most important indicators for all

the three methods were found to be the per capita income and population increases,

the current account imbalance as a percentage of gross external revenues (GER)

during recent periods, the imbalance between external debit and credit interest as

a percentage of GER during recent years, the current account imbalance as a per-

centage of the GER increase during the recent period, and the gross international

reserves as a percentage of gross external expenditures. The results obtained from

both the ranking and the classification approaches of country risk analysis were very

satisfactory as they were highly consistent with the estimations of the two lending

institutions considered in the analysis of Tang and Espinal (1989).





Chapter 2
Review of Methodologies

The review of the previous chapter shows that country risk analysis is often based

on the development of models to discriminate between high-risk countries (e.g.,

rescheduling) and low-risk ones.

This chapter is focused on the methods that can be used to develop such models.

Special emphasis is given to non-parametric techniques from the field of MCDA.

The considered methods include the UTADIS method and the MHDIS method

(Multi-group Hierarchical DIScrimination). Both methods lead to the development

of additive models that can be used to classify a set of alternatives (e.g., countries)

into q predefined ordinal groups:

C1 �C2 � ·· · �Cq

where C1 denotes the group consisting of the most preferred alternatives and Cq
denotes the group of the least preferred alternatives. Within the country risk context,

C1 consists of the low-risk countries, whereas Cq consists of the high-risk ones.

The subsequent sections of this chapter discuss in detail all the model develop-

ment aspects of the two methods as well as all the important issues of the model

development and implementation process.

In addition, the two MCDA methods other techniques also discussed, including

statistical methods, neural networks, rule induction and decision trees, fuzzy sets,

and rough sets.

2.1 The UTADIS Method

2.1.1 Criteria Aggregation Model

The UTADIS method was first presented by Devaud et al. (1980), and some aspects

of the method can also be found in Jacquet-Lagrèze and Siskos (1982). Jacquet-

Lagrèze (1995) used the method to evaluate R & D projects, and during the past

K. Kosmidou et al. (eds.) Country Risk Evaluation, DOI: 10.1007/978-0-387-76680-5 2, 19
c© Springer Science+Business Media, LLC 2008
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few years the method has been widely used for developing classification models

in financial decision making problems (Zopounidis and Doumpos, 1998, 1999a, b;

Doumpos and Zopounidis, 1998; Zopounidis et al., 1999). Recently, the method has

been implemented in multicriteria decision support systems, such as the FINCLAS

system (Zopounidis and Doumpos, 1998) and the PREFDIS system (Zopounidis

and Doumpos, 2000a).

The UTADIS method is a variant of the well-known UTA method (UTilités Ad-

ditives). The latter is an ordinal regression method proposed by Jacquet-Lagrèze

and Siskos (1982) for developing decision models that can be used to rank a set of

alternatives from the best to the worst ones.

Within the sorting framework described in the introductory section of this chapter,

the objective of the UTADIS method is to develop a criteria aggregation model used

to determine the classification of the alternatives. Essentially this aggregation model

constitutes an index representing the overall performance of each alternative along

all criteria. The objective of the model development process is to specify this model

so that the alternatives of group C1 receive the highest scores, while the scores of

the alternatives belonging to other groups gradually decrease as we move toward the

worst group Cq.

Formally, the criteria aggregation model is expressed as an additive utility

function:

U(g) =
n

∑
i=1

piui(gi) (2.1)

where:

g = (g1,g2, . . . ,gn) is the vector of the evaluation criteria.

pi is a positive scaling constant indicating the significance of criterion gi (p1 +
p2 + · · ·+ pn = 1).
ui(gi) is the marginal utility function of criterion gi.

The marginal utility functions are monotone functions (linear or nonlinear) de-

fined on the criteria’s scale, such that the following two conditions are met:

ui(gi∗) = 0

ui(g∗i ) = 1

}
where gi∗ and g∗i denote the least and the most preferred value of criterion gi, re-

spectively. These values are specified according to the set of the alternatives under

consideration, as follows:

• For increasing preference criteria (criteria for which higher values indicate higher

preference, e.g., return/profitability criteria):

gi∗ = min
∀x j∈A

{g ji} and g∗i = max
∀x j∈A

{g ji}

• For decreasing preference criteria (criteria for which higher values indicate lower

preference, e.g., risk/cost criteria):
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Fig. 2.1 Characteristic forms of marginal utility functions

gi∗ = max
∀x j∈A

{g ji} and g∗i = min
∀x j∈A

{g ji}

Essentially, the marginal utility functions provide a mechanism for transforming

the criterion’s scale into a new scale ranging in the interval [0,1]. This new scale rep-

resents the utility for the decision maker of each value of the criterion. The form of

the marginal utility functions depends upon the decision maker’s preferential system

(judgment policy). Figure 2.1 presents three characteristic cases. The concave form

of the utility function presented in Figure 2.1(a) indicates that the decision maker

considers as quite significant small deviations from the worst performance gi∗. This

corresponds with a risk-averse attitude. On the contrary, the case presented in Figure

2.1(b) corresponds with a risk-prone decision maker who is mainly interested in al-

ternatives of top performance. Finally, the linear marginal utility function of Figure

2.1(c) indicates a risk-neutral behavior.

Transforming the criteria’s scale into utility terms through the use of marginal

utility functions has two major advantages:
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Fig. 2.2 Classification of the alternatives on the basis of their global utilities

1. It enables the modeling and representation of the nonlinear behavior of the deci-

sion maker when evaluating the performance of the alternatives.

2. It enables the consideration of qualitative criteria in a flexible way.

Given the above discussion on the concept of marginal utilities, the global utility

of an alternative x j specified through eq. (2.1) represents a measure of the overall

performance of the alternative considering its performance on all criteria. The global

utilities range in the interval [0, 1] and they constitute the criterion used to decide

upon the classification of the alternatives. Figure 2.2 illustrates how the global util-

ities are used for classification purposes in the simple two group case. The classifi-

cation is performed by comparing the global utility of each alternative with a cutoff

point defined on the utility scale between 0 and 1. Alternatives with global utilities

higher than the utility cutoff point are assigned into group C1, whereas alternatives

with global utilities lower than the cutoff point are assigned into group C2.

In the general case where q groups are considered, the classification of the alter-

natives is performed through the following classification rules:

U(x j) ≥ u1 ⇒ x j ∈C1

u2 ≤U(x j) < u1 ⇒ x j ∈C2

......................... ............
U(x j) < uq−1 ⇒ x j ∈Cq

⎫⎪⎪⎬⎪⎪⎭ (2.2)

where u1,u2, . . . ,uq−1 denote the utility cutoff points separating the group. Hence-

forth, these cutoff points will be referred to as utility thresholds. Essentially, each

utility threshold uk separates two consecutive groups Ck and Ck+1.
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2.1.2 Model Development Process

2.1.2.1 General Framework

The main structural parameters of the classification model developed through the

UTADIS method include the criteria weights, the marginal utility functions, and

the utility thresholds. These parameters are specified through the regression-based

philosophy of preference disaggregation analysis.

A general outline of the model development procedure in the UTADIS method is

presented in Figure 2.3.

Initially, a reference set A′ consisting of m alternatives described along n criteria

is used as the training sample (henceforth the training sample will be referred to

as the reference set in order to comply with the terminology used in MCDA). The

alternatives of the reference set are classified a priori into q groups. The reference

set should be constructed in such a way so that it includes an adequate number of

representative examples (alternatives) from each group. Henceforth, the number of

alternatives of the reference set belonging to group Ck will be denoted by mk.

Given the classification C of the alternatives in the reference set, the objective of

the UTADIS method is to develop a criteria aggregation model and a set of utility

thresholds that minimize the classification error rate. The error rate refers to the

differences between the estimated classification Ĉ defined through the developed

model and the prespecified classification C for the alternatives of the reference set.

Such differences can be represented by introducing a binary variable E representing

the classification status of each alternative:

E j =
{

0, if x j is correctly classified

1, if x j is misclassified

On the basis of this binary variable, the classification error rate γ is defined as the

ratio of the number of misclassified alternatives to the total number of alternatives

in the reference set:

γ =

m
∑
j=1

E j

m
∈ [0,100%] (2.3)

This classification error rate measure is adequate for cases where the number

of alternatives of each group in the reference set is similar along all groups (i.e.,

m1 ≈ m2 ≈ ·· · ≈ mq). In the case, however, where there are significant differences,

then the use of the classification error rate defined in (2.3) may lead to misleading

results. For instance, consider a reference set consisting of 10 alternatives, 7 belong-

ing into group C1 and 3 belonging into group C2 (m1 = 7, m2 = 3). In this case, a

classification that assigns correctly all alternatives of group C1 and incorrectly all

alternatives of group C2 has an error rate γ = 30%. This is a misleading result. Ac-

tually, what should be the main point of interest in the expected classification error

Pr(error). This is expressed in relation to the a priori probabilities π1 and π2 that an

alternative belongs to groups C1 and C2, respectively, as follows:
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Fig. 2.3 Outline of the model development procedure in the UTADIS method

Pr(error) = Pr(incorrect classification of an alternative x j)
= Pr [(x j ∈C1 and assigned in C2) or (x j ∈C2 and assigned in C1)]
= Pr [(x j ∈C1)∧ (x j →C2)]+Pr [(x j ∈C2)∧ (x j →C1)]
= π1 Pr(x j →C2)+π2 Pr(x j →C1)

In the above example, the error rates for the two groups (0% for C1 and 100%

for C2) can be considered as estimates for the probabilities Pr(x j → C1) and

Pr(x j → C2), respectively. Assuming that the a priori probabilities for the two

groups are equal (i.e., π1 = π2 = 0.5), then the expected error of the classification is

0.5. This result indicates that the obtained classification corresponds with a random
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classification. In a random classification, the probabilities Pr(x j → Ck) are deter-

mined based on the proportion of each group Ck to the total number of alternatives

in the reference set. In this respect, in the above example a naı̈ve approach would be

to assign 7 out of the 10 alternatives into group C1, i.e., Pr(x j → C1) = 0.7, and 3

out of the 10 alternatives into group C2, i.e., Pr(x j →C2) = 0.3. The expected error

of such a naı̈ve approach (random classification) is 0.5.

To overcome this problem, a more appropriate measure of the expected classifi-

cation error rate is expressed as follows:

γ =
q

∑
k=1

⎛⎜⎝πk

∑
∀x j∈Ck

E j

mk

⎞⎟⎠ ∈ [0,100%] (2.4)

Even though this measure takes into consideration the a priori probabilities of

each group, it assumes that all classification errors are of equal cost to the decision

maker. This is not always the case. For instance, the classification error regarding

the assignment of a bankrupt firm to the group of healthy firms is much more costly

than an error involving the assignment of a healthy firm to the bankrupt group.

The former leads to capital cost (loss of the amount of credit granted to a firm),

whereas the latter leads to opportunity cost (loss of profit that would result from

granting a credit to a healthy firm). Therefore, it would be appropriate to extend

the expected classification error rate (2.4) so that the costs of each individual error

are also considered. The resulting measure represents the expected misclassification

cost (EMC), rather than the expected classification error rate:

EMC =
q

∑
k=1

⎡⎢⎣πk

⎛⎜⎝ q

∑
l=1
l 
=k

Kkl ∑
∀x j∈Ck

Ekl j

mk

⎞⎟⎠
⎤⎥⎦ ∈ [0,1] (2.5)

where:

• Kkl is the misclassification cost involving the classification of an alternative of

group Ck into group Cl (l 
= k).

• Ekl j is a binary 0−1 variable defined such that Ekl j = 1 if an alternative x j ∈Ck
is classified into group Cl (l 
= k) and Ekl j = 0 if x j is not classified into group Cl .

Comparing expressions (2.4) and (2.5), it becomes apparent that the expected

classification error rate in (2.4) is a special case of the expected misclassification

cost, when all costs Kkl are considered equal for every k, l = 1,2, . . . ,q. The main

difficulty related to the use of the expected misclassification cost as the appropriate

measure of the quality of the obtained classification is that it is often quite difficult

to have reliable estimates for the cost of each type of classification error.

If the expected classification error rate, regarding the classification of the alter-

natives that belong into the reference set, is considered satisfactory, then this is an

indication that the developed classification model might be useful in providing reli-

able recommendations for the classification of other alternatives. On the other hand,
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if the obtained expected classification error rate indicates that the classification of

the alternatives in the reference set is close to a random classification (i.e., γ ≈ 1/q or

γ > 1/q), then the decision maker must check the reference set regarding its com-

pleteness and adequacy for providing representative information on the problem

under consideration. Alternatively, it is also possible that the criteria aggregation

model (additive utility function) is not able to provide an adequate representation

of the decision maker’s preferential system. In such a case, an alternative criteria

aggregation model must be considered.

However, it should be pointed out that a low expected classification error rate

does not necessarily ensure the practical usefulness of the developed classification

model; it simply provides an indication supporting the possible usefulness of the

model. On the contrary, a high expected classification error rate leads with certainty

to the conclusion that the developed classification model is inadequate.

2.1.2.2 Mathematical Formulation

Pursuing the objective of the model development process in the UTADIS method,

i.e., the maximization of the consistency between the estimated classification Ĉ and

the predefined one C, is performed through mathematical programming techniques.

In particular, the minimization of the expected classification error rate (2.4) re-

quires the formulation and solution of a mixed-integer programming (MIP) problem.

The solution, however, of MIP formulations is a computationally intensive proce-

dure. Despite the significant research that has been made on the development of

computationally efficient techniques for solving MIP problems within the context of

classification model development, the computational effort still remains quite sig-

nificant. This problem is most significant in cases where the reference set includes

a large number of alternatives.

To overcome this problem, an approximation of the error rate (2.4) is used as

follows:

γ ′ =
1

q

q

∑
k=1

⎛⎜⎝ ∑
∀x j∈Ck

σ j

mk

⎞⎟⎠ (2.6)

where σ j is a positive real variable, defined such that:

σ j =
{

> 0, if x j is misclassified

0, if x j is classified correctly
(2.7)

Essentially, σ j represents the magnitude of the classification error for alternative

x j. On the basis of the classification rule (2.2), the classification error for an alter-

native of group C1 involves the violation of the utility threshold u1 that defines the

lower bound of group C1. For the alternatives of the last (least preferred) group Cq,

the classification error involves the violation of the utility threshold uq−1 that defines

the upper bound of group Cq. For any other intermediate group Ck (1 < k < q), the
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classification error may involve either the violation of the upper bound of the group

(utility threshold uk−1) or the violation of the lower bound uk.

Henceforth, the violation of the lower bound of a group will be denoted by σ+,

whereas σ− will be used to denote the violation of the upper bound of a group.

Figure 2.4 provides a graphical representation of these two errors in the simple two-

group case. By definition, it is not possible that the two errors occur simultaneously

(i.e., σ+σ− = 0). Therefore, the total error σ j for an alternative x j is defined as

σ j = σ+
j +σ−

j .

At this point, it should be emphasized that the error functions (2.4) and (2.6)

are not fully equivalent. For instance, consider a reference set consisting of four

alternatives classified into two groups: {x1,x2} ∈ C1, {x3,x4} ∈ C2. Assume that

for this reference set an additive utility classification model (CM1) is developed

that misclassifies alternatives x2 and x4, such that σ+
2 = 0.2 and σ−

4 = 0.1. Then

according to (2.6) the total classification error is γ ′ = 0.075, whereas considering

(2.4) the expected classification error rate is γ = 50%. An alternative classification

model (CM2) that classifies correctly x2 but retains the misclassification of x4 such

that σ−
4 = 0.5 has γ ′ = 0.125 and γ = 25%. Obviously, the model CM1 outper-

forms CM2 when the definition (2.6) is considered, but according to the expected

classification error rate (2.4) CM2 performs better.

Despite this limitation, the definition (2.6) provides a good approximation of

the expected classification error rate (2.4) while reducing the computational effort

required to obtain an optimal solution.

The two forms of the classification errors can be formally expressed on the basis

of the classification rule (2.2) as follows:
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σ+
j = max{0,uk −U(g j)}, ∀x j ∈Ck,k = 1,2, . . . ,q−1

σ−
j = max{0,U(g j)−uk−1}, ∀x j ∈Ck,k = 2,3, . . . ,q

These expressions illustrate better the notion of the errors. The error σ+
j indicates

that to classify correctly a misclassified alternative x j that actually belongs in group

Ck, its global utility U(x j) should be increased by uk −U(x j). Similarly, the σ−
j

indicates that to classify correctly a misclassified alternative x j that actually belongs

in Ck, its global utility U(x j) should be decreased by U(x j)−uk−1.

Introducing the error terms in the additive utility model, it is possible to rewrite

the classification rule (2.2) in the form of the following constraints:

U(g j)+σ+
j ≥ u1, ∀x j ∈C1 (2.8)

U(g j)+σ+
j ≥ uk, ∀x j ∈Ck (k = 2, . . . ,q−1) (2.9)

U(g j)−σ−
j < uk−1, ∀x j ∈Ck (k = 2, . . . ,q−1) (2.10)

U(g j)−σ−
j < uq−1, ∀x j ∈Cq−1 (2.11)

These constraints constitute the basis for the formulation of a mathematical pro-

gramming problem used to estimate the parameters of the additive utility classifica-

tion model (utility thresholds, marginal utilities, criteria weights). The general form

of this mathematical programming model is the following (MP):

min
q

∑
k=1

⎡⎢⎢⎣
∑

∀x j∈Ck

(
σ+

j +σ−
j

)
mk

⎤⎥⎥⎦ (2.12)

s.t. U(g j)−u1 +σ+
j ≥ δ1, ∀x j ∈C1 (2.13)

U(g j)−uk +σ+
j ≥ δ1, ∀x j ∈Ck (k = 2,3, . . . ,q−1) (2.14)

U(g j)−uk−1 −σ−
j ≤−δ2, ∀x j ∈Ck (k = 2,3, . . . ,q−1) (2.15)

U(g j)−uq−1 −σ−
j ≤−δ2, ∀x j ∈Cq (2.16)

U(g∗) = 1 (2.17)

U(g∗) = 0 (2.18)

uk −uk+1 ≥ s, k = 1,2, . . . ,q−1 (2.19)

ui(gi) increasing functions (2.20)

σ+
j ,σ−

j ≥ 0, j = 1,2, . . . ,m (2.21)

In constraints (2.13)–(2.14), δ1 is a positive constant used to avoid cases where

U(g j) = uk when x j ∈Ck. Of course, uk is considered as the lower bound of group

Ck. In this regard, the case δ1 = 0, typically, does not pose any problem during model

development and implementation. However, assuming the simple two-group case,

the specification δ1 = 0 may lead to the development of a classification model for

which U(g j) = u1 = 1, for all x j ∈C1, and U(g j) < u1 = 1 for all x j ∈C2. Because
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the utility threshold u1 is defined as the lower bound of group C1, it is obvious

that such a model performs an accurate classification of the alternatives. Practically,

however, because all alternatives of group C1 are placed on the utility threshold,

the generalizing ability of such a model is expected to be limited. Therefore, to

avoid such situations, a small positive (non-zero) value for the constant δ1 should

be chosen. The constant δ2 in (2.15)–(2.16) is used in a similar way.

Constraints (2.17) and (2.18) are used to normalize the global utilities in the in-

terval [0,1]. In these constraints, g∗ and g∗ denote the vectors consisting of the least

and the most preferred levels of the evaluation criteria. Finally, constraint (2.19) is

used to ensure that the utility threshold uk is higher than the utility threshold uk+1,

thus ensuring the ordering of the groups from the most preferred (C1) to the least

preferred ones (Cq). In this ordering of the groups, higher utilities are assigned to

the most preferred groups. In constraint (2.19), s is a constant defined such that

s > δ1,δ2.

Introducing the additive utility function (2.1) in MP leads to the formulation

of a nonlinear programming problem. This is because the additive utility function

(2.1) has two unknown parameters: (a) the criteria weights and (b) the marginal

utility functions. Therefore, constraints (2.13)–(2.18) take a nonlinear form, and the

solution of the resulting nonlinear programming problem can be cumbersome. To

overcome this problem, the additive utility function (2.1) is rewritten in a simplified

form as follows:

U(g) =
n

∑
i=1

u′i(gi) (2.22)

where:
u′i(gi) = piui(gi)
u′i(gi∗) = 0

u′i(g∗i ) = pi

⎫⎬⎭ (2.23)

Both (2.1) and (2.22) are equivalent expressions for the additive utility func-

tion. Nevertheless, the latter requires only the specification of the marginal utility

functions u′i(gi) ∈ [0, pi]. As illustrated in Figure 2.1, these functions can be of any

form. The UTADIS method does not prespecify a functional form for these func-

tions. Therefore, it is necessary to express the marginal utility functions in terms

of specific decision variables to be estimated through the solution of MP. This is

achieved through the modeling of the marginal utilities as piece-wise linear func-

tions through a process that is graphically illustrated in Figure 2.5.

The range [gi∗,g∗i ] of each criterion is divided into ai −1 subintervals [gh
i ,g

h+1
i ],

h = 1,2, . . . ,ai − 1. The estimation of the unknown marginal utility functions can

be performed by estimating the marginal utilities at the break-points g2
i , . . . ,g

ai
i . As

illustrated in Figure 2.5, this estimation provides an approximation of the true mar-

ginal utility functions. On the basis of this approach, it would be reasonable to as-

sume that the larger the number of subintervals that are specified, the better is the

approximation of the marginal utility functions. The definition of a large number of

subintervals, however, provides increased degrees of freedom to the additive util-

ity model. This increases the fitting ability of the developed model to the data of
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Fig. 2.5 Piece-wise linear form of marginal utility functions

the reference set; the instability, however, of the model is also increased (the model

becomes sample-based).

The marginal utility at the break-point gh
i is written as follows:

u′i(g
h
i ) =

h−1

∑
t=1

wit

where wit = u′(gt
i)− u′(gt−1

i ) ≥ 0 are the parameters that must be estimated in or-

der to specify the marginal value function. With this modeling, the marginal value

function of any alternative x j on the criterion gi is expressed as follows:

u′(g ji) =
r ji−1

∑
t=1

wit +
g ji −g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

where r ji (1 ≤ r ji ≤ ai −1) denotes the subinterval [gr ji
i , g

r ji+1

i ] into which the per-

formance g ji of alternative x j on criterion gi belongs to. The global utility of the

alternative x j is also expressed in terms of the unknown parameters w:

U(g j) =
n

∑
i=1

(
r ji−1

∑
t=1

wit +
g ji −g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

)

Therefore, the problem MP is explicitly written as the following linear program-

ming problem (LP):
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min
q

∑
k=1

⎡⎢⎢⎣
∑

∀x j∈Ck

(
σ+

j +σ−
j

)
mk

⎤⎥⎥⎦ (2.24)

s.t.
n

∑
i=1

(
r ji−1

∑
t=1

wit+
g ji−g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

)
−u1+σ+

j ≥δ1, ∀x j ∈C1 (2.25)

n

∑
i=1

(
r ji−1

∑
t=1

wit+
g ji −g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

)
−uk+σ+

j ≥δ1, ∀x j ∈{C2, . . . ,Cq−1}

(2.26)

n

∑
i=1

(
r ji−1

∑
t=1

wit+
g ji −g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

)
−uk−1−σ−

j ≤−δ2, ∀x j ∈{C2, . . . ,Cq−1}

(2.27)

n

∑
i=1

(
r ji−1

∑
t=1

wit+
g ji −g

r ji
i

g
r ji+1

i −g
r ji
i

wi,r ji

)
−uq−1−σ−

j ≤−δ2, ∀x j ∈Cq (2.28)

n

∑
i=1

ai−1

∑
t=1

wit = 1 (2.29)

uk −uk−1 ≥ s, 1 ≤ k ≤ q−1 (2.30)

wit ,σ+
j ,σ−

j ≥ 0, ∀ j, i, t (2.31)

Constraints (2.25)–(2.28), and (2.29)–(2.30) correspond with the constraints

(2.13)–(2.16), (2.17), and (2.19) of MP. The non-negativity constraint on the vari-

ables w ensures that the marginal value functions are increasing (constraint (2.20)

in MP).

2.1.3 Model Development Issues

The simple linear form of LP ensures the existence of a global optimum solution.

However, often there are multiple optimal solutions. The existence of multiple op-

timal solutions is most often when the groups are perfectly separable, i.e., when

there is no group overlap. In such cases, all error variables σ+
j and σ−

j are zero.

The determination of a large number of criteria subintervals is positively related to

the existence of multiple optimal solutions (as already mentioned, as the number

of subintervals increases, the degrees of freedom of the developed additive utility

model also increases and so does the fitting ability of the model).

In addition to the above phenomenon, it is also important to emphasize that

even if a unique optimal solution does exist for LP, its stability needs to be care-

fully considered. A solution is considered to be stable if it is not significantly af-

fected by small trade-offs to the objective function (i.e., if near-optimal solutions are
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quite similar to the optimal one). The instability of the optimal solution is actually

the result of overfitting the developed additive utility model to the alternatives of

the reference set. This may affect negatively the generalizing classification perfor-

mance of the developed classification model. In addition to the classification per-

formance issue, the instability of the additive utility model also raises interpretation

problems. If the developed model is unstable, then it is clearly very difficult to de-

rive secure conclusions on the contribution of the criteria in the classification of the

alternatives (the criteria weights are unstable and therefore difficult to interpret).

The consideration of these issues in the UTADIS method is performed through

a post-optimality analysis that follows the solution of LP. The objective of post-

optimality analysis is to explore the existence of alternate optimal solutions and

near-optimal solutions. There are many different ways that can be used to perform

the post-optimality stage considering the parameters that are involved in the model

development process. These parameters include the constants δ1, δ2, and s, as well

as the number of criteria subintervals. The use of mathematical programming tech-

niques provides increased flexibility in considering a variety of different forms for

the post-optimality analysis. Some issues that are worth the consideration in the

post-optimality stage include:

1. The maximization of the constants δ1 and δ2. This implies a maximization of

the minimum distance between the correctly classified alternatives and the utility

thresholds, thus resulting in a more clear separation of the groups.

2. Maximization of the sum of the differences between the global utilities of the

correctly classified alternatives from the utility thresholds. This approach extends

the previous point considering all differences instead of the minimum ones.

3. Minimization of the total number of misclassified alternatives using the error

function (2.4).

4. Determination of the minimum number of criteria subintervals.

Considering, however, the issues regarding the stability of the developed model

and its interpretation, none of these approaches ensures the existence of a unique

and stable solution. Consequently, the uncertainty on the interpretation of the model

is still an issue to be considered.

To overcome this problem, the post-optimality stage performed in the UTADIS

method focuses on the investigation of the stability of the criteria weights rather

than on the consideration of the technical parameters of the model development

process. In particular, during the post-optimality stage n + q− 1 new linear pro-

grams are solved, each having the same form with LP. The solution of LP2 is used

as input to each of these new linear programs to explore the existence of other op-

timal or near-optimal solutions. The objective function of each problem s involves

the maximization of each criterion weight (for s = 1,2, . . . ,n) and the value of the

utility thresholds (for s > n). All new solutions found during the post-optimality

stage are optimal or near optimal for LP. This is ensured by imposing the following

constraint:

f ′ ≤ (1+ z) f ∗
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where:

• f ∗ is the optimal value for the objective function of LP,

• f ′ is the value of the objective function of LP evaluated for any new solution

obtained during the post-optimality stage.

• z is a small portion of f ∗ (a trade-off made to the optimal value of the objective

function in order to investigate the existence of near-optimal solutions).

This constraint in added to the formulation of LP, and the new linear program that

is formed is solved to maximize either the criteria weights or the utility thresholds

as noted above. Finally, the additive utility model used to perform the classification

of the alternatives is formed from the average of all solutions obtained during the

post-optimality stage.

Overall, despite the problems raised by the existence of multiple optimal solu-

tions, it should be noted that LP provides consistent estimates for the parameters of

the additive utility classification model. The consistency property for mathematical

programming formulations used to estimate the parameters of a decision-making

model was first introduced by Charnes et al. (1955). The authors consider a mathe-

matical programming formulation to satisfy the consistency property if it provides

estimates of the model’s parameters that approximate (asymptotically) the true val-

ues of the parameters as the number of observations (alternatives) used for model

developed increases. According to the authors, this is the most significant property

that a mathematical programming formulation used for model development should

have, as it ensures that the formulation is able to identify the true values of the

parameters under consideration, given that enough information is available.

LP has the consistency property. Indeed, as new alternatives are added in an

existing reference set and given that these alternatives add new information (i.e.,

they are not dominated by alternatives already belonging in the reference set), then

the new alternatives will add new non-redundant constraints in LP. These constraints

reduce the size of the feasible set. Asymptotically, for large reference sets, this will

lead to the identification of a unique optimal solution that represents the decision-

maker’s judgment policy and preferential system.

2.2 The Multigroup Hierarchical Discrimination Method
(MHDIS)

2.2.1 Outline and Main Characteristics

People often employ, sometimes intuitively, a sequential/hierarchical process to

classify alternatives to groups using available information and holistic judgments.

For example, examine if an alternative can be assigned to the best group C1, if not

then try the second-best group C2, etc. This is the logic of the MHDIS method and

(Zopounidis and Doumpos, 2000b) its main distinctive feature compared with the

UTADIS method. A second major difference between the two methods involves the

mathematical programming framework used to develop the classification models.
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Model development in UTADIS is based on a linear programming formulation fol-

lowed by a post-optimality stage. In MHDIS, the model development process is per-

formed using two linear programs and a mixed integer one that gradually calibrate

the developed model so that it accommodates two objectives: (1) the minimization

of the total number of misclassifications, and (2) the maximization of the clarity

of the classification. These two objectives are pursued through a lexicographic ap-

proach, i.e., initially the minimization of the total number of misclassifications is

sought and then the maximization of the clarity of the classification is performed.

The common feature shared by both MHDIS and UTADIS involves the form of the

criteria aggregation model that is used to model the decision-maker’s preferences in

classification problems, i.e., both methods employ a utility-based framework.

2.2.2 The Hierarchical Discrimination Process

The MHDIS method proceeds progressively in the classification of the alternatives

into the predefined groups. The hierarchical discrimination process used in MHDIS

consists of q−1 stages (Figure 2.6). Each stage k is considered as a two-group clas-

sification problem, where the objective is to discriminate the alternatives of group

Ck from the alternatives of the other groups. Because the groups are defined in an

ordinal way, this is translated to the discrimination of group Ck from the set of

groups {Ck+1,Ck+2, . . . ,Cq}. Therefore at each stage of the hierarchical discrimina-

tion process, two choices are available for the classification of an alternative:

1. To decide that the alternative belongs in group Ck, or

2. To decide that the alternative belongs at most in the group Ck+1 (i.e., it belongs

in one of the groups Ck+1 to Cq).

Within this framework, the procedure starts from group C1 (most preferred al-

ternatives). The alternatives found to belong in group C1 (correctly or incorrectly)

are excluded from further consideration. In a second stage, the objective is to iden-

tify the alternatives belonging in group C2. Once again, all the alternatives found to

belong in this group (correctly or incorrectly) are excluded from further consider-

ation, and the same procedure continues until all alternatives are classified into the

predefined groups.

The criteria aggregation model used to decide upon the classification of the

alternatives at each stage k of the hierarchical discrimination process has the form

of an additive utility function, similar to the one used in UTADIS.

Uk(g) =
n

∑
i=1

uki (gi) ∈ [0,1] (2.32)

U(g) denotes the utility of classifying any alternative into group Ck on the basis

of the alternative’s performance on the set of criteria g, and uki(gi) denotes the cor-

responding marginal utility function regarding the classification of any alternative
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Fig. 2.6 The hierarchical discrimination process in MHDIS

into group Ck according to a specific criterion gi. Conceptually, the utility function

Uk(g) provides a measure of the similarity of the alternatives to the characteristics

of group Ck.

Nevertheless, as noted above, at each stage k of the hierarchical discrimination

process there are two choices available for the classification of an alternative, the

classification into group Ck and the classification at most into group Ck+1. The utility

function Uk(g) measures the utility (value) of the first choice. To make a classifica-

tion decision, the utility of the second choice (i.e., classification at most into group

Ck+1) needs also to be considered. This is measured by a second utility function

denoted by U∼k(g) that has the same form (2.32).

Based on these two utility functions, the classification of an alternative x j is

performed using the following rules:

if Uk(g j) > U∼k(g j) then x j ∈Ck
if Uk(g j) < U∼k(g j) then x j ∈C>

k

}
(2.33)
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where C>
k denotes the set of groups {Ck+1,Ck+2, . . . ,Cq}. During model develop-

ment, the case Uk(g j) = U∼k(g j) is considered to be a misclassification. When the

developed additive utility functions are used for extrapolating purposes, such a case

indicates that the classification of the alternatives is not clear and additional analysis

is required. This analysis can be based on the examination of the marginal utilities

uki(g ji) and u∼ki(g ji) to determine how the performance of the alternatives on each

of the evaluation criterion affects their classification.

In both utility functions Uk(g) and U∼k(g), the corresponding marginal utilities

uki(g ji) and u∼ki(g ji) are monotone functions on the criteria scale. The marginal

utility functions uki(g ji) are increasing, whereas u∼ki(g ji) are decreasing functions.

This specification is based on the ordinal definition of the groups. In particular, be-

cause the alternatives of group Ck are considered to be preferred to the alternatives

of the groups Ck+1 to Cq, it is expected that the higher the performance of an alterna-

tive on criterion gi, the more similar the alternative is to the characteristics of group

Ck (increasing form of the marginal utility function uki(g ji)) and the less similar it

is to the characteristics of the groups Ck+1 to Cq (decreasing form of the marginal

utility function u∼ki(g ji)).
The marginal utility functions are modeled in a piece-wise linear form, similar

to the case of the UTADIS method. The piece-wise linear modeling of the marginal

utility functions in the MHDIS method is illustrated in Figure 2.7. In contrast with

the UTADIS method, the criteria’s scale is not divided into subintervals. Instead,

the performance of each reference alternative is considered as a distinct criterion

level. For instance, assuming that the reference set includes m alternatives each

having a different performance on criterion gi, then m criterion levels are considered,

ordered from the least preferred one gi∗ = min{g ji}, ∀x j ∈ A to the most preferred

one g∗i = max{g ji}, ∀x j ∈ A, where ai is the number of unique values for criterion

gi (e.g., in this example ai = m). Denoting as gh
i and gh+1

i two consecutive levels

of criterion gi (gh+1
i > gh

i ), the monotonicity of the marginal utilities is imposed

through the following constraints (z is a small positive constant):

wkih ≥ z and w∼kih ≥ z

where,

wkih = uki(gh+1
i )−uki(gh

i )

w∼kih = u∼ki(gh
i )−u∼ki(gh+1

i )

Thus, it is possible to express the global utility of an alternative x j in terms of the

incremental variables w as follows:

Uk(g j) =
n

∑
i=1

r ji−1

∑
h=1

wkih and U∼k(g j) =
n

∑
i=1

ai−1

∑
h=r ji

w∼ki j (2.34)

Although both UTADIS and MHDIS employ a utility-based modeling frame-

work, it should be emphasized that the marginal utility functions in MHDIS do not
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Fig. 2.7 Piece-wise linear form of the marginal utility functions in MHDIS

indicate the performance of an alternative with regard to an evaluation criterion; they

rather serve as a measure of the conditional similarity of an alternative x j to the char-

acteristics of group Ck (on the basis of a specific criterion) when the choice among

Ck and all the lower (worse) groups Ck+1, . . . ,Cq is considered. In this regard, a high

marginal utility uki(g ji) would indicate that when considering the performance of

alternative x j on criterion gi, the most appropriate decision would be to assign the

alternative into group Ck instead of the set of groups {Ck+1, . . . ,Cq} (the overall

classification decision depends upon the examination of all criteria). This simple

example indicates that the use of utilities in MHDIS does not correspond to the al-

ternatives themselves, but rather to the appropriateness of the choices (classification

decisions) that the decision maker has measured on the basis of the alternatives’

performances on the evaluation criteria.

2.2.3 Estimation of Utility Functions

According to the hierarchical discrimination procedure described above, the clas-

sification of the alternatives in q classes requires the development of 2(q− 1) util-

ity functions. The estimation of these utility functions in MHDIS is accomplished

through mathematical programming techniques. In particular, at each stage of the

hierarchical discrimination procedure, two linear programs and a mixed-integer one
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are solved to estimate “optimally” both utility functions.1 The term “optimally”

refers to the classification of the alternatives of the reference set, such that (1) the

total number of misclassifications is minimized and (2) the clarity of the classifica-

tion is maximal.

These two objectives are addressed lexicographically through the sequential so-

lution of two linear programming problems (LP1 and LP2) and a mixed-integer

programming problem (MIP). Essentially, the rationale behind the sequential solu-

tion of these mathematical programming problems is the following. As noted in the

discussion of the UTADIS method, the direct minimization of the total classifica-

tion error (cf. equations (2.4) or (2.5)) is a quite complex and hard problem to face,

from a computational effort point of view. To cope with this problem in UTADIS,

an approximation was introduced (cf. equation (2.6)) considering the magnitude of

the violations of the classification rules, rather than the number of violations, which

defines the classification error rate. As noted, this approximation overcomes the

problem involving the computational intensity of optimizing the classification error

rate. Nevertheless, the results obtained from this new error function are not nec-

essarily optimal when the classification error rate is considered. To address these

issues, MHDIS combines the error function (2.6) with the actual classification er-

ror rate. In particular, initially an error function of the form of (2.6) is employed to

identify the alternatives of the reference set that are hard to classify correctly (i.e.,

they are misclassified). This is performed through a linear programming formula-

tion (LP1). Generally, the number of these alternatives is expected to be a small

portion of the number of alternatives in the reference set. Then, a more direct error

minimization approach is used considering only this reduced set of misclassified al-

ternatives. This approach considers the actual classification error (2.4). The fact that

the analysis at this stage focuses only a reduced part of the reference set (i.e., the

misclassified alternatives) significantly reduces the computational effort required to

minimize the actual classification error function (2.4). The minimization of this er-

ror function is performed through a MIP formulation. Finally, given the optimal

classification model obtained through the solution of MIP, a linear programming

formulation (LP2) is employed to maximize the clarity of the obtained classification

without changing the groups into which the alternatives are assigned. The details of

this three-step process are described below, along with the mathematical program-

ming formulations used at each step.

LP1: Minimizing the Overall Classification Error

The initial step in the model development process is based on a linear program-

ming formulation. In this formulation, the classification errors are considered as

1 Henceforth, the discussion focuses on the development of a pair of utility functions at stage
k of the hierarchical discrimination process. The first utility function Uk(g) characterizes the
alternatives of group Ck, whereas the second utility function U∼k(g) characterizes the alterna-
tives belonging in the set of groups {Ck+1,Ck+2, . . . ,Cq}. The same process applies to all stages
k = 1,2, . . . ,q−1 of the hierarchical discrimination process.
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real-valued variables, defined similar to the error variables σ+ and σ− used in the

UTADIS method. In the case of the MHDIS method, these error variables are de-

fined through the classification rule (2.33):

σ+
k j = max{0,U∼k(g j)−Uk(g j)}, ∀x j ∈Ck

σ−
k j = max{0,Uk(g j)−U∼k(g j)}, ∀x j ∈C>

k

Essentially, the error σ+ indicates the misclassification of an alternative toward

a lower (worst) group compared with the one where it actually belongs, whereas the

error σ− indicates a misclassification toward a higher (better) group. Both errors

refer to a specific stage k of the hierarchical model development process.

On the basis of the above considerations, the initial linear program (LP1) to be

solved is the following:

min
q

∑
k=1

⎡⎢⎢⎣
∑

∀x j∈Ck

(
σ+

k j +σ−
k j

)
mk

⎤⎥⎥⎦ (2.35)

s.t.
n

∑
i=1

r ji−1

∑
h=1

wkih −
n

∑
i=1

ai−1

∑
h=r ji

w∼kih +σ+
k j ≥ s, ∀x j ∈Ck (2.36)

n

∑
i=1

ai−1

∑
j=r ji

w∼kih −
m

∑
i=1

r ji−1

∑
j=1

wkih +σ−
k j ≥ s, ∀x j ∈C>

k (2.37)

wkih ≥ z,w∼kih ≥ z (2.38)

m

∑
i=1

ai−1

∑
j=1

wki j = 1,
m

∑
i=1

ai−1

∑
j=1

w∼ki j = 1 (2.39)

σ+
k j,σ

−
k j ≥ 0 (2.40)

s, t small positive constants

Constraints (2.36)–(2.37) define the classification error variables σ+
k j and σ−

k j .

These constraints are formulated on the basis of the classification rule (2.33) and

the global utility functions (2.34). In the right-hand side of these constraints, a small

positive constant s is used to impose the inequalities of the classification rule (2.33).

This constant is similar to the constants δ1 and δ2 used in the linear programming

formulation of the UTADIS method. The set of constraints defined in (2.38) is used

to ensure the monotonicity of the marginal utility functions, whereas the set of con-

straints in (2.39) normalize the global utility to range between 0 and 1.



40 2 Review of Methodologies

MIP: Minimizing the number of misclassifications

The solution of LP1 leads to the development of an initial pair of utility functions

Uk(g) and U∼k(g) that discriminate group Ck from the groups Ck+1 to Cq. These

utility functions define a classification of the alternatives in the reference set that

is optimal considering the classification error measured in terms of the real-valued

variables σ+
k j and σ−

k j . When the classification error rate is considered, however,

these utility functions may lead to suboptimal results. Nevertheless, this initial pair

of utility functions enables the identification of the alternatives that can be easily

classified correctly and the “hard” alternatives. The “hard” alternatives are the ones

misclassified by the pair of utility functions developed through the solution of LP1.

Henceforth, the set of alternatives classified correctly by LP1 will be denoted by

COR, whereas the set of misclassified alternatives will be denoted by MIS.

Assuming that the set MIS includes at least two alternatives, it is possible to

achieve a “rearrangement” of the magnitude of the classification errors σ+
k j and σ−

k j
for the misclassified alternatives (alternatives of MIS) that will lead to the reduction

of the number of misclassifications. However, as it has already been noted, this

requires the introduction of binary 0-1 error variables to MIP model. To avoid the

increased computational effort required to solve MIP problems, the MIP formulation

used in MHDIS considers only the misclassifications that occur through the solution

of LP1, while retaining all the correct classifications. Thus, it becomes apparent that

actually, LP1 is an exploratory problem whose output is used as input information

to MIP. This reduces significantly the number of binary 0-1 variables, which are

associated with each misclassified alternative, thus alleviating the computational

effort required to obtain a solution.

While this sequential consideration of LP1 and MIP considerably reduces the

computational effort required to minimize the classification error rate, it should be

emphasized that the obtained classification model may be near optimal instead of

globally optimal. This is due to the fact that MIP inherits the solution of LP1. There-

fore, the number of misclassifications attained after solving MIP depends on the op-

timal solution identified by LP1 (i.e., different optimal solutions of LP1 may lead to

different number of misclassifications by MIP). Nevertheless, using LP1 as a pre-

processing stage to provide an input to MIP provides an efficient mechanism (in

terms of computational effort) to obtain an approximation of the globally minimum

number of misclassifications. Formally, MIP is expressed as follows:

min
q

∑
k=1

⎡⎢⎢⎣
∑

∀x j∈Ck∩MIS

(
E+

k j +E−
k j

)
m′

k

⎤⎥⎥⎦ (2.41)

s.t.
n

∑
i=1

r ji−1

∑
j=1

wkih −
n

∑
i=1

ai−1

∑
h=r ji

w∼kih ≥ s, ∀x j ∈Ck ∩COR (2.42)
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n

∑
i=1

ai−1

∑
h=r ji

w∼kih −
n

∑
i=1

r ji−1

∑
j=1

wkih ≥ s, ∀x j ∈C>
k ∩COR (2.43)

n

∑
i=1

r ji−1

∑
j=1

wkih −
n

∑
i=1

ai−1

∑
h=r ji

w∼kih +E+
k j ≥ s ∀x j ∈Ck ∩MIS (2.44)

n

∑
i=1

ai−1

∑
h=r ji

w∼kih −
n

∑
i=1

r ji−1

∑
j=1

wkih +E−
k j ≥ s, ∀x j ∈C>

k ∩MIS (2.45)

wkih ≥ z,w∼kih ≥ z (2.46)

m

∑
i=1

ai−1

∑
j=1

wki j = 1,
m

∑
i=1

ai−1

∑
j=1

w∼ki j = 1 (2.47)

E+
k j,E

−
k j ∈ {0,1} (2.48)

s, t small positive constants

Constraints (2.42) and (2.43) are used to ensure that all correct classifications

achieved by solving LP1 are retained. Constraints (2.44)–(2.45) are used only for

the alternatives that were misclassified by LP1 (set MIS). Their interpretation is

similar to the constraints (2.36) and (2.37) in LP1. Their only difference is the trans-

formation of the real-valued error variables σ+ and σ− of LP1 into the binary 0-1

variables E+ and E− that indicate the classification status of an alternative. Con-

straints (2.44)–(2.45) define these binary variables as follows: E+
k j = 1 indicates that

the alternative x j of group Ck is classified by the developed model into the set of

groups C>
k , whereas E−

k j = 1 indicates that the alternative x j belonging in one of the

groups Ck+1 to Cq (C>
k ) is classified by the developed model into group Ck. Both

cases are misclassifications. On the contrary, the cases E+
k j = 0 and E−

k j = 0 indi-

cate the correct classification of the alternative x j. The interpretation of constraints

(2.46) and (2.47) has already been discussed for the LP1 formulation. The objective

of MIP involves the minimization of a weighted sum of the error variables E+ and

E−. The weighting is performed considering the number of alternatives in the set

MIS from each group Ck. This is denoted by m′
k.

LP2: Maximizing the minimum distance

Solving LP1 and then MIP leads to the “optimal” classification of the alternatives,

where the term “optimal” refers to the minimization of the number of misclassified

alternatives. However, it is possible that the correct classification of some alterna-

tives is “marginal.” This situation appears when the classification rules (2.33) are

marginally satisfied, i.e., when there is only a slight difference between Uk(g j) and

U∼k(g j). For instance, assume a pair of utility functions developed such that for an

alternative x j of group Ck, its global utilities are Uk(g j) = 0.5 and U∼k(g j) = 0.498.

Given these utilities and considering the classification rules (2.33), it is obvious that
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alternative x j is classified in the correct group (i.e., in group Ck). This is, however,

a marginal result. Instead, another pair of utility functions for which Uk(g j) = 0.8
and U∼k(g j) = 0.1 is clearly preferred, providing a more clear conclusion.

This issue is addressed in MHDIS through a third mathematical programming

formulation used on the basis of the optimal solution of MIP. At this stage the mini-

mum difference d between the global utilities of the correctly classified alternatives

identified after solving MIP is introduced:

d = min

{
min

x j∈Ck∩COR′

{
Uk(g j)−U∼k(g j)

}
, min

x j∈C>
k ∩COR′

{
U∼k(g j)−Uk(g j)

}}

where COR′ denotes the set of alternatives classified correctly by the pair of utility

functions developed through the solution of MIP. The objective of this third phase

of the model development procedure is to maximize d. This is performed through

the following linear programming formulation (LP2).

min d (2.49)

s.t.
n

∑
i=1

r ji−1

∑
j=1

wkih −
n

∑
i=1

ai−1

∑
h=r ji

w∼kih −d ≥ s, ∀x j ∈Ck ∩COR′ (2.50)

n

∑
i=1

ai−1

∑
h=r ji

w∼kih −
n

∑
i=1

r ji−1

∑
j=1

wkih −d ≥ s, ∀x j ∈C>
k ∩COR′ (2.51)

n

∑
i=1

r ji−1

∑
j=1

wkih −
n

∑
i=1

ai−1

∑
h=r ji

w∼kih ≤ 0 ∀x j ∈Ck ∩MIS′ (2.52)

n

∑
i=1

ai−1

∑
h=r ji

w∼kih −
n

∑
i=1

r ji−1

∑
j=1

wkih ≤ 0, ∀x j ∈C>
k ∩MIS′ (2.53)

wkih ≥ z,w∼kih ≥ z (2.54)

m

∑
i=1

ai−1

∑
j=1

wki j = 1,
m

∑
i=1

ai−1

∑
j=1

w∼ki j = 1 (2.55)

d ≥ 0 (2.56)

s, t small positive constants

Constraints (2.50)–(2.51) involve only the correctly classified alternatives. In

these constraints, d represents the minimum absolute difference between the global

utilities of each alternative according to the two utility functions. Constraints (2.52)–

(2.53) involve the alternatives misclassified after the solution of MIP (set MIS′), and

it is used to ensure that they will be retained as misclassified.

After the solution of LP1, MIP, and LP2 at stage k of the hierarchical discrim-

ination process, the “optimal” classification is achieved between the alternatives

belonging in group Ck and the alternatives belonging in the groups C>
k . The term
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“optimal” refers to the number of misclassifications and to the clarity of the ob-

tained discrimination. If the current stage k is the last stage of the hierarchical dis-

crimination process (i.e., k = q− 1), then the model development procedure stops

because all utility functions required to classify the alternatives have been estimated.

Otherwise, the procedure proceeds to stage k + 1, in order to discriminate between

the alternatives belonging in group Ck+1 and the alternatives belonging in the lower

groups C>
k+1. In stage k +1, all alternatives classified by the pair of utility functions

developed at stage k into group Ck are not considered. Consequently, a new refer-

ence set A′ is formed, including all alternatives that remain unclassified in a specific

group (i.e., the alternatives classified in stage k in the set of groups C>
k ).

2.2.4 Model Extrapolation

The classification of a new alternative x j /∈A′ is performed by descending the hierar-

chy of Figure 2.6. Initially, the two first additive utility functions U1(g) and U∼1(g)
are used to determine whether the new alternative belongs in group C1 or not. If

U1(g j) > U∼1(g j), then x j ∈C1 and the procedure stops, and if U1(g j) < U∼1(g j),
then x j ∈C>

1 and the procedure proceeds with the consideration of the next pair of

utility functions U2(g) and U∼2(g). If U2(g j) > U∼2(g j), then x j ∈C2 and the pro-

cedure stops, and if U2(g j) < U∼2(g j), then x j ∈C>
2 and the procedure continues in

the same way until the classification of the new alternative is achieved.

2.3 Statistical and Econometric Techniques

Statistics is the oldest science involved with the analysis of given samples in or-

der to make inferences about an unknown population. The classification problem

is addressed by statistical and econometric techniques within this context. These

techniques include both univariate and multivariate methods. The former involve

the development and implementation of univariate statistical tests that are mainly

of descriptive character. For these reasons, such techniques will not be considered

in this review. The foundations of multivariate techniques can be traced back to the

work of Fisher (1936) on the linear discriminant analysis (LDA). LDA has been the

most extensively used methodology for developing classification models for sev-

eral decades. Approximately a decade after the publication of Fisher’s paper, Smith

(1947) extended LDA to the more general quadratic form (quadratic discriminant

analysis; QDA).

During the subsequent decades, the focus of the conducted research moved to-

ward the development of econometric techniques. The most well-known methods

from this field include the linear probability model, logistic regression and probit

models. These three methods are actually special forms of regression analysis in

cases where the dependent variable is discrete. The linear probability model is only
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suitable for two-group classification problems, whereas both logit and probit mod-

els are applicable to multi-group problems, too. The latter two methodologies have

several significant advantages over discriminant analysis. This has been one of the

main reasons for their extensive use.

Despite the criticism on the use of these traditional statistical and econometric

approaches, they still remain quite popular both as research tools as well as for

practical purposes. This popularity is supported by the existence of a plethora of

statistical and econometric software, which contribute to the easy use of these ap-

proaches. Furthermore, statistical and econometric techniques are quite often con-

sidered in comparative studies investigating the performance of new classification

techniques being developed. In this regard, statistical and econometric techniques

often serve as a reference point (benchmark) in conducting such comparisons. It is

also important to note that under specific data conditions, statistical techniques yield

the optimal classification rule.

2.3.1 Discriminant Analysis

Discriminant analysis has been the first multivariate statistical classification method

used for decades by researchers and practitioners in developing classification mod-

els. In its linear form it was developed by Fisher (1936). Given a training sample

consisting of m alternatives whose classification is a priori known, the objective of

the method is to develop a set of discriminant functions maximizing the ratio of

among-groups to within-groups variance. In the general case where the classifica-

tion involves q groups, q−1 linear functions of the following form are developed:

Zkl = akl +bkl1g1 +bkl2g2 + · · ·+bklngn

where g1,g2, . . . ,gn are the attributes describing the alternatives x1,x2, . . . ,xm, akl is

a constant term, and bkl1,bkl2, . . . ,bkln are the attributes’ coefficients in the discrim-

inant function. The indices k and l refer to a pair of groups Ck and Cl .

The estimation of the model’s parameters involves the estimation of the con-

stant terms akl and the vectors bkl = (bkl1,bkl2, . . . ,bkln). The estimation procedure

is based on two major assumptions: (a) the data follow the multivariate normal dis-

tribution, and (b) the variance-covariance matrices for each group are equal. Given

these assumptions, the estimation of the constant terms and the attributes’ coeffi-

cients is performed as follows:

bkl = S−1(xk −xl)
akl = −(xk +xl)′bkl/2

where:

• xk is a n×1 vector consisting of the attributes’ mean values for group Ck,

• S is the within-groups variance-covariance matrix, defined as follows:
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Fig. 2.8 The classification rule in linear discriminant analysis (Source: Altman et al., 1981)

S =

q

∑
k=1

∑
∀x j∈Ck

(x j −xk)(x j −xk)′

m−q

Once the parameters (coefficients and constant term) of the discriminant func-

tions are estimated, the classification of an alternative x j is decided on the basis of

its discriminant score Zkl(x j) assigned to the alternative by each discriminant func-

tion Zkl . In particular, x j is classified into group Ck if for all other groups Cl the

following rule holds:

Zkl(x j) ≥ ln
K(k|l)πl

K(l|k)πk

In the above rule K(k|l) denotes the misclassification cost corresponding to an

incorrect decision to classify an alternative into group Ck while actually belong into

group Cl and πk denotes the a priori probability that an alternative belongs into group

Ck. Figure 2.8 gives a graphical representation of the above linear classification

rule in the two-group case, assuming that all misclassification costs and a priori

probabilities are equal.

In the case where the group variance-covariance matrices are not equal, then

QDA is used instead of LDA. The general form of the quadratic discriminant func-

tion developed through QDA for each pair of groups Ck and Cl is the following:

Zkl = akl +
n

∑
i=1

bkligi +
n

∑
i=1

n

∑
h=1

cklihgigh

The estimation of the coefficients and the constant term is performed as follows:

bkl = −2(x′kS−1
k −x′lS−1

l )

ckl = S−1
k −S−1

l

akl = x′kS−1
k xk −x′lS−1

l xl − ln
∣∣SlS−1

k

∣∣
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Fig. 2.9 The classification rule in quadratic discriminant analysis (Source: Altman et al., 1981)

Sk and Sl denote the within-group variance covariance matrices for groups Ck
and Cl , estimated as follows:

Sk =

∑
∀x j∈Ck

(x j −xk)(x j −xk)′

mk −1

where mk is the number of alternatives of the training sample that belong in group

Ck.

Given the discriminant score Zkl(x j) of an alternative x j on every discriminant

function corresponding with a pair of groups Ck and Cl , the quadratic classification

rule (Figure 2.9) is similar to the linear case: the alternative x j is classified into

group Ck if and only if for all other groups Cl the following inequality holds:

Zkl(g j) ≥−2ln
K(k|l)πl

K(l|k)πk

LDA and QDA have been heavily criticized for their underlying assumptions

(multivariate normality, known structure of the group variance-covariance matri-

ces). A comprehensive discussion of the impact that these assumptions have on the

obtained discriminant analysis’ results is presented in the book of Altman et al.

(1981).

Given that the above two major underlying assumptions are valid (multivariate

normality and known structure of the group variance-covariance matrices), the use

of the Bayes rule indicates that the two forms of discriminant analysis (linear and

quadratic) yield the optimal classification rule (the LDA in the case of equal group

variance-covariance matrices and the QDA in the opposite case). In particular, the

developed classification rules are asymptotically optimal (as the training sample

size increases, the statistical properties of the considered groups approximate the

unknown properties of the corresponding populations). A formal proof of this find-

ing is presented by Duda and Hart (1978), as well as by Patuwo et al. (1993).

Such restrictive statistical assumptions, however, are rarely met in practice. This

fact raises a major issue regarding the real effectiveness of discriminant analysis
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in realistic conditions. Several studies have addressed this issue. Moore (1973),

Krzanowski (1975, 1977), and Dillon and Goldstein (1978) showed that when the

data include discrete variables, then the performance of discriminant analysis dete-

riorates especially when the attributes are significantly correlated. On the contrary,

Lanchenbruch et al. (1973) and Subrahmaniam and Chinganda (1978) concluded

that even in the case of non-normal data, the classification results of discriminant

analysis models are quite robust, especially in the case of the QDA and for data

with small degree of skewness.

2.3.2 Logit and Probit Analysis

The aforementioned problems regarding the assumptions made by discriminant

analysis motivated researchers to develop more flexible methodologies. The first of

such methodologies to be developed includes the linear probability model, as well

as logit and probit analysis.

The linear probability model is based on a multivariate regression using as de-

pendent variable the classification of the alternatives of the training sample. The-

oretically, the result of the developed model is interpreted as the probability that

an alternative belongs in one of the prespecified groups. Performing the regression,

however, does not ensure that the model’s result lies in the interval [0, 1], thus posing

a major model interpretation problem, which makes the use of the linear probability

model cumbersome, both from a theoretical and a practical perspective. For these

reasons, the use of the linear probability model is rather limited and consequently it

will not be further considered in this book.

Logit and probit analysis originate from the field of econometrics. Both mod-

els are based on the development of a non-linear function measuring the group-

membership probability for the alternatives under consideration. The difference be-

tween the two approaches involves the form of the function that is employed. In

particular, logit analysis employs the logistic function, whereas the cumulative prob-

ability density function of the normal distribution is used in probit analysis. On the

basis of these functions, and assuming a two-group classification problem, the prob-

ability that an alternative x j belongs in group C2 is defined as follows2:

Logit analysis: Pj = F(a+g′jb)
1

1+ e−a−g′ jb
(2.57)

Probit analysis: Pj = f (a+g′jb)

a+g′ jb∫
−∞

1

(2π)1/2
e
−z2

2 dz (2.58)

2 If a binary 0-1 coding is used to designate each group such that C1 → 0 and C2 → 1, then equations
(2.57)–(2.58) provide the probability that an alternative belongs in group C2. If the binary coding
is applied in the opposite way (i.e., C1 → 1 and C2 → 0), then equations (2.57)–(2.58) provide the
probability that an alternative belongs in group C1.
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Table 2.1 The ordered logit and probit models

Ordered logit model P1 j = F
(
a1 +g′ jb

)
P2 j = F

(
a2 +g′ jb

)−F
(
a1 +g′ jb

)
.....................................

Pk j = 1− (
P1 j +P2 j + · · ·+Pk−1, j

)
Ordered probit model P1 j =

∫ a1+g′ jb

−∞
f (z)dz

P2 j =
∫ a2+g′ jb

a1+g′ jb
f (z)dz

.................................

Pk j =
∫ +∞

ak−1+g′ jb
f (z)dz

The estimation of the constant term a and the vector b is performed using max-

imum likelihood techniques. In particular, the parameters’ estimation process in-

volves the maximization of the following likelihood function:

lnL = ∑
∀x j∈C2

ln(Pj)+ ∑
∀x j∈C1

ln(1−Pj)

The maximization of this function is a nonlinear optimization problem. Alt-

man et al. (1981) report that if there exists a linear combination of the attributes

g1,g2, . . . ,gn that accurately discriminates the prespecified groups, then the opti-

mization process will not converge to an optimal solution.

Once the parameters’ estimation process is completed, equations (2.57) and

(2.58) are used to estimate the group-membership probabilities for all the alterna-

tives under consideration. The classification decision is taken on the basis of these

probabilities. For instance, in a two-group classification problem, one can impose

a classification rule of the following form: “assign an alternative to group C2 if

Pj ≥ 0.5; otherwise assign the alternative into group C1.” Alternate probability cut-

off points, other than 0.5, can also be specified through trial and error processes.

In the case of multigroup classification problems, logit and probit analysis can

be used in two forms: as multinomial or ordered logit/probit models. The difference

among multinomial and ordered models is that the former assume a nominal defin-

ition of the groups, whereas the latter assume an ordinal definition. In this respect,

ordered models are more suitable for addressing sorting problems, and traditional

discrimination/classification problems are addressed through multinomial models.

The ordered models require the estimation of a vector of attributes’ coefficients b
and a vector of constant terms a. These parameters are used to specify the probability

Pk j that an alternative x j belongs in group Ck, in the way presented in Table 2.1,

where f (z) is the standard normal density function.

The constant terms are defined such that ak−1 > ak−2 > · · · > a2 > 0 (a1 = 0).

The parameters’ estimation process is performed similar to the two-group case using

maximum likelihood techniques.

The multinomial models require the estimation of a set of coefficient vectors bk
and a constant term ak corresponding with each group Ck (k = 1,2, . . . ,q). On the
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basis of these parameters, the multinomial logit model estimates the probability Pk j
that an alternative x j belongs in group Ck as follows:

Pk j =
eg′ jbk+ak

q
∑

l=1
eg′ jbk+al

For normalization purposes, b1 and a1 are set such that b1 = 0 and a1 = 0,

whereas all other bk and ak (k = 2, . . . ,q) are estimated through maximum likeli-

hood techniques.

Between the logit and probit models, the former is usually preferred. This is

mainly because the development of logit models requires less computational effort.

Furthermore, there are not strong theoretical and practical results to support a com-

parative advantage of probit models in terms of their classification accuracy.

During the past three decades, both logit and probit analyses have been exten-

sively used by researchers in a wide range of fields as efficient alternatives to dis-

criminant analysis. However, despite the theoretical advantages of these approaches

over LDA and QDA (logit and probit analyses do not pose assumptions on the sta-

tistical distribution of the data or the structure of the group variance-covariance

matrices), comparative studies made have not clearly shown that these techniques

outperform discriminant analysis (linear or quadratic) in terms of their classification

performance (Krzanowski, 1975; Press and Wilson, 1978).

2.4 Non-parametric Techniques

In practice, the statistical properties of the data are rarely known, because the un-

derlying population is difficult to be fully specified. This poses problems on the

use of statistical techniques and motivated researchers toward the development of

non-parametric methods. Such approaches have no underlying statistical assump-

tions and consequently it is expected that they are flexible enough to adjust to the

characteristics of the data under consideration. In the subsequent sections, the most

important of these techniques are described.

2.4.1 Neural Networks

Neural networks, often referred to as artificial neural networks, have been devel-

oped by artificial intelligence researchers as an innovative modeling methodology

of complex problems. The foundations of the neural networks paradigm lie on the

emulation of the operation of the human brain. The human brain consists of a huge

number of neurons organized in a highly complex network. Each neuron is an in-

dividual processing unit. A neuron receives an input signal (stimulus from body
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sensors or output signal from other neurons), which after a processing phase pro-

duces an output signal that is transferred to other neurons for further processing.

The result of the overall process is the action or decision taken in accordance with

the initial stimulus.

This complex biological operation constitutes the basis for the development of

neural network models. Every neural network is a network of parallel processing

units (neurons) organized into layers. A typical structure of a neural network (Figure

2.10) includes the following structural elements:

1. An input layer consisting of a set of nodes (processing units-neurons) one for

each input to the network.

2. An output layer consisting of one or more nodes depending on the form of the

desired output of the network. In classification problems, the number of nodes of

the output layer is determined depending on the number of groups. For instance,

for a two-group classification problem the output layer may include only one

node taking two values: 1 for group C1 and 0 for group C2 (these are arbitrary

chosen values and any other pair is possible). In the general case where there are

q groups, the number of output nodes is set equal to the number of groups.

3. A series of intermediate layers referred to as hidden layers. The nodes of each

hidden layer are fully connected with the nodes of the subsequent and the pro-

ceeding layer. Furthermore, it is also possible to consider more complicated

structures where all layers are fully connected to each other. Such general net-

work structures are known as fully connected neural networks. The network pre-

sented in Figure 2.10 is an example of such structure. There is no general rule to

define the number of hidden layers. This is, usually, performed through trial and

error processes. Recently, however, a significant part of the research has been

devoted to the development of self-organizing neural network models, that is

neural networks that adjust their structure to best match the given data condi-

tions. Research made on the use of neural networks for classification purposes

showed that, in many cases, a single hidden layer is adequate (Patuwo et al.,

1993; Subramanian et al., 1993).

Each connection between two nodes of the network is assigned a weight repre-

senting the strength of the connection. The determination of these weights (training

of the network) is accomplished through optimization techniques. The objective of

the optimization process is to minimize the differences between the recommenda-

tions of the network and the actual classification of the alternatives belonging in the

training sample.

The most widely used network training methodology is the back propagation

approach (Rumerlhart et al., 1986). Recently, advanced nonlinear optimization

techniques have also contributed to obtaining globally optimum estimations of the

network’s connection weights (Hung and Denton, 1993).

On the basis of the connections’ weights, the input to each node is determined

as the weighted average of the outputs of all other nodes with which there are es-

tablished connections. In the general case of a fully connected neural network (cf.

Figure 2.10) the input inir to node i of the hidden layer r is defined as follows:
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Fig. 2.10 A general architecture of a neural network

inir =
r−1

∑
j=0

n j

∑
k=1

w j
ikok j +φir

where:

n j the number of nodes at the hidden layer j,
wik the weight of the connection between node i of layer r and node k of layer

j,
ok j the output of node k at layer j,
φir an error term.

The output of each node is specified through a transformation function. The most

common form of this function is the logistic function:

oir =
1

1+ e−
inir
T

where T is a user-defined constant.

The major advantage of neural networks is their parallel processing ability as

well as their ability to represent highly complex, nonlinear systems. Theoretically,

this enables the approximation of any real function with infinite accuracy (Kosko,

1992). These advantages led to the widespread application of neural networks in

many research fields. On the other hand, the criticism of the use of neural networks

is focused on two points:

1. The increased computational effort required for training the network (specifica-

tion of connections’ weights).
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2. The inability to provide explanations of the network’s results. This is a signifi-

cant shortcoming, mainly from a decision support perspective, as in a decision-

making context, the justification of the final decision is often a crucial point.

Except for the above two problems, research studies investigating the classifica-

tion performance of neural networks as opposed to statistical and econometric tech-

niques have led to conflicting results. Subramanian et al. (1993) compared neural

networks with LDA and QDA through a simulation experiment using data condi-

tions that were in accordance with the assumptions of the two statistical techniques.

Their results show that neural networks can be a promising approach, especially

in cases of complex classification problems involving more than two groups and a

large set of attributes. On the other hand, LDA and QDA performed better when the

sample size was increased.

A similar experimental study by Patuwo et al. (1993) leads to the conclusion that

there are many cases where statistical techniques outperform neural networks. In

particular, the authors compared neural networks with LDA and QDA, considering

both the case where the data conditions are in line with the assumptions of these

statistical techniques, as well as the opposite case. According to the obtained re-

sults, when the data are multivariate normal with equal group variance-covariance

matrices, then LDA outperforms neural networks. Similarly in the case of multi-

variate normality with unequal variance-covariance matrices, QDA outperformed

neural networks. Even in the case of non-normal data, the results of the analysis did

not show any clear superiority of neural networks, at least compared with QDA.

The experimental analysis of Archer and Wang (1993) is also worth mentioning.

The authors discussed the way that neural networks can be used to address sorting

problems and compared their approach with LDA. The results of this comparison

show a higher classification performance for the neural networks approach, espe-

cially when there is a significant degree of group overlap.

2.4.2 Rule Induction and Decision Trees

During the past two decades, machine learning evolved as a major discipline within

the field of artificial intelligence. Its objective is to describe and analyze the com-

putational procedures required to extract and organize knowledge from the exist-

ing experience. Within the different learning paradigms (Kodratoff and Michalski,

1990), inductive learning through examples is the one most widely used.

In contrast with the classification techniques described in the previous sections,

inductive learning introduces a completely different approach in modeling the clas-

sification problem. In particular, inductive learning approaches organize the ex-

tracted knowledge in a set of decision rules of the following general form:

IF elementary conditions THEN conclusion

The first part of such rules examines the necessary and sufficient conditions re-

quired for the conclusion part to be valid. The elementary conditions are connected
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Fig. 2.11 A sample classification decision tree developed using the C4.5 algorithm

using the AND operator. The conclusion consists of a recommendation on the clas-

sification of the alternatives satisfying the conditions part of the rule.

One of the most widely used techniques developed on the basis of the inductive

learning paradigm is the C4.5 algorithm (Quinlan, 1993). The decision rules devel-

oped through the C4.5 algorithm are organized in the form of a decision tree such as

the one presented in Figure 2.11. Every node of the tree considers an attribute, and

the branches correspond with elementary conditions defined on the basis of the node

attributes. Finally, the leaves designate the group to which an alternative is assigned,

given that it satisfies the branches’ conditions.

The development of the classification tree is performed through an iterative

process. Every stage of this process consists of three individual steps:

1. Evaluation of the discriminating power of the attributes in classifying the alter-

natives of the training sample.

2. Selection of the attribute having the highest discriminating power.

3. Definition of subsets of alternatives on the basis of their performances on the

selected attribute.

This procedure is repeated for every subset of alternatives formed in the third

step, until all alternatives of the training sample are correctly classified. The eval-

uation of the attributes’ discriminating power in the first step of the above process

is performed on the basis of the amount of new information introduced by each

attribute in the classification of the alternatives.

The entropy of the classification introduced by each attribute is used as the ap-

propriate information measure. In particular, assuming that each attribute introduces

a partitioning of the training sample into t subsets D1,D2, . . . ,Dt , each consisting of

vt alternatives, then the entropy of this partitioning is defined as follows:

I(D) = −
t

∑
h=1

vh

m

q

∑
k=1

p(Dh/Ck) log2[p(Dh/Ck)]
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where, p(Dh/Ck) denotes the number of alternatives of set Dh that belong in group

Ck. The attribute with the minimum entropy is selected as the one with the highest

discriminating power. This attribute adds the highest amount of new information in

the classification of the alternatives.

The above procedure may lead to a highly specialized classification tree with

nodes covering only one alternative. This is the result of overfitting the tree to the

given data of the training sample, a phenomenon that is often related to poor gen-

eralizing performance. C4.5 addresses this problem through the implementation of

a pruning phase, so that the decision tree’s size is reduced, in order to improve its

expected generalizing performance. The development and implementation of prun-

ing methodologies is a significant research topic in the machine learning commu-

nity. Some characteristic examples of pruning techniques are the ones presented by

Breiman et al. (1984), Gelfand et al. (1991), and Quinlan (1993).

The general aspects of the paradigm used in C4.5 are common to other machine

learning algorithms. Some well-known examples of such algorithms include CN2

(Clark and Niblett, 1989), the AQ family of algorithms (Michalski, 1969), and the

recursive partitioning algorithm (Breiman et al., 1984).

The main advantages of machine learning classification algorithms involve the

following capabilities:

1. Handling of qualitative attributes.

2. Flexibility in handling missing information.

3. Exploitation of large data sets for model development purposes through compu-

tationally efficient procedures.

4. Development of easily understandable classification models.

2.4.3 Fuzzy Set Theory

Decision making is often based on fuzzy, ambiguous and vague judgments. The

daily use of verbal expressions such as “almost,” “usually,” “often,” etc., are simple

yet typical examples of this remark. The fuzzy nature of these simple verbal state-

ments is indicative of the fuzziness encountered in the decision-making process. The

fuzzy set theory developed by Zadeh (1965) provides the necessary modeling tools

for the representation of uncertainty and fuzziness in complex real-world situations.

The core of this innovative approach is the fuzzy set concept. A fuzzy set is a

set with no crisp boundaries. In the case of a traditional crisp set a proposition

of the form “alternative x belongs to the set A” is either true or false; for a fuzzy

set, however, it can be partly true or false. Within the context of the fuzzy set the-

ory, the modeling of such fuzzy judgments is performed through the definition of

membership functions. A membership function defines the membership degree that

an object (alternative) belongs in a fuzzy set. The membership degree ranges in the

interval [0, 1]. In the aforementioned example, a membership degree equal to 1 indi-

cates that the proposition “alternative x belongs to the set A” is true. Similarly, if the

membership degree is 0, then it is concluded that the proposition is false. Any other
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Fig. 2.12 An example of a membership function

value for the membership degree between 0 and 1 indicates that the proposition is

partly true.

Figure 2.12 presents an example of a typical form for the membership function

for the proposition “according to attribute gi, alternative x belongs to the set A.” The

membership function corresponding with the negation of this proposition is also

presented (the negation defines the complement set of A, denoted as ¬A).

In order to derive an overall conclusion regarding the membership of an alterna-

tive into a fuzzy set based on the consideration of all attributes, one must aggregate

the partial membership degrees for each individual attribute. This aggregation is

based on common operators such as “AND” and “OR” operators. The former cor-

responds with the union operation, whereas the latter indicates a intersection opera-

tion. A combination of these two operators is also possible.

In the case of classification problems, each group can be considered as a fuzzy

set. Similar to the machine learning paradigm, classification models developed

through approaches that implement the fuzzy set theory have the form of deci-

sion rules. The general form of a fuzzy rule used for classification purposes is the

following:

IF (g j1 is A1a) ∧ (g j2 is A2b)∧. . .∧(g jn is Anc) THEN x j ∈Ck

where each Ai(·) corresponds with a fuzzy set defined on the scale of attribute gi.

The strength of each individual condition is defined by the membership degree of

the corresponding proposition “according to attribute g j alternative x j belongs to the

set Ai(·).” The rules of the above general form are usually associated with a certainty

coefficient indicating the certainty about the validity of the conclusion part.

Procedures for the development of fuzzy rules in classification problems have

been proposed by several researchers. Some indicative studies on this field are the

ones of Ishibuchi et al. (1992, 1993), Inuiguchi et al. (2000), Bastian (2000), and

Oh and Pedrycz (2000).

Despite the existing debate on the relation between the fuzzy set theory and the

traditional probability theory, fuzzy sets have been extensively used to address a va-

riety of real-world problems from several fields. Furthermore, several researchers

have exploited the underlying concepts of the fuzzy set theory in conjunction

with other disciplines such as neural networks (neurofuzzy systems; Von Altrock,

1996), expert systems (fuzzy rule-based expert systems; Langholz et al., 1996),
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mathematical programming (fuzzy mathematical programming; Zimmermann,

1978), and MCDA (Yager, 1977; Dubois and Prade, 1979; Siskos, 1982; Siskos

et al., 1984; Fodor and Roubens, 1994; Grabisch, 1995, 1996; Lootsma, 1997).

2.4.4 Rough Sets

Pawlak (1982) introduced the rough set theory as a tool to describe dependencies

between attributes, to evaluate the significance of attributes, and to deal with incon-

sistent data. As an approach to handle imperfect data (uncertainty and vagueness),

it complements other theories that deal with data uncertainty, such as probability

theory, evidence theory, fuzzy set theory, etc. Generally, the rough set approach is

a very useful tool in the study of classification problems. Recently, however, there

have been several advances in this field to allow the application of the rough set

theory to choice and ranking problems as well (Greco et al., 1997).

The rough set philosophy is founded on the assumption that with every alterna-

tive, some information (data, knowledge) is associated. This information involves

two types of attributes: condition and decision attributes. Condition attributes are

those used to describe the characteristics of the objects. For instance, the set of con-

dition attributes describing a country can be a set of economic, political, and social

indicators. The decision attributes define a partition of the objects into groups ac-

cording to the condition attributes.

On the basis of these two types of attributes, an information table S = 〈U,Q,V, f 〉
is formed, as follows:

• U is a finite set of m alternatives (objects).

• Q is a finite set of n attributes.

• V is the intersection of the domains of all attributes (the domain of each attribute

gi is denoted by Vi). The traditional rough set theory assumes that the domain

of each attribute is a discrete set. In this context, every quantitative real-valued

attribute needs to be discretized3 using discretization algorithms such as the ones

proposed by Fayyad and Irani (1992), Chmielewski and Grzymala-Busse (1996),

and Zighed et al. (1998). Recently, however, the traditional rough set approach

has been extended so that no discritezation is required for quantitative attributes.

Typical examples of the new direction are the DOMLEM algorithm (Greco et al.,

1999a) and the MODLEM algorithm (Grzymala-Busse and Stefanowski, 2001).

• f : U ×Q →V is a total function such that f (x j,gi)∈Vi for every gi ∈ Q, x j ∈U ,

called information function (Pawlak, 1991; Pawlak and Slowinski, 1994).

Simply stated, the information table is an m×n matrix, with rows corresponding

with the alternatives and columns corresponding with the attributes.

Given an information table, the basis of the traditional rough set theory is the

indiscernibility between the alternatives. Two alternatives x j and xl are considered

3 Discretization involves the partitioning of an attribute’s domain [a,b] into h subintervals [v1,v2),
[v2,v3), . . . , [vh−1,vh], where v1 = a and vh = b.
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to be indiscernible, if and only if they are characterized by the same information,

i.e., f (x j,gi) = f (xl ,gi) for every gi ∈ P ⊆ Q. In this way, every P ⊆ Q leads to the

development of a binary relation on the set of alternatives. This relation is called

P−indiscernibility relation, denoted by IP. IP is an equivalence relation for any P.

Every set of indiscernible alternatives is called elementary set and it constitutes

a basic granule of knowledge. Equivalence classes of the relation IP are called

P−elementary sets in S, and IP(x j) denotes the P−elementary set containing al-

ternative x j ∈U .

Any set of objects being a union of some elementary sets is referred to as crisp

(precise) otherwise it is considered to be rough (imprecise, vague). Consequently,

each rough set has a boundary line consisting of cases (objects) that cannot be clas-

sified with certainty as members of the set or of its complement. Therefore, a pair

of crisp sets, called the lower and the upper approximation can represent a rough

set. The lower approximation consists of all objects that certainly belong to the set

and the upper approximation contains objects that possibly belong to the set. The

difference between the upper and the lower approximation defines the doubtful re-

gion, which includes all objects that cannot be certainly classified into the set. On

the basis of the lower and upper approximations of a rough set, the accuracy of its

approximation can be calculated as the ratio of the cardinality of its lower approxi-

mation to the cardinality of its upper approximation.

Assuming that P ⊆ Q and Y ⊆U , then the P−lower approximation, the P−upper

approximation, and the P−doubtful region of Y (PY , PY , and BNP(Y ), respectively)

are formally defined as follows:

PY = {x j ∈ Y : IP(x j) ∈ Y} (2.59)

PY =
⋃

x j∈Y

Ip(x j) (2.60)

BNP(Y ) = PY −PY (2.61)

On the basis of these approximations, it is possible to estimate the accuracy of

the approximation of the rough set Y , denoted by αP(Y ). The accuracy of the ap-

proximation is defined as the ratio of the number of alternatives belonging in the

lower approximation to the number of alternatives of the upper approximation:

αP(Y ) =
|PY |
|PY |

Within the context of a classification problem, each group Ck is considered as a

rough set k. The overall quality of the approximation of the classification by a set of

attributes P is defined as follows:

γP(Y ) =

q

∑
k=1

|PYk|

m
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Having defined the quality of the approximation, the first major capability that the

rough set theory provides is to reduce the available information, so as to retain only

the information that is absolutely necessary for the description and classification

of the alternatives. This is achieved by discovering subsets R of the complete set

of attributes P, which can provide the same quality of classification as the whole

attributes’ set, i.e., γP(Y ) = γR(Y ). Such subsets of attributes are called reducts and

are denoted by REDY (P). Generally, the reducts are more than one. In such a case,

the intersection of all reducts is called the core, i.e., COREY (P) = ∩REDY (P). The

core is the collection of the most relevant attributes, which cannot be excluded from

the analysis without reducing the quality of the obtained description (classification).

The decision maker can examine all obtained reducts and proceed to the further

analysis of the considered problem according to the reduct that best describes reality.

Heuristic procedures can also be used to identify an appropriate reduct (Slowinski

and Zopounidis, 1995).

The subsequent steps of the analysis involve the development of a set of rules for

the classification of the alternatives into the groups where they actually belong. The

rules developed through the rough set approach have the following form:

IF conjunction of elementary conditions
THEN disjunction of elementary decisions

The procedures used to construct a set of decision rules employ the machine

learning paradigm. Such procedures developed within the context of the rough set

theory have been presented by Grzymala-Busse (1992), Slowinski and Stefanowski

(1992), Skowron (1993), Ziarko et al. (1993), Stefanowski and Vanderpooten (1994),

Mienko et al. (1996), and Grzymala-Busse and Stefanowski (2001). Generally, rule

induction techniques follow one of the following strategies:

1. Development of a minimal set of rules covering all alternatives of the training

sample (information table).

2. Development of an extensive set of rules consisting of all possible decision rules.

3. Development of a set of strong rules, even partly discriminant,4 which do not

necessarily cover all alternatives of the training sample.

Irrespective of the rule induction approach employed, a decision rule developed

on the basis of the rough set approach has some interesting properties and features.

In particular, if all alternatives that satisfy the condition part belong in the group

indicated by the conclusion of the rule, then the rule is called consistent. In the case

where the condition part considers only a single group, then the rule is called ex-

act, otherwise the rule is called approximate. The conclusion part of approximate

4 Rules covering only alternatives that belong to the group indicated by the conclusion of the rule
(positive examples) are called discriminant rules. On the contrary, rules that cover both positive
and negative examples (alternatives not belonging in the group indicated by the rule) are called
partly discriminant rules. Each partly discriminant rule is associated with a coefficient measuring
the consistency of the rule. This coefficient is called level of discrimination and is defined as the
ratio of positive to negative examples covered by the rule.
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rules involves a disjunction of at least two groups (x j ∈Ck ∨x j ∈Ch ∨ . . .). Approx-

imate rules are developed when the training sample (information table) includes

indiscernible alternatives belonging in different groups. Each rule is associated with

a strength measure, indicating the number of alternatives covered by the rule. For

approximate rules, their strength is estimated for each individual group considered

in their conclusion part. Stronger rules consider a limited number of elementary

conditions; thus, they are more general.

Once the rule induction process is completed, the developed rules can be easily

used to decide upon the classification of any new alternative not considered during

model development. This is performed by matching the conditions part of each rule

to the characteristics of the alternative, in order to identify a rule that covers the

alternative. This matching process may lead to one of the following four situations

(Slowinski and Stefanowski, 1994):

1. The alternative is covered only by one exact rule.

2. The alternative is covered by more than one exact rule, all indicating the same

classification.

3. The alternative is covered by one approximate rule or by more than one exact

rule indicating different classifications.

4. The alternative is not covered by any rule.

The classification decision in situations (1) and (2) is straightforward. In situation

(3), the developed rule set leads to conflicting decisions regarding the classification

of the alternative. To overcome this problem, one can consider the strength of the

rules that cover the alternative (for approximate rule, the strength for each individ-

ual group of the condition part must be considered). The stronger rule can be used

to take the final classification decision. This approach is employed in the LERS

classification system developed by Grzymala-Busse (1992).

Situation (4) is the most difficult one, because using the developed rule set one

has no evidence as to the classification of the alternative. The LERS system tackles

this problem through the identification of rules that partly cover the characteristics

of the alternative under consideration.5 The strength of these rules as well as the

number of elementary conditions satisfied by the alternative are considered in mak-

ing the decision. An alternative approach proposed by Slowinski (1993) involves

the identification of a rule that best matches the characteristics of the alternative un-

der consideration. This is based on the construction of a valued closeness relation

measuring the similarity between each rule and the alternative. The construction

of this relation is performed in two stages. The first stage involves the identifica-

tion of the attributes that are in accordance to the affirmation “the alternative x j is

close to rule r.” The strength of this affirmation is measured on a numerical scale

between 0 and 1. The second stage involves the identification of the characteris-

tics that are in discordance with the above affirmation. The strength of concordance

and discordance tests are combined to estimate an overall index representing the

similarity of a rule to the characteristics of the alternative.

5 Partly covering involves the case where the alternative satisfies only some of the elementary
conditions of a rule.
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Closing this brief discussion of the rough set approach, it is important to note

the recent advances made in this field toward the use of the rough set approach

as a methodology of preference modeling in multicriteria decision problems (Greco

et al., 1999a, 2000a). The main novelty of the recently developed rough set ap-

proach concerns the possibility of handling criteria, i.e., attributes with preference

ordered domains, and preference ordered groups in the analysis of sorting examples

and the induction of decision rules. The rough approximations of decision groups

involve dominance relation, instead of indiscernibility relation considered in the ba-

sic rough set approach. They are built of reference alternatives given in the sorting

example (training sample). Decision rules derived from these approximations con-

stitute a preference model. Each “if ... then ...” decision rule is composed of (a) a

condition part specifying a partial profile on a subset of criteria to which an alterna-

tive is compared using the dominance relation, and (b) a decision part suggesting an

assignment of the alternative to “at least” or “at most” a given class.

The decision rule preference model has also been considered in terms of con-

joint measurement (Greco et al., 2001). A representation theorem for multicriteria

sorting proved by Greco et al. states an equivalence of simple cancellation property,

a general discriminant (sorting) function, and a specific outranking relation, on the

one hand, and the decision rule model on the other hand. It is also shown that the

decision rule model resulting from the dominance-based rough set approach has an

advantage over the usual functional and relational models because it permits han-

dling inconsistent sorting examples. The inconsistency in sorting examples is not

unusual due to instability of preference, incomplete determination of criteria, and

hesitation of the decision maker.

It is also worth noting that the dominance-based rough set approach is able to deal

with sorting problems involving both criteria and regular attributes whose domains

are not preference ordered (Greco et al., 2002) and missing values in the evaluation

of reference alternatives (Greco et al., 1999b; Greco et al., 2000b). It also handles

ordinal criteria in a more general way than the Sugeno integral, as it has been proved

in Greco et al. (2001).

2.5 Miscellaneous Techniques

Apart from the techniques that have been described above, other multi-criteria opti-

mization methodologies could also be used for the evaluation of country risk. Based

on Olson and Shi (2005), financial management problems can be data mined using

large real-life data sets. Moreover, they support that in the financial business, practi-

tioners have applied a number of data-mining techniques to support credit card port-

folio management and further financial management. These techniques include the

Behavior Score developed by Fair Isaac Corporation (FICO), Credit Bureau Scores,

First Data Resource (FDR)’s Proprietary Bankruptcy Score and Set Enumeration

(SE) decision tree.
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Kou et al. (2003) promote a multiple criteria linear programming (MCLP) ap-

proach to data mining based on linear discriminant analysis. They describe the

connections between MCLP and data mining, including several general models of

MCLP approaches. Similarly, Kou et al. (2004) propose a classification model by

using multiple criteria linear programming to discover behavior patterns of credit

card holders. As continuation of this research, He et al. (2004) propose a heuristic

classification method by using the fuzzy linear programming to discover the bank-

ruptcy patterns of credit card holders.

Taking into account that credit risk and bankruptcy risk constitute part of country

financial risk, the aforementioned methodologies could also be used for the evalua-

tion of country risk.





Chapter 3
Applications

This chapter includes the major characteristics of few studies that have been already

done and contribute significantly to country risk analysis.

3.1 The Study of Zopounidis and Doumpos (1997)

The MCDA methodologies that have already been applied in country risk assess-

ment studied the problem either from the ranking point of view or the portfolio

construction point of view. Their aim was to develop multicriteria decision models

in order to rank a set of countries from the less to the more risky ones or to develop

models that could be used to construct a portfolio of countries that maximizes the

return of an investment and minimizes the associated risk.

In this case, the UTASTAR and the UTADIS, I, II, and III methods are applied in

the assessment of country risk, in order to develop country risk models for the rank-

ing and sorting of a set of 66 countries according to their economic performance.

3.1.1 Data Set Description

This application involves the assessment of the country risk of 66 countries from

different geographical regions all around the world. More specifically, the sample

data includes 18 European countries, 16 countries from Asia, 15 countries from

Africa, 15 countries from America, and finally two countries from Oceania. These

countries were selected among the 133 countries that are included in the World

Bank tables. The selection was based on the availability of the data of the countries,

in order to have a complete sample of data. The period of the analysis involves the

year 1994. The data of this specific year were the most recent that could be obtained

during the period that this research was conducted.

K. Kosmidou et al. (eds.) Country Risk Evaluation, DOI: 10.1007/978-0-387-76680-5 3, 63
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The countries are evaluated along 12 criteria, including 10 economic indica-

tors, the political risk, as well as a development level indicator concerning the life

expectancy. The data concerning the economic indicators and the life expectancy

were drawn from the World Bank tables (World Bank Development Indicators of

1996), and the data regarding the political risk were drawn for the estimations of

Euromoney. More specifically, the 12 evaluation criteria that are used in this case

study are the following:

1. Current account balance as percentage of Gross National Product (GNP): This

variable is related to the probability of default, as the current account deficit

represents the amount of new financing that a country requires. Consequently,

countries with large account deficits are more likely to default.

2. Exports average annual growth rate: For most countries, especially those of

high-income economies, exports are the main source of foreign exchange earn-

ings. Consequently, countries with high average annual growth rate are more

capable in meeting their commitments regarding their foreign debt. The com-

putation of this criterion was based on the exports of the countries during the

period 1980–1994.

3. Imports average annual growth rate: Unlike exports, imports lead to loss of

foreign exchange earnings. This criterion represents the imports’ average annual

growth rate during the period 1980–1994.

4. GNP per capita: GNP per capita is a very common criterion used in country risk

assessment. It represents the country’s level of development, indicating the flex-

ibility of a country in reducing the consumption. Countries with a low-income

economy are expected to be more inflexible in reducing the consumption, which

can result in debt service difficulties and therefore default.

5. Average annual growth rate of GNP per capita: This criterion provides a dy-

namic measurement of the development of a country. In this case study it rep-

resents the evolution of the GNP per capita during the period 1980–1994.

6. Gross domestic investment: Gross domestic investment is strictly related to the

development of a country. Domestic investments contribute directly to the GNP

growth, and furthermore they are conducive to the decrease of unemployment

(Calverley, 1990).

7. External debt as percentage of GNP: External debt represents the commitments

of each country to its debtors. This ratio represents the size of the debt in rela-

tion to the economy’s resources. Therefore, the higher the ratio, the greater the

probability of a country to default.

8. Gross international reserves as percentage of GNP: Gross international reserves

(international reserves excluding gold) are the main mean for servicing for-

eign debt. Developed countries are expected to have more international reserves

available than countries of low-income economies.

9. Reserves to imports ratio: Possible fluctuations in foreign exchange receipts

may result in significant debt-servicing problems for a country. On the other

hand, reserves provide a protection to such fluctuations, at least for the short-

term, as the larger reserves to imports, the larger is the amount of reserves that

is available for the payment of the external debt.
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10. Net foreign debt to exports ratio: As already mentioned, exports constitute the

main source of foreign exchange earnings for a country. On the other hand,

net foreign debt, measured as the foreign debt minus reserves, represents the

debt load of a country. Therefore, a high net foreign debt to exports ratio means

that the country could be exposed to significant debt-servicing problems due to

foreign exchange earning crises.

11. Life expectancy: Life expectancy provides an acceptable general measure of the

socioeconomic development of countries. Countries of significant economic as

well as social development are expected to have high life expectancy, whereas

on the contrary the life expectancy of countries facing essential social and eco-

nomic problems is low.

12. Political risk: The evaluation of the countries according to their political risk

was drawn from Euromoney. Euromoney polls risk analysts, risk insurance bro-

kers, and bank credit officers and asks them to give each country a score be-

tween 25 and zero. A score of 25 indicates no political risk, and zero indicates

that there is high political risk. Countries are scored in comparison both with

each other and with previous years.

The criteria involving the imports’ average annual growth rate, the external debt

as percentage of GNP, and the net foreign debt to exports have negative rates, which

means that the higher the values of these criteria, the more likely it is for a country

to default. On the contrary, all the other evaluation criteria have positive rates, which

means that the higher the values of these criteria, the higher is the overall economic

performance of a country.

The World Bank tables include also many other indicators (more or less sig-

nificant) regarding the overall economic performance of each country, including

detailed trade indicators, economic growth indicators, external economic indica-

tors, and balance of payments indicators, among others. However, the evaluation of

country risk in this case study had to be based on a finite, flexible, and acceptable set

of evaluation criteria that could sufficiently describe the overall socioeconomic and

political situation in each country. Hence, the aforementioned 12 evaluation crite-

ria were selected upon their relevance in country risk assessment based on previous

studies that have been presented by academic researchers in this field (Mumpower

et al., 1987; Cosset and Roy, 1989; Oral et al., 1992; Cosset et al., 1992).

The World Bank, apart from the valuable data that it provides concerning the

indicators that affect the countries’ socioeconomic development, also provides a

grouping of the countries based mainly on their economic performance. More

specifically, the World Bank classifies the countries in four major groups:

• High-income economies (group C1): This group includes 20 countries, mostly

Western European ones, as well as the United States, Canada, Japan, Australia,

New Zealand, and Israel. These countries are considered as the world’s top

economies, with a stable political and social environment.

• Upper-middle income economies (group C2): Ten countries are included in this

second group. These countries cannot be considered as developed ones neither

from the economic nor from the sociopolitical point of view. However, they do
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have some positive perspectives for future development. The countries that be-

long in this group include two European countries (Greece and Hungary), South-

east Asian countries such as South Korea and Malaysia, as well as countries

located in Latin and South America such as Mexico, Brazil, Chile, etc.

• Lower-middle income economies (group C3): This group includes 18 countries,

located in Europe (Romania and Poland), Asia (Indonesia, Philippines, Jordan,

Thailand, Turkey, etc.), Africa (Morocco, Algeria, Tunisia), and South and Latin

America (Bolivia, Guatemala, Ecuador, El Salvador, Peru, etc.). These countries

are facing economic as well as social and political problems, which make their

future doubtful and uncertain.

• Low-income economies (group C4): This final group consists of 18 countries fac-

ing significant problems from any aspect (economic, political, or social). Such

countries include Asian countries (Nepal, Bangladesh, India, Pakistan, etc.),

African countries (Kenya, Mali, Nigeria, Senegal, etc.), and Nicaragua.

This grouping of the countries was used as input to the UTADIS, I, II, and III

methods, in order to develop classification country risk models representing the

evaluation methodology and policy that is followed by the top officers of the World

Bank.

Moreover, in order to develop a ranking country risk model through the UTAS-

TAR method, the country risk rating of Euromoney was used. Euromoney provides

country risk assessments based on nine categories of indicators that fall into three

broad groups: analytical, credit, and market indicators. These indicators include the

economic data of the countries, their political risk, debt indicators, credit ratings,

and access to capital markets among others. Based on these indicators, a simple

weighted average model is used to rank the countries according to their creditworthi-

ness from the best to the worst ones. The country risk rating provided by Euromoney

is considered as a reliable estimation, which has already been used in many previous

studies of country risk assessment.

This Euromoney country risk rating was used as input to the UTASTAR method

in order to develop the country risk model to rank the countries according to their

creditworthiness. It is worth noting that the ranking provided by Euromoney depicts

some differences compared with the grouping provided by World Bank. Some coun-

tries that the World Bank considers to be in the low-income group, such as China

and India, according to Euromoney have a higher country risk rating than most of

the countries that the World Bank considers to be in the lower-middle group and

even than some of countries in the upper-middle income group.

3.1.2 Presentation of Results

Following the methodology that was described in Chapter 2, the UTADIS, I, II, III

and UTASTAR methods were applied in the sample data of the 66 countries under

consideration to develop sorting and ranking country risk models according to the
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grouping and the ranking provided by World Bank and Euromoney, respectively.

The obtained results of the five methods are presented below.

Results of the UTADIS Method

The additive utility model developed through the UTADIS method is fully con-

sistent with the predefined grouping of the countries according to their economic

performance, which is related to the risk and the creditworthiness of a country. All

countries are classified by the model in the group to which they actually belong,

resulting in a classification accuracy of 100%.

Furthermore, the model also provides the competitive level between the countries

of the same class. More specifically, according to the global utilities of the coun-

tries, the most creditworthy and economically developed ones are Switzerland, Nor-

way, Belgium, The Netherlands, Denmark, and Japan. The global utilities of these

countries were over 0.96. South Korea and Greece were found to be the best coun-

tries among the upper-middle income group. South Korea is located in a geograph-

ical region (East Asia) that evolved significantly the past decades, while Greece

as a member of the European Union has received considerable economic support.

These are the basic characteristics that distinguish these two specific countries from

the other upper-middle income economies. Thailand, Costa Rica, and Peru were

found to be the best in the lower-middle income group. Finally, Nicaragua, Malawi,

and Cameroon were found to be countries with the higher country risk. Table 3.1

presents in detail the obtained results, as well as the original and the estimated clas-

sification of the countries (Ĉ and C respectively).

The GNP per capita was found to be the dominant factor in the classification

of the countries, with a weight of over 50% (52.14%). This is in accordance with

the findings of other studies related to country risk assessment, which have also

concluded in the same result (Cosset and Roy, 1989; Oral et al., 1992). The rest of

the evaluation criteria have rather similar significance in the developed classification

model, ranging from 1.41% for the exports’ average annual growth rate to 7.97%

for the net foreign debt/exports ratio. Furthermore, the significance of the GNP per

capita in the classification of the countries in this case study is also confirmed by the

fact that according to the data of the 66 countries under consideration, this specific

criterion is able to provide an accurate classification. More specifically, all the high-

income economies have a GNP per capita over $9,320 (Portugal); the GNP per

capita for the upper-middle income economies ranges between $2,970 (Brazil) and

$8,260 (South Korea). Similarly, the GNP per capita of the lower-middle and low-

income economies ranges between $770 (Bolivia) and $2,500 (Turkey) and $170

(Malawi) and $720 (Egypt), respectively.
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Table 3.1 Classification results obtained through the UTADIS method

Countries Estimated Utility Actual Countries Estimated Utility Actual
class class class class

Switzerland C1 0.969 C1 Tunisia C3 0.573 C3

Norway C1 0.966 C1 Poland C3 0.568 C3

Belgium C1 0.965 C1 Turkey C3 0.529 C3

Netherlands C1 0.962 C1 El Salvador C3 0.529 C3

Denmark C1 0.962 C1 Algeria C3 0.528 C3

Japan C1 0.961 C1 Ecuador C3 0.517 C3

Italy C1 0.961 C1 Papua-New Guinea C3 0.513 C3

Australia C1 0.961 C1 Jordan C3 0.511 C3

Austria C1 0.960 C1 Guatemala C3 0.510 C3

United States C1 0.960 C1 Dominican Republic C3 0.509 C3

France C1 0.959 C1 Morocco C3 0.506 C3

United Kingdom C1 0.959 C1 Romania C3 0.503 C3

Sweden C1 0.959 C1 Indonesia C3 0.495 C3

Finland C1 0.958 C1 Philippines C3 0.493 C3

Canada C1 0.952 C1 Bolivia C3 0.464 C3

Israel C1 0.946 C1 u3 0.464
Ireland C1 0.940 C1 Egypt C4 0.462 C4

New Zealand C1 0.938 C1 Sri Lanka C4 0.462 C4

Spain C1 0.937 C1 India C4 0.439 C4

Portugal C1 0.917 C1 Pakistan C4 0.436 C4

u1 0.917 China C4 0.433 C4

Korea, Rep. C2 0.915 C2 Ghana C4 0.430 C4

Greece C2 0.914 C2 Senegal C4 0.425 C4

Uruguay C2 0.810 C2 Bangladesh C4 0.417 C4

Mexico C2 0.778 C2 Kenya C4 0.417 C4

Hungary C2 0.748 C2 Nepal C4 0.413 C4

Chile C2 0.731 C2 Ivory Coast C4 0.399 C4

Trinidad & Tobago C2 0.731 C2 Mali C4 0.377 C4

Malaysia C2 0.729 C2 Mauritania C4 0.377 C4

Mauritius C2 0.698 C2 Nigeria C4 0.374 C4

Brazil C2 0.672 C2 Togo C4 0.355 C4

u2 0.672 Cameroon C4 0.354 C4

Thailand C3 0.639 C3 Malawi C4 0.350 C4

Costa Rica C3 0.623 C3 Nicaragua C4 0.206 C4

Peru C3 0.584 C3

Results of the UTADIS I Method

The different objective between UTADIS I and UTADIS leads to results that differ

from the corresponding results obtained through the UTADIS method, although the

classification accuracy is once again 100.

The global utilities of the high-income economies are very close to 1 (most of

the global utilities are over 0.999), so that the distance from the utility threshold

(0.4784) is maximized. Only Portugal’s global utility is close to the utility thresh-

old. The rest of the high-income economies obtain global utilities over 0.7102. Con-

cerning the upper-middle income economies, Greece and South Korea were found
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Table 3.2 Classification results obtained through the UTADIS I method

Countries Estimated Utility Actual Countries Estimated Utility Actual
class class class class

Switzerland C1 1.000 C1 Thailand C3 0.204 C3

Norway C1 1.000 C1 Peru C3 0.178 C3

Japan C1 1.000 C1 Tunisia C3 0.151 C3

Netherlands C1 1.000 C1 Algeria C3 0.138 C3

Belgium C1 1.000 C1 Jordan C3 0.120 C3

France C1 1.000 C1 El Salvador C3 0.113 C3

United Kingdom C1 1.000 C1 Dominican Republic C3 0.111 C3

Sweden C1 1.000 C1 Romania C3 0.106 C3

Austria C1 1.000 C1 Ecuador C3 0.106 C3

Finland C1 1.000 C1 Guatemala C3 0.099 C3

United States C1 1.000 C1 Morocco C3 0.095 C3

Denmark C1 1.000 C1 Papua New Guinea C3 0.094 C3

Italy C1 1.000 C1 Philippines C3 0.078 C3

Australia C1 1.000 C1 Indonesia C3 0.068 C3

Canada C1 1.000 C1 Bolivia C3 0.052 C3

Israel C1 0.823 C1 u3 0.052
Ireland C1 0.728 C1 Egypt C4 0.051 C4

Spain C1 0.719 C1 Sri Lanka C4 0.051 C4

New Zealand C1 0.710 C1 Cameroon C4 0.045 C4

Portugal C1 0.479 C1 China C4 0.043 C4

u1 0.478 Ivory Coast C4 0.038 C4

Greece C2 0.477 C2 Senegal C4 0.038 C4

Korea, Rep. C2 0.477 C2 Mauritania C4 0.027 C4

Uruguay C2 0.398 C2 Nicaragua C4 0.024 C4

Mexico C2 0.356 C2 Pakistan C4 0.024 C4

Hungary C2 0.327 C2 Ghana C4 0.021 C4

Trinidad & Tobago C2 0.319 C2 India C4 0.016 C4

Chile C2 0.300 C2 Togo C4 0.013 C4

Malaysia C2 0.296 C2 Nigeria C4 0.010 C4

Mauritius C2 0.267 C2 Kenya C4 0.008 C4

Brazil C2 0.253 C2 Mali C4 0.007 C4

u2 0.253 Bangladesh C4 0.006 C4

Turkey C3 0.212 C3 Nepal C4 0.004 C4

Poland C3 0.204 C3 Malawi C4 0.000 C4

Costa Rica C3 0.204 C3

to be the most creditworthy and economically sound countries in this group. This

result was also obtained through the UTADIS method. Turkey, Poland, Costa Rica,

and Thailand were found to be the less risky countries within the group of lower-

middle income economies, whereas Malawi, Nepal, and Bangladesh are the most

risky countries. Table 3.2 presents in detail the obtained results, as well as the orig-

inal and the estimated classification of the countries.

Concerning the significance of the evaluation criteria in the sorting model de-

veloped through the UTADIS I method, the GNP per capita is clearly the dominant

factor with a weight of 98.62%. This extreme weight is fully justifiable, as it has

been already observed, in this specific case study, that the GNP per capita is able
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by itself to provide an accurate classification of the countries in the four classes of

risk defined by the World Bank. The weights of the other evaluation criteria are less

than 1%.

Results of the UTADIS II Method

The additive utility model developed by the UTADIS II method is similar to the

model that was developed through the UTADIS method. This new model is also

able to provide a correct classification of the countries to the classes to which they

belong, providing a classification accuracy of 100%. The global utilities of the coun-

tries are a little bit lower than the global utilities that were calculated through the

UTADIS method, but they are still similar. Switzerland was once again found to be

the most creditworthy country with global utility of 0.9692, followed by Japan (with

global utility 0.9579), United States (with global utility 0.9566), The Netherlands

(with global utility 0.9529), and the United Kingdom (with global utility 0.9504).

On the contrary, Nicaragua was found the be the most risky country (with global

utility 0.2026), followed by Malawi (with global utility 0.2866) and Togo (with

global utility 0.3309).

The significance of the evaluation criteria is also very similar to corresponding

results obtained through the UTADIS method. More specifically, the GNP per capita

is once again the most important criterion for the evaluation of country risk. Its

weight is the same with the weight that was estimated using the UTADIS method

(52.14%). Among the rest of the evaluation criteria, the most significant ones were

found to be the current account balance as percentage of GNP and the imports’

average annual growth rate with weights 8.71% and 7.39%, respectively.

Results of the UTADIS III Method

The final method that is applied in this case study in order to assess country risk

is the UTADIS III method. This method’s objective is to minimize the number of

misclassification and at the same time to maximize the distances of the correctly

classified countries from the utility thresholds.

As in all of the previous variants of the UTADIS method, the developed additive

utility model developed through the UTADIS III method is also able to correctly

classify the 66 countries under consideration to their original class. The obtained re-

sults, as expected, are very similar to the results of the UTADIS I method. There are

some small differences in the global utilities of the countries, but overall, both the

global utilities as well as the marginal utilities of the evaluation criteria are very sim-

ilar. In this new model, the weight of the GNP per capita is 98.78%. Only two other

criteria are considered by the model; the life expectancy and the current account

balance as percentage of GNP, with weights of 1.11% and 0.11%, respectively. All

the other evaluation criteria are not included in this model.
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Table 3.3 Standardized canonical discriminant function coefficients

Function 1 Function 2 Function 3

Current account balance as percentage of GNP 0.45890 –0.04460 –0.16250
Exports average annual growth rate 0.11630 0.31300 0.10230
Imports average annual growth rate 0.22320 –0.25160 0.08780
GNP per capita –0.52410 0.57910 –0.24870
Average annual growth rate of GNP per capita 0.16010 0.25970 0.72630
Gross domestic investment 0.02590 –0.01780 0.58670
External debt as percentage of GNP –0.46660 –0.66440 –0.29800
Gross international reserves as percentage of GNP 0.56900 0.31610 0.98790
Reserves to imports ratio –0.00290 –0.23090 –1.25470
Net foreign debt to exports ratio –0.53250 –0.05670 0.55340
Life expectancy 0.30900 –0.01540 0.31110
Political risk 0.18280 0.18540 –0.60540

Comparison with Discriminant Analysis

For comparison purposes, discriminant analysis was also applied in the sample of

countries under consideration in order to develop a discriminant model to classify

the countries in their original class. Discriminant analysis is a well-known multi-

variate statistical method for the study of classification problems. The objective of

performing the discriminant analysis was to examine how a different statistical ap-

proach could perform in this specific case study compared with the UTADIS method

and its variants. Using the discriminant analysis, three discriminant functions were

developed. The standardized canonical discriminant function coefficients are pre-

sented in Table 3.3.

The developed discriminant model based on these three discriminant functions

is unable to correctly classify all countries in their original class. More specifically,

there are 9 misclassified countries, resulting in an overall classification accuracy of

86.36%. On the contrary, as already presented, the UTADIS, I, II, and III meth-

ods were all able to provide an accurate assignment of each country to its original

(predefined) class (classification accuracy 100%). This result clearly depicts the su-

periority of the preference disaggregation approach over the discriminant analysis,

at least in this specific case study.

A detailed error analysis of the results obtained by the discriminant analysis is

presented in Table 3.4. The first part of Table 3.4 presents how the classification of

the countries was made by the discriminant functions. The diagonal represents the

correct classifications, and all the other elements represent the differences (misclas-

sifications) between the actual classification of the countries and their classification

by the discriminant functions. The second part of Table 3.4 presents the same infor-

mation expressed as percentage of the number of countries that are included in each

original class.
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Table 3.4 Error summary of the classification results obtained by discriminant analysis

Estimated class
C1 C2 C3 C4 C1 C2 C3 C4

C1 19 1 – – 95.0% 5.0% – –
Original C2 – 8 2 – – 80.0% 20.0% –
class C3 – 2 15 1 – 11.10% 83.3% 5.6%

C4 – – 3 15 – – 16.7% 83.3%

Results of the UTASTAR Method

The additive utility model that was developed using the ranking provided by Eu-

romoney was unable to represent consistently the evaluation policy of the officers of

Euromoney. More specifically, the ranking obtained by the developed additive util-

ity model depicted some differences with the initial ranking of Euromoney. These

inconsistencies are justified by the differences between the evaluations provided by

Euromoney and the corresponding estimations of World Bank. Nevertheless, the

inconsistencies of the developed country risk model are not considered to be sig-

nificant ones. The most significant inconsistency concerns Nepal. According to Eu-

romoney’s country risk rating, Nepal was ranked in the 57th place among the 66

countries of this case study. The additive utility model that was developed through

the UTASTAR method ranks Nepal in the 50th place. However, it should be noted

that the difference between the global utility of Nepal (0.316) and the global utility

of Senegal (0.308), which is ranked in the 57th place, is small. Consequently, al-

though Nepal is ranked higher by the developed model, its score (global utility) is

still similar to other under-developed countries.

The similarity between the rankings of Euromoney and the model is also con-

firmed using the Kendall’s τ rank correlation coefficient. The value of Kendall’s τ
is 0.961, very close to 1, showing that there is a significant consistency between the

two rankings. Figure 3.1 illustrates the countries’ ranking versus their global utilities

estimated by the UTASTAR method.

According to the global utilities of the 66 countries under consideration, three

major groups can be distinguished. The first one includes 22 countries whose global

utility is over 0.8. This group includes all the high-income economies, except Israel,

and three countries that are considered by World Bank as upper-middle economies

(South Korea, Malaysia, and Chile). The second group includes 18 countries with

global utilities ranging between 0.425 and 0.479. Most of these countries are in

the upper-middle income group. Additionally, this group also includes Israel (high-

income economy), Thailand, Indonesia, Philippines, Poland, Morocco, and Turkey,

which are considered by World Bank as lower-middle income economies. Finally,

the third group consists of 26 countries with global utilities below 0.35. These coun-

tries are considered as lower-middle and low-income economies. In this group of

risky countries, the most untrustworthy one was found to be Nicaragua, with global

utility 0.133.

The significance of the evaluation criteria in the ranking model developed through

the UTASTAR method differs from the importance of the evaluation criteria in
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Fig. 3.1 Countries’ ranking versus global utilities

the classification models developed through the UTADIS method and its variants.

More specifically, the most important criterion in the ranking model developed by

the UTASTAR method is the political risk followed by the gross domestic invest-

ment, the net foreign debt/exports, and the import’s average annual growth rate, with

weights 55.45%, 12.11%, 11.96%, and 11.93%, respectively. This result is in accor-

dance with the decision policy of Euromoney’s managers, who considers political

risk as the most important criterion in their country risk rating.

3.2 The Study of Doumpos and Zopounidis (2000)

The performance of the MHDIS method and its applicability in financial risk as-

sessment are explored in this case through an application to country risk evaluation.

The recent economic crises have demonstrated in the clearest way that country risk

is a crucial risk factor with significant impact on any corporate entity with an in-

ternational activity. This significance of the country risk assessment problem, along

with its complexity that is due to the plethora of factors of different nature that are
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Table 3.5 Economic indicators (evaluation criteria)

g1 Current account balance/GDP
g2 Export volume growth
g3 Gross domestic investment/GDP
g4 Import volume growth
g5 Inflation (GDP deflator)
g6 Net trade in goods and services
g7 Present value of debt/Exports of goods and services
g8 Present value of debt/GNP
g9 Total debt service/GNP

g10 Income velocity of money (GDP/M2)
g11 GNP growth
g12 Gross international reserves in months of imports

involved (e.g., macroeconomic, social, political factors, etc.), make country risk as-

sessment a challenging research problem where several scientific fields such as sta-

tistical analysis and operations research can provide significant contribution. This is

the main reason that justifies the selection of country risk assessment as a field that

is appropriate to examine the applicability of the MHDIS method in financial risk

assessment.

3.2.1 Data Set Description

The sample used in this application is derived from the World Bank (World Bank,

1997). The data refer to 143 countries for the year 1995. They involve a signifi-

cantly large number of indicators and variables relative to country risk assessment

including inflation and exchange rates, the balance of payments, tax policies, macro-

economic indicators, indicators upon structural transformation, as well as trade in-

dicators, external debt indicators, etc. (98 indicators overall; Pentaraki et al., 1999).

Obviously, the incorporation in the analysis of such a large number of evaluation

criteria would result in the development of an unrealistic country risk assessment

model with limited practical value. To overcome this problem, a factor analysis is

performed to select the most relevant criteria that best describe the economic per-

formance and the creditworthiness of the countries. It could be possible to override

factor analysis if a country risk expert was available to determine the most signif-

icant country risk indicators, or if the decision maker had a clear view of the indi-

cators that should be examined. Nevertheless, in any case the factor analysis results

provide significant support in determining the indicators that characterize the eco-

nomic performance and the creditworthiness of a country. On the basis of the factor

analysis results (i.e., factor loadings) and the relevance of the considered criteria to

country risk assessment as reported in the international literature (Saini and Bates,

1984; Cosset et al. 1992; Oral et al., 1992), 12 evaluation criteria are finally selected

to be included in the developed country risk assessment model (Table 3.5).
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According to the World Bank, the countries under consideration are catego-

rized into four classes according to their income level: (1) High-income economies

(class C1) including 31 countries, mostly European ones, as well as the United

States, Canada, Australia, New Zealand, Japan, Hong Kong, etc. (2) Upper-middle

economies (class C2), including 21 countries from Europe (e.g., Greece and Hun-

gary), South and Eastern Asian, and Latin and South America. (3) Lower-middle

income economies (class C3), including 42 countries from Eastern Europe, Asia,

Africa, and South and Latin America. (4) Low-income economies (class C4), in-

cluding 49 countries, mostly from Africa and Asia. This classification constitutes

the basis for the development of the appropriate country risk assessment model us-

ing the MHDIS method.

3.2.2 Illustration of MHDIS on the Complete Sample

Because the sample used involves four classes of countries, the hierarchical dis-

crimination process of the MHDIS method that was described in Chapter 2 consists

of three stages. In the first stage, the discrimination among the countries belong-

ing in the high-income economy group and the countries belonging in the rest of

the classes is performed. In the second stage, the countries belonging to the upper-

middle income economy group are discriminated from the countries of the lower-

middle and the low-income economy groups. Finally, the third stage involves the

discrimination among the countries of the lower-middle and the low-income econ-

omy groups.

Each of these three stages involves the solution of the three mathematical pro-

gramming problems that have already been described (LP1, MIP, and LP2). In the

first stage, there are no misclassifications. The pair of additive utility functions that

are developed is able to discriminate accurately the countries belonging in the first

group (high-income economy) from the rest of the countries. In the second stage,

solving LP1 results in one misclassified country, China, which is classified into the

group of upper-middle income economies while belonging in the group of low-

income economies. Because there is only one misclassification, MIP is not solved,

and the procedure proceeds with the solution of LP2 (China is retained as mis-

classified). China is ignored during the third stage of the hierarchical discrimination

process, after which no additional classification errors are encountered. The additive

utility functions developed at each stage of the hierarchical discrimination process

along with the resulting classification rule are presented below.

Stage 1

U1(g) = 0.0093u1,1(g1)+0.0137u1,2(g2)+0.0095u1,3(g3)
+0.02u1,4(g4)+0.0127u1,5(g5)+0.0112u1,6(g6)
+0.8668u1,7(g7)+0.0099u1,8(g8)+0.0103u1,9(g9)
+0.0113u1,10(g10)+0.0136u1,11(g11)+0.0117u1,12(g12)
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U∼1(g) = 0.0894u∼1,1(g1)+0.0137u∼1,2(g2)+0.0095u∼1,3(g3)
+0.0113u∼1,4(g4)+0.0592u∼1,5(g5)+0.0112u∼1,6(g6)
+0.7489u∼1,7(g7)+0.0099u∼1,8(g8)+0.0103u∼1,9(g9)
+0.0113u∼1,10(g10)+0.0136u∼1,11(g11)+0.0117u∼1,12(g12)

Stage 2

U2(g) = 0.0068u2,1(g1)+0.0602u2,2(g2)+0.2635u2,3(g3)
+0.0087u2,4(g4)+0.0576u2,5(g5)+0.2099u2,6(g6)
+0.0167u2,7(g7)+0.0098u2,8(g8)+0.0102u2,9(g9)
+0.1263u2,10(g10)+0.0107u2,11(g11)+0.2195u2,12(g12)

U∼2(g) = 0.1086u∼2,1(g1)+0.0251u∼2,2(g2)+0.0069u∼2,3(g3)
+0.1116u∼2,4(g4)+0.0261u∼2,5(g5)+0.2502u∼2,6(g6)
+0.0157u∼2,7(g7)+0.0641u∼2,8(g8)+0.0102u∼2,9(g9)
+0.2128u∼2,10(g10)+0.1171u∼2,11(g11)+0.0516u∼2,12(g12)

Stage 3

U3(g) = 0.0052u3,1(g1)+0.1806u3,2(g2)+0.3212u3,3(g3)
+0.0068u3,4(g4)+0.008u3,5(g5)+0.1627u3,6(g6)
+0.1183u3,7(g7)+0.0082u3,8(g8)+0.0085u3,9(g9)
+0.0757u3,10(g10)+0.0086u3,11(g11)+0.0963u3,12(g12)

U∼3(g) = 0.2597u∼3,1(g1)+0.0085u∼3,2(g2)+0.1386u∼3,3(g3)
+0.0068u∼3,4(g4)+0.008u∼3,5(g5)+0.1949u∼3,6(g6)
+0.0943u∼3,7(g7)+0.0082u∼3,8(g8)+0.0085u∼3,9(g9)
+0.1222u∼3,10(g10)+0.1187u∼3,11(g11)+0.0313u∼3,12(g12)

Classification rule

If U1(g1) > U∼1(g1) then country x j is classified in the high-income group

Else if U2(g1) > U∼2(g1) then country x j is classified in the upper-middle income

group

Else if U3(g1) > U∼3(g1) then country x j is classified in the lower-middle income

group

Else country x j is classified in the low-income group

The overall classification accuracy of this country risk evaluation model is

99.30% (1 misclassified country: China). An example of the form of the marginal

utility functions in this classification model is presented in Figure 3.2 for criterion

gross domestic investment/GDP (g3), which is among the most significant crite-

ria in all additive utility functions that are developed (except for the discrimination
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Fig. 3.2 Marginal utilities of criterion “gross domestic investment/GDP” in discriminating be-
tween upper-middle income and low-income economies

among high-income economies from the rest of the countries). Figure 3.2 illustrates

the marginal utilities of this criterion in the additive utility functions U3 and U∼3 that

discriminate between the lower-middle income group and the low-income group.

3.2.3 Validation Tests

Whereas the above discussion is just illustrative of the functionality of the MHDIS

method in discriminating a set of alternatives (countries) into a predefined set of

classes, it does not provide any insight on the generalizing performance of the de-

veloped models in classifying alternatives not included in the training sample.

To perform this analysis, a series of validation tests is conducted as follows.

The complete sample of 143 countries is split, at random, into two subsamples.

The first one consisting of 102 countries is used as the training sample, and the

second sample consisting of 41 countries is used to examine the performance of

the developed model in classifying countries that are not considered in the training

sample. Henceforth, this second sample will be referred to as the validation sample.

The proportions of the four groups of countries in the validation sample are set to be

equivalent to the proportions of the groups in the complete sample. For instance, in

the complete sample the high-income group includes 31 countries, which account

for 21.68% of the total sample. To respect this proportion, the validation sample

includes 9 countries of the first class, which account for 21.95% of the total number

of countries in the validation sample. The number of countries belonging into the

other three groups in the validation sample is determined in a similar way. Thus, the

upper-middle income group includes 6 countries, the lower-middle income group

includes 12 countries, and the low-income group includes 14 countries. All countries

included in the validation sample are randomly selected, with the only restriction

being the proportions of the groups as described above. Overall, 40 validation tests

are performed in order to have as much of an unbiased estimate of the performance

of the MHDIS method as possible.
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Table 3.6 Average classification results of MHDIS and MDA over the 40 validation tests

Training sample
Estimated classification Overall

C1 C2 C3 C4 accuracy

MHDIS C1 100.00% 0.00% 0.00% 0.00% 99.07%
C2 0.00% 98.83% 1.17% 0.00%
C3 0.00% 0.00% 100.00% 0.00%
C4 0.00% 1.50% 0.71% 97.79%

MDA C1 91.48% 1.14% 8.07% 0.34% 79.31%
C2 6.50% 47.50% 41.17% 4.83%
C3 6.67% 6.75% 81.17% 5.42%
C4 0.07% 2.00% 14.21% 83.71%

Validation sample

MHDIS C1 100.00% 0.00% 0.00% 0.00% 75.55%
C2 0.00% 44.17% 38.75% 17.08%
C3 0.00% 23.75% 62.50% 13.75%
C4 0.00% 5.36% 10.18% 84.46%

MDA C1 89.17% 0.83% 10.00% 0.00% 70.73%
C2 8.75% 26.25% 52.08% 12.92%
C3 9.79% 9.79% 75.00% 6.46%
C4 0.36% 7.86% 17.50% 74.29%

For comparison purposes, discriminant analysis (DA) is also applied in these

validation tests. DA can be considered as the first approach to introduce multiple

factors (variables) in the discrimination among different groups of objects. When

there are more than two groups, the application of multiple discriminant analysis

(MDA) leads to the development of linear discriminant functions that maximize the

ratio of among group to within group variability; this assumes that the variables fol-

low a multivariate normal distribution and that the dispersion matrices of the groups

are equal. In this case study, MDA is selected for comparison purposes due to its

popularity in the field of finance in studying financial decision problems requiring

a grouping of a set of alternatives (Altman et al., 1981). Furthermore, the method

is popular among academic researchers in evaluating the performance of new algo-

rithms and approaches to study general classification problems. Finally, it should

be also noted that MDA has already been applied in several studies on country risk

assessment (Saini and Bates, 1984).

The classification results of MHDIS and MDA on the 40 validation tests are pre-

sented in Table 3.6. All figures reported in this table correspond with averages over

all validation tests. The elements C1−C1, C2−C2, C3−C3, and C4−C4 represent the

average classification accuracy for each of the four classes, and all other elements

correspond with average classification errors.

With regard to the training sample, the overall classification accuracy of MHDIS

is significantly higher than the one of MDA (99.07% for MHDIS vs. 79.31% for

MDA). This difference is not surprising bearing in mind two facts: (1) MHDIS

results in the development of piecewise linear discrimination models as opposed to

the linear discrimination of MDA, (2) the discrimination models developed through

MHDIS involve more degrees of freedom compared with MDA, thus ensuring better

model fit.
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Of course, higher model fit does not ensure higher generalizing ability, which is

the ultimate objective in decision models developed through regression-based tech-

niques. In that respect, the results on the validation tests are of particular interest

toward the evaluation of the predictability of both MHDIS and MDA. The results

presented in Table 3.6 indicate that in terms of the overall classification accuracy,

MHDIS still performs better than MDA, although the difference among the two

methods is smaller compared with the training sample. The average overall classifi-

cation accuracy of the MHDIS method over the 40 replications is 75.55%, while the

overall classification accuracy of MDA is 70.73%. The t-value of a t-test regarding

the difference in these average classification accuracies is 4.37. Thus, the difference

between the two methods is significant at the 1% level.

In terms of the individual classification accuracies in the validation tests, MHDIS

always classifies correctly all countries belonging in the high-income group (class

C1). Furthermore, there is no country belonging in the other classes that is classified

incorrectly into the high income group. MDA also performs quite well in identifying

high-income economies. However, on average 10% of the countries actually belong-

ing into the high-income group are classified as lower-middle income economies

(class C3), whereas a small percentage (0.36%) of countries belonging into the low-

income group (class C4) are assigned by MDA into the high-income group; this is

a significant misclassification. Similar to the high income group, both MHDIS and

MDA perform quite well in identifying countries of the low-income group. The av-

erage classification accuracy for this group is 84.46% for MHDIS and 74.29% for

MDA. MDA also performs satisfactory in the lower-middle income group (classi-

fication accuracy 75%) as opposed to the 62.5% accuracy of the MHDIS method.

Finally, it is apparent that the major problem in both methods is to identify the coun-

tries belonging in the upper-middle income group. MHDIS’s average classification

accuracy for this group is 44.17%, as opposed to 26.25% for MDA. However, it

should be pointed out that most of the upper-middle income economy countries that

are misclassified by both methods are assigned to the group of lower-middle income

economies.

3.3 The Study of Doumpos and Zopounidis (2002)

Similary to the previous application, in this application the MHDIS method is ap-

plied to country risk data obtained from the World Bank (World Bank, 2002). As

it was already mentioned, the data provided in the World Bank’s tables span the

period 1960–2000. For the present analysis, the period 1996–2000 was selected.

On the basis of data availability for this period, finally 161 countries were selected

out of the total 207 countries included in the tables. On the basis of the most re-

cent data (year 2000), the World Bank classifies the countries in four income-level

groups: (1) high-income economies (group C1), (2) upper-middle income economies

(group C2), (3) lower-middle income economies (group C3), and (4) low-income
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Table 3.7 Country risk indicators

g1 Current account balance/GDP
g2 Exports of goods and services/GDP
g3 Foreign direct investment/GDP
g4 Annual GDP growth
g5 Annual GDP per capita growth
g6 Gross capital formation/GDP
g7 Gross fixed capital formation/GDP
g8 Imports of goods and services/GDP
g9 Inflation

g10 Infant mortality rate
g11 Short-term debt/Total external debt
g12 Total debt service/Exports of goods and services
g13 Total debt service/GNI
g14 Life expectancy at birth
g15 Consumer price index
g16 Annual growth of exports of goods and services
g17 Net domestic credit/GDP
g18 Total external debt /Exports of goods and services
g19 Total external debt/GDP
g20 Total debt service/Imports of goods and services
g21 Total debt service/Gross international reserves
g22 Gross international reserves in months of imports

economies (group C4). This classification constitutes the basis for the analysis in this

study, assuming the income level group into which a country is assigned to is closely

related to its overall performance and risk. Of course, the overall performance and

risk of a country cannot be fully represented in this four-group classification, but

nevertheless, the income level classification of the World Bank can be considered as

an adequate proxy for the development, performance, and risk of the countries.

An initial preprocessing of the available data led to the selection of 22 possi-

ble country risk indicators (Table 3.7), selected according to (1) their relevance to

country risk analysis on the basis of the existing literature on the subject (Saini and

Bates, 1984; Zopounidis et al., 1998), and (2) the availability of the data (for many

other relevant indicators, there were too many missing data in the World Bank’s

tables). The selected indicators involve, mainly, the economic performance of the

countries (debt, trade, inflation, GDP, etc.), but there are also indicators involving

some social aspects of the problem such as the life expectancy at birth and the infant

mortality rate, which are closely related to the quality of living and the development

of each country. Table 3.8 presents a statistical analysis (ANOVA) for the selected

ratios, with regard to their statistical significance in discriminating the four afore-

mentioned groups of countries in the sample.

The ANOVA results of Table 3.8 indicate that there are 15 indicators that statisti-

cally differentiate the four groups in at least one of the years (at the 1% significance

level), whereas 10 indicators statistically differentiate the four groups in all five

years of the analysis.
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Table 3.8 ANOVA results for the selected country risk indicators (F statistic)

1996 1997 1998 1999 2000

g1 3.69∗ 10.98∗ 8.86∗ 5.94∗ 4.47∗
g2 6.80∗ 5.93∗ 6.71∗ 5.53∗ 9.97∗
g3 0.76∗ 0.86∗ 1.01∗ 1.73∗ 6.12∗
g4 0.92∗ 0.14∗ 0.03∗ 1.44∗ 0.50∗
g5 1.00∗ 0.72∗ 0.77∗ 1.59∗ 2.66∗
g6 1.72∗ 4.23∗ 3.41∗ 1.36∗ 2.01∗
g7 1.44∗ 3.28∗ 2.34∗ 1.03∗ 1.41∗
g8 0.71∗ 0.58∗ 0.82∗ 0.43∗ 2.86∗
g9 0.25∗ 0.44∗ 4.33∗ 1.56∗ 0.63∗

g10 72.34∗ 72.12∗ 69.66∗ 69.21∗ 68.12∗
g11 20.08∗ 28.46∗ 31.05∗ 27.85∗ 25.15∗
g12 16.61∗ 18.29∗ 18.00∗ 13.49∗ 15.14∗
g13 12.29∗ 16.34∗ 13.73∗ 16.03∗ 21.57∗
g14 89.92∗ 83.74∗ 77.21∗ 68.93∗ 66.05∗
g15 0.25∗ 0.14∗ 0.60∗ 0.59∗ 0.53∗
g16 192.33∗ 211.02∗ 234.56∗ 250.92∗ 225.79∗
g17 1.16∗ 0.39∗ 1.17∗ 0.20∗ 0.47∗
g18 38.83∗ 38.33∗ 21.75∗ 31.36∗ 27.22∗
g19 17.32∗ 20.73∗ 17.80∗ 26.91∗ 26.06∗
g20 23.81∗ 23.96∗ 23.19∗ 23.51∗ 22.87∗
g21 14.90∗ 16.54∗ 17.38∗ 13.84∗ 17.57∗
g22 1.18∗ 0.91∗ 0.79∗ 0.75∗ 12.45∗

On the basis of these results, it was decided to proceed with the development of

country risk assessment models at two levels. In the first case, all the 22 country risk

indicators are considered, whereas in the second case a reduced set of 12 indicators

is employed. These 12 indicators are selected among the 15 indicators that were

found to statistically differentiate the four groups of countries for at least one year

of the analysis, excluding some indicators that had high correlations with others

(correlation coefficient higher than 0.7, in absolute terms). In particular, high corre-

lations were observed for the pairs of indicators: (1) infant mortality rate (g10) and

life expectancy at birth (g14) with correlation coefficient −0.94, (2) total debt ser-

vice/exports of goods and services (g12) and total debt service/imports of goods and

services (g20) with correlation coefficient 0.90, and (3) total external debt/exports

of goods and services (g18) and total external debt/GDP (g19) with correlation co-

efficient 0.76. From these pairs of correlated indicators, it was decided to retain in

the analysis the indicators that are most relevant to country risk assessment, on the

basis of the existing literature (Zopounidis et al., 1998), namely infant mortality

rate (g10), total debt service/exports of goods and services (g12), and total external

debt/GDP (g19).

Of course, within the context of MCDA, such a statistical analysis for the selec-

tion of the decision criteria (country risk indicators) is not considered to be neces-

sary, given that a decision maker can specify the criteria that he considers relevant

to the analysis. However, in this case study such an expert decision maker was not

available. On the other hand, the consideration of a large number of criteria (the

complete set of 22 indicators) may pose practical problems in the implementation
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of the development model, mainly with regard to the requirement that a significant

volume of data needs to be collected to implement the model. Because data col-

lection is often a time consuming and possibly costly process, it was decided in

this analysis to explore the possibility of using a reduced set of indicators selected

through the aforementioned approach.

3.3.1 Presentation of Results

The development and testing of country risk assessment models through the MHDIS

method is performed through the following methodology. Initially, the data of the

most recent year (year 2000) are used as the reference set for the development of an

appropriate country risk model. This model is then applied in all the previous four

years of the analysis (years 1996–1999) to evaluate its ability in providing early

warning signals for the current situation of the countries.

The country risk assessment model developed through this approach consists of

six additive utility functions. The utility functions U1 and U∼1 are used to decide

whether a country belongs in the high income group (C1) or not. For the countries

not assigned into group C1, the second pair of utility functions U2 and U∼2 is em-

ployed to decide whether they should be classified into the upper-middle income

group (C2) or not. Finally, the third pair of utility functions U3 and U∼3 is employed

for the countries not assigned in the previous stage into group C2, to decide if they

should be classified as lower middle income economies (group C3) or as low income

economies (group C4). Therefore, the classification of a country x j into one for the

four groups is performed through the following rules:

If U1(g j) > U∼1(g j) then x j ∈C1

else if U2(g j) > U∼2(g j) then x j ∈C2

else if U3(g j) > U∼3(g j) then x j ∈C3

else x j ∈C4

The contributions (weights) of the considered country risk indicators in the de-

veloped additive utility functions are illustrated in Table 3.9. The presented results

involve two country risk models. Model A is developed considering the complete

set of country risk indicators of Table 3.7, whereas model B is based on a limited set

of 12 indicators. In model A, there are nine indicators with weight higher than 10%

in at least one of the six utility functions (indicators g1, g2, g3, g8, g14, g17, g19, g21,

g22), whereas in model B all the indicators have weight higher than 10% in at least

one of the six utility functions, except for the indicator g11 (short-term debt/total

external debt). For the indicators used in both models, the main differences between

models A and B involve the significance given to indicators g6, g9, g10, g11, g12, and

g13. These six indicators do not contribute significantly (weight lower than 10%)

in any of the utility functions of model A, whereas they are found significant in at

least one of the utility functions of model B. On the other hand, both models agree
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Table 3.9 Weights of the country risk indicators in the MHDIS models (in %)

Model A (complete set of indicators) Model B (reduced set of 12 indicators)
U1 U∼1 U2 U∼2 U3 U∼3 U1 U∼1 U2 U∼2 U3 U∼3

g1 7.03 28.25 0.10 10.78 0.79 1.85 16.55 0.78 6.57 28.06 22.36 2.19
g2 0.03 7.17 9.00 9.75 14.05 12.91 0.80 0.80 0.65 0.65 11.28 8.11
g3 0.03 0.03 27.84 7.02 3.81 7.02 10.88 0.73 0.59 9.69 0.76 3.11
g4 0.03 0.03 0.02 0.02 0.02 0.70 – – – – – –
g5 0.03 3.52 0.02 0.02 0.02 0.02 – – – – – –
g6 3.44 3.28 3.36 1.38 3.94 0.02 17.44 0.79 12.58 0.64 3.49 0.50
g7 0.44 0.03 4.27 4.38 1.45 0.02 – – – – – –
g8 7.03 0.03 10.80 24.48 11.88 5.02 – – – – – –
g9 0.03 0.20 0.03 0.03 7.02 1.65 4.21 13.06 2.54 5.66 5.74 0.51

g10 0.03 3.25 7.04 2.66 7.30 8.91 0.77 47.95 26.25 19.84 11.33 20.49
g11 0.02 3.36 0.02 0.02 0.74 1.06 8.75 0.61 0.61 0.61 0.49 0.49
g12 0.02 3.28 0.02 1.30 7.02 1.80 15.38 2.67 7.76 1.79 0.49 11.71
g13 0.02 7.02 0.02 0.02 3.09 1.89 0.60 0.60 6.93 0.60 12.03 0.49
g14 41.00 15.04 7.85 6.46 0.95 7.02 – – – – – –
g15 0.03 0.03 0.03 2.58 0.02 0.02 – – – – – –
g16 6.64 0.03 0.03 0.03 0.02 0.02 – – – – – –
g17 10.04 4.00 1.46 15.75 15.09 14.65 6.60 24.20 33.90 4.29 6.99 29.10
g18 7.02 6.84 5.09 0.02 7.02 7.02 – – – – – –
g19 0.02 0.02 12.27 1.66 8.14 5.51 0.42 6.73 1.20 27.80 16.12 16.21
g20 0.01 7.01 0.01 0.01 7.01 7.01 – – – – – –
g21 16.93 7.55 0.02 0.02 0.62 5.95 17.61 1.09 0.43 0.38 8.91 7.10
g22 0.12 0.03 10.70 11.61 0.02 9.95 – – – – – –

that indicators such as the net domestic credit/GDP ratio and the current account

balance/GDP ratio are quite significant for the classification of the countries.

Table 3.10 provides further insight into the differences between the two mod-

els, in terms of the significance attributed to the indicators that are common to both

models. In particular, Table 3.10 presents the Kendall’s τ rank correlation coeffi-

cient measuring the similarities between the rankings of the country risk indicators

according to their significance in each utility function of models A and B. The re-

sults indicate significant similarities in three cases, involving the utility functions U1

(at the 10% significance level), U∼2 (at the 5% significance level), and U∼3 (at the

1% significance level). Each of these three utility functions is employed at different

stages of the hierarchical discrimination process employed in the MHDIS method.

In particular, the utility function U1 is used for the identification of high-income

economies (first stage). The utility function U∼2 is used at the second stage of the

process (distinction between countries of the upper-middle income group and coun-

tries belonging in either the lower-middle income group or the low-income one).

Finally, the utility function U∼3 is used for the distinction between lower middle

income economies and low-income economies. Therefore, at all three stages of the

classification process, models A and B have some similarities in terms of the weight

they assign to the considered country risk indicators.

Details on the performance of the two models in the classification of the coun-

tries in the sample are given in Table 3.11 for all the five years of the analysis.

Overall, it is interesting to note that both models perform quite satisfactorily in the
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Table 3.10 Similarities between the two country risk models of MHDIS (comparison of the rank-
ings of the indicators according to their importance)

U1 U∼1 U2 U∼2 U3 U∼3

Kendall’s τ 0.438∗∗∗ −0.212 0.047 0.504∗∗ 0.107 0.576∗

Notes: * Significant similarities at the 1% level, **significant similarities at the 5% level, *** significant similarities at
the 10% level.

Table 3.11 Classification results of the MHDIS methods (in %)

Model A (complete set of indicators) Model B (reduced set of 12 indicators)
Years C1 C2 C3 C4 Overall C1 C2 C3 C4 Overall

2000 C1 100.00 0.00 0.00 0.00 99.43 100.00 0.00 0.00 0.00 94.25
C2 0.00 100.00 0.00 0.00 0.00 83.33 16.67 0.00
C3 0.00 2.27 97.73 0.00 0.00 4.55 95.45 0.00
C4 0.00 0.00 0.00 100.00 0.00 0.00 1.79 98.21

1999 C1 100.00 0.00 0.00 0.00 86.09 100.00 0.00 0.00 0.00 83.67
C2 0.00 83.33 13.33 3.33 13.33 60.00 20.00 6.67
C3 0.00 20.45 68.18 11.36 0.00 9.09 81.82 9.09
C4 0.00 1.79 5.36 92.86 0.00 0.00 7.14 92.86

1998 C1 100.00 0.00 0.00 0.00 82.99 100.00 0.00 0.00 0.00 83.43
C2 0.00 80.00 6.67 13.33 10.00 60.00 26.67 3.33
C3 0.00 18.18 59.09 22.73 0.00 9.09 77.27 13.64
C4 0.00 0.00 7.14 92.86 1.79 0.00 1.79 96.43

1997 C1 100.00 0.00 0.00 0.00 78.10 96.77 3.23 0.00 0.00 81.81
C2 0.00 76.67 13.33 10.00 0.00 66.67 26.67 6.67
C3 0.00 18.18 50.00 31.82 0.00 11.36 72.73 15.91
C4 0.00 3.57 10.71 85.71 0.00 0.00 8.93 91.07

1996 C1 96.77 3.23 0.00 0.00 78.08 100.00 0.00 0.00 0.00 81.52
C2 0.00 66.67 16.67 16.67 0.00 60.00 36.67 3.33
C3 0.00 18.18 61.36 20.45 0.00 9.09 75.00 15.91
C4 0.00 3.57 8.93 87.50 0.00 0.00 8.93 91.07

classification of the countries in all the years of the analysis, even in 1996 (four

years prior to the year 2000 upon which the development of the models was based),

despite the complexity of the problem (four groups). The lower overall accuracy

of model A is 78.08% for year 1996, whereas the overall accuracy of model B is

consistently higher than 81% for all the years of the analysis.

A comparison of the two models indicates that model A performs better (in terms

of overall accuracy) than model B in the two most recent years (2000 and 1999). Of

course, considering that the data of the year 2000 are used as the reference set,

the superiority of model A in this year should be attributed to the richer informa-

tion that it considers (22 indicators in model A vs. 12 indicators in model B). For

the remaining three years (1996–1998), model B performs consistently better than

model A, with differences ranging between 0.44% (year 1998) and 3.71% (year

1997). Thus, it can be argued that model B that considers a compact set of infor-

mation provides more robust results, throughout the period studied, compared with

model A that considers all the available information on the 22 selected indicators.

As far as the classification accuracies of the four groups are concerned, it should be

noted that model A performs consistently better than model B in the classification
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of upper-middle income economies (group C2), with differences ranging between

6.67% (year 1996) and 23.33% (year 1998). On the other hand, model B performs

better than model A for groups C3 and C4 (lower-middle income economies and

low-income economies, respectively).

Finally, it is worth noting that, overall, both models are more accurate for the two

“extreme” groups C1 and C4 (high-income and low-income economies, respectively)

compared with the two intermediate groups C2 and C3 (lower and upper-middle

income economies, respectively). This should not be a surprise, as it is expected that

high-income economies and low-income economies are easier to identify compared

with intermediate cases such as lower-middle and upper-middle income economies.

3.3.2 Comparative Analysis with Other Approaches

In order to obtain a better understanding of the performance of the two MHDIS

country risk assessment models, a comparison is performed with other well-known

classification methodologies. The methodologies considered in this comparison in-

volve a diversified set of approaches, including rough sets, artificial neural networks

(ANN), the C5 algorithm, linear discriminant analysis (LDA), and logit analysis.

These approaches are widely used in developing classification models and have

been shown to be quite efficient in several domains. Therefore, the comparison of the

MHDIS models with country risk models developed by these alternative approaches

contributes to the clarification of the relative efficiency of the MHDIS method in de-

veloping country risk models as opposed to other established techniques.

The rough sets approach and the C5 algorithm implement the machine learning

paradigm. The former leads to the development of classification models expressed

in the form of “If ... then ...” decision rules. The implementation of the rough sets

approach in this study is based on the use of the MODLEM algorithm for the de-

velopment of the decision rules (Grzymala-Busse and Stefanowski, 2001), whereas

the classification is performed on the basis of the paradigm of the LERS system

(Grzymala-Busse, 1992). On the other hand, the C5 algorithm is a recent extension

of C4.5, which is one of the most popular algorithms within the machine learn-

ing community for developing decision trees for classification (Quinlan, 1993). The

third classification methodology considered in this comparison is a feed-forward

ANN. The architecture of the ANN used in this study involves one hidden layer with

five neurons, and the output layer consists of four neurons, one for each group of

countries. Alternative architectures have also been explored, considering the num-

ber of hidden layers and the number of neurons in each of them, but the selected

architecture provided the best results. The training of the ANN is based on the back-

propagation approach using the scaled conjugate gradient algorithm (Moller, 1993).

The final two methods used in this comparative analysis, the LDA and the logit

analysis, are two widely used statistical and econometric techniques for developing

classification models, with many applications in developing country risk assessment

models (Saini and Bates, 1984).
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Table 3.12 Comparison results (classification accuracies, in %)

Complete set of indicators Reduced set of 12 indicators
Years Methods C1 C2 C3 C4 Overall C1 C2 C3 C4 Overall

2000 MHDIS 100.0∗ 100.0∗ 97.7∗ 100.0∗ 99.4∗ 100.0∗ 83.3∗ 95.5∗ 98.2∗ 94.3∗
Rough sets 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗ 100.0∗
ANN 100.0∗ 100.0∗ 95.5∗ 96.4∗ 98.0∗ 96.8∗ 90.0∗ 90.9∗ 92.9∗ 92.6∗
C5 100.0∗ 96.7∗ 90.9∗ 96.4∗ 96.0∗ 100.0∗ 96.7∗ 93.2∗ 98.2∗ 97.0∗
LDA 100.0∗ 80.0∗ 65.9∗ 83.9∗ 82.5∗ 96.8∗ 76.7∗ 59.1∗ 76.8∗ 77.3∗
Logit 87.1∗ 60.0∗ 65.9∗ 87.5∗ 75.1∗ 87.1∗ 56.7∗ 63.6∗ 82.1∗ 72.4∗

1999 MHDIS 100.0∗ 83.3∗ 68.2∗ 92.9∗ 86.1∗ 100.0∗ 60.0∗ 81.8∗ 92.9∗ 83.7∗
RS 96.8∗ 73.3∗ 88.64∗ 85.7∗ 86.1∗ 100.0∗ 70.0∗ 79.6∗ 83.9∗ 83.4∗
ANN 100.0∗ 76.7∗ 77.3∗ 87.5∗ 85.4∗ 100.0∗ 73.3∗ 81.8∗ 82.1∗ 84.3∗
C5 100.0∗ 70.0∗ 86.4∗ 91.1∗ 86.9∗ 100.0∗ 73.3∗ 72.7∗ 91.1∗ 84.3∗
LDA 96.8∗ 76.7∗ 59.1∗ 75.0∗ 76.9∗ 93.6∗ 73.3∗ 56.8∗ 82.1∗ 76.5∗
Logit 83.9∗ 53.3∗ 79.6∗ 82.1∗ 74.7∗ 80.7∗ 63.3∗ 75.0∗ 85.7∗ 76.2∗

1998 MHDIS 100.0∗ 80.0∗ 59.1∗ 92.9∗ 83.0∗ 100.0∗ 60.0∗ 77.3∗ 96.4∗ 83.4∗
Rough sets 96.8∗ 56.7∗ 68.2∗ 89.3∗ 77.7∗ 96.8∗ 56.7∗ 65.9∗ 78.6∗ 74.5∗
ANN 96.8∗ 70.0∗ 70.5∗ 76.8∗ 78.5∗ 100.0∗ 76.7∗ 70.5∗ 75.0∗ 80.5∗
C5 93.6∗ 50.0∗ 77.27∗ 89.3∗ 77.5∗ 100.0∗ 60.0∗ 68.2∗ 98.2∗ 81.6∗
LDA 96.8∗ 66.7∗ 54.6∗ 83.9∗ 75.5∗ 90.3∗ 63.3∗ 54.6∗ 87.5∗ 73.9∗
Logit 80.7∗ 33.3∗ 59.1∗ 83.9∗ 64.3∗ 67.7∗ 53.3∗ 68.2∗ 87.5∗ 69.2∗

1997 MHDIS 100.0∗ 76.7∗ 50.0∗ 85.7∗ 78.1∗ 96.8∗ 70.0∗ 72.7∗ 91.1∗ 82.6∗
Rough sets 93.6∗ 56.7∗ 70.5∗ 83.9∗ 76.2∗ 100.0∗ 63.3∗ 63.6∗ 83.9∗ 77.7∗
ANN 100.0∗ 56.7∗ 75.0∗ 71.4∗ 75.8∗ 96.8∗ 60.0∗ 86.4∗ 73.2∗ 79.1∗
C5 96.8∗ 50.0∗ 75.0∗ 83.9∗ 76.4∗ 100.0∗ 53.3∗ 63.6∗ 85.7∗ 75.7∗
LDA 100.0∗ 63.3∗ 68.2∗ 73.2∗ 76.2∗ 100.0∗ 70.0∗ 59.1∗ 76.8∗ 76.5∗
Logit 71.0∗ 43.3∗ 68.2∗ 76.8∗ 64.8∗ 77.4∗ 50.0∗ 63.6∗ 78.6∗ 67.4∗

1996 MHDIS 96.8∗ 66.7∗ 61.4∗ 87.5∗ 78.1∗ 100.0∗ 60.0∗ 75.0∗ 91.1∗ 81.5∗
Rough sets 93.6∗ 43.3∗ 65.9∗ 82.1∗ 71.2∗ 100.0∗ 46.7∗ 68.2∗ 80.4∗ 73.8∗
ANN 100.0∗ 40.0∗ 72.73∗ 76.8∗ 72.4∗ 100.0∗ 36.7∗ 75.0∗ 87.5∗ 74.8∗
C5 93.6∗ 46.7∗ 65.9∗ 83.9∗ 72.5∗ 100.0∗ 46.7∗ 59.1∗ 87.5∗ 73.3∗
LDA 96.8∗ 56.7∗ 70.5∗ 69.6∗ 73.4∗ 100.0∗ 60.0∗ 68.2∗ 78.6∗ 76.7∗
Logit 71.0∗ 43.3∗ 59.1∗ 82.1∗ 63.9∗ 71.0∗ 40.0∗ 75.0∗ 80.4∗ 66.6∗

Note: * Highest classification accuracies.

Table 3.12 presents details on the comparison of the two MHDIS models with the

corresponding country risk models of the aforementioned methods. The presented

results involved the classification accuracies for each group of countries, as well as

the overall accuracy for each year of the analysis.

In terms of the overall accuracy, the consideration of either the complete set

or the reduced set of 12 indicators leads to similar conclusions with regard to the

performance of the two corresponding MHDIS models as opposed to the other ap-

proaches. In particular, in the two most recent years 2000 and 1999, the two MHDIS

models provide similar results to the ones obtained by rough sets, ANN, and C5.

For the other three years (1998, 1997, and 1996), however, the MHDIS models

outperform all the methods considered in the comparison. For the complete set of

indicators, the superiority (in terms of overall accuracy) of the MHDIS model A

over the models of the other methods in the three years 1996–1998 ranges between

1.67% (compared with C5 in 1997) and 18.74% (compared with logit analysis in

1998), with an average of 6.64% (4.45% without considering logit analysis, which

consistently provides lower accuracies). Similarly, for the reduced set of 12 indica-

tors, the superiority of the MHDIS model B over the corresponding models of the

other methods in the three years 1996–1998 ranges between 1.83% (compared with



3.4 The Study of Gjonca, Doumpos, Baourakis, and Zopounidis (2004) 87

C5 in 1998) and 15.23% (compared with logit analysis in 1997), with an average of

7.78% (6.02% without considering logit analysis, which consistently provides lower

accuracies).

Further insight in the differences among the methods can be obtained considering

the classification accuracies for the four individual groups. For the complete set of

ratios, the model A of the MHDIS method performs consistently better (in all the

years used for testing, i.e., 1996–1999) than the corresponding models of the other

approaches in terms of its accuracy for groups C2 (upper-middle income economies)

and C4 (low-income economies). For the high-income economies (group C1), the

differences among the MHDIS models and the other methods are small, whereas

for the lower-middle income economies (group C3), the MHDIS model provides

consistently lower accuracies than the models of rough sets, ANN, and C5. For the

reduced set of ratios, the overall superiority of the model B of the MHDIS method

over the other models is attributed more to the robust results (across all the years)

that it provides for groups C2, C3, and C4 (for the high income group all methods

except logit analysis provide similar results), rather than to its clear superiority for

some of the groups (as in the case of the complete set of ratios).

3.4 The Study of Gjonca, Doumpos, Baourakis, and Zopounidis
(2004)

The performance of the UTADIS and MHDIS methods and their applicability in

country risk assessment are explored in this study.

3.4.1 Data Set Description

This application involves the assessment of the country risk for 125 countries from

different geographical regions all over the world. The selection was based on the

availability of the data for the countries. The data used are derived from the World

Bank and refer to a five-year period (1995–1999). The countries in the sample are

classified by the World Bank into four classes as follows (World Bank, 2001):

• High-income economies (class C1): This group includes 28 countries, mostly Eu-

ropean countries, as well as the United States, Australia, New Zealand, Canada,

Japan, Hong Kong, Singapore, etc. These countries are considered as the world’s

top economies with a stable political and social development.

• Upper-middle income economies (class C2): Twenty countries are included in

this second group. They are from Europe, South and Eastern Asia, and Latin and

South America. These countries cannot be considered as developed ones neither

from the economic nor from the sociopolitical point of view. However, they do

have some positive perspectives for future development.
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• Lower-middle income economies (class C3): The third group includes 37 coun-

tries from Eastern Europe, Asia, Africa, and South and Latin America. These

countries are facing economic as well as social and political problems that make

their future doubtful and uncertain.

• Low-income economies (class C4): This final group consists of 40 countries,

mostly from Africa and Asia, who face significant problems from all aspects.

For each country in the sample, a rich set of information was considered in-

volving 38 indicators measuring different aspects of country risk including external

trade, economic growth, inflation and exchange rates, balance of payments, tax poli-

cies, macroeconomic policies, structural transformations, etc.

Obviously, the incorporation of such a number of evaluation criteria would result

in the development of a country risk assessment model with limited practical value,

as the amount of information required to implement it would be costly and time-

consuming to gather. To overcome this problem, the significance of the selected

country risk indicators in discriminating the four groups of countries was tested for

each year in the analysis through a one-way ANOVA. The corresponding results are

presented in Table 3.13.

According to the ANOVA results, there are 14 indicators that are significant in

discriminating the four classes of countries for all five years of the analysis. Also,

there is one indicator that is significant in four years and three other indicators that

are significant in three years. For the 14 indicators that were found significant for all

five years, there were some high correlations. In particular, money and quasi money

(M2)/GDP was found highly correlated with liquid liabilities (M3)/GDP (correla-

tion coefficient 0.937), whereas total debt service/GDP was found highly correlated

with total debt service/gross national income (correlation coefficient 0.978). To

avoid such high correlations that may pose difficulties in model development and

interpretation, it was decided to retain in the analysis only the indicators money and

quasi money (M2)/GDP and total debt service/GDP, which have been found sig-

nificant in previous studies on country risk analysis (Frank and Cline, 1971; Feder

and Just, 1977; Balkan, 1982). It was also decided to consider in the analysis the

ratio current account balance/GDP, which is found statistically significant in four

years of the analysis (according to the ANOVA test), as well as the ratio gross in-

ternational reserves/imports of goods and services, which is found statistically sig-

nificant in three years of the analysis (according to the ANOVA test) and has been

extensively used in previous studies on country risk evaluation (Zopounidis et al.,

1998).

Therefore, on the basis of the above procedure considering the statistical sig-

nificance of country risk indicators (ANOVA results), their correlations, and their

relevance to country risk assessment as reported in the international literature, 14

indicators are finally selected to be included in the developed country risk assess-

ment models (Table 3.14).
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Table 3.13 ANOVA results for the significance of the country risk indicators

Years
Indicators 1999 1998 1997 1996 1995

Inflation, consumer prices (annual) 2.26∗ 4.43∗ 1.39∗ 5.08∗ 2.01∗
Inflation, GDP deflator (annual) 2.32∗ 3.31∗ 1.45∗ 1.02∗ 2.19∗

Money & quasi money (M2)/GDP(5) 4.21∗ 6.11∗ 5.91∗ 6.00∗ 5.76∗

Money & quasi money annual growth(3) 7.51∗ 2.40∗ 4.08∗ 2.33∗ 2.86∗

Domestic credit provided by banking sector/GDP(5) 4.90∗ 15.45∗ 31.80∗ 31.22∗ 27.35∗

Liquid liabilities (M3)/GDP(5) 4.59∗ 7.58∗ 7.00∗ 8.32∗ 7.85∗

Current account balance/GDP(4) 4.60∗ 7.64∗ 7.64∗ 2.64∗ 4.99∗

Exports of goods & services/GDP(5) 3.35∗ 4.64∗ 4.64∗ 4.25∗ 4.24∗
Exports of goods & services (annual growth) 0.74∗ 1.50∗ 1.50∗ 0.61∗ 0.93∗

External balance on goods & services/GDP(5) 12.70∗ 9.46∗ 9.46∗ 6.56∗ 9.40∗
Annual GDP growth 2.11∗ 0.28∗ 0.28∗ 0.43∗ 0.14∗
Annual GNP growth 3.16∗ 0.38∗ 0.38∗ 0.52∗ 0.15∗
Annual GNP per capita growth 3.25∗ 0.24∗ 0.24∗ 1.09∗ 0.75∗
Gross international reserves in months of imports 2.72∗ 2.42∗ 2.42∗ 1.94∗ 2.93∗
Imports of goods & services/GDP 1.10∗ 1.47∗ 1.47∗ 1.06∗ 0.92∗
Imports of goods & services (annual growth) 1.70∗ 0.17∗ 0.17∗ 0.20∗ 0.22∗

Gross national expenditure/GDP(5) 7.74∗ 9.46∗ 3.37∗ 2.99∗ 3.63∗

Industry, value added/GDP(5) 11.95∗ 9.16∗ 7.53∗ 5.10∗ 5.78∗
Industry, value added (annual growth) 1.66∗ 0.54∗ 0.54∗ 0.83∗ 0.33∗
Trade/GDP 1.90∗ 2.61∗ 2.08∗ 2.31∗ 2.23∗

Gross domestic savings/GDP(5) 8.26∗ 16.23∗ 14.40∗ 9.97∗ 14.06∗
Foreign direct investment/GDP 1.21∗ 0.26∗ 0.89∗ 0.83∗ 0.99∗
Foreign direct investment/Gross capital formation 0.59∗ 0.15∗ 0.91∗ 1.15∗ 1.29∗

Current account balance/Exp. of goods & services(5) 5.84∗ 7.01∗ 6.79∗ 6.60∗ 5.02∗
Gross int. reserves/GNI 2.60∗ 2.28∗ 1.53∗ 2.52∗ 3.08∗
Gross int. reserves/GDP 0.73∗ 2.13∗ 1.51∗ 2.52∗ 3.12∗

Gross int. reserves/Imports of goods & services(3) 3.45∗ 2.69∗ 1.86∗ 2.61∗ 3.85∗
Net int. reserves/Imports of goods & services 3.34∗ 2.63∗ 1.87∗ 2.21∗ 3.10∗
Growth in exports of goods & services/GNP growth 0.21∗ 0.82∗ 0.83∗ 0.68∗ 1.06∗
Growth in exports of goods & services/GDP growth 0.24∗ 1.59∗ 0.69∗ 1.37∗ 0.30∗
Growth in imports of goods & services/GNP growth 1.15∗ 1.26∗ 0.82∗ 0.69∗ 0.70∗
Growth in imports of goods & services/GDP growth 0.63∗ 3.10∗ 0.04∗ 0.89∗ 0.43∗

Gross capital formation/Total debt service(5) 8.75∗ 5.00∗ 6.48∗ 3.95∗ 4.17∗

Net capital account/Total debt service(3) 5.12∗ 4.57∗ 5.71∗ 2.36∗ 1.07∗

External debt/GDP(5) 24.75∗ 18.33∗ 24.06∗ 21.64∗ 15.08∗

Total debt service/GDP(5) 20.98∗ 19.84∗ 18.41∗ 15.30∗ 4.16∗

Total debt service/Exports of goods & services(5) 14.91∗ 21.48∗ 19.73∗ 17.78∗ 8.31∗

Total debt service/Gross national income(5) 23.21∗ 19.07∗ 16.91∗ 12.42∗ 4.03∗

Note: * Significant at the 5% level, (3) significant indicator in three years of the analysis, (4) significant indicator in four
years of the analysis, (5) significant indicator in all years of the analysis.

3.4.2 Presentation of Results

In this study, the UTADIS and MHDIS methods were applied in the sample data to

develop country risk models according to the classification provided by the World

Bank. The most recent year is used as the training sample, and the previous years
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Table 3.14 Selected country risk indicators

Abbreviations Country risk indicators

M2/GDP Money and quasi money (M2)/GDP
DC/GDP Domestic credit provided by banking sector/GDP
CAB/GDP Current account balance/GDP
EXP/GDP Exports of goods and services/GDP
EBAL/GDP External balance on goods and services/GDP
GNE/GDP Gross national expenditure/GDP
IVA/GDP Industry, value added/GDP
GDS/GDP Gross domestic savings/GDP
CAB/EXP Current account balance/Exp. of goods and services
GIR/IMP Gross int. reserves/Imports of goods and services
GCF/TDS Gross capital formation/Total debt service
ED/GDP External debt/GDP
TDS/GDP Total debt service/GDP
TDS/EXP Total debt service/Exports of goods and services

are used to test the generalizing performance of the methods. The obtained results

of the two methods are presented in this section.

Results of the UTADIS Method

The use of the UTADIS method on the data described earlier leads to the develop-

ment of an additive utility model for the classification of the countries into the four

predetermined classes. The model is developed on the basis of the most recent data

available (year 1999); its ability to provide early warning signals on the risk level

of the countries is tested by applying it to the previous years of the analysis (1995–

1998) to examine whether the model’s classifications coincide with the current state

of the countries in the sample (predetermined classification). The classification re-

sults of the developed model are presented in Table 3.15. The elements C1 −C1,

C2 −C2, C3 −C3, and C4 −C4 represent the classification accuracy for each of the

four classes, and all the other elements correspond with classification errors.

With regard to the training sample (year 1999), the overall classification accu-

racy of UTADIS is 84.75%, whereas the accuracy of the model in the previous years

gradually deteriorates. Generally, the model performs quite well in the most recent

years (1999–1997), but its performance on the earliest years (1995–1996) drops be-

low 73%. In terms of the individual error rates, the model performs excellent in

identifying the countries of low risk (high-income economies, class C1). Its ability

to identify the high-risk countries (low-income economies, class C4) is also satisfac-

tory at least for the most recent years (1999–1997). On the other hand, the model’s

performance in the identification of the countries of medium risk (upper-middle

and lower-middle income economies, classes C2 and C3) is moderate throughout all

the years. However, it should be noted that throughout the five years of the analy-

sis, there are no major errors of the form C1 → C4 (classification of a high-income
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Table 3.15 Classification results of UTADIS (in %)

Original Estimated classification Overall
Years classification C1 C2 C3 C4 accuracy

1999 C1 96.43 3.57 0.00 0.00 84.75
C2 5.00 85.00 10.00 0.00
C3 5.41 13.51 67.57 13.51
C4 0.00 5.00 5.00 90.00

1998 C1 100.00 0.00 0.00 0.00 80.69
C2 5.00 70.00 20.00 5.00
C3 8.11 5.41 70.27 16.22
C4 0.00 5.00 12.50 82.50

1997 C1 100.00 0.00 0.00 0.00 78.67
C2 5.00 70.00 20.00 5.00
C3 5.41 16.22 62.16 16.22
C4 0.00 5.00 12.50 82.50

1996 C1 100.00 0.00 0.00 0.00 72.99
C2 5.00 60.00 30.00 5.00
C3 2.70 18.92 59.46 18.92
C4 0.00 2.50 25.00 72.50

1995 C1 100.00 0.00 0.00 0.00 71.11
C2 15.00 55.00 25.00 5.00
C3 8.11 16.22 59.46 16.22
C4 0.00 5.00 25.00 70.00

Table 3.16 Significance of country risk indicators in the UTADIS country risk model

Indicators Weight (%) Indicators Weight (%)

M2/GDP 6.54000 GDS/GDP 15.67000
DC/GDP 2.91000 CAB/EXP 0.28000
CAB/GDP 7.97000 GIR/IMP 13.52000
EXP/GDP 10.78000 GCF/TDS 0.10000
EBAL/GDP 0.85000 ED/GDP 20.05000
GNE/GDP 5.82000 TDS/GDP 15.33000
IVA/GDP 0.07000 TDS/EXP 0.09000

economy as a low-income economy) or C4 → C1 (classification of a low-income

economy as a high-income economy).

Table 3.16 provides some details on the contribution (weight in the model) of

each country risk indicator in the classification of the countries. Five indicators

are found significant, having a cumulative weight in the model of more than 75%.

These indicators are (1) external debt/GDP (ED/GDP, weight 20.05%), (2) gross

domestic savings/GDP (GDS/GDP, weight 15.67%), (3) total debt service/GDP

(TDS/GDP, weight 15.33%), (4) gross international reserves/imports of goods and

services (GIR/IMP, weight 13.52%), and (5) exports of goods and services/GDP

(EXP/GDP, weight 10.78%). Most of these indicators have been found significant

in previous studies on country risk assessment (Feder and Uy, 1985; Balkan, 1992;

Taffler and Abassi, 1984; Zopounidis et al., 1998).
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Results of the MHDIS Method

The model development process and the classification of the countries in this four-

class country risk problem are performed by the MHDIS method in three stages.

In the first stage, a pair of additive utility functions U1(g) and U∼1(g) is developed

to discriminate the low risk countries (high income economies) from all the other

countries. In the second stage, a second pair of additive utility functions U2(g) and

U∼2(g) is developed to discriminate the countries belonging in the upper-middle

income economies class from all the countries belonging in the classes “lower mid-

dle income economies” and “low-income economies.” Finally, in the third stage, the

two utility functions U3(g) and U∼3(g) that are developed discriminate the countries

belonging in the lower middle income economies class from the high-risk countries

(low-income economies).

The classification results obtained from this hierarchical/sequential model devel-

opment and classification approach of the MHDIS method are presented in Table

3.17. Similar to the UTADIS method, the most recent year (1999) is employed as

the training sample for model development, whereas the previous years are used to

test the ability of the model to provide early warning signals for the risk level of the

countries. The most interesting finding on the performance of the model developed

by MHDIS is that it provides quite robust results throughout all years of the analy-

sis. The overall accuracy of the model is above 76% in all years, and furthermore its

performance in the earliest years (1995–1996) is slightly better than the most recent

years (1997–1998). Therefore, the model can be used to obtain quite reliable early

warning signals for the level of country risk even for a period of up to five years. In

terms of the individual error rates, similar to the UTADIS model, the country risk

model of the MHDIS method performs quite well in identifying the low-risk and

high-risk countries (classes C1 and C4), whereas its performance for the medium-

risk countries (classes C2 and C3) is lower. Generally, throughout the five years of

the analysis, the MHDIS model seems to be less accurate for the upper-middle in-

come economies (class C2) with accuracies ranging between 55% (years 1995 and

1998) up to 85% (training sample year 1999). It should also be noted that similar

to the UTADIS model, in the case of the MHDIS method there are no major errors

of the form C1 → C4 (classification of a high-income economy as a low-income

economy) or C4 → C1 (classification of a low-income economy as a high-income

economy).

Details on the contribution (weight) of the selected country risk indicators in the

utility function developed by the MHDIS method for the classification of the coun-

tries are given in Table 3.18. Two indicators are found significant in all stages of

the hierarchical discrimination process of the MHDIS model. These indicators in-

clude the gross international reserves/imports of goods and services ratio (GIR/IMP)

and the external debt/GDP ratio (ED/GDP). Both these indicators were also found

significant in the UTADIS model. The exports of goods and services/GDP ratio

(EXP/GDP), which was found significant in the UTADIS model, has a weight

of more than 10% in the utility functions U2(g), U∼2(g), U3(g), and U∼3(g) of

the MHDIS model, thus indicating that it is significant in discriminating between
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Table 3.17 Classification results of MHDIS (in %)

Original Estimated classification Overall
Years classification C1 C2 C3 C4 accuracy

1999 C1 100.00 0.00 0.00 0.00 95.57
C2 10.00 85.00 5.00 0.00
C3 0.00 2.70 97.30 0.00
C4 0.00 0.00 0.00 100.00

1998 C1 100.00 0.00 0.00 0.00 76.89
C2 5.00 55.00 25.00 15.00
C3 2.70 10.81 67.57 18.92
C4 0.00 2.50 12.50 85.00

1997 C1 100.00 0.00 0.00 0.00 76.89
C2 5.00 60.00 25.00 10.00
C3 2.70 10.81 67.57 18.92
C4 0.00 5.00 15.00 80.00

1996 C1 96.43 0.00 3.57 0.00 78.03
C2 5.00 65.00 25.00 5.00
C3 0.00 8.11 75.68 16.22
C4 0.00 2.50 22.50 75.00

1995 C1 96.43 0.00 3.57 0.00 78.08
C2 5.00 55.00 35.00 5.00
C3 0.00 5.41 78.38 16.22
C4 0.00 2.50 15.00 82.50

Table 3.18 Significance of country risk indicators in the MHDIS country risk model (weights
in %)

Utility functions
Indicators U1(g) U∼1(g) U2(g) U∼2(g) U3(g) U∼3(g)
M2/GDP 2.42 3.34 2.07 2.29 14.65 11.75
DC/GDP 2.42 2.42 10.83 12.48 7.20 14.65
CAB/GDP 2.35 2.35 1.76 3.21 1.39 1.39
EXP/GDP 2.51 2.51 15.50 12.29 22.45 19.21
EBAL/GDP 15.55 11.73 12.44 2.05 1.67 1.67
GNE/GDP 5.39 18.68 12.98 27.98 1.65 1.65
IVA/GDP 7.20 2.27 1.98 1.98 1.63 1.63
GDS/GDP 11.11 2.53 2.05 2.59 1.67 1.67
CAB/EXP 2.20 8.45 1.67 1.67 1.32 1.61
GIR/IMP 18.20 10.01 9.73 15.91 15.51 9.12
GCF/TDS 2.00 2.00 2.00 2.00 1.65 4.29
ED/GDP 12.17 15.02 23.49 10.76 8.19 23.81
TDS/GDP 1.45 1.45 1.45 2.74 6.83 2.47
TDS/EXP 15.02 17.23 2.05 2.05 14.20 5.10

medium-risk and high-risk countries (classes C2, C3, and C4). The gross domestic

savings/GDP ratio (GDS/GDP), which was also found significant in the UTADIS

model, in MHDIS it has a significant contribution only in the identification of the

low-risk countries (high-income economies, class C1), with a weight 11.11% in the

corresponding utility function U1(g).
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Fig. 3.3 Comparison of UTADIS and MHDIS to MDA

Comparison with Discriminant Analysis

Similar to the previous application, discriminant analysis (LDA) is also used in the

analysis as a benchmark for the performance of the two MCDA models. The results

of the comparison are outlined in Figure 3.3. The two MCDA models of UTADIS

and MHDIS, generally, perform better than the LDA model. In the training sample,

the MHDIS model provides considerably higher accuracy than the other two meth-

ods, but this is due to its larger number of degrees of freedom that provide the model

with higher fitting ability. For the remaining years (1995–1998), which are used for

testing purposes, the UTADIS model outperforms both the MHDIS model and the

LDA model in the most recent years (1997–1998). In these two years, the differ-

ences between UTADIS and LDA in terms of the overall accuracy exceed 5% (in

both years), whereas compared with the MHDIS model, the UTADIS model’s ac-

curacy is higher with differences ranging between 1.78% (1997) and 3.8% (1998).

However, the performance of the UTADIS model in the two earliest years of the

analysis (1995–1996) is lower compared with the other two methods. The differ-

ences in this case are small compared with the LDA model, but they are consider-

ably higher compared with the MHDIS model (higher than 5% for both 1995 and

1996). On the other hand, the MHDIS model is consistently better than the LDA

model in all years of the analysis with differences ranging between 1.24% (year

1998) up to 5.55% (year 1995).
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3.5 The Study of Doumpos, Kosmidou, and Zopounidis (2004)

The performance of multicriteria analysis and non-parametric techniques and their

applicability in country risk assessment are explored in this case study.

3.5.1 Data Set Description

The sample data used in this application is derived from the World Bank. From a

total of 207 countries, only 161 countries, for which data were available for the ex-

amined period 1996–2000, were selected. Twenty-three indicators referring to infla-

tion, exchange rates, the balance of payments, macroeconomics, etc., were selected.

According to the World Bank, the 161 countries are categorized into four classes

based on their income level:

1. High-income economies (class C1), including 31 countries (United States, Canada,

New Zealand, Japan, European countries, etc.).

2. Upper-middle income economies (class C2), including 30 countries, mostly coun-

tries from Latin America, as well as from Eastern Asia.

3. Lower-middle income economies (class C3), including 44 countries, mostly from

Asia, South and Latin America.

4. Low-income economies (class C4), including 56 countries, mostly from Asia and

Africa.

Similar to the previous application, in order to avoid the development of a country

risk assessment model with limited practical value, the significance of the 23 indi-

cators among the four groups of countries was tested through a one-way ANOVA.

Table 3.19 presents the obtained results of the one-way ANOVA test.

The results indicate that only 16 indicators present statistically significant differ-

ences among the four groups at the 1% level. The criteria g4, g5, g7, g8, g15, g17,

and g23 are not statistically significant and are excluded from the analysis. In order

to have further analysis of the selected criteria, the correlations among the criteria

are examined. Based on the correlation matrix of Table 3.20, the criteria that are

excluded from the analysis due to high correlation values are g14, g16, g19, and g21.

Table 3.21 presents the criteria that are finally selected for the analysis.

3.5.2 Presentation of Results

Results of Multicriteria Analysis

The UTADIS and MHDIS methods were applied to develop country risk models

according to the classification provided by the World Bank.
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Table 3.19 ANOVA results for the significane of the 23 indicators

1996 1997 1998 1999 2000

0g1: Current account balance/GDP 0.013∗ 0.000∗ 0.000∗ 0.001∗ 0.005∗

0g2: Exports of goods and services/GDP 0.000∗ 0.001∗ 0.000∗ 0.001∗ 0.000∗

0g3: Foreign direct investment/GDP 0.518∗ 0.464∗ 0.392∗ 0.164∗ 0.001∗

0g4: GDP growth (annual %) 0.433∗ 0.933∗ 0.993∗ 0.233∗ 0.685∗

0g5: Growth of GDP per capita 0.393∗ 0.542∗ 0.516∗ 0.194∗ 0.050∗

0g6: Gross capital formation/GDP 0.165∗ 0.007∗ 0.019∗ 0.257∗ 0.114∗

0g7: Gross fixed capital formation/GDP 0.235∗ 0.023∗ 0.076∗ 0.380∗ 0.241∗

0g8: Imports of goods and services/GDP 0.548∗ 0.631∗ 0.487∗ 0.735∗ 0.039∗

0g9: Inflation (per year %) 0.859∗ 0.725∗ 0.006∗ 0.201∗ 0.594∗
g10: Infant mortality rate (%) 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g11: Short-term debt/Total external debt 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g12: Total debt service/Exports of goods and services 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g13: Total debt service/GNI 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g14: Life expectancy at birth 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g15: Consumer price index 0.859∗ 0.935∗ 0.619∗ 0.622∗ 0.662∗
g16: GDP per capital 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g17: Growth in export of goods and services 0.326∗ 0.762∗ 0.323∗ 0.896∗ 0.707∗
g18: Net domestic credit/ GDP 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g19: Total external debt/Exports of goods and services 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g20: Total external debt/GDP 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g21: Total debt service/Exports of goods and services 0.000∗ 0.000∗ 0.000∗ 0.000∗ 0.000∗
g22: Total debt service/Gross international reserves 0.318∗ 0.439∗ 0.503∗ 0.527∗ 0.000∗
g23: Gross international reserves in months of imports 0.291∗ 0.489∗ 0.669∗ 0.313∗ 0.163∗

Note: * Significance at the 1% level.

The classification results of the developed model based on the UTADIS method

are presented in Table 3.22. The elements C1 −C1, C2 −C2, C3 −C3 and C4 −C4

represent the classification accuracy for each of the four classes, and all the other

elements correspond with classification errors. Generally, the model performs well

during the period 1996–2000 as its performance is more than 79%. Regarding the

error rates, the model performs excellent in identifying the countries of low-risk

(high-income economies, class C1). It should also be noted that throughout the years

there are no misclassifications of a high-income economy as a low-income one (C1−
C4), or of a low-income economy as a high-income one (C4 −C1).

Concerning the weights of the criteria, details are given in Table 3.23. The

criterion infant mortality rate is most significant (30.58%) to the classification of

countries, whereas the second significant one is the indicator current account bal-

ance/GDP with weight 16.88%.

The classification results of the MHDIS method are presented in Table 3.24. Sim-

ilar to the UTADIS method, the performance of the model developed by MHDIS

provides robust results throughout all the years of the analysis. The overall accu-

racy of the model is above 81%. Concerning the error rates, the country risk model

of the MHDIS method performs quite well in identifying the low-risk and high-

risk countries (C1 and C4, respectively). It should also be noted that similar to the

UTADIS method, there are no major errors of the form C1 −C4 (classification of
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Table 3.21 Selected country risk indicators

g1 Current account balance/GDP
g2 Exports of goods and services/GDP
g3 Foreign direct investment/GDP
g4 Gross capital formation/GDP
g5 Inflation (per year %)
g6 Infant mortality rate (%)
g7 Short-term debt/Total external debt
g8 Total debt service/Exports of goods and services
g9 Total debt service/GNI

g10 Net domestic credit/GDP
g11 Total external debt/GDP
g12 Total debt service/Gross international reserves

Table 3.22 Results of the UTADIS classification model

C1 C2 C3 C4 Overall accuracy

2000 C1 96.77% 3.23% 0.00% 0.00% 83.96%
C2 3.33% 73.33% 23.33% 0.00%
C3 0.00% 11.36% 81.82% 6.82%
C4 0.00% 0.00% 16.07% 83.93%

1999 C1 96.77% 3.23% 0.00% 0.00% 81.43%
C2 0.00% 70.00% 26.67% 3.33%
C3 0.00% 13.64% 75.00% 11.36%
C4 0.00% 0.00% 16.07% 83.93%

1998 C1 96.77% 3.23% 0.00% 0.00% 79.76%
C2 0.00% 63.33% 33.33% 3.33%
C3 0.00% 11.36% 75.00% 13.64%
C4 0.00% 0.00% 16.07% 83.93%

1997 C1 96.77% 3.23% 0.00% 0.00% 80.57%
C2 0.00% 63.33% 36.67% 0.00%
C3 0.00% 4.55% 81.82% 13.64%
C4 0.00% 1.79% 17.86% 80.36%

1996 C1 96.77% 3.23% 0.00% 0.00% 79.23%
C2 0.00% 56.67% 40.00% 3.33%
C3 0.00% 4.55% 79.55% 15.91%
C4 0.00% 3.57% 12.50% 83.93%

a high-income economy as a low-income economy) or C4 −C1 (classification of a

low-income economy as a high-income economy).

The weights of the selected country risk indicators in the MHDIS method are pre-

sented in Table 3.25. The criterion Current account balance/GDP, which was found

significant in the UTADIS method, has a weight of 16.55% in the utility function U1,

indicating that it is significant in discriminating high-risk countries (class C1). The

criterion Net domestic credit/GDP has a weight of 24.20% and 29.10% in the utility

functions U∼1 and U∼3, respectively, indicating that it has a significant contribution

in the identification of the high-risk and low-risk countries (classes C1, C4).
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Table 3.23 Weights of the UTADIS classification model

Criteria Weights

0g1: Current account balance/GDP 16.88%

0g2: Exports of goods and services/GDP 0.03%

0g3: Foreign direct investment/GDP 5.57%

0g4: Gross capital formation/GDP 3.69%

0g5: Inflation (annual %) 6.24%

0g6: Infant mortality rate 30.58%

0g7: Short-term debt/Total external debt 0.92%

0g8: Total debt service/Exports of goods and services 4.04%

0g9: Total debt service/Gross international reserves 2.00%
g10: Net domestic credit/GDP 12.93%
g11: Total external debt/GDP 10.13%
g12: Total debt service/Gross international reserves 6.98%

Table 3.24 Results of the MHDIS classification model

C1 C2 C3 C4 Overall accuracy

2000 C1 100.00% 0.00% 0.00% 0.00% 94.25%
C2 0.00% 83.33% 16.67% 0.00%
C3 0.00% 4.55% 95.45% 0.00%
C4 0.00% 0.00% 1.79% 98.21%

1999 C1 100.00% 0.00% 0.00% 0.00% 83.67%
C2 13.33% 60.00% 20.00% 6.67%
C3 0.00% 9.09% 81.82% 9.09%
C4 0.00% 0.00% 7.14% 92.86%

1998 C1 100.00% 0.00% 0.00% 0.00% 83.43%
C2 10.00% 60.00% 26.67% 3.33%
C3 0.00% 9.09% 77.27% 13.64%
C4 1.79% 0.00% 1.79% 96.43%

1997 C1 96.77% 3.23% 0.00% 0.00% 81.81%
C2 0.00% 66.67% 26.67% 6.67%
C3 0.00% 11.36% 72.73% 15.91%
C4 0.00% 0.00% 8.93% 91.07%

1996 C1 100.00% 0.00% 0.00% 0.00% 81.52%
C2 0.00% 60.00% 36.67% 3.33%
C3 0.00% 9.09% 75.00% 15.91%
C4 0.00% 0.00% 8.93% 91.07%

Results of Non-parametric Approaches

As it was referred to Chapter 2, the rough sets approach is developed based on the

rough rules “if ... then ...”. These rules are responsible for the classification of the

countries. Table 3.26 presents the overall accuracy in the classification of the coun-

tries based on the rough sets approach. Its performance reaches an average accuracy

of 81.87% throughout the four years of the analysis. The most recent year 2000

is used as the training sample with a classification accuracy of 100%. The classi-

fication accuracy is reduced in 1999 to 83.37%, whereas the lowest classification

accuracy (73.80%) is presented at 1996.

Table 3.27 presents the analysis of the rough sets approach. Based on this analy-

sis, 9 out of the 12 criteria are responsible for the classification of the countries.
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Table 3.25 Weights of the MHDIS classification model (in %)

Criteria U1 U∼1 U2 U∼2 U3 U∼3

0g1: Current account balance/GDP 16.55 0.78 6.57 28.06 22.36 2.19

0g2: Exports of goods & services/GDP 0.80 0.80 0.65 0.65 11.28 8.11

0g3: Foreign direct investment/GDP 10.88 0.73 0.59 9.69 0.76 3.11

0g4: Gross capital formation/GDP 17.44 0.79 12.58 0.64 3.49 0.50

0g5: Inflation (annual ) 4.21 13.06 2.54 5.66 5.74 0.51

0g6: Infant mortality rate 0.77 47.95 26.25 19.84 11.33 20.49

0g7: Short-term debt/Total external debt 8.74 0.61 0.61 0.61 0.49 0.49

0g8: Total debt service/Exports of goods & services 15.38 2.67 7.75 1.79 0.49 11.71

0g9: Total debt service/Gross international reserves 0.60 0.60 6.93 0.60 12.03 0.49
g10: Net domestic credit/GDP 6.60 24.20 33.90 4.29 6.99 29.10
g11: Total external debt/GDP 0.42 6.73 1.20 27.80 16.12 16.21
g12: Total debt service/Gross international reserves 17.61 1.09 0.43 0.38 8.91 7.10

Table 3.26 Classification results of the rough sets approach

C1 C2 C3 C4 Overall accuracy

2000 C1 100.00% 0.00% 0.00% 0.00% 100.00%000
C2 0.00% 100.00% 0.00% 0.00%
C3 0.00% 0.00% 100.00% 0.00%
C4 0.00% 0.00% 0.00% 100.00%

1999 C1 100.00% 0.00% 0.00% 0.00% 83.37%000
C2 0.00% 70.00% 30.00% 0.00%
C3 0.00% 9.09% 79.55% 11.36%
C4 0.00% 7.14% 8.93% 83.93%

1998 C1 96.77% 3.23% 0.00% 0.00% 74.48%000
C2 0.00% 56.67% 36.67% 6.67%
C3 0.00% 11.36% 65.91% 22.73%
C4 0.00% 10.71% 10.71% 78.57%

1997 C1 100.00% 0.00% 0.00% 0.00% 77.72%000
C2 0.00% 63.33% 33.33% 3.33%
C3 0.00% 11.36% 63.64% 25.00%
C4 0.00% 7.14% 8.93% 83.93%

1996 C1 100.00% 0.00% 0.00% 0.00% 73.80%000
C2 0.00% 46.67% 46.67% 6.67%
C3 0.00% 11.36% 68.18% 20.45%
C4 0.00% 5.36% 14.29% 80.36%

Regarding the first rule, the indicators Total debt service/Gross international re-

serves and Infant mortality rate are those that determine the classification of the

countries. These indicators classify 29 countries to the high-income economy class,

indicating the significance of this rule. Twenty four rules are developed in total.

From these, only two cover the classifcation of the countries to the high-income

economy (class C1) using only the criteria g6, g10, and g12. Seven rules are used for

the classification of the countries to the income economy classes C1 and C2. More-

over, 9 criteria are used for the classification to the third income economy class and

8 criteria (g7 is excluded) for the classification to the second income economy class.

Finally, 8 rules and 8 criteria are used for the classification of a country to the last

income economy class.
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Table 3.27 Analysis of rough sets rules

21. If g12≥−0.005∧g6≥−7.2 then 1 [29]
22. If g12≥−0.005∧g10≥0.475 then 1 [2]
23. If g12 <−0.005∧g6≥−19.425∧g10≥0.285∧g3≥1.285 then 2 [19]
24. If −58.15≤g6 <−19.425∧g12 <−1.18 then 2 [4]
25. If g9 <−10.38∧g2 <31.455 then 2 [2]
26. If g6≥−58.15∧g10 <0.135∧g1≥13.17 then 2 [1]
27. If g6 <−58.15∧g11≥−0.49∧21.515≤g2 <36.82 then 2 [1]
28. If g12≥−0.005∧g6 <−7.2∧g10 <0.475∧g1≥−3.45 then 2 [2]
29. If g12 <−0.005∧g6≥−19.425∧g10 <0.135∧g1≥4.015 then 2 [1]
10. If −58.15≤g6 <−19.425∧g12≥−1.18∧g10≥0.135∧g9≥−10.38∧g2 <50.345 then 3 [24]
11. If g6≥−19.425∧0.135≤g10 <0.285∧g7 <−3.105∧g9≥−11.03 then 3 [7]
12. If g6 <−19.425∧g10≥0.135∧g9 <−10.38∧g2≥49.505 then 3 [3]
13. If g6 <−19.425∧g10≥0.135∧g2≥55.055 then 3 [3]
14. If g6 <−58.15∧g11≥−0.49∧g2≥36.82 then 3 [4]
15. If g12 <−0.005∧g6≥−19.425∧g3 <1.285 then 3 [2]
16. If −58.15≤g6 <−19.425∧g12≥−1.18∧5.88≤g1 <13.17 then 3 [1]
17. If g6 <−58.15∧g11 <−0.49 then 4 [39]
18. If −58.15≤g6 <−19.425∧g10 <0.135∧g1 <5.88 then 4 [6]
19. If g6≥−19.425∧0.135≤g10 <0.285∧g7≥−3.105 then 4 [2]
20. If g6 <−19.425∧g10≥0.135∧g9 <−10.38∧31.455≤g2 <49.505 then 4 [2]
21. If g12 <−0.005∧g6≥−19.425∧g10 <0.135∧g1 <4.015 then 4 [2]
22. If g6 <−58.15∧g2 <21.515 then 4 [3]
23. If −58.15≤g6 <−19.425∧50.345≤g2 <55.055 then 4 [1]
24. If 0.135≤g6 <0.285∧g9 <−11.03 then 4 [1]

According to the neural networks approach, the average overall accuracy is

82.27% and overpasses that of UTADIS and the rough sets approach. Table 3.28

presents the results of the neural networks. Similar to the previous methodologies,

the highest classification accuracy (92.64%) is realized at 2000.

Results of Statistical Approaches

Apart from the multricriteria analysis and the non-parametric approaches, the dis-

criminant and logistic analyses are also used. Tables 3.29 and 3.30 present the results

of the discriminant and logistic analyses respectively, indicating that the overall ac-

curacy in the classification of the countries throughout all the years is above 73%

for the discriminant analysis and above 66% for the logistic analysis.

Figure 3.4 summarizes the comparative results (overall accuracies) of all the

methods used in this analysis. It is obvious that the MHDIS method presents the

highest accuracy (82.61% throughout the four years of the analysis and then follows

the UTADIS method with an average accuracy of 80.25%). The neural networks

have an accuracy rate of 79.68%, whereas the rough sets approach present accuracy

of 77.34%. Based on the above results, the two MCDA models of UTADIS and

MHDIS perform better than the discriminant and logistic analyses.
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Table 3.28 Classification results of neural networks

C1 C2 C3 C4 Overall accuracy

2000 C1 96.77% 0.00% 3.23% 0.00% 92.64%000
C2 3.33% 90.00% 6.67% 0.00%
C3 0.00% 2.27% 90.91% 6.82%
C4 0.00% 0.00% 7.14% 92.86%

1999 C1 100.00% 0.00% 0.00% 0.00% 84.32%000
C2 6.67% 73.33% 20.00% 0.00%
C3 0.00% 15.91% 81.82% 2.27%
C4 1.79% 1.79% 14.29% 82.14%

1998 C1 100.00% 0.00% 0.00% 0.00% 80.53%000
C2 6.67% 76.67% 13.33% 3.33%
C3 0.00% 27.27% 70.45% 2.27%
C4 1.79% 5.36% 17.86% 75.00%

1997 C1 96.77% 3.23% 0.00% 0.00% 79.09%000
C2 3.33% 60.00% 33.33% 3.33%
C3 0.00% 9.09% 86.36% 4.55%
C4 0.00% 3.57% 23.21% 73.21%

1996 C1 100.00% 0.00% 0.00% 0.00% 74.79%000
C2 6.67% 36.67% 50.00% 6.67%
C3 2.27% 6.82% 75.00% 15.91%
C4 0.00% 1.79% 10.71% 87.50%

Table 3.29 Discriminant analysis results

C1 C2 C3 C4 Overall accuracy

2000 C1 96.77% 0.00% 3.23% 0.00% 77.33%000
C2 10.00% 76.67% 10.00% 3.33%
C3 4.55% 25.00% 59.09% 11.36%
C4 0.00% 1.79% 21.43% 76.79%

1999 C1 93.55% 0.00% 6.45% 0.00% 76.46%000
C2 10.00% 73.33% 10.00% 6.67%
C3 4.55% 25.00% 56.82% 13.64%
C4 0.00% 1.79% 16.07% 82.14%

1998 C1 90.32% 0.00% 6.45% 3.23% 73.93%000
C2 6.67% 63.33% 23.33% 6.67%
C3 0.00% 31.82% 54.55% 13.64%
C4 0.00% 7.14% 5.36% 87.50%

1997 C1 100.00% 0.00% 0.00% 0.00% 76.47%000
C2 6.67% 70.00% 20.00% 3.33%
C3 2.27% 27.27% 59.09% 11.36%
C4 0.00% 5.36% 17.86% 76.79%

1996 C1 100.00% 0.00% 0.00% 0.00% 76.69%000
C2 3.33% 60.00% 33.33% 3.33%
C3 0.00% 20.45% 68.18% 11.36%
C4 3.57% 1.79% 16.07% 78.57%
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Table 3.30 Logistic regression results

C1 C2 C3 C4 Overall accuracy

2000 C1 87.10% 9.68% 3.23% 0.00% 72.39%000
C2 13.33% 56.67% 16.67% 13.33%
C3 0.00% 18.18% 63.64% 18.18%
C4 0.00% 0.00% 17.86% 82.14%

1999 C1 80.65% 12.90% 6.45% 0.00% 76.17%000
C2 6.67% 63.33% 16.67% 13.33%
C3 0.00% 9.09% 75.00% 15.91%
C4 0.00% 0.00% 14.29% 85.71%

1998 C1 67.74% 22.58% 6.45% 3.23% 69.19%000
C2 3.33% 53.33% 30.00% 13.33%
C3 0.00% 13.64% 68.18% 18.18%
C4 0.00% 0.00% 12.50% 87.50%

1997 C1 77.42% 22.58% 0.00% 0.00% 67.41%000
C2 3.33% 50.00% 33.33% 13.33%
C3 0.00% 13.64% 63.64% 22.73%
C4 0.00% 0.00% 21.43% 78.57%

1996 C1 70.97% 29.03% 0.00% 0.00% 66.58%000
C2 10.00% 40.00% 30.00% 20.00%
C3 0.00% 9.09% 75.00% 15.91%
C4 0.00% 0.00% 19.64% 80.36%

82.61%

80.25%

77.34%

79.68%

75.89%

69.84%

65%

70%

75%

80%

85%

MHDIS UTADIS Rough Sets ANN LDA Logit

Fig. 3.4 Average accuracy rate of the classification models





Chapter 4
Conclusions

Country risk assessment is a multidimensional problem that is of major interest

to policymakers, to managers of international lending institutions, to multinational

firms, and to investors.

The chapters of this book presented the problem of country risk assessment and

demonstrated the use of multicriteria methods, statistical and econometric tech-

niques, as well as non-parametric techniques in the problem. The presentation of

the methods as well as their applications indicated the advantages of the use of the

methods. Moreover, the use of these approaches provides a guide for country risk

assessment by practitioners and researchers.

More specifically, the country risk problem was studied in the first application

as a ranking and sorting problem. In both cases, the obtained results are very satis-

factory as the obtained country risk models are consistent with the preferences and

the decision policy of the World Bank and Euromoney. The use of the five methods

(UTADIS, I, II, III and UTASTAR) illustrated their ability in deriving flexible deci-

sion models taking into account the preferences of the decision makers. The decision

maker plays a significant role in the decision process by interacting with the methods

to take decisions in real time. The MHDIS method, which was used in the second

and third application, constitutes a computational tractable procedure to develop

additive utility models that can be used for classification purposes in financial risk

assessment. The application of the MHDIS method in the assessment of country risk

has demonstrated its efficiency in the analysis of complex real-world decision prob-

lems regarding financial risk assessment. The comparison with other well-known

classification approaches demonstrated the efficiency of the proposed MCDA ap-

proach in addressing the country risk assessment problem. Both the UTADIS and the

MHDIS methods led to the development of country risk classification models that

provided high accuracies in classifying the countries for a time period of up to five

years, as presented in the fourth application. Finally, the use of multicriteria analysis

and non-parametric approaches in the assessment of country risk is presented in the

last application. These methods are free of restrictive statistical assumptions, they

are capable of incorporating in the decision process qualitative social and political

factors, and they can be easily adapted to the changes in the decision environment.

K. Kosmidou et al. (eds.) Country Risk Evaluation, DOI: 10.1007/978-0-387-76680-5 4, 105
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Such approaches provide decision makers (financial, credit, stock market analysts,

investors, etc.) with a valuable tool to perform real-time evaluations on the financial

risks of the considered alternatives. These methods take into account the knowledge

and the preferences of the user in constructing the models. This fact allows the user

to make any corrections or modifications if changes in the economic environment

or other factors take place. Moreover, these methods accept and easily manage both

quantitative and qualitative characteristics of the countries, enabling the decision

maker to employ them in the country risk assessment.

Future research is required using a broader set of data related to the social and

political aspects of country risk. This could contribute positively in facilitating an

integrated analysis of country risk assessment. It would be interesting to explore

the combination of different model development approaches for the development

of more accurate and efficient country risk models, providing more information to

analysts in the study of country risk.
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