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Preface to the Series

The Niels Henrik Abel Memorial Fund was established by the Norwegian gov-
ernment on January 1, 2002. The main objective is to honor the great Norwegian
mathematician Niels Henrik Abel by awarding an international prize for outstand-
ing scientific work in the field of mathematics. The prize shall contribute towards
raising the status of mathematics in society and stimulate the interest for science
among school children and students. In keeping with this objective the Board of the
Abel Fund has decided to finance an annual Abel Symposium. The topic may be
selected broadly in the area of pure and applied mathematics. The Symposia should
be at the highest international level, and serve to build bridges between the national
and international research communities. The Norwegian Mathematical Society is
responsible for the events. It has also been decided that the contributions from these
Symposia should be presented in a series of proceedings, and Springer Verlag has
enthusiastically agreed to publish the series. The board of the Niels Henrik Abel
Memorial Fund is confident that the series will be a valuable contribution to the
mathematical literature.

Helge Holden
Chairman of the board of the Niels Henrik Abel Memorial Fund
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Preface

The topic of the 2010 Abel Symposium was Nonlinear Partial Differential Equa-
tions. The study of differential equations is of fundamental importance in math-
ematics and in almost all of the applications of mathematics in natural sciences,
economics, and engineering. This area of mathematics is currently in the midst of
an unprecedented development worldwide. Differential equations are used to model
phenomena of increasing complexity, and in areas that have traditionally been out-
side the realm of mathematics. New analytical tools and mathematical theories, cou-
pled with new numerical methods, are dramatically improving our understanding of
nonlinear models. Nonlinearity gives raise to solutions having singularities, oscilla-
tions, or concentration effects, which in the real world are reflected in the appearance
of shock waves, turbulence, material defects, etc. These effects frequently require
new techniques, and offer challenging novel problems for mathematicians. On the
other hand, new mathematical developments provide (numerical) solutions and new
insight in many applications. The purpose of these Abel Symposium proceedings is
to present a selection of the latest exciting results by world leading researchers in
the area of nonlinear partial differential equations.

The Abel Symposium was hosted at the Norwegian Academy of Science and
Letters, Oslo, from September 28 to October 2, 2010. Attendance was by invita-
tion only, and the symposium had a total of 74 participants, out of which 32 were
from Norwegian universities. The Scientific Committee consisted of Alberto Bres-
san (Penn State), Helge Holden (Trondheim), Kenneth H. Karlsen (Oslo), Sergiu
Klainerman (Princeton), and Eitan Tadmor (Maryland).

Talks were presented by

Luigi Ambrosio (Pisa)
Alberto Bressan (Penn State)
Luis A. Caffarelli (Texas)
Gui-Qiang Chen (Oxford)
Camillo De Lellis (Zürich)
Maria J. Esteban (Paris)
Eduard Feireisl (Prague)
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Convergence of Wigner Transforms
in a Semiclassical Limit

Luigi Ambrosio

Abstract We prove convergence of the Wigner transforms of solutions to the
Schrödinger equation, in a semiclassical limit, to solutions to the Liouville equation.
We are able to include in our convergence result rough or singular potentials (with
Coulomb repulsive singularities), provided convergence is understood for “almost
all” initial data. The rigorous statement involves a suitable extension of the DiPerna–
Lions theory to the infinite-dimensional space of probability measure, where both
the Wigner and the Liouville dynamics can be read.

1 Introduction

In this paper, which reflects with minor changes the talk given in Oslo, I would
like to illustrate the content of the papers [4, 5]. The goal of these papers is a rig-
orous derivation of classical dynamics as a limit of quantum dynamics, based on
Schrödinger’s equation (semiclassical limit)

iε∂tψ
ε
t = −ε2

2
Δψε

t +Uψε
t .

The main new ingredient, with respect to Gerard [11], Lions–Paul [12], is the intro-
duction of physically relevant potentials as (here n = 3M and xi ∈R

3)

U(x1, . . . , xM) =
∑

1≤α<β≤M

ZαZβ

|xα − xβ | +Ub(x), with Ub bounded, Lipschitz.

In the first paper, assuming that Ub is also C1, we show the validity of the Li-
ouville equation in the semiclassical limit. In the second paper [5] we relax the
assumption on Ub and study the problem of uniqueness of the limit, i.e. full conver-
gence as ε → 0. This requires an extension of the theory of Lagrangian flows to the
case when the state space is not Rn

x ×R
n
p but P(Rn

x ×R
n
p), see also the CRAS note

[3], where this extension is briefly presented.
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Let us consider solutions ψε(t, x) = ψε
t (x) of the linear Schrödinger equations

⎧
⎨

⎩
iε∂tψ

ε
t = −ε2

2
Δψε

t +Uψε
t := Hεψ

ε
t ,

ψε
0 = ψ0,ε.

(SEε)

Here U satisfies standard Kato conditions, hence Hε is self-adjoint in L2(Rn;C)

with domain H 2(Rn;C), the Cauchy problem is well posed and norms and scalar
products are preserved.

Assuming that
∫

Rn

|ψ0,ε|2(x) dx = 1

the goal is to describe the limit of ψε
t (more precisely of their Wigner transforms)

when ε → 0.
The Wigner transform maps L2(Rn;C) in L∞(R2n;C):

Wεψ(x,p) := 1

(2π)n

∫

Rn

ψ

(
x + ε

2
y

)
ψ

(
x − ε

2
y

)
e−ipy dy.

By symmetry in y, Wεψ is real valued. In addition, its (formal, because Wε need
not be integrable) marginals are nonnegative, the so-called position and momentum
densities:

∫

Rn

Wεψ(x,p)dp = |ψ |2(x),

∫

Rn

Wεψ(x,p)dx =
(

1

2πε

)n∣∣∣∣Fψ

(
p

ε

)∣∣∣∣
2

,

where F stands for Fourier transform.
An elementary computation, going back to Wigner, shows that Wεψ

ε
t solve, in

the sense of distributions in R×R
2n,

∂tWεψ
ε
t + p · ∇xWεψ

ε
t = Eε(U,ψε

t ),

where Eε(U,ψ)(x,p) is given by

− i

(2π)n

∫

Rn

[
U(x + ε

2y)−U(x − ε
2y)

ε

]
ψ

(
x + ε

2
y

)
ψ

(
x − ε

2
y

)
e−ipy dy.

Adding and subtracting ∇U(x) · y in the term between square brackets and using
ye−ip·y = i∇pe

−ip·y we get

Eε(U,ψ) = ∇U(x) · ∇pWεψ + E ′
ε(U,ψ),
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where −i(2π)nE ′
ε(U,ψ)(x,p) is given by

∫ [
U(x + ε

2y)−U(x − ε
2y)

ε
− 〈∇U(x), y〉

]
ψ

(
x + ε

2
y

)
ψ

(
x − ε

2
y

)
e−ipy dy.

Hence, Wεψ
ε
t solves the continuity equation with velocity (Hamiltonian, divergence-

free)

b(x,p) = (p,−∇U(x)
)

and right hand side E ′
ε(U,ψε

t ):

∂tWεψ
ε
t + ∇x,p · (bWεψ

ε
t

)= E ′
ε(U,ψε

t ).

The goal is to show that the right hand side is infinitesimal, at least in the duality
with nice test functions φ. In the study of E ′

ε(U,ψ), Coulomb singularities are a
source of difficulty. But, even if U were Lipschitz, the analysis would not be triv-
ial. Indeed, denoting by Δε(·, z) the difference between ε-difference quotient of U
along z and the partial derivative along z, it holds

∫
E ′
ε(U,ψ)φ dx dp =

∫ ∫
Δε(x, y)ψ

(
x + ε

2
y

)
ψ

(
x − ε

2
y

)
Fpφ(x, y) dx dy.

The basic idea is to use the decay of Fpφ(x, y) per y “large” (|y|√ε > 1) and the
differentiability of U for y “small”. But, if Δε(x, z) → 0 as ε ↓ 0 only for L n-a.e.
x, we need that |ψε

t |2 does not concentrate as ε → 0!
On the other hand, this estimate is not compatible with families of initial con-

ditions ψ0,ε in (SE)ε displaying concentration of positions and/or momentum (in
some respect, the most natural when studying a semiclassical limit). An example

ψε
0 (x) = ε−nα/2φ0

(
x −w

εα

)
ei(q·x/ε), α ∈ (0,1], w ∈R

n, q ∈ R
n.

In this case

lim
ε↓0

Wεψ
ε
0 dx dp = dδ(w,q)(x,p) ∀α ∈ (0,1),

lim
ε↓0

Wεψ
ε
0 dx dp = dδw(x)× |Fφ0|2(p − q)dp, α = 1.

We would like to include potentials U of the form U = Unn +Une , with

Unn(x) =
∑

1≤α<β≤M

ZαZβ

|xα − xβ | ,

and (n = 3M , M = number of atomic nuclei, N = number of electrons)

Une(x) := inf

{
〈ϕ,Hne(x)ϕ〉 :

∫

(R3×Z2)
N

|ϕ|2 dy = 1

}
.
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Here Hne(x) is the operator in R
3N given by

Hne(x) :=
N∑

i=1

(
−1

2
Δyi −

M∑

α=1

Zα

|yi − xα|

)
+

∑

1≤i<j≤N

1

|yi − yj | .

Since Une is defined by a minimization problem, the best we can hope for is
that Une is bounded and Lipschitz, and that ∇Une ∈ BVloc. Indeed, at points where
more than one minimizer occurs we expect a jump discontinuity in the gradient (this
corresponds to the so-called eigenvalue crossings, whose structure can be in some
cases studied in detail, see [8, 9]). The first convergence result reads as follows:

Theorem 1 (A, Friesecke, Giannoulis, [4]) Assume that U = Unn + Ub , with Ub

bounded, Lipschitz and C1. Let ψ0,ε be such that |ψ0,ε|2 is equi-tight and

sup
ε

∫

Rn

∣∣∣∣

(
− ε2

2
Δ+U

)
ψ0,ε

∣∣∣∣
2

dx < ∞.

Then the family of Wigner transforms has limit points (in a suitable weak topology
in phase space, pointwise in time) as ε → 0, and any limit point μt ∈ P(R2n) is
concentrated in R

2n \Σ and satisfies

d

dt
μt + ∇ · ((p,−∇U(x))μt

)= 0 in R×R
2n.

In the statement of the theorem

Σ :=
⋃

α<β

{xα = xβ}

is the set of Coulomb singularities. The key point is to show not only that μt do not
charge Σ , but even the validity of the Liouville equation up to Σ . The proof uses
the pointwise estimate |∇Unn| ≤ CU2

nn and the uniform bound on
∫ |Hεψ0,ε|2 dx

(propagated in time) to get

sup
ε

sup
t∈R

∫
U2
nn|ψε

t |2 dx < ∞. (∗)

The estimate (∗) is much stronger than the one given by energy conservation:

1

2

∫

Rn

ε2|∇ψε
t |2 +U |ψε

t |2 dx = 1

2

∫

Rn

ε2|∇ψε,0|2 +U |ψε,0|2 dx

and it depends in a very specific way on the Coulomb structure of Unn.
In the second paper [5] our goals have been the relaxation from C1 to Lipschitz

of the assumptions on Ub (in such a way to include more general potentials Ub as
Uen) and a to achieve a full convergence as ε → 0.
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The second goal basically amounts to look for well-posedness results for
measure-valued solutions μt to the Liouville equation

d

dt
μt + ∇ · ((p,−∇U(x))μt

)= 0 in R×R
2n

without assuming that ∇U is Lipschitz (in our model, at most we can hope for
∇U ∈ BV out of Coulomb singularities).

In the next sections we shall describe more carefully the ideas underlying the
proof of these convergence results.

2 Well Posedness of the Liouville Equation and Flows

The first seminal results are due to DiPerna–Lions [7], under Sobolev regularity
assumptions on ∇U .

Theorem 2 (Bouchut, [6]) Assume b(x,p) = (p,−∇U(x)) with U Lipschitz and
∇U ∈ BVloc(R

n;Rn). Then the Liouville equation is well posed in

L∞([0, T ];L1 ∩L∞(R2n)
)
.

Under these assumptions on U it is hard to imagine well-posedness results in the
class of measure-valued solutions. A basic difficulty is, for instance, the definition of
moments bμt when μt has a singular part with respect to L 2n. On the other hand,
thinking of the Liouville equation as an infinite-dimensional ODE in P(R2n) (with
constant, but rough coefficients), we can still try to obtain a unique flow of solutions
in P(R2n), using the finite-dimensional theory as an analogy. In this theory, due to
DiPerna–Lions [7], one does not try to show that the solution to the ODE

{
ẋ(t) = ct (x(t)),

x(0) = x0,
c : [0, T ] ×R

d → R
d

is unique and stable for a specific x0 ∈R
d ; rather one looks at the family of solutions

as a whole, through the concept of flow. This point of view leads to very natural
existence and uniqueness results, in fluid dynamics and in the theory of conservation
laws, relating the “Eulerian” and “Lagrangian” viewpoints even when the velocity
is not so smooth.

I will present the axiomatization of the theory given in [1] and [2], more flexible
than the original one, based on the transport equation. The use of the continuity
equation, instead, allows to deal (at least in some cases) with vector fields with
unbounded divergence and highlights more the connections with the probabilistic
viewpoint.

Definition 1 (ν-Regular flow) Let X(t, x) : [0, T ]×R
d → R

d and ν ∈ P(Rd) with
ν � L d and bounded density. We say that X(t, x) is a ν-RF in R

d (relative a c) if:
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(i) for ν-a.e. x, the path t �→ X(t, x) is an integral absolutely continuous solution
of the ODE γ̇ (t) = ct (γ (t)) in [0, T ] with X(0, x) = x;

(ii) X(t, ·)�ν ≤ CL d for t ∈ [0, T ], for some constant C independent of t .

The second condition, equivalent to
∫

Rd

Φ(X(t, x)) dν(x) ≤ C

∫

Rd

Φ(z) dz, Φ ∈ Cc(R
d), Φ ≥ 0

is crucial: it ensures, among other things, invariance of the concept with respect
to modifications of c in L 1+d -negligible sets. Indeed, if c̃ is a modification of c,
thanks to Fubini’s theorem we see that the set

{
x ∈ R

d : L 1({t ∈ [0, T ] : X(t, x) ∈ {c �= c̃}})> 0
}

is ν-negligible; as a consequence the validity of (i) for c is transferred to (ii).

Theorem 3 [2] Let c : [0, T ] ×R
d → R

d be locally integrable and assume that the
continuity equation ∂twt + ∇ · (cwt) = 0 is well posed in

L∞+
([0, T ];L1 ∩L∞(R2n)

)
.

Then, for all ν � L d with bounded density the ν-RF exists. It is even unique: if X
and Y are fL d -RF and gL d -RF respectively, then

X(·, x) = Y (·, x) for L d -a.e. x ∈ {f > 0} ∩ {g > 0}.

Thanks to this, by an exhaustion procedure we can even define a (unique) L d -
RF. Let us now transpose these concepts from R

d to P(Rd); here the main difficulty
is the role played by L d , since no canonical measure in P(Rd) exists.

In the particular case we are dealing with, namely the velocity is independent
of the density, a satisfactory solution comes with the concept of regular measure.
We say that ν ∈ M+(P(Rd)) is regular if its expected value Eν ∈ M+(Rd) is
absolutely continuous with respect to L d and has a bounded density, i.e.

∫

P(Rd )

(∫

Rd

Φ dμ

)
dν(μ) ≤ C

∫

Rd

Φ dx, Φ ∈ Cc(R
d), Φ ≥ 0.

Examples

(1) The law ν under L d of the map x �→ δx is regular; it corresponds to a measure
concentrated on Dirac masses;

(2) if d = 2n and f ∈ L∞(Rn), the law under L n of

x �→ δx × (fL n)

is regular, but not invariant under the Hamiltonian flow (it corresponds to con-
centration of position only).
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The second example shows that the usual paradigm in dynamical systems,
i.e. to consider measures ν in M+(P(Rd)) invariant or quasi-invariant under
the flow might be too restrictive. Another fact suggesting that quasi-invariance
might be too restrictive is infinite-dimensionality: let γ be a Gaussian probabil-
ity measure in a Hilbert space H , b = v ∈ H , so that X(t, x) = x + tv. Then
X(t, ·)�γ � γ if and only if v belongs to the Cameron–Martin subspace H, a
much smaller subspace, since γ (H) = 0 whenever dim(H) = ∞.

Definition 2 Let μ : [0, T ] × P(Rd) → P(Rd) and ν ∈ M+(P(Rd)). We say
that μ is a ν-RLF in P(Rd) (relative a c) if

(i) for ν-a.e. μ, t �→ μt := μ(t,μ) is a solution of the continuity equation with
velocity c and μ(0,μ) = μ;

(ii) E(μ(t, ·)�ν) ≤ CL d for all t ∈ [0, T ], for some constant C independent of t .

Again, condition (ii) is crucial to relate the different ODE trajectories, to hope
for an invariant theory and to hope for existence, uniqueness and stability.

Let us discuss now the relation between the flows in the “base space” R
d in the

“lifted space” P(Rd).

(Existence) If a ν-RF X in R
d exists, then a ν-RF μ in P(Rd) exists for all ν such

that Eν = ν, given by

μ(t,μ) :=
∫

Rd

δX(t,x) dμ(x). (∗∗)

(Uniqueness) Because of (∗∗), uniqueness (and stability) results are stronger when
stated at the level of ν-RF in P(Rd), instead of ν-RF in R

d .

Theorem 4 (A, Figalli, Friesecke, Giannoulis, Paul, [5]) Let c : [0, T ] × R
d →

R
d be locally integrable and let us assume that the continuity equation ∂twt + ∇ ·

(cwt) = 0 is well-posed in

L∞+
([0, T ];L1 ∩L∞(Rd)

)
.

Then, for all ν ∈ M+(P(Rd)) regular, the ν-RF μ is unique, and therefore related
to the unique Eν-RF X as in (∗∗).

We now discuss existence of the flow in the case of potentials Unn +Ub .

Theorem 5 (A, Figalli, Friesecke, Giannoulis, Paul, [5]) Assume U = Unn + Ub ,
with Ub bounded, Lipschitz and ∇Ub ∈ BVloc(R

n;Rn). Then the continuity equa-
tion with velocity c(x,p) = (p,−∇U(x)) is well posed in

L∞+
([0, T ];L1 ∩L∞(R2n)

)
.

As a consequence, both the ν-RF X and the ν-RF μ exist and are unique.
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The strategy of proof is a localization in phase space, using that the energy
E(x,p) := 1

2 |p|2 + U(x) is formally preserved. Since the sublevels of the energy
{E ≤ k} are distant from Coulomb singularities, the “classical” theory with bounded
BV vector fields is applicable. Notice that the argument would not work in the
Coulomb attractive case!

3 Stability of the Flows

In order to discuss stability, let us assume to have νn-RF μn, where νn ∈
M+(P(Rd)) are generated in this way:

νn = (in)�P with in : W → P(Rd), in → i P-a.e.

Here (W,F ,P) is a given finite measure space and ν := i�P is the limit measure.
This assumption is not particularly restrictive, since a classical result of Skorokhod
shows that any weakly convergent sequence of measures has this representation
(with W = [0,1] endowed with the standard probability structure).

In our model, namely the convergence of Wigner transforms, this assumption is
natural as well. We may for instance consider:

iε(w) := Wεψ
ε
0,w with ψε

0,w(x) = ε−n/2φ0

(
x −w

ε

)
ei(q·x/ε),

with q and φ0 given. In this case i = limε iε is given by

di(w)(x,p) = dδw(x)× |Fφ0|2(p − q)dp.

We can now state the stability result for vector fields (p,−∇U) of Hamiltonian
type, under the same assumptions on U which ensure existence and uniqueness of
generalized flows.

1. (Uniform regularity) For all φ ∈ Cc(R
d) ≥ 0 it holds

sup
n∈N

∫

W

∫

Rd

φ dμn(t, in(w)) dP(w) ≤ C

∫

Rd

φ dx;

2. (Uniform decay near to Coulomb singularities) For all R > 0 it holds

sup
δ>0

lim sup
n→∞

∫

W

∫ T

0

∫

BR

1

dist2(x,Σ)+ δ
dμn(t, in(w)) dt dP(w) < ∞;

3. (Compactness in space) For all ε > 0 it holds

lim
R↑∞P

({
w ∈ W : sup

n∈N, t∈[0,T ]
μn(t, in(w))(Rd \BR) > ε

})
= 0;
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4. (Compactness in time) For all φ ∈ C∞
c (Rd) it holds

lim
M↑∞P

({
w ∈ W : sup

n

∫ T

0

∣∣∣∣

(∫

Rd

φ dμn(t, in(w))

)′∣∣∣∣dt >M

})
= 0;

5. (Limit continuity equation)

∫ ∣∣∣∣
∫ T

0

[
ϕ′(t)

∫
φ dμn(t, in(w))+ ϕ(t)

∫
〈b,∇φ〉dμn(t, in(w))

]
dt

∣∣∣∣dP(w)

= 0

is infinitesimal for all φ ∈ C∞
c (Rd \ (Σ ×R

n)), ϕ ∈ C∞
c (0, T ).

Under these 5 assumptions it holds

lim
n→∞

∫

W

sup
t∈[0,T ]

dP (μn(t, in(w)),μ(t, i(w))) dP(w) = 0.

Here μ(t,μ) is the ν-RF and dP is any distance in P(Rd) (e.g. an optimal trans-
portation distance). Of course, since sequences converging in L1 have subsequences
converging a.e., the previous convergence result can also be seen as an almost sure
convergence result.

4 Convergence of Wigner/Husimi Transforms

In order to apply the abstract stability result to the convergence of Wigner transforms
we have to check that the assumptions are satisfied for suitable families of initial
conditions. Let us consider, for instance, the family

ψε
0,w(x) = ε−nα/2φ0

(
x − z

εα

)
ei(q·x/ε),

corresponding to the choice of the “random” parameter w = (z, q). We shall denote
by ψε

t,w the solution of (SE)ε at time t , starting from ψε
0,w at time 0.

In order to work with genuine probability measures even on the “scale” ε we
consider, as in Lions–Paul [12], the Husimi transforms of ψε

t,w:

W̃εψ = (Wεψ) ∗G(2n)
ε with G(2n)

ε (x,p) := e−(|x|2+|p|2)/ε

(πε)n
.

Notice that the asymptotic behavior as ε → 0 of the two transforms (in weak
topologies) is the same.

The verification of the compactness in space/time is standard and suffices to in-
tegrate in dP estimates with ω fixed. The same happens for the verification of the
uniform decay out of Coulomb singularities, a byproduct of the “deterministic” es-
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timate

sup
t∈R

sup
ε>0

∫

Rn

U2
nn|ψε

t,w|2 dx < ∞

of the first paper.
On the other hand, both the verification of uniform regularity and of the limit

continuity equation depend on two a priori estimates on the averages of ψε
t,w with

respect to w. The first one is

sup
ε>0

sup
t∈R

∥∥∥∥
∫

W

(Wεψ
ε
t,w) ∗G(2n)

ε (x,p)dP(w)

∥∥∥∥
L∞(R2n)

< ∞,

which is nothing but a uniform L∞ bound on
∫
W

W̃εψ
ε
t,w(x,p)dP(w).

The second, instead, requires convolutions on scale ε2:

sup
ε

sup
t∈R

∥∥∥∥
∫

W

|ψε
t,w ∗G

(2n)
ε2 |2(x,p)dP(w)

∥∥∥∥
L∞(R2n)

< ∞.

Both the first and the second can be derived by inserting suitable “test” φ = φx,p

in the operator inequality in L(L2(Rn);L2(Rn)):

sup
ε>0, t∈R

ε−n

∫

W

ρψε
t,w dP(w) ≤ CId

(
ρψφ := 〈ψ,φ〉ψ).

This operator inequality (thanks to the unitary structure of the Schrödinger evo-
lution) has the nice feature of being propagated in time; so, suffices to impose it just
on the initial conditions (see also [10] for a more detailed discussion).

In conclusion, given α ∈ (0,1) and g ∈ L1 ∩L∞(R2n) nonnegative and the initial
conditions (but other choices are possible and compatible with the uniform operator
inequality)

ψε
0,w(x) = ε−nα/2φ0

(
x − z

εα

)
ei(q·x/ε), w = (z, q)

the stability theorem with P= gL 2n gives

lim
ε→0

∫

R2n
sup

t∈[−T ,T ]
dP
(
W̃εψ

ε
t,w, δX(t,w)

)
g(w)dw = 0 ∀T > 0,

where X(t,w) is the flow in R
2n induced by (p,−∇U(x)). In general, we should

replace δX(t,w) by the superposition flow induced by the limiting initial conditions,
i.e. μ(t,w) = ∫ δX(t,x) di(w)(x).

This way, we get full convergence as ε → 0 even for fields not of class C2.
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5 Conclusions

1. The “flow” viewpoint is very common in Probability, and the regularizing effect
due to the addition of noise has been studied by many authors and in many con-
texts. In our case the equation is not stochastically perturbed, but convergence is
studied with analytic and probabilistic tools.

2. The case of attractive potentials U seems for the moment to be completely out
of reach.

3. The transfer mechanisms from flows in R
d to flows in P(Rd) rely on the fact

that the equation is linear (in the abstract perspective, on the fact that the ODE in
P(Rd) has constant coefficients). The extension to non-linear equations, as for
instance Vlasov–Poisson (where density is coupled to the velocity by Poisson’s
equation)

−ΔUt(x) =
∫

ft (x,p)dp

also seems at this moment to be out of reach.
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Contractive Metrics for Nonsmooth Evolutions

Alberto Bressan

Abstract Given an evolution equation, a standard way to prove the well posedness
of the Cauchy problem is to establish a Gronwall type estimate, bounding the dis-
tance between any two trajectories. There are important cases, however, where such
estimates cannot hold, in the usual distance determined by the Euclidean norm or
by a Banach space norm.

In alternative, one can construct different distance functions, related to a Rieman-
nian structure or to an optimal transportation problem. This paper reviews various
cases where this approach can be implemented, in connection with discontinuous
ODEs on R

n, nonlinear wave equations, and systems of conservation laws. For all
the evolution equations considered here, a metric can be constructed such that the
distance between any two solutions satisfies a Gronwall type estimate. This yields
the uniqueness of solutions, and estimates on their continuous dependence on the
initial data.

1 Introduction

Consider an abstract evolution equation in a Banach space

d

dt
u(t) = F(u(t)). (1)

If F is a continuous vector field with Lipschitz constant L, the classical Cauchy–
Lipschitz theory applies. For any given initial data

u(0) = ū, (2)

the solution of (1) is thus unique, and depends continuously on ū. Indeed, the dis-
tance between any two solutions grows at a controlled rate:

d

dt
‖u(t)− v(t)‖ ≤ L‖u(t)− v(t)‖. (P1)
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In this case, the classical Gronwall’s estimate yields

‖u(t)− v(t)‖ ≤ C(t)‖u(0)− v(0)‖, (P2)

with C(t) = eLt . Semigroup theory has extended the validity of estimates such as
(P1), (P2) to a wide class of right hand sides, including differential operators, which
generate a continuous flow [18, 24, 29, 34].

On the other hand, there are cases (such as the Camassa–Holm equation) where
the flow generated by (1) is not Lipschitz continuous w.r.t. the initial data, in any
standard Hölder or Sobolev norm. In other cases, such as hyperbolic systems of
conservation laws, the generated semigroup is globally Lipschitz continuous w.r.t.
the L1 norm but does not satisfy an estimate of the form (P1), for any constant L.
In all these situations, a natural problem is to seek an alternative distance d♦(·,·),
possibly not equivalent to any of the usual norm distances, for which (P1) or (P2)
still hold.

Aim of this note is to discuss a few examples where this goal can be achieved.
Typically, the distance d♦ is defined as a Riemann type distance. In other words,
one starts with a Banach space E and a family Σ of sufficiently regular paths γ :
[0,1] �→ E, for which some kind of “weighted length” |γ |∗ can be defined. This
needs not be equivalent to the length derived from the norm distance. Given two
elements u,v ∈ E, one first defines

d∗(u, v) = inf
{|γ |∗;γ ∈ Σ,γ (0) = u,γ (1) = v

}
, (3)

and then takes the lower semicontinuous envelope (w.r.t. convergence in norm):

d♦(u, v) .= lim inf
u′→u,v′→v

d∗(u′, v′). (4)

Besides achieving a proof of uniqueness and continuous dependence, estimates of
the form (P2) are useful for establishing error estimates. Indeed, adopting a semi-
group notation, call t �→ St ū the solution to the Cauchy problem

d

dt
u = F(u), u(0) = ū. (5)

Assume that, for any couple of initial data ū, v̄, there holds

d♦(St ū, St v̄) ≤ Cd♦(ū, v̄), t ∈ [0, T ]. (6)

Then for any Lipschitz continuous trajectory t �→ w(t) one can deduce the error
estimate [4]

d♦(w(T ),ST w(0)
)≤ C ·

∫ T

0

{
lim inf
h→0+

d♦(w(t + h),Shw(t))

h

}
dt. (7)

Here the left hand side is the distance at time T between the approximate solution
w(·) and the exact solution of (1) with the same initial data w(0). The right hand
side is the integral of an instantaneous error rate.
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The estimate (P1) can be also useful in order to understand which kind of Lips-
chitz perturbations preserve the well-posedness property.

In the following sections we shall review three different settings where these
ideas can be implemented. Section 2 is devoted to discontinuous ODEs in a finite
dimensional space [21]. Following [5], for a vector field F = F(t, x) having finite
directional variation, a general formula yielding a time-dependent contractive Rie-
mann metric can here be given. Section 3 reviews two different constructions of
a distance functional which satisfies an estimate of the form (P1), in connection
with the Camassa–Holm equation [10, 23]. Finally, in Sect. 4 we discuss distance
functionals which are contractive for the flow generated by a hyperbolic system of
conservation laws [3, 12].

2 Discontinuous ODEs

To motivate the search for contractive metrics, we start with two elementary exam-
ples.

Example 1 The ODE ẋ = |x|1/2 yields a textbook case of a Cauchy problem with
multiple solutions. Yet, there is a simple way to select a unique solution for each
initial data x(0) = x̄. Let us define a solution t �→ x(t) to be “admissible” if and only
if it is strictly increasing. These admissible solutions are then unique, and depend
continuously on the initial data. For x̄ = 0, the corresponding admissible solution
is t �→ St x̄ = (sign t) t2/4. Notice that the trajectory w(t) ≡ 0 is not an admissible
solution, but the error |w(t) − Stw(0)| = t2/4 cannot be estimated integrating the
“instantaneous error rate” |ẇ(t)− |w(t)|1/2| ≡ 0.

On the other hand, a direct computation shows that the Riemann distance

d♦(x, y) =
∣∣∣∣
∫ y

x

ds

|s|1/2

∣∣∣∣

is invariant w.r.t. the flow of admissible solutions. Namely d♦(St x̄, St ȳ) = d♦(x̄, ȳ)
for every x̄, ȳ, t . Using this distance, the error estimate (7) retains its validity. Indeed

d♦(w(T ),ST w(0)
)= d♦(0, T 2/4) =

∫ T 2/4

0

ds

s1/2
= T ,

∫ T

0

{
lim inf
h→0+

d♦(w(t + h),Shw(t))

h

}
dt =

∫ T

0

{
lim inf
h→0+

d♦(0, h2/4)

h

}
dt

=
∫ T

0
1dt = T .
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Example 2 Consider the discontinuous ODE

ẋ = f (x) =
{

1 if x < 0,

3 if x ≥ 0.
(8)

For any initial data x(0) = x̄, the Cauchy problem is well posed. Indeed, any two
solutions satisfy

|x1(t)− x2(t)| ≤ 3|x1(0)− x2(0)|. (9)

The estimate (9) alone, however, does not tell for which vector fields g(·) the ODE

ẋ = f (x)+ g(x)

generates a continuous semigroup. For example, taking g(x) ≡ 2, the Cauchy prob-
lem is well posed, while taking g(x) ≡ −2 it is not. The difference between the two
above cases becomes apparent by introducing the equivalent distance

d♦(x, y) =

⎧
⎪⎨

⎪⎩

3|y − x| if x ≤ y ≤ 0,

|y − x| if 0 ≤ x ≤ y,

3|x| + |y| if x ≤ 0 ≤ y.

Notice that d♦ is invariant w.r.t. the flow generated by (8). Denote by S
g
t and S

−g
t

the semigroups generated by the ODEs ẋ = g(x) and ẋ = −g(x), respectively. Then
for every x̄, ȳ ∈R and t ≥ 0 we have

d♦(Sg
t x̄, S

g
t ȳ) ≤ d♦(x̄, ȳ). (10)

On the other hand, taking x̄ ≤ 0, ȳ > 0, one has

lim
h→0+

d♦(S−g
t x̄, S

−g
t ȳ)− d♦(x̄, ȳ)
h

= 2. (11)

Comparing (10) with (11), we see that the flow generated by g contracts the dis-
tance d♦, while the flow generated by −g can increase it, at a rate which does not
approach zero as d♦(x̄, ȳ) → 0.

Next, consider a general ODE with bounded, possibly discontinuous right hand
side

ẋ = f (t, x), x ∈R
n. (12)

In the Euclidean space R
1+n, consider the cone with opening M :

Γ M .= {(τ, y); |y| ≤ Mτ
}
.
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Fig. 1 Left: the vector field f is transversal to the surface where it is discontinuous. The directional
variation VM is a bounded function. Right: the vector field g is not transversal to the surface where
it has a discontinuity. Its directional variation is thus unbounded

Following [2], the total directional variation of the vector field f up to the point
(t, x) is defined as

VM(t, x)
.= sup

{
N∑

i=1

|f (Pi)− f (Pi−1)|;N ≥ 1,Pi − Pi−1 ∈ Γ M,PN = (t, x)

}
.

(13)
Notice that, in order that VM be bounded the jumps in f must be located along
hypersurfaces which are transversal to the directions in the cone Γ M . Otherwise,
one can choose a large number of points Pi , alternatively on opposite sides of the
discontinuity, and render the sum in (13) arbitrarily large (see Fig. 1).

Given two constants 0 < L < M , we define the weighted length of a Lipschitz
continuous path γ : [0,1] �→ R

n at time t as

‖γ ‖t .=
∫ 1

0
exp

(
−VM(t, γ (s))

M −L

)
|γ̇ (s)|ds. (14)

The weighted distance between two points x, y ∈ R
n at time t is defined as

dt (x, y)
.= inf

{‖γ ‖t ;γ is a Lipschitz path joining x with y
}
. (15)

Notice that, as t increases, the directional variation VM(t, ·) also increases. Hence,
by (14), the weighted length of the path γ becomes smaller.

We recall that a Carathéodory solution to the (possibly discontinuous) ODE (12)
is an absolutely continuous function t �→ x(t) that satisfies (12) for a.e. time t . The
main result proved in [5] is as follows.

Theorem 1 Let f = f (t, x) be a time dependent vector field on R
n. Assume that

there exist constants L<M such that |f (t, x)| ≤ L for all t, x, and the directional
variation VM of f defined at (13) is locally bounded.

Then, for every initial data x(t0) = x0, the ODE (12) has a unique, globally
defined Carathéodory solution. Any two solutions x(·), y(·) of (12) satisfy

dτ (x(τ ), y(τ )) ≤ dt (x(t), y(t)) for all t ≤ τ. (16)
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Remark 1 Since the Euclidean distance between two nearby trajectories can rapidly
increase across a surface where f is discontinuous, to achieve the contractive prop-
erty (16) this must be compensated by the decrease of the exponential weight inside
the integral in (14).

3 Nonlinear Wave Equations

The Camassa–Holm equation can be written as a scalar conservation law with an
additional integro-differential term:

ut + (u2/2)x + Px = 0, (17)

where P is defined as the convolution

P
.= 1

2
e−|x| ∗

(
u2 + u2

x

2

)
. (18)

For the physical motivations of this equation we refer to [14–16]. One can regard
(17) as an evolution equation on a space of absolutely continuous functions with
derivatives ux ∈ L2. In the smooth case, differentiating (17) w.r.t. x one obtains

uxt + uuxx + u2
x −

(
u2 + u2

x

2

)
+ P = 0. (19)

Multiplying (17) by u and (19) by ux one obtains the two balance laws

(
u2

2

)

t

+
(
u3

3
+ uP

)

x

= uxP,

(
u2
x

2

)

t

+
(
uu2

x

2
− u3

3

)

x

= −uxP. (20)

As a consequence, for regular solutions the total energy

E(t)
.=
∫ [

u2(t, x)+ u2
x(t, x)

]
dx (21)

remains constant in time.
As in the case of conservation laws, because of the strong nonlinearity of the

equations, solutions with smooth initial data can lose regularity in finite time. For the
Camassa–Holm equation (17), however, the uniform bound on ‖ux‖L2 guarantees
that only the L∞ norm of the gradient can blow up, while the solution u itself
remains Hölder continuous at all times.

The equation (17) admits multi-peakon solutions, depending on finitely many
parameters. These have the form

u(t, x) =
N∑

i=1

pi(t)e
−|x−qi (t)|, (22)
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Fig. 2 A solution consisting
of two peakons with opposite
strengths

where the coefficients pi, qi are obtained by solving the Hamiltonian system of
ODEs

⎧
⎪⎨

⎪⎩

q̇i = ∂

∂pi

H(p,q),

ṗi = − ∂

∂qi
H(p,q),

H(p,q)
.= 1

2

N∑

i,j=1

pipj e
−|qi−qj |. (23)

According to (22), the coefficient pi determines the amplitude of the i-th peakon,
while qi describes its location.

By (20), the H 1 norm is constant in time along regular solutions. The space
H 1(R) = W 1,2(R) thus provides a natural domain where to construct global solu-
tions to the Camassa–Holm equation. Observe that, for u ∈ W 1,p with p < 2, the
convolution (18) may not be well defined. On the other hand, if p > 2, the Sobolev
norm ‖u(t)‖W 1,p of a solution can blow up in finite time.

Given an initial condition

u(0) = u0 ∈ H 1(R), (24)

by a solution of the Cauchy problem (17)–(24) on [0, T ] we mean a Hölder con-
tinuous function u = u(t, x) defined on [0, T ] × R with the following properties.
At each fixed t one has u(t, ·) ∈ H 1(R). Moreover, the map t �→ u(t, ·) is Lipschitz
continuous from [0, T ] into L2(R), satisfying the initial condition (24) together with

d

dt
u = −uux − Px (25)

for a.e. t . Here (25) is understood as an equality between functions in L2(R). The
solution is called conservative if the corresponding energy E(t) in (21) coincides
a.e. with a constant function.

A globally defined flow of conservative solutions was constructed in [8]. One
should be aware, however, that the Cauchy problem for the Camassa–Holm equa-
tion is not well posed, even in the “natural” space H 1(R). Failure of continuous
dependence on initial data can be seen by looking at special solutions with two op-
posite peakons (Fig. 2). In this case we have p1(t) + p2(t) ≡ 0, q1(t) + q2(t) ≡ 0.
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Let T be the interaction time, so that q1(T ) = q2(T ) = 0. As t → T−, one has

p1(t) → +∞, p2(t) → −∞, q1(t) = 0, q2(t) → 0, (26)

‖u(t)‖C 0 → 0, ‖u(t)‖L2 → 0,
∫ q2(t)

q1(t)

u2
x(t, x) dx → E0, (27)

where E0 is the energy of the solution, which is a constant (except at t = T ).
For detailed computations we refer to Sect. 5 in [8]. The last limit in (27) shows
that, as t → T−, nearly all the energy is concentrated within the small interval
[q1(t), q2(t)] between the two peakons.

Next, in addition to this special solution u, consider a family of solutions defined
as uε(t, x)

.= u(t − ε, x). At time t = 0, as ε → 0 we have ‖uε(0, ·)− u(0, ·)‖H 1 →
0. However, for any ε > 0, as t → T− one has

‖u(t)− uε(t)‖2
H 1 =

∫

R

|u(t, x)− uε(t, x)|2 dx

+
(∫

R\ [q1(t), q2(t)]
+
∫

[q1(t), q2(t)]

)
|ux(t, x)− uεx(t, x)|2 dx

→
∫

R

|uε(T , x)|2 dx +
∫

R

|uεx(T , x)|2 dx +E2
0 = 2E2

0 . (28)

According to (28), solutions uε which initially start arbitrarily close to u, within
finite time split apart at a uniformly positive distance

√
2E0.

3.1 A Metric Induced by Optimal Transportation

In order to analyze uniqueness questions for solutions to the Camassa–Holm equa-
tions, it is of interest to construct an alternative distance functional J (·, ·) on H 1.
For any two solutions of (17), this distance should satisfy an inequality of the form

d

dt
J (u(t), v(t)) ≤ κ · J (u(t), v(t)), (29)

with a constant κ depending only on the maximum of the two norms ‖u(t)‖H 1 ,
‖v(t)‖H 1 (which remain a.e. constant in time). For spatially periodic conservative
solutions to the Camassa–Holm equation, this goal was achieved in [10], building
on insight gained in [7]. We describe here the key steps of this construction.

Consider the unit circle T = [0,2π] with endpoints identified. The distance be-
tween two angles θ, θ̃ ∈ T will be denoted as |θ − θ̃ |∗. Consider the manifold
X

.= R×R× T with distance

d∗((x,u, θ), (x̃, ũ, θ̃ )
) .= (|x − x̃| + |u− ũ| + |θ − θ̃ |∗

)∧ 1, (30)
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where a ∧ b
.= min{a, b}. Let H 1

per be the space of absolutely continuous periodic
functions u, with u(x) = u(x + 1) for every x ∈R, and such that

‖u‖H 1
per

.=
(∫ 1

0
[u2(x)+ u2

x(x)]dx
)1/2

< ∞.

Given u ∈ H 1
per (R), define its extended graph

Graph(u) =
{(

x,u(x),2 arctanux(x)
);x ∈R

}
⊂ X.

Moreover, let μu be the measure supported on Graph(u), whose projection on the
x-axis has density 1 + u2

x w.r.t. Lebesgue measure. In other words, for every open
set A ⊂ X we require

μu(A) =
∫

{x;(x,u(x),2 arctanux(x))∈A}
(
1 + u2

x(x)
)
dx.

The distance J (u, v) between two functions u,v ∈ H 1
per is determined as the min-

imum cost for a constrained optimal transportation problem. More precisely, con-
sider the measures μu, μv , supported on Graph(u) and on Graph(v), respectively.
An absolutely continuous strictly increasing map ψ : R �→ R satisfying the period-
icity condition

ψ(x + 1) = ψ(x)+ 1 ∀x ∈ R

will be called an admissible transportation plan (see Fig. 3). Given ψ , we can
move the mass μu to μv , from the point (x,u(x),2 arctanux(x)) to the point
(ψ(x), v(ψ(x)), 2 arctanvx(ψ(x))). In general, however, the measure μv is not
equal to the push forward of the measure μu determined by the map ψ . We thus
need to introduce an additional cost, penalizing this discrepancy. Using the function

φ1(x)
.= sup

{
θ ∈ [0,1]; θ · (1 + u2

x(x)
)≤ (1 + ũ2

x(ψ(x))
)
ψ ′(x)

}
,

the cost associated to the transportation plan ψ is now defined as

Jψ(u, v) =
∫ 1

0
[distance] · [transported mass] +

∫ 1

0
[excess mass]

.=
∫ 1

0
d∗((x,u(x),2 arctanux(x)

)
,
(
ψ(x), ũ(ψ(x)),2 arctan ũx(ψ(x))

))

· φ1(x)(1 + u2
x(x)) dx

+
∫ 1

0

∣∣(1 + u2
x(x)

)− (1 + ũ2
x(ψ(x))

)
ψ ′(x)

∣∣dx. (31)
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Fig. 3 Transporting the mass from the graph of u to the graph of v

Minimizing over all admissible transportation plans, one obtains a distance func-
tional:

J (u, v)
.= inf

ψ
Jψ(u, v). (32)

The analysis in [10] shows that this functional is indeed a distance on H 1
per , and

grows at the controlled rate (29) along any couple of conservative solutions to the
Camassa–Holm equation. In turn, this yields the uniqueness of conservative solu-
tions, and a sharp estimate on their continuous dependence on initial data.

Remark 2 In the definition of the distance functional J , the requirement that the
transportation must be achieved in terms of a non-decreasing function ψ plays an
essential role. Indeed, the topology generated by the distance J is different from the
topology of weak convergence of measures, corresponding to the standard trans-
portation distance

d(μu,μv) = sup

{∣∣∣∣
∫

f dμu −
∫

f dμv

∣∣∣∣,‖f ‖Lip ≤ 1

}
, (33)

where the supremum is taken over all Lipschitz continuous functions with Lipschitz
constant 1.

For example, consider the sequence of saw-tooth functions as in Fig. 4, where
um is defined as the unique function of period 2−m such that

um(x)
.= min{x,2−m − x}, x ∈ [0,2−m].

Observe that μum is a measure supported on Graph(um), whose projection on the
x-axis has constant density 1+ (um)

2
x ≡ 2 w.r.t. Lebesgue measure. As m → ∞, one

has the weak convergence μum ⇀μ, where μ is the sum of two copies of Lebesgue
measure, one on the line {(x,0,π);x ∈ R}, and one on the line {(x,0,−π);x ∈ R}.
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Fig. 4 If one allows
transportation plans
x �→ ψ(x) which are not
monotone, the optimal
transportation of the measure
μun to the measure μum can
be achieved with a much
smaller cost. However, such
plans are not allowed by the
definition (32)

In particular, the sequence (μum)m≥1 is a Cauchy sequence w.r.t. the distance (33).
However, (um)m≥1 is not a Cauchy sequence w.r.t. the distance (32).

3.2 A Metric Induced by Relabeling Equivalence

Next, we discuss an alternative approach to the construction of a distance func-
tional J , having the controlled growth property (29) along solutions to the Camassa–
Holm equation. Here the starting point is the representation of solutions in terms of
new variables, introduced in [8].

As independent variables we use time t and an “energy” variable ξ ∈ R, which
is constant along characteristics (see Fig. 5). This means that, in the t-x plane, for
each fixed ξ the curve t �→ y(t, ξ) provides a solution to the Cauchy problem

d

dt
y(t) = u(t, y(t)), y(0, ξ) = ȳ(ξ).

In addition, we use the three dependent variables

U = u, v = 2 arctanux, q = (1 + u2
x) · ∂y

∂ξ
.

There is considerable freedom in the parameterization of characteristics. A natural
way to choose the function ξ �→ ȳ(ξ) is to require that

∫ ȳ(ξ)

0
(1 + ū2

x) dx = ξ.

At time t = 0, this achieves the identity q(0, ξ) ≡ 1.
As proved in [8], for a given initial data u(0) = ū ∈ H 1(R), a conservative so-

lution to the Camassa–Holm equation (17) can be constructed as follows. As a first
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Fig. 5 Characteristic curves, for a solution to the Camassa–Holm equation. It is quite possible that
characteristics join together at an isolated time T . This happens, for example, when two peakons
cross each other as in Fig. 2. In this case, as t → T−, the measure with density 1 + u2

x approaches
a point mass at P . However, in the variables (U, v, q), the solution of (34) remains smooth. As
ux → ±∞ we simply have 2 arctanux → ±π , and the singularity is completely resolved by the
variable transformation

step, we solve the Cauchy problem

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂U

∂t
= −Px,

∂v

∂t
= 2(U2 − P) cos2 v

2
− 1

2
sin2 v

2
,

∂q

∂t
=
(
U − 1

2
− P

)
sinv · q,

⎧
⎪⎨

⎪⎩

U(0, ξ) = ū
(
ȳ(ξ)

)
,

v(0, ξ) = 2 arctan ūx
(
ȳ(ξ)

)
,

q(0, ξ) = 1.

P (t, ξ) = 1

2

∫ ∞

−∞
exp

{
−
∣∣∣∣
∫ ξ ′

ξ

cos2 v(s)

2
· q(s) ds

∣∣∣∣

}

·
[
U2(ξ ′) cos2 v(ξ ′)

2
+ 1

2
sin2 v(ξ ′)

2

]
q(ξ ′) dξ ′.

(34)

This can be regarded as a Cauchy problem for an ODE on the Banach space

E
.= H 1 ⊕ L∞ ⊕ L∞.

By a fixed point argument, one obtains a unique solution, globally defined for all
t ∈R. In turn, from a solution (U, v, q)(t, ξ) of (34) one recovers a solution u(t, x)

of the Camassa–Holm equation (17) by setting

y(t, ξ)
.= ȳ(ξ)+

∫ t

0
U(τ, ξ) dτ

and then defining

u(t, x) = U(t, ξ) if x = y(t, ξ). (35)

As proved in [8], this procedure yields a group of solutions continuously de-
pending on the initial data. Namely, given a sequence of initial data such that
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‖ūn− ū‖H 1 → 0, the corresponding solutions un(t, x) converge to u(t, x) uniformly
for t, x in bounded sets.

By itself, this result does not guarantee the uniqueness of conservative solutions.
In principle one may use a completely different construction procedure (say, by
vanishing viscosity approximations as in [32, 33]) and generate different solutions.

To construct a distance functional providing precise information on the continu-
ous dependence of solutions, the approach developed in [23] is based on a relabeling
technique. See also [13] for an earlier result in connection with the Hunter–Saxton
equation.

As motivation, observe that the same solution u(t, x) of the Camassa–Holm
equation (17) corresponds to infinitely many equivalent solutions (U, v, q)(t, ξ) of
the system (34). Indeed, here the variable ξ is simply used as a label to identify
different characteristics. A smooth relabeling ξ �→ ζ(ξ) would produce a different
solution (Ũ , ṽ, q̃) of (34), with

Ũ (t, ζ ) = U(t, ξ), ṽ(t, ζ ) = v(t, ξ), q̃(t, ζ ) = q(t, ξ) · ∂ξ
∂ζ

.

However, the corresponding solution u(t, x) would be the same.
Given u ∈ H 1, consider the set of triples

F (u) =
{
(U, v, q); there exists y(·) such that U(ξ) = u(y(ξ)),

v(ξ) = 2 arctanux(y(ξ)), q(ξ) = (1 + u2
x(y(ξ))) · ∂

∂ξ
y(ξ)

}
.

One can define the functional

J �(u, ũ)
.= inf

∥∥(U, v, q)− (Ũ , ṽ, q̃)
∥∥
E
,

where the infimum is taken over all triples such that (U, v, q) ∈ F (u), (Ũ , ṽ, q̃) ∈
F (ũ). To achieve the triangle inequality, one needs to introduce a further functional

J (u, ũ)
.= inf

{
N∑

i=1

J �(ui, ui−1);u0 = u,uN = ũ

}
. (36)

As shown in [23], in connection with spatially periodic solutions to the Camassa–
Holm equation, this approach yields an alternative construction of a distance func-
tional which satisfies the crucial property (29).

Remark 3 While the well-posedness issue for the Camassa–Holm equation is now
well understood, it remains a challenging open problem to establish similar results
for the nonlinear wave equation

utt − c(u)
(
c(u)ux

)
x

= 0. (37)
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In this case, for each given data (u,ut ) ∈ H 1 × L2, one can define not one but
two measures μu+, μu−, accounting for the energy transported by forward and by
backward moving waves. Given two couples (u,ut ), (v, vt ), it is not clear how to
extend a functional of the form (31) to a “double transportation problem”, relating
the two couples of measures (μu+,μu−) and (μv+,μv−).

As proved in [11], global conservative solutions to Eq. (37), continuously de-
pending on the initial data, can also be obtained by a nonlinear transformation
of independent and dependent variables. However, a relabeling technique here
is hard to implement. Indeed, in (35) the independent variables are related by
(t, x) = (t, y(t, ξ)). On the other hand, for Eq. (37), it is convenient to use in-
dependent variables X,Y which are constant along forward and backward char-
acteristics, respectively. This yields a transformation (X,Y ) �→ (t (X,Y ), x(X,Y ))

where the time variable has no preferred status. In general, for any constant c the set
{(X,Y ); t (X,Y ) = c} has an awkward structure.

4 Hyperbolic Conservation Laws

In this last section we discuss the construction of a contractive metric for the system
of conservation laws

ut + f (u)x = 0. (38)

Here u = (u1, . . . , un) ∈ R
n is the vector of conserved quantities and f =

(f1, . . . , fn) : Rn �→ R
n is the flux function [4, 19, 25, 30, 31]. For smooth solu-

tions, this can be written in quasilinear form

ut +A(u)ux = 0, A(u) = Df (u).

We recall that the system is strictly hyperbolic if each Jacobian matrix A(u) =
Df (u) has real distinct eigenvalues λ1(u) < λ2(u) < · · · < λn(u). In this case, one
can find dual bases of right and left eigenvectors ri(u), lj (u), normalized so that

|ri(u)| ≡ 1, lj (u) · ri(u) =
{

1 if i = j,

0 if i �= j.
(39)

The existence and uniqueness of entropy admissible weak solutions to (38) was ini-
tially developed relying on the following assumption, stating that the directional
derivative of eigenvalue in the direction of the corresponding eigenvector is identi-
cally zero, or has always the same sign [22, 27].

Lax Conditions For each i ∈ {1, . . . , n}, the i-th characteristic field is either lin-
early degenerate, so that Dλi · ri ≡ 0, or genuinely nonlinear, so that Dλi · ri > 0
at every u ∈R

n.
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Fig. 6 The L1 distance between two nearby solutions can increase rapidly, during a short interval
of time

In the case of a scalar conservation laws, a fundamental result of Kruzhkov [26]
valid also in several space dimensions shows that the L1 distance between solutions
does not increase in time. Indeed,

‖u(t, ·)− ũ(t, ·)‖L1 ≤ ‖u(0, ·)− ũ(0, ·)‖L1 , (40)

where u(t, x), ũ(t, x) are any two bounded, entropy-admissible solutions of (38).
Thanks to this property, solutions to a scalar conservation law can also be con-
structed relying on the abstract theory of contractive semigroups [17].

For systems of two or more conservation laws, however, this contractive property
fails. In general one cannot even find any constant L for which the property (P1)
holds. For example, consider a solution u = u(t, x) which initially contains two
shocks, interacting at time τ and producing a third outgoing shock (see Fig. 6, left).
Let ũ be a perturbed solution, containing the same shocks, but slightly shifted in
space. As a result, the interaction occur a bit later, say at time τ + h. In this case,
the L1 distance between the two solutions remains constant, except during the short
interval [τ, τ + h] where it increases very rapidly (Fig. 6, right).

Under the Lax conditions, two approaches are now available, in order to construct
a distance functional on a domain d of functions with small total variation.

4.1 An Explicit Functional

In [12] an explicit formula was introduced, providing a functional Φ such that

‖u− v‖L1 ≤ Φ(u,v) ≤ C‖u− v‖L1, (41)

and satisfying

Φ(u(t ′, ·), v(t ′, ·)) ≤ Φ(u(t, ·), v(t, ·)), t < t ′, (42)

for any couple of entropy-admissible weak solutions u, v to (38), with sufficiently
small total variation. We review here the basic step of this construction.
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1. Measuring the Strength of Shock and Rarefaction Waves Fix a state
u0 ∈ R

n and an index i ∈ {1, . . . , n}. As before, let r1(u), . . . , rn(u) be the right
eigenvectors of the Jacobian matrix A(u) = Df (u), normalized as in (39). The inte-
gral curve of the vector field ri through the point u0 is called the i-rarefaction curve
through u0. It is obtained by solving the Cauchy problem in state space:

du

dσ
= ri(u), u(0) = u0. (43)

This curve, parameterized by arc-length, will be denoted as

σ �→ Ri(σ )(u0). (44)

Next, for a fixed u0 ∈ R
n and i ∈ {1, . . . , n}, one can show that there exists (lo-

cally, in a neighborhood of u0) a unique smooth curve of states u which can be
connected to the right of u0 by an i-shock, satisfying the Rankine–Hugoniot equa-
tions

λ(u− u0) = f (u)− f (u0), (45)

for some scalar speed λ, with λ → λi(u0) as u → u0. This will be called the i-shock
curve through the point u0 and parameterized by arc-length:

σ �→ Si(σ )(u0). (46)

It is well known that the two curves Ri,Si have a second order contact at the point
u0. More precisely, the following estimates hold,

{
Ri(σ )(u0) = u0 + σri(u0)+ O(1) · σ 2,

Si(σ )(u0) = u0 + σri(u0)+ O(1) · σ 2.
(47)

∣∣Ri(σ )(u0)− Si(σ )(u0)
∣∣= O(1) · σ 3. (48)

Here and throughout the following, the Landau symbol O(1) denotes a quantity
whose absolute value satisfies a uniform bound, depending only on the system (30).

Notice that the orientation of the unit vector ri(u0) determines an orientation
of the curves Ri,Si . Recalling the Lax conditions, if the i-th characteristic field
is genuinely nonlinear, the orientation is chosen so that the characteristic speed λi
increases along the curves, as the parameter σ increases. On the other hand, if the
i-th field is linearly degenerate, one can prove that Ri(σ ) = Si(σ ) for every σ , and
that λi is constant along these curves. In this case, the orientation can be chosen
arbitrarily.

2. The Interaction Potential It will be convenient to work within a special class
of functions, which we call PC S , consisting of all piecewise constant functions
u : R �→ R

n, with simple jumps. We say that the jump at x is simple if either
u(x+) = Ri(σ )(u(x−)) for some σ > 0 or u(x+) = Si(σ )(u(x−)) for some σ < 0.
In both cases, we regard |σ | as the strength of the jump at x.
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Fig. 7 Estimating the change
in the total variation at a time
where two fronts interact

For a piecewise constant function u ∈ PC S , let xα , α = 1, . . . ,N , be the loca-
tions of the jumps in u(·). Moreover, let |σα| be the strength of the wave-front at xα ,
say of the family kα ∈ {1, . . . , n}. Following [22], we consider the two functionals

V (u)
.=

N∑

α=1

|σα|, (49)

measuring the total strength of waves in u, and

Q(u)
.=

∑

(α,β)∈A

|σασβ |, (50)

measuring the wave interaction potential. In (50), the summation ranges over the set
A of all couples of approaching wave-fronts. More precisely, two fronts, located at
points xα < xβ and belonging to the characteristic families kα, kβ ∈ {1, . . . , n} re-
spectively, are approaching if kα > kβ or else if kα = kβ and at least one of the wave-
fronts is a shock of a genuinely nonlinear family. Roughly speaking, two fronts are
approaching if the one behind has the larger speed (and hence it can collide with the
other, at a future time).

If now u = u(t, x) is a piecewise constant approximate solution, a key observa-
tion is that the total strength of waves V (u(t)) can increase in time, but the interac-
tion potential is monotone decreasing. Indeed, consider a time τ where two fronts
of strength |σ ′|, |σ ′′| collide. Then the changes in V,Q are estimated by

ΔV (τ)
.= V (τ+)− V (τ−) = O(1) · |σ ′σ ′′|, (51)

ΔQ(τ)
.= Q(τ+)−Q(τ−) = −|σ ′σ ′′| + O(1) · |σ ′σ ′′| · V (τ−)

≤ −|σ ′σ ′′|
2

, (52)

provided that V (τ−) is sufficiently small. Indeed (see Fig. 7), after time τ the two
colliding fronts σ ′, σ ′′ are no longer approaching. Hence the product |σ ′σ ′′| is no
longer counted within the summation (50). On the other hand, the new waves σk
emerging from the interaction (having strength O(1) · |σ ′σ ′′|) can approach all the
other fronts not involved in the interaction (which have total strength ≤ V (τ−)).

By (51) and (52) we can thus choose a constant C0 large enough so that the
quantity V (u(t)) + C0Q(u(t)) is monotone decreasing, provided that V remains
sufficiently small.
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Fig. 8 Decomposing a jump
(u(x), v(x)) in terms of n
(possibly non-admissible)
shocks

In turn, this yields an estimate on the total variation, globally in time:

Tot.Var.
{
u(t)

}≤ V
(
u(t)

)≤ V
(
u(0)

)+C0Q
(
u(0)

)
. (53)

By Helly’s theorem, this provides a crucial compactness property, toward a proof of
the existence of globally defined weak solutions [22].

3. A Weighted Distance Functional Relying on the concepts and notations de-
veloped above, we can now describe the construction of a functional Φ(u,v), mea-
suring the distance between solutions to the hyperbolic system (38) and satisfying
the key properties (41)–(42).

Given two piecewise constant functions with simple jumps u,v : R �→ Rn, recall-
ing the construction of shock curves at (46), consider the scalar functions qi defined
implicitly by

v(x) = Sn
(
qn(x)

) ◦ · · · ◦ S1
(
q1(x)

)(
u(x)

)
. (54)

Defining the intermediate states (see Fig. 8)

ωi
.= Si

(
qi(x)

) ◦ · · · ◦ S1
(
q1(x)

)(
u(x)

)
, i = 0,1,2, . . . , n,

this means that each couple of states ωi−1,ωi is connected by an i-shock of size
qi(x). We regard |qi(x)| as the strength of the i-th component in the jump v(x) −
u(x), measured along shock curves. Since these curves are parameterized by arc
length, as long as u(x), v(x) vary in a small neighborhood of the origin one clearly
has

∣∣v(x)− u(x)
∣∣≤

n∑

i=1

∣∣qi(x)
∣∣≤ C1 · ∣∣v(x)− u(x)

∣∣ (55)

for some constant C1. We can now define the functional

Φ(u,v)
.=

n∑

i=1

∫ ∞

−∞
∣∣qi(x)

∣∣Wi(x)dx, (56)

where the weights Wi are defined by setting:

Wi(x)
.= 1 + κ1 · [total strength of waves in u and in
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v which approach the i-wave qi(x)
]

+ κ2 · [wave interaction potentials of u and of v
]

.= 1 + κ1Ai(x)+ κ2
[
Q(u)+Q(v)

]
. (57)

The quantity Ai(x), accounting for the total strength of waves approaching an i-
wave located at x, is defined as follows. If the i-th characteristic field is linearly
degenerate, we simply take

Ai(x)
.=
[ ∑

xα<x,i<kα≤n

+
∑

xα>x,1≤kα<i

]
|σα|. (58)

The summations here extend to waves both of u and of v. Here kα ∈ {1, . . . , n} is
the family of the jump located at xα with size σα . On the other hand, if the i-th field
is genuinely nonlinear, the definition of Ai contains an additional term, accounting
for waves in u and in v of the same i-th family:

Ai(x)
.=
[

∑

α∈J (u)∪J (v)
xα<x,i<kα≤n

+
∑

α∈J (u)∪J (v)
xα>x,1≤kα<i

]
|σα|

+

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

[
∑

kα=i
α∈J (u),xα<x

+
∑

kα=i
α∈J (v),xα>x

]
|σα| if qi(x) < 0,

[
∑

kα=i
α∈J (v),xα<x

+
∑

kα=i
α∈J (u),xα>x

]
|σα| if qi(x) > 0.

(59)

Here J (u) and J (v) denote the sets of all jumps in u and in v, while J
.=

J (u)∪ J (v).
As soon as the functional Φ is defined for piecewise constant functions, it can

be extended to all functions u ∈ L1(RRn) having suitably small total variation, by
taking the lower semicontinuous envelope:

Φ∗(u, v)
.= lim inf

u′→u,v′→v

u′,v′∈PCS

Φ(u′, v′). (60)

By choosing the constants κ2 � κ1 � 1 in (57) sufficiently large, if the total vari-
ation of the functions u,v remains small, the analysis in [12] shows that this func-
tional is equivalent to the L1 distance and is non-increasing in time along couples
of entropy-weak solutions to the system (38).

We remark that the functional Φ∗(·, ·) in (60) is still not a distance, because it
may not satisfy the triangle inequality. To achieve a distance, as in (36) one should
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define

dΦ(u, v)
.= inf

{
N∑

i=1

Φ(ui, ui−1);u0 = u,uN = ũ

}
.

In practice, it is more convenient to work out all the estimates on piecewise constant
approximate solutions, using the explicit formula (57). The limits of approximate
solutions, providing exact solutions, are taken only at the end.

An extension of these ideas to the initial-boundary value problem can be found
in [20].

4.2 A Riemann Type Distance

With this approach, introduced in [3], one considers a family of sufficiently regular
paths γ : [0,1] �→ L1, for which a weighted length can be defined. For any couple
of functions u, ũ, the weighted distance d♦(u, ũ) is then defined as the infimum of
lengths of all paths connecting u with ũ.

In connection with the system (38) we say that a function u : R �→ R
n is in

the class PLSD (Piecewise Lipschitz with Simple Discontinuities) if u is piecewise
Lipschitz continuous with finitely many jumps, each jump consisting of a single,
entropy admissible shock. In other words, at each point xα where u has a jump, the
left and right stated are related by

u(xα+) = Si(σα)(u(xα−)), (61)

for some genuinely characteristic field i, and for some amplitude σα < 0. The con-
dition on the sign of σα guarantees that the shock is admissible.

If u is in PLSD and has N discontinuities at the points x1 < · · · < xN , the space of
generalized tangent vectors at u is defined as Tu

.= L1 ×R
N . Adopting the point of

view of differential geometry, elements in Tu can be interpreted as first order tangent
vectors as follows. On the family Σu of all continuous paths γ : [0, ε0] → L1 with
γ (0) = u, define the equivalence relation

γ ∼ γ ′ iff lim
ε→0+

1

ε

∥∥γ (ε)− γ ′(ε)
∥∥

L1 = 0. (62)

We say that a continuous path γ ∈ Σu generates the tangent vector (v, ξ) ∈ Tu if γ
is equivalent to the path γ(v,ξ ;u) defined as

γ(v,ξ ;u)(ε)
.= u+ εv +

∑

ξα<0

[
u(x+

α )− u(x−
α )
]
χ[xα+εξα,xα]

−
∑

ξα>0

[
u(x+

α )− u(x−
α )
]
χ[xα,xα+εξα], (63)
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Fig. 9 A piecewise Lipschitz
continuous function u and a
perturbation γ (ε) described
by the tangent vector
(v, ξ) ∈ Tu

where χI denotes the characteristic function of the interval I . Up to higher order
terms, the perturbation γ (ε) is thus obtained from u by adding εv and by shifting
the points xα , where the discontinuities of u occur, by εξα (see Fig. 9).

To define a norm on each tangent space Tu, we proceed as follows. Let u be a
function in the class PLSD, with jumps at the points x1 < x2 < · · · < xN . For any
(v, ξ) ∈ Tu

.= L1 ×R
N , define the scalar components

vi(x)
.= li
(
u(x)

) · v(x). (64)

Here l1, . . . , ln are the left eigenvectors of the Jacobian matrix A(u) = Df (u), nor-
malized as in (39). Following [3], the weighted norm is defined as

∥∥(v, ξ)
∥∥
u

.=
N∑

α=1

|σα||ξα|Wu
kα
(xα)+

m∑

i=1

∫ ∞

−∞
∣∣vi(x)

∣∣Wu
i (x) dx, (65)

where Wu
i (x) is the weight given to an i-wave located at x. More precisely:

Wu
i (x)

.= 1 + κ1 A
u
i (x)+ κ2Q(u), (66)

where

Au
i (x)

.=
[∑

j≤i

∫ ∞

x

+
∑

j≥i

∫ x

−∞

]
|ujx(y)|dy +

[
∑

kα≤i
xα>x

+
∑

kα≥i
xα<x

]
|σα|

measures the total amount of waves in u approaching an i-wave located at x, while
Q(u) is the interaction potential, introduced at (50), and 1 � κ1 � κ2 are suitable
constants.

Let now γ : [0,1] �→ L1 be a Lipschitz continuous curve such that, for all but
finitely many values of θ , the functions γ (θ) is in PLSD and the tangent vector
γ̇ = (v(θ), ξ(θ)) ∈ Tγ (θ) is well defined. One can then define the weighted length
of γ by integrating the weighted norm of its tangent vector:

‖γ ‖∗
.=
∫ 1

0
‖γ̇ (θ)‖γ (θ) dθ. (67)
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In turn, this provides a notion of distance between two functions u, ũ, as in (3)–(4).
By choosing the constants κ1, κ2 large enough, this distance is non-increasing

along any couple of entropy-weak solutions to the hyperbolic system (38), having
suitably small total variation. See [6, 9] for two implementations of this approach.

Remark 4 All of the previous analysis dealt with solutions having small total vari-
ation. An extension to large BV data has been achieved in [28]. In this case, a con-
tractive metric can be constructed on a domain of functions consisting of small BV
perturbations of a (possibly large) Riemann solution. While the total strength of
waves V (u) here can be large, the interaction potential Q(u) must remain suffi-
ciently small.

We remark that, for general initial data with large interaction potential, the a
priori BV estimates in [22] do not apply and even the global existence of weak
solutions remains an open problem.

Remark 5 For strictly hyperbolic systems which do not satisfy the Lax conditions, a
Lipschitz semigroup of globally defined, entropy weak solutions was constructed in
[1], taking limits of vanishing viscosity approximations. In this general case, a dis-
tance which is contractive w.r.t. the flow generated by (38) has not yet been con-
structed. Extending the explicit definition (56)–(57) appears to be a very difficult
task. On the other hand, since the continuous dependence of viscous approxima-
tions was proved in [1] by studying the weighted length of smooth paths of solu-
tions, constructing a Riemann type metric as in (65)–(67) may be a more promising
approach.
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Non-local Diffusions, Drifts and Games

Luis Caffarelli

Abstract This is a brief discussion of the properties of solutions to several non-
linear elliptic equations involving diffusive processes of non-local nature. These
equation arise in several contexts: from continuum mechanics and phase transition,
from population dynamics, from optimal control and game theory. The equations
coming from continuum mechanics exhibit a variational structure and a theory par-
allel to the De Giorgi–Nash–Moser was necessary to show existence of regular solu-
tions. Population dynamics suggests “porous media like equations” with a non-local
pressure, and from optimal control we obtain fully non-linear equations that require
methods of the type of the Krylov–Safonov–Evans theory. Finally, we discuss some
non-local p and infinite Laplacian models coming from game theory.

1 Introduction

We are interested in integral diffusion equations:

ut (x, t) = [L(u)](x, t)

where the operator L takes the form

L(u(x, t)) =
∫

[u(y)− u(x)]K(x,y) dy

for some positive kernel (or measure) K(x,y) (or Kx(y)).
We call the equation a diffusion equation because solutions try to revert to some

sort of “integral average” of u.
Indeed, if u(x0) is “smaller than” its surrounding values, as weighted by K(x,y),

u(x0, t) will tend to increase, if “bigger”, to decrease (i.e., ut > 0 or ut < 0).
We may think of the heat equation as an infinitesimal version of this process.
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Indeed the Laplacian, Δu, is the limit of

Δu(x0) = lim
r→0

1

r2

∫
�

Br (x0)

u(x)− u(x0) dx.

In fact, if

Kε(x, y) = 1

ε2

(
1

εn
ϕ

(
x − y

ε

))
= 1

ε2
ϕε(x − y)

for ϕ a probability density (a mollifier), the corresponding solutions uε should con-
verge to a solution u0(x, t) of

(u0)t = aijDiju0

where aij are the second moments of ϕ.
These types of equations (and the associated non-linear ones that we will dis-

cuss shortly) have roots in different phenomena and, as their second order counter-
part, they naturally divide between those with variational structure and those coming
from probabilistic considerations.

A familiar example for the first case is prescribing Neumann boundary data (for
instance zero). Insulating a wall implies some temperature diffusivity along the sur-
face, expressed by inverting the Dirichlet to Neumann map. A non-local related
equation is the quasi-geostrophic equation that describes the evolution of tempera-
ture on the ocean surface, due to the (one-side) atmospheric conditions.

On the probabilistic side let us recall the Levy–Khintchine formula. In an infor-
mal “black-box” approach suppose we can observe the transition probability of a
distribution of particles, for any sequence of times tk , and we realize that the transi-
tion from t1 to t2 only depends on t1 and t2, in fact on t2 − t1.

Then, for any k, we can write the transition probability from t1 to t2 as the com-
position (convolution) k times of the transition from t = 0 to t = 1

k
(t2 − t1). This

suggests the possibility, as δt goes to zero, of describing the process through a “heat
equation”—as a properly scaled infinitesimal limit of the δt transition.

This is what the Levy–Khintchine formula asserts: That the probability density
evolves according to a heat equation

ut = · · ·
consisting of a continuous part

· · · = aijDiju+ bj∇u+ · · ·
a symmetric jump process

∫
[u(x + y)+ u(x − y)− 2u(x)]dμ(y)

+· · · an asymmetric part that we will discuss later

dμ“ = ”K(y)dy.
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Here, it is required to make sense for a C2, bounded u, i.e.,
∫

B1(0)
‖y‖2 dμ(y) < ∞

and
∫

C (B1(0))
dμ(y) < ∞.

Between divergence and non-divergence lie the equations invariant under trans-
lations, i.e., where the kernel K(x,y) = K̃(x − y). In this case, the equation can be
thought of as having both divergence and non-divergence structure and also, being
of convolution type, they enjoy the advantage of allowing for methods of harmonic
analysis.

That is the case, for instance, with the family of fractional Laplacians: For 0 <

α < 1

“Δα”(x) = C(α)

∫
[u(y)− u(x)] 1

|x − y|n+2α
, dy = (û(ξ)|ξ |2α)v.

The constant C(α) ∼ (1 − α) to recuperate the standard Δu, as α goes to one.
Notice that the range of α’s is such that it makes these kernels satisfy the Levy–

Khintchine condition to be an infinite divisible distribution.
In fact the fractional Laplacians are also called “stable processes”.
On the other hand, the fractional Laplacians is what we obtain as an Euler–

Lagrange equation for the energy integral corresponding to the Wα,2 (the L2 norm
of the “alpha” fractional derivatives of u):

“Dαu(x) =
∫

[u(y)− u(x)] 1

|x − y|n+α
dy”.

And finally, convolution with the Δα kernel corresponds after Fourier transform
to the multiplier

( Δ̂2) = −|ξ |2α.
In that sense, the fractional Laplacian serves as a basic model for the three clas-

sical methods of second order PDE’s.

• Superposition (potential theory, harmonic analysis)
• Energy method (calculus of variations, DeGiorgi–Nash–Moser)
• Probabilistic (optimal control-Krylov–Safonov)

Since we are interested in regularity properties of solutions to such an “elliptic”
or “parabolic” equation, the kernel K(x) should be singular at the origin to force
u to be somewhat “special” in order to satisfy the equation: To know that after
convolution with a smooth function u is smooth does not reflect so much on the
regularity of u, at least at first glance.

In that sense, the fractional Laplacians provide a natural comparison scale of
“order of differentiation” of the operator to help us develop a general setting.



40 L. Caffarelli

2 Divergence Structure

Equations with “divergence” structure arise from continuum mechanics and calculus
of variations.

A rough characterization would be that the kernel K(x,y) is symmetric.
That makes the equation

∫
[u(y)− u(x)]K(x,y) dy = 0

the Euler–Lagrange equation of

E(u)T (u) =
∫∫

[u(x)− u(y)]2K(x,y) dx dy

and thus puts the problem in the framework of weak variational solutions test func-
tions methods, etc.:

For a test function ϕ(x), the bilinear form

B(u,ϕ) =
∫∫

[u(y)− u(x)]K(x,y)[ϕ(y)− ϕ(x)],

depending on the problem at hand, must be zero, or prescribed or equal to
∫

ϕ(y)ut (x, t)

in the parabolic setting.
The general “non-linear calculus of variations” framework becomes then the

study of the minimizers of the form:
∫

φ(u(x)− u(y))K(x − y)dx dy

with φ convex (quadratic for “uniform” fractional ellipticity).
The first, natural problem to study is that of regularity of local minimizers (the

equivalent of the DeGiorgi solution of the Hilbert problem and the development of
the DeGiorgi–Nash–Moser theory of regularity of solutions). Let us recall that in
the second order case, the theory proceeds as follows:

A local minimizer, u, of the functional

E(w) =
∫

F(∇w)dx

satisfies the Euler–Lagrange equation

DxiFi(∇u) = 0

or, in non-divergence form:

Fij (∇u)Dxixj u = 0.
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If we would known that ∇u is continuous Shauder estimates would allow us to
bootstrap the solution to higher regularity. In turn, first derivatives Deu = w satisfy

DxiFij (∇u)Dxj w = 0.

But at this point we only know that ∇u is in L2 and, from the uniform convexity of
F , that the matrix Fij (·) = Aij (x) is strictly positive:

λI ≤ Fij (·) ≤ ΛI.

But then, the celebrated DeGiorgi theorem establishes that solutions of an elliptic
equation

Diaij (x)Djw = 0

with no regularity assumption on aij are Hölder continuous.
In particular, ∇u is Hölder continuous and higher regularity follows.
In this context, with Chan and Vasseur [9], we develop the DeGiorgi regularity

theory for the parabolic case:
Let u(x, t) be the solution of

ut (x, t) =
∫

φ′(u(x)− u(y))K(x − y)

with “φ symmetric and quadratic” (i.e., λ ≤ φ′′ ≤ Λ) and

(1 − α)m|z|−(n+2α) ≤ K(z) ≤ (1 − α)M|z|−(n+2α).

Then u becomes instantaneously smooth.
As in the second order case, the central step is to prove that first derivatives,

w = Dxu, satisfy a “rough equation” and are Hölder continuous:

wt(x, t) =
∫

[w(y, t)−w(x, t)]φ′′(u(y, t)− u(x, t))K(x − y)︸ ︷︷ ︸
“symmetric, measurable
fractional Laplacian like

kernel” K(x,y,t)

dy

(see also related articles by Barlow, Bass, Chen, Kassman, and of Komatsu [1, 3,
14, 15]).

The study of non-local, non-linear equations with “variational structure” has sev-
eral motivations:

• What we could call surface diffusion: the quasigeostrophic equation that models
ocean atmosphere interaction, the theory of semi-permeable membranes, planar
fracture dynamics (see [5, 11]).

• Problems in statistical mechanics, like phase transition problems with long range
interactions (as opposed to neighbor to neighbor). See for instance the work of
Giacomin–Lebowitz and of Presutti [12].

• Material sciences, for instances polymers where many scales interact.
• Image processing, see for instance the work of Gilboa and Osher [13].
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3 Non-divergence Equations

“Non-divergence” equations arise instead from probability (Levy processes), opti-
mal control and game theory.

Suppose for instance that particles generate at some point x0 of a domain Ω and
bounce randomly until they exit Ω .

At that moment they release an amount of energy u(y) depending on the point y
where they land.

In principle to find out the expectation for future released energy u(x0) when
starting at x0, we should just solve Lu = 0 in Ω with external data u(y) and the
diffusion associated to the process.

In the case of optimal control we are able to “design” the jump process (the
media) to maximize the expected value u(x0).

That is: We have a family of possible diffusion processes given by the kernels

Lαu(x) =
∫

[u(x + y)− u(x)]Kα(y)dy

and at each x we want to chose the optimal jump distribution

Lα(x) =
∫

[u(x + y)− u(x)]Kα(x)(y) dy.

In order to achieve that we have to find a solution u0 of the equation

F(u0) = sup
α

Lαu0 = 0

with exterior data u(y).
Indeed, this equation means that “u0 is a supersolution of all the admissible op-

erators, and at each point is the solution of at least one of the Lα .” Therefore on one
hand it is better than any choice and at the same time is an admissible distribution.

In the case of second order equations, the central result of the theory is the Evans–
Krylov theorem:

In that case, the family of operators are second order

Lα(u) =
∑

aαijDiju,

the non-linear equation is

F(D2u) = sup
α

∑
aαijDiju

and the Evans–Krylov theorem asserts that solutions to F(D2u) = 0 are C2,β and
thus classical (i.e., the derivatives involved are continuous).

In collaboration with Silvestre, we reproduce their theory for the corresponding
non-local equations [6–8].
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If the kernels Kα are all comparable to the s-Laplacian:

λ(1 − s)|y|−(n+2s) ≤ Kα(y) ≤ Λ(1 − s)|y|−(n+2s)

and they are symmetric in y (no “drift”), then solutions to F(u) = 0 are C2s+β that
makes the corresponding integrals convergent and the solutions “classical”.

One of the main features of the work is the proof of a theorem equivalent to the
Krylov–Safonov Harnack inequality for “bounded measurable” kernels:

If w is for every x a solution of a different equation

Lx(w) =
∫

[w(x + y)−w(x)]Kx(y)dy = 0

with Kx changing discontinuously with x “bounded measurable coefficients”, w is
still Hölder continuous.

4 Drifts

What I want to discuss now is the relation, or interaction between diffusion and drift
in the optimal control context:

For second order equations, when addressing gradient dependence of an equa-
tion, we have two different issues. On one hand semilinear equations, say, for in-
stance

Δu = g(u,∇u)

with an associated idea of drift or transport and on the other quasilinear equations:

aij (∇u)Diju = 0

for instance those coming from the calculus of variations.
Semilinear equations with fractional diffusions arise for instance in the case of

the quasigeostrophic equation:

“ut −Δsu = g(u,∇u)”

and assuming nice dependence on u, there is here a clear competition between dif-
fusion and transport that becomes critical where s = 1/2.

But there is a second, implicit form of drift in the asymmetry of the kernel for a
Levy process:

The most general “heat equation” for an infinite divisible distribution, leaving
aside the continuous part and the standard drift is

ut = 1

2

∫
[u(x + y)+ u(x − y)− 2u(x)]dμ(y)

+ 1

2

∫ ([u(x + y)− u(x − y)] − 2(∇u(x), y)χB1 dμ
)
dμ

= symmetric + antisymmetric.
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Note that the antisymmetric part has in it an extra cancellation to ensure that the
process does not drift to infinity.

For quasilinear equations, one equivalent framework to the second order case is,
of course, through the calculus of variations.

For instance, one defines the p- (s-Laplacian), i.e., s-derivatives in Lp , as the
Euler–Lagrange equation of the Lp norm of the s-derivatives of a function

‖u‖pWs,p =
∫∫ [u(x)− u(y)]p

|x − y|n+sp
dx dy.

This p-fractional Laplacian is naturally studied through “energy” and “test functions
methods” (see [10]). But the p-Laplacian also can also be written in non-divergence
form as

(p −Δ)u = |∇u|p−2(Δu+ (p − 2)unn)

where unn denotes the second derivative in the direction of the gradient of u.
And this has a game-theoretical interpretation (Peres–Sheffield [16]): Let us go

back to the example of expected energy release u(x) of the random particle.
Suppose that as before the random process has the (“almost continuous”) diffu-

sion equation (δt ∼ ε2)

δtu(x, t) =
∫

[u(y + x)(y, t)− u(x, t)] 1

ε2
ϕε(y) dy

i.e., the particle at position x at time t , jumps, by time t + ε2, to a position epsilon-
away, according to the radially symmetric probability density ϕε(y) = 1

εn
ϕ(y/ε).

Then, as discussed before, when ε goes to zero, we would get the standard “heat”
equation.

But, assume now that competing players P1,P2 are able to impose on the jump
an epsilon-drift in their preferred direction, randomly in time, trying to maximize,
respectively minimize, the expected value u.

That is, depending on which player has the input, the particle at x will jump to
the position (x + y), with probability density (τi = τ1 or τ2, a unit vector)

ϕε(y + λτi) = 1

εn

(
ϕ

(
y + λτi

ε

))
.

As a consequence, the jump probability density ϕε has drifted in the direction τ1 or
τ2 depending on which player imposed the drift. Here λ is the intensity of the drift
and the expected value u will then satisfy the Isaac’s equation

inf
τ1∈S1

sup
τ2∈S1

[
1

2ε2

∫
[u(x + y)− u(x)]ϕε(y + λτ1)+ ϕε(y + λτ2) dy

]
= 0.

The natural choice for τ2 is to push the drift in the direction of ∇u, and for τ1 in that
of −∇u. Therefore, if both players use the optimal strategy, the combination of

ϕε(y + λτ1)+ ϕε(y + λτ2)
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will shift the mass of ϕε symmetrically in the directions of ±∇u, increasing the
second moment in that direction so that the limiting equation, as epsilon goes to
zero becomes

Δu+C(λ)unn

i.e., the non-divergence form of the fractional Laplacian.
A similar argument can be made for jump processes:
In work with Bjorland and Figalli, we have studied existence and regularity prop-

erties of this “tug of war” game for jump processes. Let me start by pointing out that
there are different ways to “influence the drift” that give rise to structurally different
mathematical problems. A possible one is for shifted kernels:

That is, for kernels of the form

Ke1(y) = K0(y)[1 +A(y1)]
with K0(y) a symmetric kernel of the size of a fractional Laplacian, and A(y1) a
smooth odd function, |A(y1)| ≤ 1 − δ.

That is, we look at the Isaac’s equation:

inf
ν1

sup
ν2

1

2

∫
[u(x + y)− u(x)]K0(y)[2 +A(y · ν1)+A(y · ν2)]dy

(i.e., each player adds the implicit drift A(y · ν) in his optimal direction ν1 or ν2).
Another possible way is that the player chooses a direction and it is this direction

that suffers a random deviation (an “unsteady hand”). In that case the corresponding
basic kernel Ke1(y) should be of the form

Ke1(y) = K0(y)η(σ · e1)

where η may vanish outside a neighborhood of e1.
The final operator is as before, the inf sup over all rotations of Ke1(y).
In both cases, it follows from the non-local Harnack inequality and ABP theorem

[6] that solutions are Cα for some α.
In fact, let me take this opportunity to discuss informally the non-local ABP

theorem, that is central to many of the developments for non-local optimal control.
The local version of the ABP theorem needed for the Harnack inequality (as

presented in [4]) is the following:

Theorem 1 u ≥ 0 in B1, Lu = aij (x)Diju ≤ 0, u(0) ≤ 1. Then, ∃ε0, such that
|{u < 2}| ≥ ε0(λ,Λ) > 0.

Proof We add to u a negative paraboloid in B1:
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and construct its convex envelope in B1:

We will estimate |{w = Γ (w)}| by below.
Indeed, in this set w is negative and

u = w − a ≤ 0 + 2.

For this purpose, we use the classical A-B-P argument, i.e., we estimate the volume
of the image of the gradient map: ∇Γ : B1 → R

n. To do that, we lift from minus
infinity a plane with generic slope v:

If  (x) = t + 〈v, x〉 with |v| ≤ h/3, for some value t0,  is a supporting plane of
Γ (w−) at some interior point x0 ∈ {Γ = w}. Thus “the image of {w− = Γ (w)} by

the map: x → ∇Γ (x) contains the ball of “v’s” of radius h
3 = supw−

3 ≥ 1
3 , i.e.,

(
1

3

)n

≤ C Vol[∇Γ ({w− = Γ (w)})].

We now “change variables”, from v to x

1 ≤ C Vol[∇Γ ({w− = Γw})] =
∫

1dv =
∫

{w=Γ (w)}
|detD∇Γ |dx.

But D∇Γ = D2Γ , a non-negative matrix, since Γ is convex, so
(

1

3

)n

≤
∫

{w=Γ (w)}
detD2Γ ≤

∫

{w=Γ (w)}
detD2w ≤

∫

{w=Γw}
[μmax(D

2(w))]n

with μ the largest eigenvalue of D2w (at a contact point w = Γ (w), D2w ≥ D2Γ ≥
0). Since all max eigenvalues of D2w ≥ 0,

Lw ∼= λμmax, but also Lw ≤ Lh ≤ 2nΛ.

We then get

1 ≤ C

(
Λ

λ

)n ∫

{w=Γ (w)}
1 = C

(
Λ

λ

)n

|{w = Γ (w)}|.

This is “almost” the proof of the ABP version we need for the Harnack inequality.
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What we are missing is the localization property:

“{w = Γ (w)} ∩Q1/4(y) for |y| ≤ 1/4” instead of {w = Γ (w)},

i.e., we need the extra fact that we can get the contact set to be inside of any cube of
size 1/4 close to the origin in order to make a C-Z decomposition. For that, all we
need is to change h by an h′ with: Lh′ ≤ 0 outside Q1/4 (so that Lw ≤ 0 outside
Q1/4 and contact cannot occur), h′(0) ≤ −2 so infw ≤ −1, and Lh′ still bounded
above, so Lw is bounded above. �

5 The Corresponding ABP for Integral Diffusions [6]

As before, we assume u ≥ 0 in B3, Lu ≤ 0, u(0) ≤ 1. Now

Lu(x) =
∫

[u(x + y)+ u(x − y)− 2u(x)]Kx(y)dy =
∫

δ2u(x, y)Kx.

For simplicity we will truncate Kx :

λ(2 − s)|y|−n+sχB1(y) ≤ Kx(y) ≤ Λ(2 − s)|y|−(n+s)χB1(y)

and restrict ourselves to x ∈ B1(0), so L is well defined.
We want to show:

“∃M,ε > 0, M,ε(λ,Λ, s), such that |{u <M} ∩B1| ≥ ε”

M,ε deteriorate with s only for s → 0 .

We proceed as before. Consider w = u+a, with a = 2(|x|2 −1)∧0 and construct
the convex envelope Γ (w−) in B3

As before

Vol ∇Γ ({w = Γ (2)}) ≥
( | infw|

4

)n

.

The problem is how to relate |{w = Γ (w)}| with its image (no good change of
variables formula).
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Consider a point x0 in w = Γ (w). We have the following local geometry

We are going to prove the following family of steps. Consider x0 as above.

(a) For some small diadic ring Rk = B2−k \ B2−(k+1) w̃ “grows quadratically on
average” in the sense that

∫
�

Rk

w̃ ≤ C1(rk)
2 (rk = 2−k).

(b) Of course, this does not imply that w̃ ≤ c1r
2
k , but since 0 ≤ Γ̃ (w̃) ≤ w̃, and Γ̃

is convex. (a) does imply that

Γ̃ |B2−(k+1) ≤ C22−2k and ∇Γ̃ |B2−(k+2) ≤ C22−k

(k = k(x0) of course).
(c) In particular:

Vol∇Γ (B . . .) = Vol∇Γ̃ (B2−(k+2) (x0)) ≤ C|B2−(k+2) (x0)|.
We now extract a covering of {w = Γ (w)} with the family of these balls Br(x)(x)

and we have

1 ≤ Vol∇Γ ({w = Γ }) ≤ C
∑

|Br(xj )(xj )|.
But in each Brj , (·)w̃ differs from Γ by at most (rj )2 in a large portion of Br(xj )

since

u ≤ w + 2; |{u ≤ 3}| ≥ C
∑

|Br(xj )| ≥ 1.

We divide the integration in diadic rings around x0
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Since w̃(x0) = 0, and w̃ ≥ 0, the integrand in all of the rings is positive and

Lw ∼ (2 − s)
∑

(rk)
−(n+s)

∫

Rk

w̃ ≤ C.

(a) We first show that if C1 = MC is a large multiple of C there is at least one ring
where

∫
�

Rk

w̃ ≤ C1r
2
k .

If not

C ≥ Lw̃ = (2 − s)
∑

r
−(n+s)
k

∫
w̃ ≥ (2 − s)

∑
r−s
k

∫
� w̃ ≥ C1

2 − s

1 − 2(s−2)

∼ C1, a contradiction.
In fact, if M is large, we can start the sum from k = k0 and we get

C ≥ C1
(2 − s)

1 − 2(s−2)
· 2(2−s)k0

still a contradiction.
Of course, w̃ may still be highly oscillatory but

(a) In 99% of the rings, w̃ ≤ 100C1r
2
k , that is, in the original configuration w stays

close to its convex envelope Γ .
(b) Further, since 0 ≤ Γ̃ ≤ w̃

∫
�

Rk

Γ̃ ≤ C1r
2
k .

But Γ̃ is convex, so this implies a bound Γ̃ ≤ C2r
2
k in Bk+1 and ∇Γ ≤ rk in

Bk+2.

Let t0 = r2
k

In turn, this implies that supBk+2
∇Γ̃ < C r2

k .
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Finally, it is a general fact that
If Γ is convex in Br ,

A covering lemma completes the proof.
This proof, of course, requires in principle that the kernels be symmetric (some

asymmetry is “tolerated” by the fact that the gradient of Γ is bounded, as in the
second order case).

But the nature of the “game” symmetrizes the kernel:
From the “inf sup” property, for any x0, there exists a direction ν+ so that

0 ≤
∫

[u(x + y)+ u(x − y)− 2(u(x))]Kν+ +Kμ

for any μ (in particular −ν+) and vice versa, a ν− so that

0 ≥
∫

[u(x + y)+ u(x − y)− 2u(x)]Kν− +Kμ

for any μ, and this property is all that’s needed.
Going back to the two possible “integral drifts”, in the first case it is also possible

to prove that solutions are in fact C2s+σ , i.e., the integrals converge and the solution
is classical (see [7]).

This is because the nature of the drift is such that, as the problem is rescaled the
perturbation term A(x1) drifts to infinity.

6 Non-local Infinite Laplacian

Finally, I would like to discuss briefly the “tug of war” non-local “infinite Lapla-
cian”.

The Infinite Laplacian appears in the case when there is no diffusion left, i.e.,
when it is just the players taking random turns in choosing the direction of the drift
(tug of war).

For the infinitesimal case, when the length of the jump is predetermined you
formally get “unn = 0”, n the direction of the gradient (Peres–Schramm–Sheffield–
Wilson [17]).
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Also, in collaboration with Bjorland and Figalli [2], we consider the case in
which the jump of the particle follows the distribution of the s-Laplacian

inf
ν1∈s1

sup
ν2∈s2

∫
u(x + ν1t)+ u(x + ν2t)− 2u(x)

t1+2s
dt = 0.

(That is, each player pulls in the directions ν1 and ν2.)
Formally, for s > 1/2, the direction of the jump is given by ∇u: Since the inte-

grals diverge, each players is “forced” to take that choice.
We prove existence, uniqueness and (some) regularity, under a monotone geom-

etry, for s > 1/2.

We assume that the domain Ω is “strip like”, i.e., between bounded Lipschitz
graphs with uniform separation and pay off is respectively 1 and −1. We show that
there exists a unique viscosity solution (the least supersolution and larger subsolu-
tion coincide), and it is C2s−1.

(|x|2s−1 are the “cones” for this problem, note that for s = 1/2 the theory breaks
down.)

We end up with some comments:

• The case s < 1/2 seems very interesting since “∇u” does not fix the direction of
the jump any more, and players will choose to jump in “non-opposite directions”
most of the time.

• Instead of prescribing boundary values, it seems more natural to prescribe upper
and lower obstacles where it would be optimal for one of the players to stop
playing (execute an option).
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We can prove in this case similar results as to the boundary value problem discussed
before [2].

Acknowledgements The author was partially supported by National Science Foundation Grant
DMS-0654267.

References

1. Barlow, M.T., Bass, R.F., Chen, Zh.Q., Kassmann, M.: Non-local Dirichlet forms and sym-
metric jump processes. Trans. Am. Math. Soc. 361(4), 1963–1999 (2009)

2. Bjorland, C., Caffarelli, L., Figalli, A.: Non-local tug-of-war and the infinity fractional Lapla-
cian. arXiv:1011.1966

3. Bass, R.F., Kassmann, M.: Harnack inequalities for non-local operators of variable order.
Trans. Am. Math. Soc. 357(2), 837–850 (2005)

4. Caffarelli, L., Cabre, X.: Fully Nonlinear Elliptic Equations. Am. Math. Soc. Colloq. Publ.,
vol. 43. Am. Math. Soc., Providence (1995)

5. Caffarelli, L., Vasseur, A.: Drift diffusion equations with fractional diffusion and the quasi-
geostrophic equation. Ann. Math. (2011, in press)

6. Caffarelli, L.A., Silvestre, L.: Regularity theory for fully nonlinear integro-differential equa-
tions. Commun. Pure Appl. Math. 62(5), 597–638 (2009)

7. Caffarelli, L.A., Silvestre, L.: Regularity results for nonlocal equations by approximation.
Arch. Ration. Mech. Anal. (2011, in press). arXiv:0902.4030

8. Caffarelli, L.A., Silvestre, L.: The Evans-Krylov theorem for non local fully non linear equa-
tions. Ann. Math. (2011, in press). arXiv:0905.1339

9. Caffarelli, L.A., Chan, C.H., Vasseur, A.: Regularity theory for nonlinear integral operators.
arXiv:1003.1699

10. Chambolle, A., Lindgren, E., Monneau, R.: The Hölder infinite Laplacian and Hölder exten-
sions. Preprint (2010)

11. Duvant, G., Lions, J.-L.: Les inéquations en mécanique et en physique. Travaux et Recherches
Mathématiques, vol. 21. Dunod, Paris (1972) (in French)

12. Giacomin, G., Lebowitz, J.L., Presutti, E.: Deterministic and stochastic hydrodynamic equa-
tions arising from simple microscopic model systems. In: Stochastic Partial Differential Equa-
tions: Six Perspectives. Math. Surveys Monogr., vol. 64, pp. 107–152. Am. Math. Soc., Prov-
idence (1999)

13. Gilboa, G., Osher, S.: Nonlocal operators with applications to image processing. Multiscale
Model. Simul. 7(3), 1005–1028 (2008)

14. Kassmann, M.: A priori estimates for integro-differential operators with measurable kernels.
Calc. Var. Partial Differ. Equ. 34(1), 1–21 (2009)

15. Komatsu, T.: Uniform estimates for fundamental solutions associated with non-local Dirichlet
forms. Osaka J. Math. 32(4), 833–860 (1995)

16. Peres, Y., Sheffield, S.: Tug-of-war with noise: a game-theoretic view of the p-Laplacian.
Duke Math. J. 145(1), 91–120 (2008)

17. Peres, Y., Schramm, O., Sheffield, S., Wilson, D.B.: Tug-of-war and the infinity Laplacian.
J. Am. Math. Soc. 22(1), 167–210 (2009)

http://arxiv.org/abs/arXiv:1011.1966
http://arxiv.org/abs/arXiv:0902.4030
http://arxiv.org/abs/arXiv:0905.1339
http://arxiv.org/abs/arXiv:1003.1699


Characteristic Discontinuities and Free
Boundary Problems for Hyperbolic
Conservation Laws

Gui-Qiang Chen and Ya-Guang Wang

Abstract We are concerned with entropy solutions of hyperbolic systems of con-
servation laws in several space variables. The Euler equations of gas dynamics and
magnetohydrodynamics (MHD) are prototypes of hyperbolic conservation laws.
In general, there are two types of discontinuities in the entropy solutions: shock
waves and characteristic discontinuities, in which characteristic discontinuities can
be either vortex sheets or entropy waves. In gas dynamics and MHD, across a vortex
sheet, the tangential velocity field has a jump while the normal velocity is contin-
uous; across an entropy wave, the entropy has a jump while the velocity field is
continuous. A vortex sheet or entropy wave front is a part of the unknowns, which
is a free boundary. Compressible vortex sheets and entropy waves, along with shock
and rarefaction waves, occur ubiquitously in nature and are fundamental waves in
the entropy solutions to multidimensional hyperbolic conservation laws. The lo-
cal stability of shock and rarefaction waves has been relatively better understood.
In this paper we discuss the stability issues for vortex sheets/entropy waves and
present some recent developments and further open problems in this direction. First
we discuss vortex sheets and entropy waves for the Euler equations in gas dynamics
and some recent developments for a rigorous mathematical theory on their nonlin-
ear stability/instability. Then we review our recent study and present a supplement
to the proof on the nonlinear stability of compressible vortex sheets under the mag-
netic effect in three-dimensional MHD. The compressible vortex sheets in three
dimensions are unstable in the regime of pure gas dynamics. Our main concern is
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whether such vortex sheets can be nonlinearly stabilized under the magnetic fields.
To achieve this, we first set up the current-vortex sheet problem as a free boundary
problem; then we establish high-order energy estimates of the solutions to the lin-
earized problem, which shows that the current-vortex sheets are linearly stable when
the jump of the tangential velocity is dominated by the jump of the non-paralleled
tangential magnetic fields; and finally we develop a suitable iteration scheme of
the Nash–Moser–Hörmander type to obtain the existence and nonlinear stability of
compressible current-vortex sheets, locally in time. Some further open problems and
several related remarks are also presented.

1 Introduction

We are concerned with entropy solutions of hyperbolic systems of conservation laws
in several space variables:

∂tU +
d∑

j=1

∂xj fj (U) = 0, (1)

where U = (U1, . . . ,Um)
" and fj : Rm → R

m, j = 1, . . . , d , are nonlinear smooth
functions. System (1) consists of m quasilinear hyperbolic equations in the d-dimen-
sional space variables x = (x1, . . . , xd). The prototypes of hyperbolic conserva-
tion laws include the Euler equations of gas dynamics and magnetohydrodynamics
(MHD).

Let the level set surface Γ := {Φ(t,x) = 0} of Φ(t,x) be a discontinuity of a
piecewise smooth entropy solution:

U(t,x) =
{

U−(t,x) for Φ(t,x) < 0,

U+(t,x) for Φ(t,x) > 0,
(2)

where U±(t,x) are smooth solutions of (1) in the respective domains separated
by Γ . Then U±|Γ and Φ must satisfy the Rankine–Hugoniot jump conditions
across Γ :

∂tΦ[U] +
d∑

j=1

∂xj Φ[fj (U)] = 0, (3)

where the bracket [·] stands for the jump of the associated function across Γ , that
is,

[U] = U+|Γ − U−|Γ ,

with U±|Γ as the traces of U± taken on the respective sides of Γ .
In general, there are two types of discontinuities in the entropy solutions of (1).

The first type of discontinuities is called shock waves (or fronts), across which the
strict Lax entropy inequality holds for at least one convex entropy-entropy flux pair
(η,q) = (η, q1, . . . , qd), ∇2η(U) ≥ 0:

∂tΦ[η(U)] +
d∑

j=1

∂xj Φ[qj (U)] > 0. (4)
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The second type of discontinuities is called characteristic discontinuities, which are
characteristic surfaces of the hyperbolic system (1). That is, for this case, the func-
tion Φ(t,x) satisfies the eikonal equation on Γ = {Φ(t,x) = 0}:

∂tΦ + λ(U±;∇xΦ) = 0, (5)

where λ(U; #ξ) is an eigenvalue of the matrix
∑d

j=1 ξj f′j (U) for #ξ = (ξ1, . . . , ξd).
Usually, there are two different kinds of characteristic discontinuities: vortex sheets
and entropy waves. In gas dynamics and MHD, across a vortex sheet, the tangential
velocity field has a jump, while the normal velocity is continuous; across an entropy
wave, the entropy has a jump while the velocity field is continuous. A vortex sheet
or entropy wave front Γ is a part of the unknowns, which is a free boundary. This
free boundary is a characteristic surface with respect to either side of Γ .

Compressible vortex sheets and entropy waves, along with shock and rarefaction
waves, are fundamental waves in the entropy solutions to multidimensional hyper-
bolic systems of conservation laws. They occur ubiquitously in nature including
slip-stream interfaces, lifting of aircrafts, galactic jets, tornadoes, Mach configura-
tions in the shock reflection-diffraction patterns, and interactions among nonlinear
waves; see [1, 3–14, 24, 25, 28, 34–36, 40, 41] and the references cited therein. The
stability of shock and rarefaction waves has been studied in Majda [32], Métivier
[33], and Alinhac [2]; also see [30].

In this paper, we discuss the stability issues for vortex sheets/entropy waves,
present some recent developments, and address further open problems in this direc-
tion.

In Sect. 2, we discuss vortex sheets and entropy waves for the Euler equations
in gas dynamics. It was observed in Miles [34, 35], by mode analysis, that the vor-
tex sheets in two-dimensional isentropic gas dynamics are linearly stable when the
Mach number is larger than

√
2 and are violently unstable when the Mach number is

less than
√

2, while they are always unstable in three space variables no matter how
large the Mach number is. A rigorous mathematical theory on the nonlinear stability
of the two-dimensional vortex sheets with the Mach number larger than

√
2 locally

in time was obtained recently by Coulombel–Secchi [21, 22] when the initial data
is in a class of small perturbation functions of a planar vortex sheet.

In Sects. 3–5, we review our recent study and present a supplement to the proof
on the stability of three-dimensional compressible vortex sheets under the magnetic
effect, that is, the nonlinear stability of current-vortex sheets in three-dimensional
MHD in Chen–Wang [17]. As we mentioned above, the compressible vortex sheets
in three dimensions are unstable in the regime of pure gas dynamics. Our main con-
cern is whether such vortex sheets can be nonlinearly stabilized under the magnetic
fields. In Sect. 3, we first set up the current-vortex sheet problem as a free boundary
problem and state the main results. In Sect. 4, we establish high-order energy esti-
mates of the solutions to the linearized problem, which shows that the current-vortex
sheets are linearly stable when the jump of the tangential velocity is dominated by
the jump of the non-paralleled tangential magnetic fields in the sense that λ± deter-
mined by (39) satisfy condition (38), as observed in [37]. To achieve this, our key
observation is that the linearized problem (41), equivalently (43), for current-vortex
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sheets is endowed with a well-structured decoupled formulation so that the linear
problem is decoupled into one standard initial-boundary value problem (48) for a
symmetric hyperbolic system and the other problem (52) for an ordinary differen-
tial equation for the front. This decoupled formulation is essential for us to estab-
lish our desired high-order energy estimates of solutions, which is one of the key
ingredients for developing our nonlinear approach for the stability problem. Also
see Trakhinin [38] for a different approach to make related estimates. The energy
estimates of the linearized problems have a loss of regularity with respect to the
nonhomogeneous terms and initial data, mainly due to that the front is characteristic
in the current-vortex sheets. As in [2, 22], this has inspired us to develop a suit-
able iteration scheme of the Nash–Moser–Hörmander type to obtain the existence
and structural stability of compressible current-vortex sheets, locally in time, in the
three-dimensional MHD. This is done in Sect. 5. In Sect. 6, we present further open
problems and several related remarks.

2 Characteristic Discontinuities for the Euler Equations in Gas
Dynamics

In this section we discuss vortex sheets and entropy waves for the Euler equations
in gas dynamics.

2.1 Isentropic Euler Equations

The isentropic Euler equations in gas dynamics in R
d describing the motion of

inviscid gases take the following form:
{
∂tρ + ∇ · (ρv) = 0,

∂t (ρv)+ ∇ · (ρv ⊗ v)+ ∇p = 0,
(6)

where ρ and v = (v1, . . . , vd)
" ∈ R

d are the density and velocity, respectively; the
pressure p is a function of the density ρ:

p = p(ρ) (7)

with p′(ρ) > 0 when ρ > 0.
For a piecewise smooth weak solution U(t,x) of (6):

U(t,x) =
{

U−(t,x) for Φ(t,x) < 0,

U+(t,x) for Φ(t,x) > 0
(8)

on the front Γ := {Φ(t,x) = 0}, the Rankine–Hugoniot conditions must be satisfied:
⎧
⎨

⎩

[mN ] = 0,

mN [vN ] + |∇xΦ|2[p] = 0,

mN [vτ ] = 0,

(9)
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where vN := v · ∇xΦ and vτ ∈R
d−1 are the normal and tangential components of v

on Γ , and mN = ρ(vN +Φt) is the mass transfer flux.
Suppose that mN = 0 on Γ , i.e., no mass transfer flux across the front, so

(U±,Γ ) is a characteristic discontinuity for (6). Then, on Γ ,

[p] = [vN ] = 0. (10)

In this case, there is only one kind of characteristic discontinuities, vortex sheets,
since the tangential velocity field (with respect to the interface Γ ) is the only quan-
tity that experiences a jump across Γ :

[vτ ] �= 0, [p] = [vN ] = 0. (11)

2.2 Full Euler Equations

The full Euler equations for gas dynamics in R
d take the following form:

⎧
⎪⎪⎨

⎪⎪⎩

∂tρ + ∇ · (ρv) = 0,

∂t (ρv)+ ∇ · (ρv ⊗ v)+ ∇p = 0,

∂t

(
1

2
ρ|v|2 + e

)
+ ∇ ·

((
1

2
ρ|v|2 + ρe + p

)
v
)

= 0,
(12)

where p = p(ρ,S) and e = e(ρ,S) are the pressure and internal energy with the
entropy S, respectively.

Let a piecewise smooth function U(t,x):

U(t,x) =
{

U−(t,x) for Φ(t,x) < 0,

U+(t,x) for Φ(t,x) > 0
(13)

be a weak solution to (12). Then, on the front Γ := {Φ(t,x) = 0}, U(t,x) must
satisfy the Rankine–Hugoniot conditions:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[mN ] = 0,

mN [vN ] + |∇xΦ|2[p] = 0,

mN [vτ ] = 0,

mN

[
e + 1

2
|v|2

]
+ [pvN ] = 0,

(14)

where vN := v · ∇xΦ|Γ and vτ are the normal and tangential components of v on
Γ , and mN = ρ(vN +Φt) is the mass transfer flux.

As above, we consider the case that mN = 0 on Γ , i.e., no mass transfer flux
across the front; so (U±,Γ ) is a characteristic discontinuity for (12). Then, on Γ ,

[p] = [vN ] = 0. (15)

Different from the isentropic case, there are two different kinds of characteristic
discontinuities on which [p] = [vN ] = mN = 0:

(i) Vortex sheets:

[vτ ] �= 0; (16)
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(ii) Entropy waves:

[vτ ] = 0, [ρ] �= 0, [S] �= 0. (17)

2.3 Stability of Vortex Sheets for the Two-Dimensional Isentropic
Euler Equations

Choose

Φ(t, x1, x2) = x1 − ϕ(t, x2).

Then

Γ = {x1 = ϕ(t, x2) : t > 0, x2 ∈R}.
The vortex sheet Γ satisfies that

(i). The isentropic Euler equations (6) are satisfied on either side of Γ ;
(ii). The Rankine–Hugoniot jump relations are satisfied on Γ :

∂tϕ = v+ · (1,−∂x2ϕ) = v− · (1,−∂x2ϕ), ρ− = ρ+.

As usual, ρ±,v± denote the traces of ρ,v taken on either side of Γ . The vortex
sheet Γ is a part of the unknowns, which is a free boundary. This free boundary is a
characteristic with respect to either side of Γ .

Consider a planar vortex sheet Γ0 with constant states on either side. Then, by
the Galilean invariance of frame, such a vortex sheet can be always reformulated as
the following form:

U± = (ρ̄,0,±ρ̄v̄)", ±x1 > 0, (18)

where ρ̄ > 0 is a fixed density, v̄ > 0 is a fixed tangential velocity, while the normal
velocity vanishes. The sonic speed on Γ0 is c̄ = √

p′(ρ̄), and the relative Mach
number M̄ is

M̄ = v̄

c̄
.

By mode analysis, it was observed by Miles in [34, 35] that the vortex sheets in
two-dimensional isentropic gas dynamics are linearly stable when the Mach number
M̄ >

√
2 and violently unstable when M̄ <

√
2.

A rigorous mathematical theory on the nonlinear stability of the two-dimensional
vortex sheets with M̄ >

√
2 locally in time was obtained recently by Coulombel–

Secchi [21, 22] when the initial data function is in a class of small perturbation func-
tions of a planar vortex sheet Γ0. On the other hand, the seminal work by Artola–
Majda [4–6] indicates that the stability of compressible vortex sheets depends on
the class of initial perturbation functions, even when M̄ >

√
2.

For the two-dimensional full Euler equations, as indicated in Sect. 2.2, there is
an additional type of characteristic discontinuities, called entropy waves. Across an
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entropy wave, the velocity and pressure are continuous, though the entropy, equiv-
alently the density, has a jump. It would be interesting to analyze the stability of
entropy waves to understand fundamental features of entropy solutions.

For the Euler equations in three space-dimensions, every compressible vortex
sheet is violently unstable, and this violent instability is the analogue of the Kelvin–
Helmholtz instability for incompressible fluids (cf. Fejer–Miles [25]). In the next
sections, Sects. 3–5, we analyze whether compressible vortex sheets in three di-
mensions (which are unstable in the regime of pure gas dynamics) become stable
under the magnetic effect in three-dimensional MHD.

3 Compressible Current-Vortex Sheets in MHD: Main Theorem

The equations for three-dimensional MHD describing the motion of inviscid MHD
fluids take the following form:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂tρ + ∇ · (ρv) = 0,

∂t (ρv)+ ∇ · (ρv ⊗ v − H ⊗ H)+ ∇
(
p + 1

2
|H|2

)
= 0,

∂tH − ∇ × (v × H) = 0,

∂t

(
1

2
ρ|v|2 + ρe + |H|2

)
+ ∇ ·

((
1

2
ρ|v|2 + ρe + p

)
v + H × (v × H)

)
= 0,

(19)

and

∇ · H = 0, (20)

where ρ,v = (v1, v2, v3)
", H = (H1,H2,H3)

", and p = p(ρ,S) are the density,
velocity, magnetic field, and pressure, respectively; e = e(ρ,S) is the internal en-
ergy; and S is the entropy.

For smooth solutions, the equations in (19) are equivalent to
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(∂t + v · ∇)p + ρc2∇ · v = 0,

ρ(∂t + v · ∇)v + ∇p − (∇ × H)× H = 0,

(∂t + v · ∇)H − (H · ∇)v + H∇ · v = 0,

(∂t + v · ∇)S = 0,

(21)

where c =√
pρ(ρ,S) is the sonic speed of the fluid. The equations in (21) can be

written as a 8 × 8 symmetric hyperbolic system for U = (p,v,H, S)" of the form:

B0(U)∂tU +
3∑

j=1

Bj (U)∂xj U = 0. (22)

Let a piecewise smooth function U(t,x):

U(t,x) =
{

U−(t,x) for x1 <ψ(t, x2, x3),

U+(t,x) for x1 >ψ(t, x2, x3)
(23)
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be a weak solution to (19). Then, on the front Γ := {x1 = ψ(t, x2, x3)}, U(t,x) must
satisfy the Rankine–Hugoniot conditions:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[mN ] = [HN ] = 0,

mN [vN ] + (1 +ψ2
x2

+ψ2
x3
)[q] = 0,

mN [vτ ] = HN [Hτ ],
mN

[
Hτ

ρ

]
= HN [vτ ],

mN

[
e + 1

2

(
|v|2 + |H|2

ρ

)]
+ [qvN −HN(H · v)] = 0,

(24)

where (vN ,vτ ) (resp. (HN,Hτ )) are the normal and tangential components of v
(resp. H) on Γ , i.e.,

vN := v1 −ψx2v2 −ψx3v3,

vτ = (vτ1, vτ2)
" := (ψx2v1 + v2,ψx3v1 + v3)

",
HN := H1 −ψx2H2 −ψx3H3,

Hτ = (Hτ1 ,Hτ2)
" := (ψx2H1 +H2,ψx3H1 +H3)

",

mN = ρ(vN −ψt) is the mass transfer flux, and q = p + |H|2
2 is the total pressure.

As in Sect. 2.2, we consider the case that mN = 0 on Γ , i.e., no mass transfer
flux across the front, so (U±,Γ ) is a characteristic discontinuity for (19). We now
focus on the current-vortex sheets:

H+
N = H−

N = 0, H+
τ ∦ H−

τ . (25)

Then the Rankine–Hugoniot conditions are equivalent to

ψt = v+
N = v−

N,

[
p + |H|2

2

]
= 0 on Γ (26)

and generically ([ρ], [vτ ], [S]) �= 0.
First, we have

Lemma 1 Let (U±,ψ) be a current-vortex sheet defined as above for 0 ≤ t < T .
Then, if

H±
N |Γ ∩{t=0} = 0, ∇ · H±(0,x) = 0,

we have

H±
N |Γ = 0, ∇ · H±(t,x) = 0, for all t ∈ [0, T ). (27)

By a direct calculation, one knows that both H±
N and ∇ · H± satisfy a homoge-

neous transport equation tangential to Γ , so assertion (27) follows immediately if it
holds initially.

This lemma shows that both the divergence-free condition (20) and the condition
H±

N |Γ = 0 are only the constraints on the initial data.
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Set

D(λ,U) :=
(

D̃(λ,U) 0
0 1

)
with D̃(λ,U) :=

⎛

⎝
1 λ

ρc2 H" O1×3

λρH I3 −ρλI3
O3×1 −λI3 I3

⎞

⎠ .

As in Trakhinin [37], we know from Lemma 1 that system (19)–(20) is equivalent
to the following system on both sides of Γ :

D(λ±,U±)
(

B0(U±)∂tU± +
3∑

j=1

Bj (U±)∂xj U±
)

+ λ±G±∇ · H± = 0, (28)

provided ∇ · H±(0,x) = 0, where

G± = −(1,0,0,0,H±,0)",
and λ± = λ±(U+,U−) will be determined later.

System (28) can be rewritten as the following symmetric form

A0(U±)∂tU± +
3∑

j=1

Aj (U±)∂xj U± = 0. (29)

System (29) is still hyperbolic, provided that

(λ±)2 <
1

ρ± + |H±|2/(c±)2
. (30)

The main task of this section and Sects. 4–5 is to study the existence and stability
of the states U±(t,x) and a free boundary Γ = {x1 = ψ(t, x2, x3)} for 0 ≤ t < T

such that⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

A0(U±)∂tU± +
3∑

j=1

Aj (U±)∂xj U± = 0 for ± (x1 −ψ(t, x2, x3)) > 0,

U|t=0 =
{

U+
0 (x) for x1 >ψ0(x2, x3),

U−
0 (x) for x1 <ψ0(x2, x3)

(31)

with the transmission conditions on Γ :

ψt = v+
N = v−

N,

[
p + |H|2

2

]
= 0, (32)

provided that H±
N |Γ ∩{t=0} = 0, ∇ · H±

0 (x) = 0, and H+
τ ∦ H−

τ hold at t = 0, where
ψ0(x2, x3) = ψ(0, x1, x2).

In the above problem, the front Γ is unknown. To deal with such a free boundary
problem, it is convenient to use the following standard transformation:

{
t = t̃ , x2 = x̃2, x3 = x̃3,

x1 = Ψ±(t̃ , x̃1, x̃2, x̃3)
(33)

with Ψ± satisfying
{±(Ψ±)x̃1 ≥ κ > 0,

Ψ+|x̃1=0 = Ψ−|x̃1=0 = ψ(t̃, x̃2, x̃3)
(34)
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for some constant κ > 0. Under (33), the domains Ω± := {±(x1 −ψ(t, x2, x3)) > 0}
are transformed into {x̃1 > 0} and the free boundary Γ into the fixed boundary
{x̃1 = 0}.

The natural candidates of Ψ± can be proper extensions of ψ(t̃, x̃2, x̃3) in {x̃1 > 0}
satisfying the first non-degenerate condition (34)1. With this in mind, we choose Ψ±
to be the solutions to the following problem:

{
∂tΨ

± − v±
1 + v±

2 ∂x2Ψ
± + v±

3 ∂x3Ψ
± = 0, t, x1 > 0,

Ψ±|t=0 = Ψ±
0 (x) := ±x1 + χ(±x1)ψ0(x2, x3),

(35)

where we drop the tildes in the formula for simplicity, χ(s) is a smooth cut-off func-
tion that is 1 for |s| ≤ 1 and 0 for |s| > 2 such that ±(Ψ±

0 )x1 ≥ κ > 0 in {x1 > 0}.
Under transformation (33), it is easy to know that problem (31)–(32) is equivalent

to that Ũ±(t̃ , x̃) = U±(t,x) satisfy the following problem with a fixed boundary
{x1 = 0}:

⎧
⎪⎨

⎪⎩

L(U±,Ψ±)U± = 0 in {x1 > 0},
B(U+,U−,ψ)|x1=0 = 0,

(U±,ψ)|t=0 = (U±
0 (x),ψ0(x2, x3)),

(36)

where the tildes have also been dropped,

L(U,Ψ )V = A0(U)∂tV + Ā1(U,Ψ )∂x1 V +
3∑

j=2

Aj (U)∂xj V

with Ā1(U,Ψ ) = 1
Ψx1

(A1(U)−ΨtA0(U)−∑3
j=2 Ψxj Aj (U)), and

B(U+,U−,ψ) = (ψt −U±
v,N , q+ − q−)"

with U±
v,N = U±

2 − ψx2U
±
3 − ψx3U

±
4 and q = U1 + 1

2 |UH |2 for UH = (U5,U6,

U7)
", under the constraints that

⎧
⎪⎨

⎪⎩

U±
H,N

= U±
5 −ψx2U

±
6 −ψx3U

±
7 = 0 on {x1 = 0},

∇̃ · H± := ∂x1U
±
5 + (∂x1Ψ

±∂x2 − ∂x2Ψ
±∂x1)U

±
6 + (∂x1Ψ

±∂x3 − ∂x3Ψ
±∂x1)U

±
7

= 0 in {x1 > 0}
(37)

hold at {t = 0}.
The main feature of problem (36) is that the fixed boundary {x1 = 0} is a char-

acteristic plane of constant multiplicity. To solve (36), as in [2, 18, 29], it is natural
to introduce the weighted anisotropic Sobolev spaces defined on ΩT := {(t,x) ∈
[0, T ] ×R

3 : x1 > 0}:
Bs
μ(ΩT ) := {u ∈ L2(ΩT ) : e−μtMα∂kx1

u ∈ L2(ΩT ) for |α| + 2k ≤ s}
for all s ∈ N and μ > 0, where the tangential vectors M = (M0,M1,M2,M3) of
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{x1 = 0} are given by

M0 = ∂t , M1 = σ(x1)∂x1 , M2 = ∂x2 , M3 = ∂x3 ,

with

σ(x1) :=
{
x1 for 0 ≤ x1 ≤ 1,

2 for x1 ≥ 2.

The norms in Bs
μ(ΩT ) are as usual:

‖u‖s,μ,T :=
(∫ T

0
‖u(t, ·)‖2

s,μdt

)1/2

,

with

‖u(t, ·)‖2
s,μ :=

∑

|α|+2k≤s

μ2(s−|α|−2k)‖e−μtMα∂kx1
u(t, ·)‖2

L2 .

We will also use a similar notation for the spaces with μ = 0, Bs(ΩT ), with norm:

‖u‖s,T :=
( ∑

|α|+2k≤s

‖Mα∂kx1
u‖2

L2(ΩT )

)1/2

.

Also denote bΩT := {(t, x2, x3) : t ∈ [0, T ], (x2, x3) ∈ R
2}, and denote by |u|s,T the

norm of u in Hs(bΩT ).
Consider the initial data functions U±

0 = (ρ̂±, v̂±, Ĥ±, Ŝ±) and ψ0 that are a
small perturbation of a planar current-vortex sheet (Ū±, ψ̄) for constant states Ū±
and ψ̄ = 0 with (25)–(26) so that the following stability condition holds:

(
λ̂±)2 <

1

ρ̂± + |Ĥ±|2/(ĉ±)2
, (38)

for λ̂± uniquely determined by
(
Ĥ+

2 −Ĥ−
2

Ĥ+
3 −Ĥ−

3

)(
λ̂+
λ̂−
)

=
(
v̂+

2 − v̂−
2

v̂+
3 − v̂−

3

)
on {x1 = 0}. (39)

Then we have the following main result.

Theorem 1 (Chen–Wang [17]) Assume that, for any fixed α ≥ 15 and s ∈ [α +
7,2α − 5], the initial data functions ψ0 ∈ H 2s+3(R2) and U±

0 − Ū± ∈ B2(s+2)(R3+)
satisfy constraints (37), the compatibility conditions of problem (36) up to order
s + 2, and the stability condition (38)–(39). Then there exists a solution (U±,ψ) of
the initial-boundary value problem (36) such that

U± − Ū± ∈ Bα(ΩT ) and ψ ∈ Hα−1(bΩT ).

Remark 1 The stability conditions (38) and (39) for the initial data functions U±
0 =

(ρ̂±, v̂±, Ĥ±, Ŝ±) and ψ0 are equivalent to
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max{|Ĥ−
2 (v̂+

3 − v̂−
3 )− Ĥ−

3 (v̂+
2 − v̂−

2 )|, |Ĥ+
2 (v̂+

3 − v̂−
3 )− Ĥ+

3 (v̂+
2 − v̂−

2 )|}

≤ |Ĥ+
2 Ĥ−

3 − Ĥ−
2 Ĥ+

3 |
√
ρ̂± + |Ĥ±|2/(ĉ±)2

. (40)

Also see Trakhinin [37] for another equivalent form and [38] for a similar result but
different proof independently.

Remark 2 Using the same argument as in Coulombel–Secchi [23], we conclude that
the above current-vortex sheet solution to system (19) is also uniquely determined
by its initial data.

To establish Theorem 1, in Chen–Wang [17], we developed an approach by com-
bining a well-structured decoupled formulation of a linearized problem derived from
the current-vortex sheet and careful high-order energy estimates of the solutions
of the linearized problem with a suitable iteration scheme of the Nash–Moser–
Hörmander type. In order to establish the energy estimates, especially high-order
energy estimates, of solutions to the linearized problem, one of the main contribu-
tions in [17] is to identify the well-structured decoupled formulation so that the lin-
ear problem decoupled into one standard initial-boundary value problem (48) for a
symmetric hyperbolic system and the other problem (52) for a transport equation for
the front. This decoupled formulation is essential for us in a much more convenient
way to establish the desired high-order energy estimates of solutions and to develop
the suitable iteration scheme of the Nash–Moser–Hörmander type that converges.
On the other hand, in [17], there is a gap in the presentation for constructing the
iteration scheme of Nash–Moser–Hörmander type for the nonlinear problem (36).
In Sects. 4–5, we provide a supplement and describe the complete arguments of the
proof of Theorem 1 here, i.e., Theorem 2.1 in [17].

4 Compressible Current-Vortex Sheets in MHD: Linear Stability

To study the linear stability of current-vortex sheets, we first derive a linearized
problem from the nonlinear problem (36). By a direct calculation, we have

d

ds

(
L(U + sV,Ψ + sΦ)(U + sV)

)|s=0

= L(U,Ψ )W + E(U,Ψ )W + Φ

Ψx1

(L(U,Ψ )U)x1 ,

where W = V − Φ
Ψx1

Ux1 is the good unknown as introduced in [2] (see also [26,

33]), and

E(U,Ψ )W = W · ∇U(Ā1(U,Ψ ))Ux1 +
3∑

j=2

W · ∇UAj (U)Uxj .
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Then we obtain the following linearized problem of (36):
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

L(U±,Ψ±)W± + E(U±,Ψ±)W± = F± in {x1 > 0},
φt − (W±

2 −ψx2W
±
3 −ψx3W

±
4 )+U±

3 φx2 +U±
4 φx3 = h±

1 on {x1 = 0},

W+
1 −W−

1 +
7∑

j=5

(U+
j W+

j −U−
j W−

j ) = h2 on {x1 = 0},

(W±, φ)|t=0 = 0,

(41)

for some functions F±, h±
1 , and h2, where Ψ±(t,x) are proper extensions of

ψ(t, x2, x3) in {x1 > 0} satisfying (34).
To simplify problem (41), we introduce J± = J(U±,Ψ±) as an 8 × 8 regular

matrix such that

X± = (J±)−1W± (42)

satisfy
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

X±
1 = W±

1 +
7∑

j=5

U±
j W±

j ,

X±
2 = W±

2 − (Ψ±)x2W
±
3 − (Ψ±)x3W

±
4 ,

X±
5 = W±

5 − (Ψ±)x2W
±
6 − (Ψ±)x3W

±
7 ,

(X±
3 ,X±

4 ,X±
6 ,X±

7 ,X±
8 ) = (W±

3 ,W±
4 ,W±

6 ,W±
7 ,W±

8 ),

which means that X1, X2, X5, and X8 represent the linearized total pressure, nor-
mal velocity, normal magnetic field, and entropy respectively, while (X3,X4) and
(X6,X7) are the associated tangential velocity and magnetic fields.

Under transformation (42), problem (41) for (W±, φ) is equivalent to the follow-
ing problem for (X±, φ):

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

L̃(U±,Ψ±)X± + Ẽ(U±,Ψ±)X± = F̃± in {x1 > 0},
φt −X±

2 +U±
3 φx2 +U±

4 φx3 = h±
1 on {x1 = 0},

X+
1 −X−

1 = h2 on {x1 = 0},
(X±, φ)|t=0 = 0,

(43)

where F̃± = (J±)"F±,

L̃(U±,Ψ±) = Ã0(U±,Ψ±)∂t +
3∑

j=1

Ãj (U±,Ψ±)∂xj

with

Ã1(U±,Ψ±) = (J±)"Ā1(U±,Ψ±)J±,
Ãj (U±,Ψ±) = (J±)"Aj (U±)J±, j �= 1,

Ẽ(U±,Ψ±)X± = ((J±)"E(U±,Ψ±)J±)X± + ((J±)"L(U±,Ψ±)J±)X±.
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By a direct calculation, we see that the coefficient matrix Ã1(U±,Ψ±) in
L̃(U±,Ψ±) can be decomposed into three parts:

Ã1(U±,Ψ±) = A±,0
1 + A±,1

1 + A±,2
1

with

A±,0
1 = 1

(Ψ±)x1

[
0 a

a" O7×7

]
, A±,1

1 = Ψ±
t −U±

v,N

(Ψ±)x1

Ã±,1
1 ,

A±,2
1 = U±

H,N

(Ψ±)x1

Ã±,2
1 ,

where

a = (1,0,0,−λ±,0,0,0),

U±
v,N = U±

2 − (Ψ±)x2U
±
3 − (Ψ±)x3U

±
4 ,

and

U±
H,N = U±

5 − (Ψ±)x2U
±
6 − (Ψ±)x3U

±
7 .

When the states (U±,Ψ±) satisfy the boundary conditions given in (36) and
constraints (37), i.e.,

ψt −U±
v,N = 0, U±

H,N = 0 on {x1 = 0},
the boundary {x1 = 0} is a characteristic plane of constant multiplicity for the oper-
ator L̃(U±,Ψ±). Then, from (43), we obtain that, on {x1 = 0},

〈(
Ã1(U+,Ψ+) 0

0 Ã1(U
−,Ψ−)

)(
X+

X−

)
,

(
X+

X−

)〉
= 2X±

1 [X2 − λX5], (44)

when [X1] = 0 on {x1 = 0}.
In order to decouple the front unknown φ from the boundary condition (43)2, we

use the linearization of the constraints H±
N |x1=0 = 0:

X±
5 −U±

6 φx2 −U±
7 φx3 = h±

3 on {x1 = 0} (45)

to obtain

[X2 − λX5] = φx2 [U3 − λU6] + φx3 [U4 − λU7] − [h1 + λh3]. (46)

From the assumption H+
τ ∦ H−

τ on {x1 = 0}, there exist unique

λ± = λ±(v±
2 , v±

3 ,H±
2 ,H±

3 )

such that
(
v+

2

v+
3

)
−
(
v−

2

v−
3

)
= λ+

(
H+

2

H+
3

)
− λ−

(
H−

2

H−
3

)
on {x1 = 0}, (47)

that is, [U3 − λU6] = [U4 − λU7] = 0. In this case, (46) is simplified as

[X2 − λX5] = −[h1 + λh3].
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Therefore, with the aid of (45) and the choice of λ± in (47), we deduce from (43)
that X± satisfy the following problem:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

L̃(U±,Ψ±)X± + Ẽ(U±,Ψ±)X± = F̃± in {x1 > 0},
[X2 − λX5] = −[h1 + λh3] on {x1 = 0},
X+

1 −X−
1 = h2 on {x1 = 0},

X±|t≤0 = 0.

(48)

From (44), we know that the homogeneous boundary conditions:

[X1] = [X2 − λX5] = 0 on {x1 = 0} (49)

are nonnegative for the operator

L̃(U±,Ψ±) = Ã0(U±,Ψ±)∂t +
3∑

j=1

Ãj (U±,Ψ±)∂xj .

Moreover, by noting that, on the boundary {x1 = 0},

Ã1(U
±,Ψ±) = 1

(Ψ±)x1

[
0 a

a" O7×7

]

with a = (1,0,0,−λ±,0,0,0), the boundary conditions (49) on {x1 = 0} are also
maximally nonnegative for the operator L̃(U±,Ψ±). Then, by employing the Lax–
Friedrichs theory (Theorem 1.1 in [27]) for (48), we conclude that there exists a
unique solution X± of problem (48) satisfying the following energy estimates:

Theorem 2 For any fixed s0 > 17/2, there exist constants C0 and μ0 depending
only on ‖ ˙coef‖s0,T for the coefficient functions in (48) such that, for any s ≥ s0 and
μ ≥ μ0, the estimate:

max
0≤t≤T

‖X±(t)‖2
s,μ +μ‖X±‖2

s,μ,T

≤ C0

μ

(
‖F±‖s,μ,T + ‖h‖2

Hs+1
μ (bΩT )

+ ‖ ˙coef‖2
s,μ,T (‖F±‖2

s0,T
+ |h|2s0+1,T )

)

(50)

holds, provided that the eikonal equations:

ψt = U±
2 −ψx2U

±
3 −ψx3U

±
4

and the constraints:

U±
H,N := U±

5 −ψ±
x2
U±

6 −ψx3U
±
7 = 0

are valid for (U±,ψ) on {x1 = 0}, and λ± determined in (47) satisfy condition
(30), where h = (h±

1 , h2, h
±
3 )" and the norms in Hs

μ(bΩT ) are defined as that of

Bs
μ(ΩT ) with functions independent of x1, and ˙coef (t,x) = coef (t,x) − coef (0)

with coef (t, x) being the coefficient functions in the linear operators L̃(U±,Ψ±)
and Ẽ(U±,Ψ±) in the equations in (48).
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By fixing μ � 1 in (50), we conclude

Corollary 1 For any fixed s0 > 17/2, there exists a constant C0 > 0 depending only
on ‖ ˙coef‖s0,T and T such that, for any s ≥ s0, the following estimate holds:

‖X±‖2
s,T ≤ C0

(
‖F±‖2

s,T + |h|2s+1,T + ‖ ˙coef‖2
s,T (‖F±‖2

s0,T
+ |h|2s0+1,T )

)
. (51)

Finally, let us study the determination of the perturbation Φ± of the front func-
tions Ψ±. From problem (41), the natural idea is to solve the following problems:

{
∂tΦ

± −X±
2 +U±

3 ∂x2Φ
± +U±

4 ∂x3Φ
± = h±

1 in {x1 > 0},
Φ±|t=0 = 0.

(52)

An important question is whether we have Φ+ = Φ− on {x1 = 0}. This question is
answered by the following result.

Proposition 1 Let Φ+(t,x) be given by problem (52) with the plus sign, and
φ(t, x2, x3) = Φ+|x1=0. If λ± are given in (47), and the boundary condition:

[X2 − λX5] = −[h1 + λh3] on {x1 = 0} (53)

holds as in (48), with h±
3 being given by

X±
5 −U±

6 φx2 −U±
7 φx3 = h±

3 on {x1 = 0}, (54)

then we have

∂tφ −X−
2 +U−

3 ∂x2φ +U−
4 ∂x3φ = h−

1 on {x1 = 0}. (55)

Proof Notice that (53) and (54) can be rewritten as

X+
2 + h+

1 − (X−
2 + h−

1 ) = λ+(X+
5 − h+

3 )− λ−(X−
5 − h−

3 ), (56)

and

X±
5 − h±

3 = (∂x2φ, ∂x3φ)

(
U±

6

U±
7

)
. (57)

Thus, from (52) with the plus sign, we obtain

∂tφ + (∂x2φ, ∂x3φ)

(
U+

3
U+

4

)
− (X−

2 + h−
1 )

= (∂x2φ, ∂x3φ)

[
λ+
(
U+

6
U+

7

)
− λ−

(
U−

6
U−

7

)]

= (∂x2φ, ∂x3φ)

[(
U+

3
U+

4

)
−
(
U−

3
U−

4

)]
(58)

by using (56)–(57) and (47). From (58), we immediately conclude (55). �
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5 Compressible Current-Vortex Sheets in MHD: Nonlinear
Stability

In this section, we describe the main steps to prove Theorem 1, the existence of
a local solution to the nonlinear problem (36) under constraints (37) for the initial
data, by developing an iteration scheme of the Nash–Moser–Hörmander type.

5.1 Construction of the Zero-th Order Approximate Solutions

Suppose that the initial data (U±
0 ,ψ0) is a perturbation of a planar current-vortex

sheet (Ū±, ψ̄) with the constant states Ū± and ψ̄ = 0 satisfying (25)–(26), ψ0 ∈
Hs−1(R2), and U̇±

0 = U±
0 − Ū± ∈ Bs(R3+) for any fixed integer s > 9/2. Suppose

that (U±
0 ,ψ0) satisfy the compatibility conditions of problem (36) up to order [ s2 ],

and the constraints in (37) with Ψ±(0,x) being proper extensions of ψ0(x2, x3) in
{x1 > 0}, satisfying ±∂x1Ψ

±|t=0 ≥ κ > 0. In a classical way, one can construct
the zero-th order approximate solutions (U±

a ,Ψ
±
a ) such that U̇±

a = U±
a − Ū± ∈

B[s/2]+1(R+ × R
3+), Ψ±

a ∓ x1 ∈ B[s/2]+2(R+ × R
3+) with ±∂x1Ψ

±|t=0 ≥ κ/2 > 0
satisfying

∂
j
t

(
L(U±

a ,Ψ
±
a )U±

a

)|t=0 = 0 for 0 ≤ j ≤
[
s

2

]
− 1 (59)

and

B(U+
a ,U−

a ,ψa) = 0,
(60)

U±
a,5 − (ψa)x2U

±
a,6 − (ψa)x3U

±
a,7 = 0 on {x1 = 0}

with Ψ±
a |x1=0 = ψa(t, x2, x3).

Set

V± = U± − U±
a , Φ± = Ψ± −Ψ±

a . (61)

Then it follows from (59) and (60) that problem (36) is equivalent to the following
problem for (V±,Φ±):

⎧
⎨

⎩

L (V±,Φ±)V± = f±a in {t > 0, x1 > 0},
B(V+,V−, φ) = 0 on {x1 = 0},
V±|t≤0 = 0, φ|t≤0 = 0,

(62)

where φ(t, x2, x3) = Φ±|x1=0 and f±a = −L(U±
a ,Ψ

±
a )U±

a ,

L (V±,Φ±)V± = L(U±
a + V±,Ψ±

a +Φ±)(U±
a + V±)− L(U±

a ,Ψ
±
a )U±

a ,

and

B(V+,V−, φ) = B(U+
a + V+,U−

a + V−,ψa + φ).



70 G.-Q. Chen and Y.-G. Wang

5.2 Iteration Scheme

From the linear stability estimate established in Theorem 2, we observe that there
exists a loss of regularity for the linearized problem (48). This inspires us to use a
suitable iteration scheme of the Nash–Moser–Hörmander type (cf. [31]) to study the
nonlinear problem (62).

To do this, we first recall a standard family of smoothing operators (cf. [2, 22]):

{Sθ }θ>0 : B0
μ(ΩT ) −→

⋂

s≥0

Bs
μ(ΩT ) (63)

satisfying
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

‖Sθu‖s,T ≤ Cθ(s−α)+‖u‖α,T for all s,α ≥ 0,

‖Sθu− u‖s,T ≤ Cθs−α‖u‖α,T for all s ∈ [0, α],∥∥∥∥
d

dθ
Sθu

∥∥∥∥
s,T

≤ Cθs−α−1‖u‖α,T for all s,α ≥ 0,
(64)

and
∣∣(Sθu+ − Sθu−)|x1=0

∣∣
s,T

≤ Cθ(s+1−α)+ ∣∣(u+ − u−)|x1=0
∣∣
α,T

for all s,α ≥ 0.
(65)

Similarly, one has a family of smoothing operators (still denoted by) {Sθ }θ>0
acting on Hs(bΩT ), satisfying also (64) for the norms of Hs(bΩT ) (cf. [2, 22]).

Now we construct the iteration scheme for solving the nonlinear problem (62) in
R+ ×R

3+.
Let V±,0 = 0 and Φ±,0 = 0. Assume that (V±,k,Φ±,k) have been known for

k = 0, . . . , n, and satisfy Φ+,k = Φ−,k on {x1 = 0},
(V±,k,Φ±,k) = 0 in {t ≤ 0}. (66)

Denote the (n+ 1)th approximate solutions to (62) in R+ ×R
3+ by

V±,n+1 = V±,n + δV±,n, Φ±,n+1 = Φ±,n + δΦ±,n. (67)

Let θ0 ≥ 1 and θn =
√
θ2

0 + n for any n ≥ 1. Let Sθn be the associated smoothing
operator defined as above. Denote by

L′
e,(U±

a +V±,n+ 1
2 ,Ψ±

a +SθnΦ
±,n)

δV̇±,n

= L(U±
a + V±,n+ 1

2 ,Ψ±
a + SθnΦ

±,n)δV̇±,n

+ E(U±
a + V±,n+ 1

2 ,Ψ±
a + SθnΦ

±,n)δV̇±,n (68)

the effective linearized operator, and

δV̇±,n = δV±,n − δΦ±,n (U±
a + V±,n+ 1

2 )x1

(Ψ±
a + SθnΦ

±,n)x1

(69)

the good unknown.
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By a direct computation, we have

L (V±,n+1,Φ±,n+1)V±,n+1 =
n∑

j=0

(
L′

e,(U±
a +V±,j+ 1

2 ,Ψ±
a +Sθj Φ

±,j )
δV̇±,j + e±,j

)
,

(70)

where the modified states V±,j+ 1
2 will be chosen such that the boundary {x1 = 0}

is a uniform characteristic plane of constant multiplicity for the operator
L′

e,(U±
a +V±,j+ 1

2 ,Ψ±
a +Sθj Φ

±,j )

for all j ≥ 0, and

e±,j =
4∑

k=1

e(k)±,j (71)

with

e(1)±,j = L(U±
a + V±,j+1,Ψ±

a +Φ±,j+1)(U±
a + V±,j+1)

− L(U±
a + V±,j ,Ψ±

a +Φ±,j )(U±
a + V±,j )

− L′
(U±

a +V±,j ,Ψ±
a +Φ±,j )

(δV±,j , δΦ±,j ), (72)

e(2)±,j = L′
(U±

a +V±,j ,Ψ±
a +Φ±,j )

(δV±,j , δΦ±,j )

− L′
(U±

a +Sθj V±,j ,Ψ±
a +Sθj Φ

±,j )
(δV±,j , δΦ±,j ), (73)

e(3)±,j = L′
(U±

a +Sθj V±,j ,Ψ±
a +Sθj Φ

±,j )
(δV±,j , δΦ±,j )

− L′
(U±

a +V±,j+ 1
2 ,Ψ±

a +Sθj Φ
±,j )

(δV±,j , δΦ±,j ), (74)

and

e(4)±,j = δΦ±,j

(Ψ±
a + SθjΦ

±,j )x1

(
L(U±

a + V±,j+ 1
2 ,Ψ±

a + SθjΦ
±,j )(U±

a + V±,j+ 1
2 )
)
x1
.

(75)

For the boundary condition given in (62), we have

B(V±,Φ±) = (B+
1 (V+,Φ+),B−

1 (V−,Φ−),B2(V+,V−))",

with
⎧
⎪⎪⎨

⎪⎪⎩

B±
1 (V±,Φ±) = (∂t +U±

a,3∂x2 +U±
a,4∂x3)Φ

± − V ±
2 + (Ψ±

a +Φ±)x2V
±
3

+ (Ψ±
a +Φ±)x3V

±
4 ,

B2(V+,V−) = V +
1 − V −

1 + 1

2
(|V+

H |2 − |V−
H |2)+ 〈U+

a,H,V+
H 〉 − 〈U−

a,H,V−
H〉,
(76)

U±
a,H = (U±

a,5,U
±
a,6,U

±
a,7)

", and V±
H = (V ±

5 ,V ±
6 ,V ±

7 )".

Associated with the constraints H±
N |x1=0 = 0, denote by
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B±
3 (V±,Φ±) = V ±

5 − (Ψ±
a +Φ±)x2V

±
6 − (Ψ±

a +Φ±)x3V
±
7

− (Φ±)x2U
±
a,6 − (Φ±)x3U

±
a,7.

By a direct calculation, for i = 1,3, we have

B±
i (V±,n+1,Φ±,n+1)− B±

i (V±,n,Φ±,n)

= B±′
i,(V±,n+ 1

2 ,SθnΦ
±,n)

(δV̇±,n, δΦ±,n)+ ẽ±
i,n, (77)

where

ẽ±
i,n =

4∑

k=1

ẽ
±,k
i,n (78)

with the errors:⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẽ
±,1
i,n = B±

i (V±,n+1,Φ±,n+1)− B±
i (V±,n,Φ±,n)

− B±′
i,(V±,n,Φ±,n)

(δV±,n, δΦ±,n)

=
{
(δΦ±,n)x2δV

±,n
3 + (δΦ±,n)x3δV

±,n
4 , i = 1,

−(δΦ±,n)x2δV
±,n
6 − (δΦ±,n)x3δV

±,n
7 , i = 3,

ẽ
±,2
i,n = B±′

i,(V±,n,Φ±,n)
(δV±,n, δΦ±,n)− B±′

i,(SθnV±,n,SθnΦ
±,n)

(δV±,n, δΦ±,n)

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
(I − Sθn)Φ

±,n
)
x2
δV

±,n
3 + ((I − Sθn)Φ

±,n
)
x3
δV

±,n
4

+(δΦ±,n)x2(I − Sθn)V
±,n
3 + (δΦ±,n)x3(I − Sθn)V

±,n
4 , i = 1,

−((I − Sθn)Φ
±,n
)
x2
δV

±,n
6 − ((I − Sθn)Φ

±,n
)
x3
δV

±,n
7

− (δΦ±,n)x2(I − Sθn)V
±,n
6 − (δΦ±,n)x3(I − Sθn)V

±,n
7 , i = 3,

(79)

and
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẽ
±,3
i,n = B±′

i,(SθnV±,n,SθnΦ
±,n)

(δV±,n, δΦ±,n)− B±′
i,(V±,n+ 1

2 ,SθnΦ
±,n)

(δV±,n, δΦ±,n)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(SθnV
±,n
3 − V

±,n+ 1
2

3 )(δΦ±,n)x2

+ (SθnV
±,n
4 − V

±,n+ 1
2

4 )(δΦ±,n)x3 , i = 1,

(V
±,n+ 1

2
6 − SθnV

±,n
6 )(δΦ±,n)x2

+ (V
±,n+ 1

2
7 − SθnV

±,n
7 )(δΦ±,n)x3 , i = 3,

ẽ
±,4
i,n = B±′

i,(V±,n+ 1
2 ,SθnΦ

±,n)

(δV±,n, δΦ±,n)− B±′
i,(V±,n+ 1

2 ,SθnΦ
±,n)

(δV̇±,n, δΦ±,n)

=

⎧
⎪⎨

⎪⎩

δΦ±,n

(Ψ±
a +SθnΦ

±,n)x1
ET

(
∂x1B

±
1 (V±,n+ 1

2 , Sθnφn)
)
, i = 1,

δΦ±,n

(Ψ±
a +SθnΦ

±,n)x1
ET

(
∂x1B

±
3 (V±,n+ 1

2 , Sθnφn)
)
, i = 3,

(80)

for ET (·) being a proper bounded extension from Hs(bΩT ) to Bs+1(ΩT ).
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Using (77) and noting that B±
i (V±,0,Φ±,0) = 0, we obtain

B±
i (V±,n+1,Φ±,n+1) =

n∑

j=0

(
B±′

i,(V±,j+ 1
2 ,Sθj Φ

±,j )

(δV̇±,j , δΦ±,j )+ ẽ±
i,j

)
(81)

for i = 1,3.
Similarly, one has

B2(V+,n+1,V−,n+1) =
n∑

j=0

(
B′

2,(V+,j+ 1
2 ,V−,j+ 1

2 )
(δV̇+,j , δV̇−,j )+ ẽ2,j

)
, (82)

where the errors ẽ2,j can be defined as that of ẽ±
i,j in (78)–(80) with B±

i being
replaced by B2.

Observe that, if the limit of (V±,n,Φ±,n) exists which is expected to be a solution
of (62), the left-hand sides of Eqs. (70) and (81)–(82) should tend to f±a and zero
respectively when n → ∞. Thus, with respect to the well-posed boundary condition
form of the linear problem (48), we define the modified increments δV̇±,n of the
approximate solutions to be the solutions to the following problem:
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

L′
e,(U±

a +V±,n+ 1
2 ,Ψ±

a +SθnΦ
±,n)

δV̇±,n = f±n ,

B1(δV̇+,n, δV̇−,n) = h+
1,n − h−

1,n + λ+(U±
a + V±,n+ 1

2 )h+
3,n

− λ−(U±
a + V±,n+ 1

2 )h−
3,n on bΩT ,

B′
2,(V+,n+ 1

2 ,V−,n+ 1
2 )

(δV̇+,n, δV̇−,n) = g̃n on bΩT ,

(83)

where

B1(δV̇+,n, δV̇−,n)

= λ+(U±
a + V±,n+ 1

2 )
(
δV̇+,n

5 − (Ψ+
a + SθnΦ

+,n)x2δV̇
+,n
6

− (Ψ+
a + SθnΦ

+,n)x3δV̇
+,n
7

)

−
(
δV̇

+,n
2 − (Ψ+

a + SθnΦ
+,n)x2δV̇

+,n
3 − (Ψ+

a + SθnΦ
+,n)x3δV̇

+,n
4

)

− λ−(U±
a + V±,n+ 1

2 )
(
δV̇

−,n
5 − (Ψ−

a + SθnΦ
−,n)x2δV̇

−,n
6

− (Ψ−
a + SθnΦ

−,n)x3δV̇
−,n
7

)

+
(
δV̇

−,n
2 − (Ψ−

a + SθnΦ
−,n)x2δV̇

−,n
3 − (Ψ−

a + SθnΦ
−,n)x3δV̇

−,n
4

)

with λ±(·) being defined in (47), f±n , g̃n, h±
1,n, and h±

3,n are defined by
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

n∑

j=0

f±j + Sθn

(
n−1∑

j=0

e±,j

)
= Sθnf±a ,

n∑

j=0

g̃j + Sθn

(
n−1∑

j=0

ẽ2,j

)
= 0,

n∑

j=0

h±
1,j + Sθn

(
n−1∑

j=0

ẽ±
1,j

)
= 0,

n∑

j=0

h±
3,j + Sθn

(
n−1∑

j=0

ẽ±
3,j

)
= 0,

(84)
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by induction on n, with f±0 = Sθ0f±a and g̃0 = h±
1,0 = h±

3,0 = 0.

To construct δΦ±,n from B±
1 (V±,Φ±) defined in (76), we clearly have

B±′
1,(V±,Φ±)

(W±,Θ±) = ∂tΘ
± + (U±

a,3 + V ±
3 )∂x2Θ

± + (U±
a,4 + V ±

4 )∂x3Θ
±

−W±
2 + (Ψ±

a +Φ±)x2W
±
3 + (Ψ±

a +Φ±)x3W
±
4 .

(85)

From (81) with i = 1, we first define δΦ+,n by the following problem:
{

B+′
1,(V+,n+ 1

2 ,SθnΦ
+,n)

(δV̇+,n, δΦ+,n) = h+
1,n in ΩT ,

δΦ+,n|t≤0 = 0,
(86)

where h+
1,n is given in (84). Denote by

h̃±
3,n = δV̇

+,n
5 − (Ψ+

a + SθnΦ
+,n)x2δV̇

+,n
6 − (Ψ+

a + SθnΦ
+,n)x3δV̇

+,n
7

− ((δΦ+,n)x2 , (δΦ
+,n)x3

)
(
U±
a,6 + V

±,n+ 1
2

6

U±
a,7 + V

±,n+ 1
2

7

)
, (87)

and

h̃−
1,n = h+

1,n + λ+(U±
a + V±,n+ 1

2 )h̃+
3,n

− λ−(U±
a + V±,n+ 1

2 )h̃−
3,n −B1(δV̇+,n, δV̇−,n).

Then we determine δΦ−,n by solving the following problem:
⎧
⎨

⎩
B−′

1,(V−,n+ 1
2 ,SθnΦ

−,n)

(δV̇−,n, δΦ−,n) = h̃−
1,n in ΩT ,

δΦ−,n|t≤0 = 0.
(88)

By employing Proposition 1 for problems (86) and (88), we obtain

δΦ+,n = δΦ−,n on {x1 = 0}.
In order to keep the boundary {x1 = 0} being a uniform characteristic plane of

constant multiplicity at each iteration step (83), we define the modified state V±,n+ 1
2

by requiring
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(∂t +U±
a,3∂x2 +U±

a,4∂x3)(SθnΦ
±,n)− V

±,n+ 1
2

2

+ (Ψ±
a + SθnΦ

±,n)x2V
±,n+ 1

2
3 + (Ψ±

a + SθnΦ
±,n)x3V

±,n+ 1
2

4 = 0,

V
±,n+ 1

2
5 − (Ψ±

a + SθnΦ
±,n)x2V

±,n+ 1
2

6 − (Ψ±
a + SθnΦ

±,n)x3V
±,n+ 1

2
7

− (SθnΦ
±,n)x2U

±
a,6 − (SθnΦ

±,n)x3U
±
a,7 = 0

(89)

on {x1 = 0}, which leads to define

V
±,n+ 1

2
j = SθnV

±,n
j for j �= 2,5, (90)
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and
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

V
±,n+ 1

2
2 = (Ψ±

a + SθnΦ
±,n)x2SθnV

±,n
3 + (Ψ±

a + SθnΦ
±,n)x3SθnV

±,n
4

+ (∂t +U±
a,3∂x2 +U±

a,4∂x3)(SθnΦ
±,n),

V
±,n+ 1

2
5 = (Ψ±

a + SθnΦ
±,n)x2SθnV

±,n
6 + (Ψ±

a + SθnΦ
±,n)x3SθnV

±,n
7

+U±
a,6(SθnΦ

±,n)x2 +U±
a,7(SθnΦ

±,n)x3 .

(91)

The steps for determining (δV±,n, δΦ±,n) are to solve first δV̇±,n from (83) and
then δΦ±,n from (86) and (88), and to obtain δV±,n finally from (69).

5.3 Convergence of the Iteration Scheme

Fix any s0 ≥ 9, α ≥ s0 + 6, and s1 ∈ [α + 7,2α + 4 − s0]. Let the zero-th order
approximate solutions for the initial data (U±

0 ,ψ0) constructed in Sect. 5.1 satisfy

‖U̇±
a ‖s1+3,T + ‖Ψ̇±

a ‖s1+3,T + ‖f±a ‖s1−4,T ≤ ε, ‖f±a ‖α+3,T /ε is small, (92)

for some small constant ε > 0, with Ψ̇±
a = χ(±x1)ψa(t, x2, x3).

The key estimates for proving the convergence of the iteration scheme are as
follows:

Proposition 2 For the solution sequence (δV±n, δΦ±,n) given by (83) and (86)–
(88), we have

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

‖δV±,n‖s,T + ‖δΦ±,n‖s,T ≤ εθs−α−2
n Δn for s ∈ [s0, s1],

‖L(V±,n,Φ±,n)V±,n − f±a ‖s,T ≤ 2εθs−α−3
n for s ∈ [s0, s1 − 4],

‖B±
1 (V±,n,Φ±,n)‖s,T ≤ 2εθs−α−3

n for s ∈ [s0, s1 − 4],
|B2(V+,n,V−,n)|s−1,T ≤ εθs−α−3

n for s ∈ [s0, s1 − 2]
(93)

for any n ≥ 0, where Δn = θn+1 − θn.

This proposition is obtained by induction on n ≥ 0. Suppose that estimates (93)

hold for all 0 ≤ n ≤ m − 1. From the definition of (ẽ
±,1
i,n , ẽ

±,2
i,n ) (i = 1,3) given in

(79), we conclude
⎧
⎨

⎩
‖ẽ±,1

1,n ‖s,T + ‖ẽ±,1
3,n ‖s,T ≤ Cε2θs+s0−2α−4

n Δn,

‖ẽ±,2
1,n ‖s,T + ‖ẽ±,2

3,n ‖s,T ≤ Cε2θs+s0−2α−2
n Δn

(94)

for all 0 ≤ n ≤ m− 1 and s ∈ [s0, s1 − 1].
From (91), we have

V
±,n+ 1

2
2 − V

±,n
2 = (∂t +U±

a,3∂x2 +U±
a,4∂x3)(Sθn − I )Φ±,n

+ (Ψ±
a + SθnΦ

±,n)x2(Sθn − I )V
±,n
3
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+ (Ψ±
a + SθnΦ

±,n)x3(Sθn − I )V
±,n
4 + ((Sθn − I )Φ±,n)x2V

±,n
3

+ ((Sθn − I )Φ±,n)x3V
±,n
4 + B±

1 (V±,n,Φ±,n),

which implies the estimate:

‖V ±,n+ 1
2

2 − V
±,n
2 ‖s,T ≤ Cεθs−α

n

for all s0 ≤ s ≤ s1 − 4 and 0 ≤ n ≤ m− 1.
Similarly, one has

‖V ±,n+ 1
2

5 − V
±,n
5 ‖s,T ≤ Cεθs−α

n

holding for all s0 ≤ s ≤ s1 − 4 and 0 ≤ n ≤ m− 1.
Therefore, we obtain

|B±
i (V±,n+ 1

2 , Sθnφn)|s,T
≤ |B±

i (V±,n+ 1
2 , Sθnφn)− B±

i (V ±,n, φn)|s,T + |B±
i (V ±,n, φn)|s,T

≤ Cεθs+1−α
n

for s0 − 1 ≤ s ≤ s1 − 5, 0 ≤ n ≤ m − 1, and i = 1,3, by using an estimate of
B±

3 (V±,n,Φ±,n) similar to (93) derived from problem (83) (cf. [38]).
Thus, from (80), we deduce

‖ẽ±,4
1,n ‖s,T + ‖ẽ±,4

3,n ‖s,T ≤ Cε2θs+s0−2α
n Δn (95)

for all 0 ≤ n ≤ m− 1 and s ∈ [s0, s1 − 6].
Combining (94) with (95), it follows that

‖ẽ±
1,n‖s,T + ‖ẽ±

3,n‖s,T ≤ Cε2θs+s0−2α
n Δn (96)

for all 0 ≤ n ≤ m− 1 and s ∈ [s0, s1 − 6].
From (84), one immediately deduces

h±
i,m = (Sθm−1 − Sθm)

˜E±
i,m−1 + Sθm

˜e±
i,m−1

with ˜E±
i,m−1 =∑m−2

n=0 ẽ±
i,n for i = 1,3, which implies

|h±
1,m|s,T + |h±

3,m|s,T ≤ Cε2θs+s0−2α
m Δm (97)

for all s ≥ s0.
On the other hand, for f±m and g̃m given in (83), as in [17], we have

‖f±m‖s,T + |g̃m|s+1,T ≤ C(εδ + ε2)θs−α−3
m Δm

for all s ≥ s0, with δ = ‖f±a ‖α+2,T /ε being small.
Applying Corollary 1 for problem (83) with n = m and using the above estimate

and (97), we find

‖δV̇±,m‖s,T ≤ C(εδ + ε2)θs−α−3
m Δm (98)

for all s ≥ s0, by noting α ≥ s0 + 5.
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By applying a classical estimate for problem (86) of δΦ+,m and using (98), it
follows that

‖δΦ+,m‖s,T ≤ CT (εδ + ε2)θs−α−3
m Δm (99)

for all s ≥ s0.
Thus, from (87), we have

‖h̃±
3,m‖s,T ≤ C(εδ + ε2)θs−α−2

m Δm (100)

for all s ≥ s0.
For the function h̃−

1,m given in (88), it is easy to have

h̃−
1,m = h−

1,m + λ+(U±
a + V±,m+ 1

2 )(h̃+
3,m − h+

3,m)

− λ−(U±
a + V±,m+ 1

2 )(h̃−
3,m − h−

3,m),

which implies

‖h̃−
1,m‖s,T ≤ C(εδ + ε2)θs−α−2

m Δm (101)

for all s ≥ s0.
Applying the classical estimate again for problem (88) and using (101), we have

‖δΦ−,m‖s,T ≤ CT (εδ + ε2)θs−α−2
m Δm (102)

for all s ≥ s0.
Thus, from (98), (99), and (102), we have

‖δV±,m‖s,T ≤ C(εδ + ε2)θs−α−2
m Δm (103)

for all s ≥ s0.
From (99) and (102)–(103), we immediately obtain the estimates of ‖δV±,m‖s,T

and ‖δΦ±,m‖s,T given in (93) by choosing δ = ‖f±a ‖α+2,T /ε small. The remaining
estimates of (93) can be verified directly, and the details can be found in [17].

Convergence of the Iteration Scheme From the first result of (93), we have
∑

n≥0

‖(δV±,n, δΦ±,n)‖α,T < ∞, (104)

which implies that there exist (V±,Φ±) ∈ Bα(ΩT ) such that

(V±,n,Φ±,n) −→ (V±,Φ±) in Bα(ΩT ). (105)

From the other results given in (93), we obtain that the limit functions (V±,Φ±)
satisfy

⎧
⎨

⎩

#L (V±,Φ±)V± = f±a in ΩT ,

B±
1 (V±,Φ±) = 0 in ΩT ,

B2(V+,V−) = 0 on bΩT .

(106)

On the other hand, from the second result given in (106), we obtain that the
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constraint

B±
3 (V±,Φ±) = 0

also holds on bΩT if it is true at {t = 0}, by using Lemma 1 in Sect. 3.
Note that δΦ+,n = δΦ−,n for all n immediately imply Φ+ = Φ− on {x1 = 0} as

well. Thus the second result given in (106) leads to one of the Rankine–Hugoniot
conditions:

v+
N = v−

N on Γ

given in (26).
Therefore, we conclude

Theorem 3 Let α ≥ 15 and s1 ∈ [α + 7,2α − 5]. Let ψ0 ∈ H 2s1+3(R2) and U±
0 −

Ū± ∈ B2(s1+2)(R3+) satisfy the compatibility conditions of problem (36) up to order
s1 +2, and let conditions (25)–(26) and (92) be satisfied. Then there exists a solution
V± ∈ Bα(ΩT ), φ ∈ Hα−1(bΩT ) to problem (62).

Then Theorem 1 in Sect. 3 directly follows from Theorem 3.

6 Concluding Remarks and Open Problems

Characteristic discontinuities (compressible vortex sheets and entropy waves), along
with shock and rarefaction waves, occur ubiquitously in nature and are fundamental
waves in the entropy solutions to hyperbolic systems of conservation laws in several
space variables. The stability problems for characteristic discontinuities are fun-
damental, especially in shock reflection-diffraction and various wave interactions.
Their mathematical rigorous treatments are truly challenging. What we have known
is still very limited. Most of problems involving characteristic discontinuities are
longstanding and still open. In particular, the following problems have not well un-
derstood, which deserve our attention:

1 As discussed in Sect. 2.2, another kind of characteristic discontinuities for
the two-dimensional full Euler equations in gas dynamics is entropy waves. Sim-
ilarly, they occur in the higher dimensional situations. It would be interesting to
analyze entropy waves to explore new phenomena and features of these waves in
two-dimensions and even higher dimensions.

2 In Sects. 3–5, we have shown the stability of current-vortex sheets when the
jump of the tangential velocity is dominated by the jump of the non-paralleled tan-
gential magnetic fields in the sense that λ± determined in (39) satisfy condition
(38); also see Remark 1. The next concern is the stability/instability issue of current-
vortex sheets in three-dimensional MHD when the jump of the tangential velocity
is not dominated by the jump of the tangential magnetic fields, especially when the



Characteristic Discontinuities for Hyperbolic Conservation Laws 79

magnetic fields are parallel to each other on both sides of the front. As a special
example, Wang–Yu [42] recently obtained a stability criterion on the current-vortex
sheets in two-dimensional MHD, in which the tangential magnetic fields are parallel
to each other always on both sides of the front: This stability criterion shows that
there is certain stabilization effect of the magnetic fields in this case.

3 From the Rankine–Hugoniot conditions in (24) with mN = 0 on Γ , besides the
case (25)–(26) for the current-vortex sheets, there is another kind of characteristic
discontinuities on which

ψt = v+
N = v−

N, H+
N = H−

N �= 0 on Γ,

which implies

[vτ ] = [Hτ ] = 0,

that is,

[H] = [v] = 0, [p] = 0,

but

[S] �= 0 equivalently [ρ] �= 0.

Such a wave is called a current-entropy wave (an Alfvén wave). It is important to
understand the stability/instability of current-entropy waves in three-dimensional
MHD.

4 There are other different characteristic/noncharacteristic discontinuities in
MHD; see Blokhin–Trakhinin [10], Trakhinin [39], and the references cited therein.
It would be interesting to study these discontinuities and related problems in MHD
and explore their new phenomena/features.

5 For the Euler equations in gas dynamics, it has been shown in Chen–Zhang–
Zhu [16] and Chen–Kukreja [15] that two-dimensional steady-state vortex sheets
are always stable under the two-dimensional steady perturbations of the incoming
supersonic fluid flow. For shock reflection-diffraction problems, the solutions are
self-similar, and most of Mach reflection-diffraction configurations involve a vor-
ticity wave formed by a vortex sheet. It is important to understand the compressible
vortex sheets for the Euler equations in the self-similar coordinates. In particular,
when a vortex sheet forms a vorticity wave, it is useful to understand to which
spaces of functions the solutions of the vorticity waves belong.

6 Another important direction is to analyze various interaction between shock
fronts and vortex sheets/entropy waves in multidimensional compressible fluid
flows.

It would be interesting to explore possible nonlinear approaches to see whether
the corresponding estimates of solutions have no derivative loss with respect to ini-
tial data for the problems addressed; also see Coutand–Shkoller [19, 20]. It is clear
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that the solution to these problems involving characteristic discontinuities requires
further new mathematical ideas, techniques, and approaches, which will be also
useful for solving other longstanding problems in nonlinear partial differential equa-
tions, especially various boundary value problems, free boundary problems, among
others, in hyperbolic conservation laws.
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h-Principle and Rigidity for C1,α Isometric
Embeddings

Sergio Conti, Camillo De Lellis, and László Székelyhidi Jr.

Abstract In this paper we study the embedding of Riemannian manifolds in low
codimension. The well-known result of Nash and Kuiper (Nash in Ann. Math.
60:383–396, 1954; Kuiper in Proc. Kon. Acad. Wet. Amsterdam A 58:545–556,
1955; Kuiper in Proc. Kon. Acad. Wet. Amsterdam A 58:683–689, 1955) says that
any short embedding in codimension one can be uniformly approximated by C1

isometric embeddings. This statement clearly cannot be true for C2 embeddings
in general, due to the classical rigidity in the Weyl problem. In fact Borisov ex-
tended the latter to embeddings of class C1,α with α > 2/3 in (Borisov in Vestn.
Leningr. Univ. 14(13):20–26, 1959; Borisov in Vestn. Leningr. Univ. 15(19):127–
129, 1960). On the other hand he announced in (Borisov in Doklady 163:869–871,
1965) that the Nash–Kuiper statement can be extended to local C1,α embeddings
with α < (1 + n + n2)−1, where n is the dimension of the manifold, provided
the metric is analytic. Subsequently a proof of the 2-dimensional case appeared
in (Borisov in Sib. Mat. Zh. 45(1):25–61, 2004). In this paper we provide analytic
proofs of all these statements, for general dimension and general metric.

1 Introduction

Let Mn be a smooth compact manifold of dimension n ≥ 2, equipped with a
Riemannian metric g. An isometric immersion of (Mn,g) into R

m is a map
u ∈ C1(Mn;Rm) such that the induced metric agrees with g. In local coordinates
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this amounts to the system

∂iu · ∂ju = gij (1)

consisting of n(n + 1)/2 equations in m unknowns. If in addition u is injective, it
is an isometric embedding. Assume for the moment that g ∈ C∞. The two classical
theorems concerning the solvability of this system are:

(A) if m ≥ (n+ 2)(n+ 3)/2, then any short embedding can be uniformly approxi-
mated by isometric embeddings of class C∞ (Nash [23], Gromov [16]);

(B) if m ≥ n + 1, then any short embedding can be uniformly approximated by
isometric embeddings of class C1 (Nash [22], Kuiper [20, 21]).

Recall that a short embedding is an injective map u : Mn → R
m such that the metric

induced on M by u is shorter than g. In coordinates this means that (∂iu · ∂ju) ≤
(gij ) in the sense of quadratic forms. Thus, (A) and (B) are not merely existence
theorems, they show that there exists a huge (essentially C0-dense) set of solutions.
This type of abundance of solutions is a central aspect of Gromov’s h-principle, for
which the isometric embedding problem is a primary example (see [12, 16]).

Naively, this type of flexibility could be expected for high codimension as in (A),
since then there are many more unknowns than equations in (1). The h-principle
for C1 isometric embeddings is on the other hand rather striking, especially when
compared to the classical rigidity result concerning the Weyl problem: if (S2, g) is
a compact Riemannian surface with positive Gauss curvature and u ∈ C2 is an iso-
metric immersion into R

3, then u is uniquely determined up to a rigid motion ([8,
17], see also [31] for a thorough discussion). Thus it is clear that isometric immer-
sions have a completely different qualitative behavior at low and high regularity (i.e.
below and above C2).

This qualitative difference is further highlighted by the following optimal map-
ping properties in the case when m is allowed to be sufficiently high:

(C) if g ∈ Cl,β with l+β > 2 and m is sufficiently large, then there exists a solution
u ∈ Cl,β (Nash [23], Jacobowitz [18]);

(D) if g ∈ Cl,β with 0 < l + β < 2 and m is sufficiently large, then there exists a
solution u ∈ C1,α with α < (l + β)/2 (Källen [19]).

These results are optimal in the sense that in both cases there exists g ∈ Cl,β to
which no solution u has better regularity than stated.

The techniques are also different: whereas the proofs of (A) and (C) rely on the
Nash–Moser implicit function theorem, the proofs of (B) and (D) involve an itera-
tion technique called convex integration. This technique was developed by Gromov
[15, 16] into a very powerful tool to prove the h-principle in a wide variety of geo-
metric problems (see also [12, 33]). In general the regularity of solutions obtained
using convex integration agrees with the highest derivatives appearing in the equa-
tions (see [32]). Thus, an interesting question raised in [16], p. 219 is how one
could extend the methods to produce more regular solutions. Essentially the same
question, in the case of isometric embeddings, is also mentioned in [34] (see Prob-
lem 27). For high codimension this is resolved in (D).
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Our primary aim in this paper is to consider the low codimension case, i.e. when
m = n+1. This range was first considered by Borisov. In [6] it was announced that if
g is analytic, then the h-principle holds for local isometric embeddings u ∈ C1,α for
α < 1

1+n+n2 . A proof for the case n = 2 appeared in [7]. Our main result is to provide
a proof of the h-principle in this range for g which is not necessarily analytic and
general n ≥ 2 (see Sect. 1.1 for precise statements). Moreover, at least for l = 0 and
sufficiently small β > 0, we recover the optimal mapping range corresponding to
(D). Thus, there seems to be a direct trade-off between codimension and regularity.

The novelty of our approach, compared to Borisov’s, is that only a finite number
of derivatives need to be controlled. This is achieved by introducing a smoothing
operator in the iteration step, analogous to the device of Nash used to overcome
the loss of derivative problem in [23]. A similar method was used by Källen in [19].
See Sect. 3 for an overview of the iteration procedure. In addition, the errors coming
from the smoothing operator are controlled by using certain commutator estimates
on convolutions. These estimates are in Sect. 2.

Concerning rigidity in the Weyl problem, it is known from the work of Pogorelov
and Sabitov that

1. closed C1 surfaces with positive Gauss curvature and bounded extrinsic curva-
ture are convex (see [26]);

2. closed convex surfaces are rigid in the sense that isometric immersions are unique
up to rigid motion [25];

3. a convex surface with metric g ∈ Cl,β with l ≥ 2,0 < β < 1 and positive curva-
ture is of class Cl,β (see [26, 27]).

Thus, extending the rigidity in the Weyl problem to C1,α isometric immersions can
be reduced to showing that the image of the surface has bounded extrinsic curvature
(for definitions see Sect. 7). Using geometric arguments, in a series of papers [1–5]
Borisov proved that for α > 2/3 the image of surfaces with positive Gauss curvature
has indeed bounded extrinsic curvature. Consequently, rigidity holds in this range
and in particular 2/3 is an upper bound on the range of Hölder exponents that can
be reached using convex integration.

Using the commutator estimates from Sect. 2, at the end of this paper (in Sect. 7)
we provide a short and self-consistent analytic proof of this result.

1.1 The h-Principle for Small Exponents

In this subsection we state our main existence results for C1,α isometric immersions.
One is of local nature, whereas the second is global. Note that for the local result
the exponent matches the one announced in [6]. In what follows, we denote by
sym+

n the cone of positive definite symmetric n × n matrices. Moreover, given an
immersion u : Mn → R

m, we denote by u�e the pullback of the standard Euclidean
metric through u, so that in local coordinates

(u�e)ij = ∂iu · ∂ju.
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Finally, let

n∗ = n(n+ 1)

2
.

Theorem 1 (Local existence) Let n ∈ N and g0 ∈ sym+
n . There exists r > 0 such

that the following holds for any smooth bounded open set Ω ⊂ R
n and any Rieman-

nian metric g ∈ Cβ(Ω) with β > 0 and ‖g − g0‖C0 ≤ r . There exists a constant
δ0 > 0 such that, if u ∈ C2(Ω;Rn+1) and α satisfy

‖u�e − g‖0 ≤ δ2
0 and 0 < α < min

{
1

1 + 2n∗
,
β

2

}
,

then there exists a map v ∈ C1,α(Ω;Rn+1) with

v�e = g and ‖v − u‖C1 ≤ C‖u�e − g‖1/2
C0 .

Corollary 1 (Local h-principle) Let n,g0,Ω,g,α be as in Theorem 1. Given any
short map u ∈ C1(Ω;Rn+1) and any ε > 0 there exists an isometric immersion
v ∈ C1,α(Ω;Rn+1) with ‖u− v‖C0 ≤ ε.

Theorem 2 (Global existence) Let Mn be a smooth, compact manifold with a Rie-
mannian metric g ∈ Cβ(M) and let m ≥ n+ 1. There is a constant δ0 > 0 such that,
if u ∈ C2(M;Rm) and α satisfy

‖u�e − g‖C0 ≤ δ2
0 and 0 < α < min

{
1

1 + 2(n+ 1)n∗
,
β

2

}
,

then there exists a map v ∈ C1,α(M;Rm) with

v�e = g and ‖v − u‖C1 ≤ C‖u�e − g‖1/2
C0 .

Corollary 2 (Global h-principle) Let (Mn,g) and α be as in Theorem 2. Given any
short map u ∈ C1(M;Rm) with m ≥ n + 1 and any ε > 0 there exists an isometric
immersion v ∈ C1,α(M;Rm) with ‖u− v‖C0 ≤ ε.

Remark 1 In both corollaries, if u is an embedding, then there exists a correspond-
ing v which in addition is an embedding.

1.2 Rigidity for Large Exponents

The following is a crucial estimate on the metric pulled back by standard regular-
izations of a given map.

Proposition 1 (Quadratic estimate) Let Ω ⊂ R
n be an open set, v ∈ C1,α(Ω,Rm)

with v�e ∈ C2 and ϕ ∈ C∞
c (Rn) a standard symmetric convolution kernel. Then, for

every compact set K ⊂ Ω ,

‖(v ∗ ϕ )
�e − v�e‖C1(K) = O( 2α−1). (2)
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In particular, fix a map u and a kernel ϕ satisfying the assumptions of the Propo-
sition with α > 1/2. Then the Christoffel symbols of (v ∗ ϕ )

�e converge to those
of v�e. This corresponds to the results of Borisov in [1, 2], and hints at the absence

of h-principle for C1, 1
2 +ε immersions. Relying mainly on this estimate we can give

a fairly short proof of Borisov’s theorem:

Theorem 3 Let (M2, g) be a surface with C2 metric and positive Gauss curvature,
and let u ∈ C1,α(M2;R3) be an isometric immersion with α > 2/3. Then u(M) is a
surface of bounded extrinsic curvature.

This leads to the following corollaries, which follow from the work of Pogorelov
and Sabitov.

Corollary 3 Let (S2, g) be a closed surface with g ∈ C2 and positive Gauss curva-
ture, and let u ∈ C1,α(S2;R3) be an isometric immersion with α > 2/3. Then, u(S2)

is the boundary of a bounded convex set and any two such images are congruent. In
particular if the Gauss curvature is constant, then u(S2) is the boundary of a ball
Br(x).

Corollary 4 Let Ω ⊂ R
2 be open and g ∈ C2,β a metric on Ω with positive Gauss

curvature. Let u ∈ C1,α(Ω;R3) be an isometric immersion with α > 2/3. Then
u(Ω) is C2,β and locally uniformly convex (that is, for every x ∈ Ω there exists
a neighborhood V such that u(Ω)∩V is the graph of a C2,β function with positive
definite second derivative).

1.3 Connections to the Euler Equations

There is an interesting analogy between isometric immersions in low codimension
(in particular the Weyl problem) and the incompressible Euler equations. In [10]
a method, which is very closely related to convex integration, was introduced to
construct highly irregular energy-dissipating solutions of the Euler equations. Being
in conservation form, the “expected” regularity space for convex integration for the
Euler equations should be C0. This is still beyond reach, and in [10] a weak version
of convex integration was applied instead, to produce solutions in L∞ (see also
[11] for a slightly better space) and, moreover, to show that a weak version of the
h-principle holds.

Nevertheless, just like for isometric immersions, for the Euler equations there
is particular interest to go beyond C0: in [24] L. Onsager, motivated by the phe-
nomenon of anomalous dissipation in turbulent flows, conjectured that there exist
weak solutions of the Euler equations of class Cα with α < 1/3 which dissipate
energy, whereas for α > 1/3 the energy is conserved. The latter was proved in [9,
13], but on the construction of energy-dissipating weak solutions nothing is known
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beyond L∞ (for previous work see [28–30]). It should be mentioned that the criti-
cal exponent 1/3 is very natural—it agrees with the scaling of the energy cascade
predicted by Kolmogorov’s theory of turbulence (see for instance [14]).

For the analogous problem for isometric immersions there does not seem to be
a universally accepted critical exponent (cf. Problem 27 of [34]), even though 1/2
seems likely (cf. Sect. 1.2 and the discussion in [7]). In fact, the regularization and
the commutator estimates used in our proof of Proposition 1 and Theorem 3 have
been inspired by (and are closely related to) the arguments of [9].

2 Estimates on Convolutions: Proof of Proposition 1

As usual, we denote the norm on the Hölder space Ck,α(Ω) by

‖f ‖k,α := sup
x∈Ω

∑

|a|≤k

|∂af (x)| + sup
x,y∈Ω,x �=y

∑

|a|=k

|∂af (x)− ∂af (y)|
|x − y|α .

Here k = 0,1,2, . . . , a = (a1, . . . , an) is a multi-index with |a| = a1 + · · · + an
and α ∈ [0,1[. For simplicity we will also use the abbreviation ‖f ‖k = ‖f ‖k,0 and
‖f ‖α = ‖f ‖0,α .

Recall the following interpolation inequalities for these norms:

‖f ‖k,α ≤ C‖f ‖λk1,α1
‖f ‖1−λ

k2,α2
,

where C depends on the various parameters, 0 < λ< 1 and

k + α = λ(k1 + α1)+ (1 − λ)(k2 + α2).

The following estimates are well known and play a fundamental role in both the
constructions and the proof of rigidity.

Lemma 1 Let ϕ ∈ C∞
c (Rn) be symmetric and such that

∫
ϕ = 1. Then for any

r, s ≥ 0 and α ∈ ]0,1] we have

‖f ∗ ϕ ‖r+s ≤ C −s‖f ‖r , (3)

‖f − f ∗ ϕ ‖r ≤ C 2‖f ‖r+2, (4)

‖(fg) ∗ ϕ − (f ∗ ϕ )(g ∗ ϕ )‖r ≤ C 2α−r‖f ‖α‖g‖α. (5)

Proof For any multi-indices a, b with |a| = r, |b| = s we have ∂a+b(f ∗ϕ ) = ∂af ∗
∂bϕ , hence

|∂a+b(f ∗ ϕ )| ≤ Cs 
−s‖f ‖r .

This proves (3).
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Next, by considering the Taylor expansion of f at x we see that

f (x − y)− f (x) = f ′(x)y + rx(y),

where supx |rx(y)| ≤ C|y|2‖f ‖2. Moreover, since ϕ is symmetric,

∫
ϕ (y)y dy = 0.

Thus,

|f − f ∗ ϕ | =
∣∣∣∣
∫

ϕ (y)(f (x − y)− f (x)) dy

∣∣∣∣ (6)

≤ C‖f ‖2

∫
 −n

∣∣∣∣ϕ
(
y

 

)∣∣∣∣|y|2 dy = C 2‖f ‖2. (7)

This proves (4) for the case r = 0. To obtain the estimate for general r , repeat the
same argument for the partial derivatives ∂af with |a| = r .

For the proof of estimate (5) let a be any multi-index with |a| = r . By the product
rule

∂a
[
ϕ ∗ (fg)− (ϕ ∗ f )(ϕ ∗ g)

]
(8)

= ∂aϕ ∗ (fg)−
∑

b≤a

(
a

b

)
(∂bϕ ∗ f )(∂a−bϕ ∗ g) (9)

= ∂aϕ ∗ (fg)− (∂aϕ ∗ f )(ϕ ∗ g)+ (ϕ ∗ f )(∂aϕ ∗ g) (10)

−
∑

0<b<a

(
a

b

)
[∂bϕ ∗ (f − f (x))][∂a−bϕ ∗ (g − g(x))] (11)

= ∂aϕ ∗ [(f − f (x))(g − g(x))] (12)

−
∑

b≤a

(
a

b

)
∂bϕ ∗ (f − f (x)) · ∂a−bϕ ∗ (g − g(x)), (13)

where we have used the fact that

∂aϕ ∗ f (x) =
{
f (x) if a = 0,

0 if a �= 0.

Now observe that

|∂aϕ ∗ [(f − f (x))(g − g(x))]| (14)

=
∣∣∣∣
∫

∂aϕ (y)(f (x − y)− f (x))(g(x − y)− g(x)) dy

∣∣∣∣ (15)
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≤
∫

|∂aϕ (y)||y|2α dy‖f ‖α‖g‖α = Cr 
2α−r‖f ‖α‖g‖α. (16)

Similarly, all the terms in the sum over b obey the same estimate. This concludes
the proof of (5). �

Proof of Proposition 1 Set g := v�e and g := (v ∗ ϕ )
�e. We have

‖g ij − gij‖1 ≤ ‖g ij − gij ∗ ϕ ‖1 + ‖gij ∗ ϕ − gij‖1.

The first term can be written as

‖g ij − gij ∗ ϕ ‖1 = ∥∥∂j v ∗ ϕ · ∂iv ∗ ϕ − (∂j v · ∂iv) ∗ ϕ 

∥∥
1 , (17)

so that (5) applies, to yield the bound  2α−1‖v‖2
1,α . For the second term (4) gives

the bound  ‖g‖2. Combining these two we obtain

‖g ij − gij‖k ≤ C( 2α−1‖v‖2
1,α +  ‖g‖2),

from which (2) readily follows. �

3 h-Principle: The General Scheme

The general scheme of our construction follows the method of Nash and Kuiper [20–
22]. For convenience of the reader we sketch this scheme in this section. Assume
for simplicity that g is smooth.

The existence theorems are based on an iteration of stages, and each stage con-
sists of several steps. The purpose of a stage is to correct the error g − u�e. In order
to achieve this correction, the error is decomposed into a sum of primitive metrics
as

g − u�e =
n∗∑

k=1

a2
kνk ⊗ νk (locally),

g − u�e =
∑

j

n∗∑

k=1

(ψjaj,k)
2νj,k ⊗ νj,k (globally).

The natural estimates associated with this decomposition are

‖ak‖0 ∼ ‖g − u�e‖1/2
0 , (18)

‖ak‖N+1 ∼ ‖u‖N+2 for N = 0,1,2, . . . . (19)

A step then involves adding one primitive metric. In other words the goal of a step
is the metric change

u�e �→ u�e + a2ν ⊗ ν.
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Nash used spiraling perturbations (also known as the Nash twist) to achieve this;
for the codimension one case Kuiper replaced the spirals by corrugations. Using the
same ansatz (see formula (36)) one easily checks that addition of a primitive metric
is possible with the following estimates (see Proposition 2):

C0-error in the metric ∼ ‖g − u�e‖0
1

K
,

increase of C1-norm of u ∼ ‖g − u�e‖1/2
0 ,

increase of C2-norm of u ∼ ‖u‖2K

for any K ≥ 1. Observe that the first two of these estimates is essentially the same as
in [20–22]. Furthermore, the third estimate is only valid modulo a loss of derivative
(see Remark 2).

The low codimension forces the steps to be performed serially. This is in contrast
with the method of Källen in [19], where the whole stage can be performed in one
step due to the high codimension. Thus the number of steps in a stage equals the
number of primitive metrics in the above decomposition which interact. This equals
n∗ for the local construction and (n+ 1)n∗ for the global construction. To deal with
the loss of derivative problem we mollify the map u at the start of every stage, in
a similar manner as is done in a Nash–Moser iteration. Because of the quadratic
estimate (5) in Lemma 1 there will be no additional error coming from the molli-
fication. Therefore, iterating the estimates for one step over a single stage (that is,
over N∗ steps) leads to

C0-error in the metric ∼ ‖g − u�e‖0
1

K
,

increase of C1-norm of u ∼ ‖g − u�e‖1/2
0 ,

increase of C2-norm of u ∼ ‖u‖2K
N∗ .

With these estimates, iterating over the stages leads to exponential convergence of
the metric error, leading to a controlled growth of the C1 norm and an exponential
growth of the C2 norm of the map. In particular, interpolating between these two
norms leads to convergence in C1,α for α < 1

1+2N∗ .

4 h-Principle: Construction Step

The main step of our construction is given by the following proposition.

Proposition 2 (Construction step) Let Ω ⊂ R
n, ν ∈ Sn−1 and N ∈ N. Let u ∈

CN+2(Ω;Rn+1) and a ∈ CN+1(Ω). Assume that γ ≥ 1 and  , δ ≤ 1 are constants
such that

1

γ
I ≤ u�e ≤ γ I in Ω, (20)
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‖a‖0 ≤ δ, (21)

‖u‖k+2 + ‖a‖k+1 ≤ δ −(k+1) for k = 0,1, . . . ,N. (22)

Then, for any

λ ≥  −1 (23)

there exists v ∈ CN+1(Ω;Rn+1) such that

‖v�e − (u�e + a2ν ⊗ ν)‖0 ≤ C
δ2

λ 
(24)

and

‖u− v‖j ≤ Cδλj−1 for j = 0,1, . . . ,N + 1, (25)

where C is a constant depending only on n,N and γ .

Remark 2 Observe that if (25) would hold for j = N +2, then the conclusion of the
proposition would say essentially (with N = 0) that the equation

v�e = u�e + a2ν ⊗ ν

admits approximate solutions in C2 with estimates

‖v�e − (u�e + a2ν ⊗ ν)‖0 ≤ Cδ2 1

K
,

‖u− v‖2 ≤ C‖u‖2K.

Here K = λ ≥ 1. The fact that (25) holds only for j ≤ N + 1 amounts to a loss of
derivative in the estimate.

In the higher codimension case we need an additional technical assumption in
order to carry on the same result. As usual the oscillation oscu of a vector-valued
map u is defined as supx,y |u(x)− u(y)|.

Proposition 3 (Step in higher codim) Let m,n,N ∈ N with n,N ≥ 1 and m ≥
n + 1. Then there exist a constant η0 > 0 with the following property. Let Ω , g,
a, ν and u ∈ C2+N(Ω,Rm) satisfy the assumptions of Proposition 2 and assume
in addition osc∇u ≤ η0. Then there exists a map v ∈ C1+N(Ω,Rm) satisfying the
same conclusion as in Proposition 2.

4.1 Basic Building Block

In order to prove the Proposition we need the following lemma. The function Γ will
be our corrugation.
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Lemma 2 There exists δ∗ > 0 and a function Γ ∈ C∞([0, δ∗] × R;R2) with
Γ (δ, t + 2π) = Γ (δ, t) and having the following properties:

|∂tΓ (s, t)+ e1|2 = 1 + s2, (26)

|∂s∂kt Γ1(s, t)| + |∂kt Γ (s, t)| ≤ Cks for k ≥ 0. (27)

Proof Define H : R2 →R
2 as H(τ, t) = (cos(τ sin t), sin(τ sin t)). Then

∫ 2π

0
H2(τ, t) dt =

∫ 2π

0
sin(τ sin t) dt =

∫ π

−π

sin(τ sin t) dt = 0 (28)

by the symmetry of the sine function. Set

J0(τ ) := 1

2π

∫ 2π

0
H1(τ, t) dt = 1

2π

∫ 2π

0
cos(τ sin t) dt. (29)

Note that J0 ∈ C∞(R) with J0(0) = 1, J ′
0(0) = 0 and J ′′(0) < 0. We claim that

there exists δ > 0 and a function f ∈ C∞(−δ, δ) such that f (0) = 0 and

J0(f (s)) = 1√
1 + s2

. (30)

This is a consequence of the implicit function theorem. To see this, set

F(s, r) = J0(r
1/2)− (1 + s2)−1/2.

Then F ∈ C∞(R2). Indeed, since the Taylor expansion of cosx contains only even
powers of x, J0(r

1/2) is obviously analytic. Moreover,

J0(r
1/2) = 1

2π

∫ 2π

0

(
1 − r

2
sin2 t

)
dt +O(r2).

In particular ∂rF (0,0) = −1/4. Since also F(0,0) = 0, the implicit function theo-
rem yields δ > 0 and g ∈ C∞(−δ, δ) such that g(0) = 0 and

F(s, g(s)) = 0.

Next, observe that ∂sF (0,0) = 0 and ∂2
s F (0,0) = 1. Therefore

g′(0) = 0 and g′′(0) = 4.

This implies that f (s) := g(s)1/2 is also a smooth function, with

f (0) = 0 and f ′(0) = √
2,

thus proving our claim.
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Having found f ∈ C∞(−δ, δ) with f (0) = 0 and (30), we finally set

Γ (s, t) :=
∫ t

0

[√
1 + s2H(f (s), t ′)− e1

]
dt ′. (31)

By construction |∂tΓ (s, t)+ e1|2 = 1 + s2. Moreover

Γ (s, t + 2π)− Γ (s, t) =
∫ t+2π

t

[√
1 + s2H(f (s), t ′)− e1

]
dt ′

=
√

1 + s2

∫ 2π

0
H(f (s), t ′) dt ′ − 2πe1

(28)(29)= 2πe1

[√
1 + s2J0(f (s))− 1

]
(30)= 0.

Thus the function Γ is 2π -periodic in the second argument.
We now come to the estimates. Fix δ∗ < δ. Then Γ ∈ C([0, δ∗] × R;R2), and

since it is periodic in the second variable, Γ and all its partial derivatives are uni-
formly bounded. Straightforward computations show that for any k = 0,1, . . .

∂kt Γ (0, t) = 0 and ∂s∂
k
t Γ1(0, t) = 0 for all t.

Hence, integrating in s, we conclude that

|∂kt Γ (s, t)| ≤ s‖∂s∂kt Γ ‖0,

|∂s∂kt Γ1(s, t)| ≤ s‖∂2
s ∂

k
t Γ1‖0,

which give the desired estimates. �

4.2 Proof of Proposition 2

Throughout the proof the letter C will denote a constant, whose value might change
from line to line, but otherwise depends only on n,N and γ . Fix a choice of or-
thonormal coordinates in R

n. In these coordinates the pullback metric can be writ-
ten as (u�e)ij = ∂iu · ∂ju or, denoting the matrix differential of u by ∇u = (∂ju

i)ij ,
as

u�e = ∇uT ∇u.

From now on we will work with this notation.
Let

ξ = ∇u · (∇uT ∇u)−1 · ν, ζ = ∂1u∧ ∂2u∧ · · · ∧ ∂nu. (32)

Because of (20) the vectorfields ξ, ζ are well-defined and satisfy

1

C
≤ |ξ(x)|, |ζ(x)| ≤ C for x ∈ Ω (33)
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with some C ≥ 1. Now let

ξ1 = ξ

|ξ |2 , ξ2 = ζ

|ξ ||ζ | , Ψ (x) = ξ1(x)⊗ e1 + ξ2(x)⊗ e2,

and

ã = |ξ |a.
Then

∇uT Ψ = 1

|ξ |2 ν ⊗ e1, Ψ T Ψ = 1

|ξ |2 I, (34)

and

‖Ψ ‖j ≤ C‖u‖j+1,

‖ã‖j ≤ C(‖a‖j + ‖a‖0‖u‖j+1),
(35)

for j = 0,1, . . . ,N + 1. Finally, let

v(x) := u(x)+ 1

λ
Ψ (x)Γ

(
ã(x), λx · ν), (36)

where Γ = Γ (s, t) is the function constructed in Lemma 2.

Proof of (24) First we compute ∇vT ∇v. We have

∇v = ∇u+Ψ · ∂tΓ ⊗ ν︸ ︷︷ ︸
A

+λ−1Ψ · ∂sΓ ⊗ ∇ã︸ ︷︷ ︸
E1

+λ−1∇Ψ · Γ︸ ︷︷ ︸
E2

. (37)

Using the notation sym(A) = (A+AT )/2 one has

∇vT ∇v = ATA+ 2 sym(AT E1 +AT E2)+ (E1 +E2)
T (E1 +E2). (38)

Using (34) and (26):

ATA = ∇uT ∇u+ 1

|ξ |2 (2∂tΓ1 + |∂tΓ |2)ν ⊗ ν

= ∇uT ∇u+ 1

|ξ |2 ã
2ν ⊗ ν = ∇uT ∇u+ a2ν ⊗ ν. (39)

Next we estimate the error terms. First of all

AT E1 = 1

λ
(∇uT Ψ )(∂sΓ ⊗ ∇ã)+ 1

λ
(ν ⊗ ∂tΓ )(Ψ T Ψ )(∂sΓ ⊗ ∇ã)

= 1

λ|ξ |2 (∂sΓ1 + ∂tΓ · ∂sΓ )(ν ⊗ ∇ã). (40)

Note that (27) together with (35) implies:

‖Γ ‖0,‖∂tΓ ‖0,‖∂sΓ1‖0 ≤ C‖a‖0.



96 S. Conti et al.

Therefore

‖ sym(AT E1)‖0 ≤ C

λ
‖a‖0‖ã‖1 ≤ C

δ2

λ 
,

and similarly

‖ sym(AT E2)‖0 ≤ C

λ
‖a‖0‖u‖2 ≤ C

δ2

λ 
. (41)

Finally,

‖E1 +E2‖0 ≤ C

λ
(‖ã‖1 + ‖a‖0‖u‖2) ≤ C

λ
(‖a‖1 + δ‖u‖2) ≤ C

δ

λ 
. (42)

In particular ‖E1 +E2‖0 ≤ Cδ and hence

‖(E1 +E2)
T (E1 +E2)‖0 ≤ C

δ2

λ 
. (43)

Putting these estimates together we obtain (24) as required. �

Proof of (25) In fact

‖u− v‖0 ≤ Cδ
1

λ

is obvious, whereas the estimates for j = 1, . . . ,N will follow by interpolation,
provided the case j = N + 1 holds. Therefore, we now prove this case. A simple
application of the product rule and interpolation yields

‖v − u‖N+1 ≤ C

λ
(‖Ψ ‖N+1‖Γ ‖0 + ‖Ψ ‖0‖Γ ‖N+1)

≤ C

λ
(‖u‖N+2‖ã‖0 + ‖Γ ‖N+1). (44)

Denoting by D
j
x any partial derivative in the variables x1, . . . , xn of order j , the

chain rule can be written symbolically as

DN+1
x Γ =

∑

i+j≤N+1

(∂is ∂
j
t Γ )λj

∑

σ

Ci,j,σ (Dxã)
σ1(D2

x ã)
σ2 · · · (DN+1

x ã)σN+1 ,

where the inner sum is over all σ with

σ1 + · · · + σN+1 = i,

σ1 + 2σ2 + · · · + (N + 1)σN+1 + j = N + 1.

These relations can be checked by counting the order of differentiation. Therefore,
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by using (21), (22) and (23)

‖DN+1
x Γ ‖0 ≤ C

∑

i+j≤N+1

‖∂is∂jt Γ ‖0λ
j δi −(N+1−j)

≤ C
∑

i+j≤N+1

‖∂is∂jt Γ ‖0δ
iλN+1 ≤ CδλN+1. (45)

In particular, since ‖Γ ‖0 ≤ δ, we deduce that ‖Γ ‖N+1 ≤ CδλN+1. Therefore

‖v − u‖N+1 ≤ C

λ
(δ‖u‖N+2 + δλN+1) ≤ CδλN. (46)

This concludes the proof of the proposition. �

4.3 Proof of Proposition 3

The proof of Proposition 2 would carry over to this case if we can choose an ap-
propriate normal vector field ζ as at the beginning of the proof of Proposition 2,
enjoying the estimate (33) with a fixed constant.

To obtain ζ(x) let T (x) be the tangent plane to u(Rn) at the point u(x), i.e. the
plane generated by {∂1u, . . . , ∂nu}. Denote by πx the orthogonal projection of Rm

onto T (x). Assuming that ∇u has oscillation smaller than η0, there exists a vector
w ∈ Sn−1 such that |πxw| ≤ 1/2 for every x ∈ Ω . Hence, we can define

ζ(x) := w − πxw.

It is straightforward to see that this choice of ζ gives a map enjoying the same
estimates as the ζ used in the proof of Proposition 2.

5 h-Principle: Stage

Proposition 4 (Stage, local) For all g0 ∈ sym+
n there exists 0 < r < 1 such that the

following holds for any Ω ⊂ R
n and g ∈ Cβ(Ω) with ‖g − g0‖0 ≤ r . There exists a

δ0 > 0 such that, if K ≥ 1 and u ∈ C2(Ω,Rn+1) satisfies

‖u�e − g‖0 ≤ δ2 ≤ δ2
0 and ‖u‖2 ≤ μ,

then there exists v ∈ C2(Ω,Rn+1) with

‖v�e − g‖0 ≤ Cδ2
(

1

K
+ δβ−2μ−β

)
, (47)

‖v‖2 ≤ CμKn∗ , (48)
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‖u− v‖1 ≤ Cδ. (49)

Here C is a constant depending only on n,g0, g and Ω .

The Proposition above is the basic stage of the iteration scheme which will prove
Theorem 1. A similar proposition, to be used in the proof of Theorem 2 will be
stated later.

5.1 Decomposing a Metric into Primitive Metrics

Lemma 3 Let g0 ∈ sym+
n . Then there exists r > 0, vectors ν1, . . . , νn∗ ∈ S

n−1 and
linear maps Lk : symn → R such that

g =
n∗∑

k=1

Lk(g)νk ⊗ νk for every g ∈ symn

and, moreover, Lk(g) ≥ r for every k and every g ∈ sym+
n with |g − g0| ≤ r .

Proof Consider the set S := {(ei +ej )⊗ (ei +ej ), i ≤ j}, where {ei} is the standard
basis of Rn. Since the span of S contains all matrices of the form ei ⊗ ej + ej ⊗ ei ,
clearly S generates symn. On the other hand S consists of n∗ matrices with n∗ =
dim(symn). So S is a basis for symn. Let us relabel the vectors ei + ej (i ≤ j ) as
f1, . . . , fn∗ , and let

h =
n∗∑

k=1

fk ⊗ fk.

Then h ∈ sym+
n and hence there exists an invertible linear transformation L such

that LhLT = g0. In particular, writing νk = Lfk/|Lfk| ∈ S
n−1, we have

g0 =
n∗∑

k=1

Lfk ⊗Lfk =
n∗∑

k=1

|Lfk|2νk ⊗ νk.

Note that the set {νk ⊗ νk} is also a basis for symn and therefore there exist linear
maps Lk : symn → R such that

∑
Lk(A)νk ⊗ νk is the unique representation of

A ∈ symn as linear combination of νk ⊗ νk . In particular, Li(g0) = |Lfk|2 > 0. The
existence of r > 0 satisfying the claim of the lemma follows easily. �
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5.2 Proof of Proposition 4

Choose r > 0 and γ > 1 so that the statement of Lemma 3 holds with g0 and 2r ,
and so that

1

γ
I ≤ h ≤ γ for any h ∈ sym+

n with |h− g0| < 2r.

Moreover, extend u and g to R
n so that

‖u‖C2(Rn) ≤ C‖u‖C2(Ω), ‖g‖Cβ(Rn) ≤ C‖g‖Cβ(Ω).

The procedure of such an extension is well known, with the constant C depending
on n,β and Ω . In what follows, the various constants will be allowed to depend in
addition on r and γ .

Step 1. Mollification We set

 = δ

μ
,

and let

ũ = u ∗ ϕ , g̃ = g ∗ ϕ , (50)

where ϕ ∈ C∞
c (B1(0)) is a symmetric nonnegative convolution kernel with

∫
ϕ = 1.

Lemma 1 implies

‖ũ− u‖1 ≤ C‖u‖2 ≤ Cδ, (51)

‖g̃ − g‖0 ≤ C‖g‖β β, (52)

‖ũ‖k+2 ≤ C‖u‖2 
−k ≤ Cδ −(k+1), (53)

and

‖ũ�e − g̃‖k ≤ ‖ũ�e − (u�e) ∗ ϕ ‖k + ‖(u�e) ∗ ϕ − g ∗ ϕ ‖k
≤ C 2−k‖u‖2

2 +C −k‖u�e − g‖0 ≤ Cδ2 −k, (54)

where k = 0,1, . . . , n∗. Moreover, since the set {h ∈ sym+
n : |h−g0| ≤ r} is convex,

g̃ also satisfies ‖g̃ − g0‖0 ≤ r .

Step 2. Rescaling First of all, observe that

h̃ := g̃ + r

Cδ2
(g̃ − ũ�e)

satisfies the condition |h̃(x) − g0| ≤ r

Cδ2 ‖g̃ − ũ�e‖0 + r ≤ 2r . Therefore, using
Lemma 3 we have

(1 +Cr−1δ2)g̃ − ũ�e = Cδ2

r
h̃ =

n∗∑

i=1

ã2
i νi ⊗ νi,



100 S. Conti et al.

where ãi (x) = (C δ2

r
Li(h̃(x)))

1/2. In particular ãi is smooth and

‖ãi‖k ≤ Cδ
‖Li(h̃)‖k

‖Li(h̃)‖1/2
0

≤ Cδ‖h̃‖k

≤ Cδ

(
‖g̃‖k + 1

δ2
‖g̃ − ũ�e‖k

)
≤ Cδ −k

for k = 0,1,2, . . . , n∗ (note that the first inequality is achieved through interpola-
tion). Let

u0 = 1

(1 +Cr−1δ2)1/2
ũ, ai = 1

(1 +Cr−1δ2)1/2
ãi .

Then we have

g̃ − u
�
0e =

n∗∑

i=1

a2
i νi ⊗ νi,

with

‖ũ− u0‖1 ≤ Cδ, (55)

‖ai‖0 ≤ Cδ, (56)

‖u0‖k+2 + ‖ai‖k+1 ≤ Cδ −(k+1), (57)

for k = 0,1, . . . , n∗. Notice that the constants above depend also on k, but since we
will only use these estimates for k ≤ n∗, this dependence can be suppressed.

Finally, using (54) we have ‖u�0e − g0‖0 ≤ r + Cδ2, so that γ−1I ≤ u
�
0e ≤ γ I ,

provided δ0 is sufficiently small.

Step 3. Iterating One-Dimensional Oscillations We now apply n∗ times suc-
cessively Proposition 2, with

 j =  K−j , λj = Kj+1 −1, Nj = n∗ − j

for j = 0,1, . . . , n∗. In other words we construct a sequence of immersions uj such

that 1
γ
I ≤ u

�
j e ≤ γ I and

‖uj‖k+2 ≤ Cδ 
−(k+1)
j for k = 0,1, . . . ,Nj . (58)

To see that Proposition 2 is applicable, observe that λj = K −1
j . Therefore it suffices

to check inductively the validity of (58). This follows easily from (25). The constants
will depend on j , but this can again be suppressed because j ≤ n∗.
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In this way we obtain the functions u1, u2, . . . , un∗ with estimates

‖uj‖2 ≤ Cδ −1Kj ,

‖u�j+1e − (u
�
j e + a2

j+1νj+1 ⊗ νj+1)‖0 ≤ C
δ2

λj j
= Cδ2 1

K
,

and moreover

‖uj+1 − uj‖1 ≤ Cδ. (59)

Observe also that ‖u�j e − g0‖0 ≤ r +Cδ2, so that, provided δ0 is sufficiently small,

γ−1I ≤ u
�
j e ≤ γ I for all j .

Thus v := un∗ satisfies the estimates

‖v�e − g̃‖0 ≤ Cδ2 1

K
,

‖v‖2 ≤ CμKn∗ ,

‖v − u0‖1 ≤ Cδ.

The estimates (47), (48) and (49) follow from the above combined with (51), (52)
and (55).

5.3 Stage for General Manifolds

Given M as in Theorem 2 we fix a finite atlas of M with charts Ωi and a corre-
sponding partition of unity {φi}, so that

∑
φi = 1 and φi ∈ C∞

c (Ωi). Furthermore,
on each Ωi we fix a choice of coordinates.

Using the partition of unity we define the space Ck(M). In particular, let

‖u‖k :=
∑

i

‖φiu‖k.

Similarly, we define mollification on M via the partition of unity. In other words we
fix ϕ ∈ C∞

c (B1(0)), and for a function u on M we define

u ∗ ϕ :=
∑

i

(φiu) ∗ ϕ . (60)

It is not difficult to check that the estimates in Lemma 1 continue to hold on M with
these definitions.

Next, let g be a metric on M as in Theorem 2. Since M is compact and g is
continuous, there exists γ > 0 such that

1

γ
I ≤ g ≤ γ I in M. (61)
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Moreover, also by compactness, there exists r0 > 0 such that Lemma 3 holds with
r = 2r0 for any g0 satisfying 1

γ
I ≤ g0 ≤ γ I . Therefore there exists ρ0 > 0 so that

U ⊂ Ωi for some i and oscU g < r0

whenever U ⊂ M with diamU < ρ0. (62)

Here oscU g is to be evaluated in the coordinates of the chart Ωi .
In the following we will need coverings of M with the following property:

Definition 1 (Minimal cover of M) For ρ > 0 a finite open covering C of M is a
minimal cover of diameter ρ if:

1. the diameter of each U ∈ C is less than ρ;
2. C can be subdivided into n + 1 subfamilies Fi , each consisting of pairwise dis-

joint sets.

The existence of such coverings is a well-known fact. For the convenience of the
reader we give a short proof at the end of this section.

We are now ready to state the iteration stage needed for the proof of Theorem 2.
Recall that η0 > 0 is the constant from Proposition 3.

Proposition 5 (Stage, global) Let (Mn,g) be a smooth, compact Riemannian man-
ifold with g ∈ Cβ(M), and let C be a minimal cover of M of diameter ρ < ρ0, where
ρ0 is as in (62). There exists δ0 > 0 such that, if K ≥ 1 and u ∈ C2(M,Rm) satisfies

‖u�e − g‖0 ≤ δ2 < δ2
0, (63)

‖u‖2 ≤ μ, (64)

oscU ∇u ≤ η0/2 for all U ∈ C, (65)

then there exists v ∈ C2(M,Rm) with

‖v�e − g‖0 ≤ Cδ2
(

1

K
+ δβ−2μ−β

)
, (66)

‖v‖2 ≤ CμK(n+1)n∗ , (67)

‖u− v‖1 ≤ Cδ. (68)

The constants C depend only (Mn,g) and C.

5.4 Proof of Proposition 5

We proceed as in the proof of Proposition 4. Enumerate the covering as C =
{Uj }j∈J , and for each j choose a matrix gj ∈ sym+

n such that

|g(x)− gj | ≤ r0 for x ∈ Uj .
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Furthermore, fix a partition of unity {ψj } for C in the sense that ψj ∈ C∞
c (Uj ) and∑

j ψ
2
j = 1 on M .

Step 1. Mollification The mollification step is precisely as in Proposition 4. We
set

 = δ

μ
,

and let

ũ = u ∗ ϕ , g̃ = g ∗ ϕ , (69)

where now the convolution is defined in (60) above. Then, as before,

‖ũ− u‖1 ≤ Cδ, (70)

‖g̃ − g‖0 ≤ C‖g‖β β, (71)

‖ũ‖k+2 ≤ Cδ −(k+1), (72)

‖ũ�e − g̃‖k ≤ Cδ2 −k, (73)

for k = 0,1, . . . , (n+ 1)n∗. In particular, for any j ∈ J and any x ∈ Uj

|g̃(x)− gj | ≤ r0 +C β ≤ r0 +Cδ
β

0 ≤ 3

2
r0

provided δ0 > 0 is sufficiently small.

Step 2. Rescaling We rescale the map analogously to Step 2 in Proposition 4.
Accordingly,

h̃ := g̃ + r0

2Cδ2
(g̃ − ũ�e)

satisfies

|h̃(x)− gj | ≤ r0

2Cδ2
‖g̃ − ũ�e‖0 + 3

2
r0 ≤ 2r0 in Uj .

Therefore, using Lemma 3 for each gj and introducing

u0 = 1

(1 +Cr−1
0 δ2)1/2

ũ

we obtain (as in Proposition 4)

g̃ − u
�
0e =

n∗∑

i=1

a2
i,j νi,j ⊗ νi,j in Uj

for some functions ai,j ∈ C∞(Uj ) satisfying the estimates

‖ai,j‖Ck+1(Uj )
≤ Cδ −(k+1) for j ∈ J and k = 0,1, . . . , (n+ 1)n∗.
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In particular, using the partition of unity {ψj } we obtain

g̃ − u
�
0e =

∑

j∈J

n∗∑

i=1

(ψjai,j )
2νi,j ⊗ νi,j , (74)

with

‖u− u0‖1 ≤ Cδ, (75)

‖ψjai,j‖0 ≤ Cδ, (76)

‖u0‖k+2 + ‖ψjai,j‖k+1 ≤ Cδ −(k+1) (77)

for k = 0,1, . . . , (n+ 1)n∗.

Step 3. Iterating One-Dimensional Oscillations We now argue as in the Step 3
of the proof of Proposition 4. However, there are two differences. First of all we
apply Proposition 3 in place of Proposition 2. This requires an additional control of
the oscillation of ∇u in each Uj . Second, the number of steps is (n+ 1)n∗. Indeed,
observe that (74) can be written as

g̃ − u
�
0e =

n+1∑

σ=1

n∗∑

i=1

∑

j∈Jσ
(ψjai,j )

2νi,j ⊗ νi,j , (78)

where the index set J is decomposed as J = J1 ∪ · · · ∪ Jn+1 so that Uj ∈ Fσ if
and only if j ∈ Jσ . The point is that the sum in j consists of functions with disjoint
supports, and hence for this sum Proposition 3 can be performed in parallel, in one
step. Thus, the number of steps to be performed serially is the number of summands
in σ and i, which is precisely (n+ 1)n∗.

To deal with the restriction on the oscillation of uk in each step, observe that
oscUj

∇u ≤ η0/2 by assumption, and clearly the same holds for u0. Also, at each
step we have the estimate ‖uk+1 − uk‖1 ≤ Cδ ≤ Cδ0. Therefore, choosing δ0 > 0
sufficiently small (only depending on the constants and on η0), we ensure that the
condition remains satisfied inductively (n+ 1)n∗ times.

Thus, proceeding as in the proof of Proposition 4 we apply Proposition 3 suc-
cessively with  k =  K−k , λk = Kk+1 −1, and Nk = (n+ 1)n∗ − k. In this way we
obtain a final map v := u(n+1)n∗ such that

‖v�e − g̃‖0 ≤ Cδ2 1

K
,

‖v‖2 ≤ CμK(n+1)n∗ ,

‖v − u0‖1 ≤ Cδ.

The above inequalities combined with (70), (71) and (75) imply the estimates (66),
(67) and (68). This concludes the proof.
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Fig. 1 The triangulation T

and the covering for a
2-dimensional manifold

5.5 Existence of Minimal Covers

We fix a triangulation T of M with simplices having diameter smaller than ρ/3. We
let S0 be the vertices of the triangulation, S1 be the edges, Sk be the k-faces. F0 is
made by pairwise disjoint balls centered on the elements of S0, with radius smaller
than ρ/2. We let M0 be the union of these balls. Next, for any element σ ∈ S1, we
consider σ ′ = σ \ M0. The σ ′ are therefore pairwise disjoint compact sets and we
let F1 be a collection of pairwise disjoint neighborhoods of σ ′, each with diameter
less than ρ. We define M1 to be the union of the elements of F1 and F0. We proceed
inductively. At the step k, for every k-dim. face F ∈ Sk we define F ′ = F \ Ak−1.
Clearly, the F ′ are pairwise disjoint compact sets and hence we can find pairwise
disjoint neighborhoods of the F ′ with diameter smaller than ρ. Figure 1 shows the
elements of Fi for a 2-d triangulation.

Clearly, the collection F0 ∪ · · · ∪ Fn covers any simplex of T , and hence is a
covering of M .

6 h-Principle: Iteration

6.1 Proof of Theorem 1

Let μ0, δ0 > 0 be such that

‖u�e − g‖0 ≤ δ2
0,

‖u‖2 ≤ μ0.

Let also K ≥ 1. Later on we are going to adjust the parameters μ0 and K in order
to achieve the required convergence in C1,α . Applying Proposition 4 successively,
we obtain a sequence of maps uk ∈ C2(Ω,Rn+1) such that
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‖u�ke − g‖0 ≤ δ2
k ,

‖uk‖2 ≤ μk,

‖uk+1 − uk‖1 ≤ Cδk,

where

δ2
k+1 = Cδ2

k

(
1

K
+ δ

β−2
k μ

−β
k

)
, (79)

μk+1 = CμkK
n∗ . (80)

Substituting K with max{C1/n∗K,K} we can absorb the constant in (80) to achieve
μk+1 = μkK

n∗ , at the price of getting a possibly worse constant in (79). In particular
μk = μ0K

kn∗ . Next, we show by induction that for any

a < min

{
1

2
,
βn∗

2 − β

}
(81)

there exists a suitable initial choice of K and μ0 so that

δk ≤ δ0K
−ak.

The case k = 0 is obvious. Assuming the inequality to hold for k, we have

δ2
k+1 ≤ Cδ2

0K
−2ak−1 +Cδ

β

0 μ
−β

0 K−βk(a+n∗).

Therefore δk+1 ≤ δ0K
−a(k+1) provided

2C ≤ K1−2a and 2C ≤ μ
β

0 δ
2−β

0 Kk[β(a+n∗)−2a]−2a.

By choosing first K and then μ0 ≥ ‖u‖2 sufficiently large, these two inequalities
can be satisfied for any given a in the range prescribed in (81). This proves our
claim.

Next we show that for any

α < min

{
1

1 + 2n∗
,
β

2

}
(82)

the parameters μ0 and K can be chosen so that the sequence uk converges in
C1,α(Ω;Rn+1). To this end observe that to any α satisfying (82) there exists an
a satisfying (81) such that

α <
a

a + n∗
.

Then, choosing μ0 and K sufficiently large as above, we obtain a sequence uk such
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that

‖uk+1 − uk‖1 ≤ Cδ0K
−ak,

‖uk+1 − uk‖2 ≤ μk+1 +μk ≤ 2μ0K
(k+1)n∗ .

Therefore, by interpolation

‖uk+1 − uk‖1,α ≤ ‖uk+1 − uk‖1−α
1 ‖uk+1 − uk‖α2

≤ C̃K−[(1−α)a−αn∗]k. (83)

Thus the sequence converges in C1,α to some limit map v ∈ C1,α(Ω;Rn+1). Since
δk → 0, the limit satisfies v�e = g in Ω .

Finally, choosing K so large that K−a ≤ 1/2, we have

‖v − u‖1 ≤ Cδ0

∑

k

K−ak ≤ 2Cδ0.

6.2 Proof of Theorem 2

Recall from Sect. 5.3 that for the whole construction we work with a fixed atlas {Ωi}
of the manifold M , and that to the given metric g ∈ Cβ(M) there exist constants
γ > 1 and ρ0 > 0 such that (61) and (62) hold.

Since u ∈ C2(M;Rm) and there are a finite number of charts Ωi , there exists
ρ < ρ0 such that

oscU ∇u < η0/4 whenever U ⊂ M with diamU < ρ.

Fix a minimal cover C of M with diameter ρ and let μ0, δ0 > 0 be such that

‖u�e − g‖0 ≤ δ2
0,

‖u‖2 ≤ μ0.

The iteration now proceeds with respect to this fixed cover, parallel to the proof
of Theorem 1. More precisely, arguing as in Theorem 1, Proposition 5 yields a
sequence uk ∈ C2(M;Rm) with

‖u�ke − g‖0 ≤ δ2
k ,

‖uk‖2 ≤ μ0K
k(n+1)n∗ ,

‖uk+1 − uk‖1 ≤ Cδk,

where

δ2
k+1 = Cδ2

k

(
1

K
+ δ

β−2
k K−βk(n+1)n∗

)
. (84)
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The proof that μ0 and K can be chosen so that uk converges in C1,α for

α < min

{
1

1 + 2(n+ 1)n∗
,
β

2

}
(85)

follows entirely analogously. Recall that this argument yields in particular

δk ≤ δ0K
−ak.

The only difference is that the estimates (63) and (65) need to be fulfilled at each
stage. To this end note that δk ≤ δ0, so that (63) will hold at stage k if it holds at the
initial stage. Moreover,

oscU ∇uk ≤ oscU ∇u+
k−1∑

j=0

2‖uj+1 − uj‖1 ≤ η0

4
+ 2Cδ0

∑

j

K−aj ≤ η0

4
+ 4Cδ0,

so that (65) is fulfilled by uk provided δ0 is sufficiently small (depending only on
the various constants).

6.3 Proof of Corollaries 1 and 2

The corollaries are a direct consequence of the Nash–Kuiper theorem combined
with Theorems 1 and 2 respectively. For simplicity, we allow M to be either Ω for
a smooth bounded open set Ω ⊂ R

n or a compact Riemannian manifold of dimen-
sion n, and assume that g ∈ Cβ(M) is satisfying either the assumptions of Theo-
rem 1 or those of Theorem 2. We then set α0 = min{(2n∗ + 1)−1, β/2} in the first
case, and α0 = min{(2(n+ 1)n∗ + 1)−1, β/2} in the second.

Let u ∈ C1(M;Rm) be a short map and ε > 0. We may assume without loss
of generality that ε < δ0. Using the Nash–Kuiper theorem together with a standard
regularization, there exists u0 ∈ C2(M;Rm) such that

‖u− u0‖1 ≤ ε/2,

‖u�0e − g‖0 ≤
(

ε

2C

)2

,

where C is the constant in Theorems 1 and 2 respectively. Then the theorem, applied
to u0, yields an isometric immersion v ∈ C1,α(M;Rm) for any α < α0, such that
‖v − u0‖1 ≤ ε/2, so that ‖v − u‖1 ≤ ε. This proves the corollaries.

We now come to Remark 1. This follows immediately from the fact that the
Nash–Kuiper theorem also works for embeddings, and that the set of embeddings of
a compact manifold is an open set in C1(M;Rm). Indeed, if u is an embedding, the
Nash–Kuiper theorem gives the existence of an embedding u0 with the estimates
above. Ensuring in addition that ε is so small that any map v ∈ C1(M;Rm) with
‖v − u‖1 ≤ ε is an embedding, we reach the required conclusion.



h-Principle and Rigidity for C1,α Isometric Embeddings 109

7 Rigidity: Proof of Theorem 3

7.1 Curvature and Brouwer Degree

Let (M,g) be as in Theorem 3. As usual, we denote by dA the area element in M

and by κ the Gauss curvature of (M,g). Consider next a C2 isometric embedding
v : M → R

3. The unit normal N(p) to v(M) is the unique vector of R3 such that,
given a positively oriented basis e1, e2 for Tp(M), the triple (dvp(e1), dvp(e2),

N(p)) is an orthonormal positively oriented frame of R3.
As it is well known, if dσ denotes the area element in S

2, then N� dσ = κ dA.
Therefore, for every open set V � M and for every f ∈ C1(S2), the usual change of
variable formula yields

∫

V

f (N(x))κ(x) dA(x) =
∫

S2
f (y)deg(y,V ,N)dσ(y), (86)

where deg(y,V ,N) denotes the Brouwer degree of the map N . Though the differ-
ential definition of deg makes sense only for regular values of N , it is a classical
observation that deg is constant on connected components of S2 \ N(∂V ). Thus it
has a unique continuous extension to S

2 \N(∂V ), which will be denoted as well by
deg.

Consider next an isometric embedding v ∈ C1. In this case N ∈ C0. The Brouwer
degree deg(y,V ,N) can still be defined and we recall the following well-known
theorem.

Theorem 4 Let N ∈ C(V,S2) and {Nk} ⊂ C∞(V ,S2) be a sequence converging
uniformly to N . Let K ⊂ S

2 \ N(∂V ) be a closed set. For any k sufficiently large,
deg(·,V ,Nk) ≡ deg(·,V ,N) on K .

Thus deg(·,V ,N) ∈ L1
loc(S

2 \ N(∂V )). A key step to the proof of Theorem 3 is
to show that formula (86) holds for v ∈ C1,α with α > 2/3.

Proposition 6 Let v ∈ C1,α(M,R3) be an isometric embedding with α > 2/3. Then
(86) holds for every open set V � M diffeomorphic to a subset of R2 and every
f ∈ L∞ with supp(f ) ⊂ S

2 \N(∂V ).

In order to deal with N(∂V ) we recall the following elementary fact.

Lemma 4 Let M and M̃ be 2-dimensional Riemannian manifolds, β > 1
2 and N ∈

C0,β(M,M̃). If E ⊂ M has Hausdorff dimension 1, then the area of N(E) is 0.

The following is then a corollary of Proposition 6 and Lemma 4.

Corollary 5 Let (M,g) and v be as in Proposition 6, with κ ≥ 0. For any open
V � M , deg(·,V ,N) is a nonnegative L1 function and (86) holds for every f ∈
L∞(S2 \N(∂V )).



110 S. Conti et al.

7.2 Proof of Proposition 6

By a standard approximation argument, it suffices to prove the statement when f

is smooth. Under this additional assumption the proof is a direct consequence of
Theorem 4 and of the convergence result below, which is a consequence of Propo-
sition 1. Since V is diffeomorphic to an open set of the euclidean plane, we can
consider global coordinates x1, x2 on it. Fix a symmetric kernel ϕ ∈ C∞

c (R2), set
ϕε(x) = ε−2ϕ(x/ε) and let vε := (v1V ) ∗ ϕε (we consider here the convolution of
the two functions in R

2 using the coordinates x1, x2 and the corresponding Lebesgue
measure).

Proposition 7 Let v and vε be defined as above and denote by Nε , gε , Aε and κε

respectively, the normal to vε(M), the pull-back of the metric on vε(M), and the
corresponding area element and Gauss curvature. Then,

lim
ε↓0

∫

V

f (Nε)κε dAε =
∫

V

f (N)κ dA ∀f ∈ C∞
c (S2 \N(∂V )). (87)

Proof In coordinates, our aim is to show that

lim
ε↓0

∫

V

f (Nε(x))κε(x)(detgε(x))
1
2 dx =

∫

V

f (N(x))κ(x)(detg(x))
1
2 dx. (88)

We recall the formulas for the Christoffel symbols, the Riemann tensor and the
Gauss curvature in V , in the system of coordinates already fixed:

Γ i
jk = 1

2
gim
(
∂kgjm + ∂jgmk − ∂mgkj

)
, (89)

Riljk = glm
(
∂kΓ

m
ij − ∂jΓ

m
ik + Γ l

ijΓ
m
kl − Γ l

ikΓ
m
jl

)
, (90)

κ = R1212

det(gij )
. (91)

After obvious computations we conclude that

κ = (detg)−1(cijkl∂klgij + dijklmn(g)∂kgij ∂lgmn) (92)

where cijkl are constant coefficients and the functions dijklmn are smooth.
Proposition 1 implies that ∂kgεij and gεij converge locally uniformly to ∂kgij and

gij respectively. Moreover, Nε converges locally uniformly to N . Since there is a
compact set containing f (Nε) and f (N), we only need to show that

lim
ε↓0

∫

V

f (Nε(x))(detgε(x))−
1
2 ∂klg

ε
ij (x) dx

=
∫

V

f (N(x))(detg(x))−
1
2 ∂klgij (x) dx. (93)
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Denote by ψε the function f (Nε(x))(detgε(x))− 1
2 . Since f (Nε) is smooth and

compactly supported in V we can integrate by parts to get
∫

V

ψε∂klg
ε
ij =

∫

V

∂kψ
ε∂lg

ε
ij . (94)

Note that ‖∂kψε‖ ≤ Cεα−1 by obvious estimates on convolutions. Hence, (2) gives
∫

V

∂kψ
ε
(
∂lg

ε
ij − ∂lgij

)= O(ε3α−2) (95)

which converges to 0 because α > 3/2. Integrating again by parts, we get

lim
ε↓0

∫

V

f (Nε(x))(detgε(x))−
1
2 ∂klg

ε
ij (x) dx

= lim
ε↓0

∫

V

f (Nε(x))(detgε(x))−
1
2 ∂klgij (x) dx.

Using the uniform convergence of Nε to N and of gε to g we then conclude (93)
and hence the proof of the Proposition. �

7.3 Proof of Lemma 4 and Corollary 5

Proof of Lemma 4 By the definition of Hausdorff dimension, for every ε > 0 and
η > 1 there exists a covering of E with closed sets Ei such that

∑

i

(diam(Ei))
η ≤ ε. (96)

On the other hand, diam(g(Ei)) ≤ C(diam(Ei))
β and hence the area |g(Ei)| can

be estimated with C(diam(Ei))
2β . Since β > 1/2, we can pick η = 2β to conclude

that

|g(E)| ≤ C
∑

i

(diam(Ei))
η ≤ Cε.

The arbitrariness of ε implies |g(E)| = 0. �

Proof of Corollary 5 First of all, we know from Proposition 6 that the formula (86)
is valid for any open set V which is diffeomorphic to an open set of R2, and any f ∈
L∞ compactly supported in S

2 \ N(∂V ). Since κ is nonnegative, we conclude that
deg(·,N,V ) ≥ 0. Testing (86) with a sequence of compactly supported functions
fk ↑ 1S2\N(∂V ) we derive that

∫
deg(y,N,V )dσ(y) =

∫

V

κ dA< ∞,

which implies deg(·,N,V ) ∈ L1.
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Next, consider a V with smooth boundary. We decompose it into the union of
finitely many nonoverlapping Lipschitz open sets Vi diffeomorphic to open sets of
the euclidean plane. Then

deg(y,N,V ) =
∑

i

deg(y,N,Vi) for every y /∈
⋃

N(∂Vi).

On the other hand, by Lemma 4,
⋃

i N(∂Vi) is a negligible set, and hence we con-
clude the formula for V from the previous step.

Finally, fix a generic V and an f ∈ L∞ with supp(f ) ⊂ S
2 \N(∂V ). Choose an

open set V ′ with smooth boundary ∂V ′ sufficiently close to ∂V . Then deg(·,V ,N)

and deg(·,V ′,N) coincide on the support of f , whereas the support of f (N(·)) is
contained in V ′. From the formula for V ′ and f we conclude then the validity of
the formula for V and f . Arguing again as above, we conclude that deg(·,N,V )

is summable and nonnegative and that the formula (86) holds for any V and any
f ∈ L∞(S2 \N(∂V )). �

7.4 Bounded Extrinsic Curvature. The Proof of Theorem 3

We recall the notion of bounded extrinsic curvature for a C1 immersed surface (see
p. 590 of [26]).

Definition 2 Let Ω ⊂ R
2 be open and u ∈ C1(Ω,R3) an immersion. The surface

u(Ω) has bounded extrinsic curvature if there is a C such that

N∑

i=1

|N(Ei)| ≤ C (97)

for any finite collection {Ei} of pairwise disjoint closed subsets of Ω .

The proof of Theorem 3 follows now from Corollary 5.

Proof of Theorem 3 The theorem follows easily from the claim:

deg(·,V ,N) ≥ 1N(V )\N(∂V ) for every open V ⊂ Ω. (98)

In fact, given disjoint closed sets E1, . . . ,EN , we can cover them with disjoint open
sets V1, . . . VN with smooth boundaries. By (98) and Corollary 5,

∑

i

|N(Ei) \N(∂Vi)| ≤
∑

i

|N(Vi) \N(∂Vi)| ≤
∑

i

∫

Vi

κ ≤
∫

Ω

κ. (99)

On the other hand, by Lemma 4, |N(∂Vi)| = 0. Thus, (99) shows (97).
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We now come to the proof of (98). Obviously deg(y,V ,N) = 0 if y /∈ N(V ).
Moreover, by Corollary 5, deg(·,V ,N) ≥ 0. Therefore, fix y0 ∈ N(V ) \ N(∂V )

and assume, by contradiction, that deg(y0,V ,N) = 0. Consider a small open disk
D centered at y0 such that N−1(D) ∩ ∂V = ∅ and let W := N−1(D) ∩ V . Then
N(∂W) ⊂ ∂D and N(W) ⊂ D. So, deg(·,W,N) vanishes on S

2 \ D and is a con-
stant integer k on D. On the other hand k = deg(y0,W,N) = deg(y0,V ,N) −
deg(y0,V \ W,N) = −deg(y0,V \ W,N). Since y0 /∈ N(V \ W), we conclude
k = 0 and hence

0 =
∫

deg(y,W,N)dy =
∫

W

κ dA

which is a contradiction because W �= ∅ and κ > 0. �

Corollary 3 follows from Theorem 3 and the results of Pogorelov cited in the
introduction. More precisely, by Theorem 9 on p. 650 [26], u(S2) is a closed convex
surface, which by [25] is rigid.

Corollary 4 also follows from the results in [26] and [27]. However, we were
unable to find an exact reference for open surfaces, and therefore, for the reader’s
convenience, we have included a proof in the Appendix.

Acknowledgements Camillo De Lellis has been supported by the SFB grant TR 71.

Appendix

Proof of Corollary 4 First of all, since the theorem is local, without loss of general-
ity we can assume that:

1. Ω = Br(0), u ∈ C1,α(Br(x)), g ∈ C2,β(Br(x)) and u is an embedding;
2. u(Ω) has bounded extrinsic curvature.

Step 1. Density of Regular Points For any point z ∈ S
2 we let n(z) be the cardi-

nality of N−1(z). It is easy to see that, for a surface of bounded extrinsic curvature,∫
S2 n < ∞ (cf. with Theorem 3 of p. 590 in [26]). Therefore, the set E := {n = ∞}

has measure zero. Let Ωr := N−1(S2 \E). Observe that

Ωr is dense in Ω. (100)

Otherwise there is a nontrivial smooth open set V such that N(V ) ⊂ E. But then,
deg(·,V ,N) = 0 for every y /∈ N(V ), and since |N(V )| = |N(∂V )| = 0, it follows
that deg(·,V ,N) = 0 a.e. By Corollary 5,

∫
V
κ = 0, which contradicts κ > 0.

Step 2. Convexity Around Regular Points Note next that, for every x ∈ Ωr

there is a neighborhood U of x such that N(y) �= N(x) for all y ∈ U \ {x}, i.e. x is
regular in the sense of [26] p. 582. Recalling (98), deg(·,V ,N) ≥ 1V \∂V for every
V : therefore the index of the map N at every point x ∈ Ωr is at least 1. So, by the
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Fig. 2 The convex sets of
type V × ]−a, a[ among
which we choose the
maximal one Um

Lemma of page 594 in [26], any point x ∈ Ωr is an elliptic point relative to the
mapping N (that is, there is a neighborhood U of x such that the tangent plane π to
u(Ω) in x intersects U ∩ u(Ω) only in u(x); cf. with page 593 of [26]).

By the discussion of page 650 in [26], u(Ω) has nonnegative extrinsic curvature
as defined in IX.5 of [26]. Then, Lemma 2 of page 612 shows that, for every elliptic
point y ∈ u(Ω) there is a neighborhood where u(Ω) is convex. This conclusion
applies, therefore, to any y ∈ Ωr . We next claim the existence of a constant C with
the following property. Set ρ(y) := C−1 min{1,dist(u(y),u(∂Ω))}. Then

u(Ω)∩Bρ(y)(y) is convex for all y ∈ Ωr. (101)

Recall that u is an embedding and hence dist(u(y),u(∂Ω)) > 0 for every y ∈ Ω .
By (100), (101) gives for any y ∈ Ω there is a neighborhood where u(Ω) is convex.
This would complete the proof.

Step 3. Proof of (101) First of all, since u is an embedding and ‖u‖C1,α is finite,
there is a constant c0 such that, for any point x, Bc0(x) ∩ u(Ω) is the graph of a
C1,α function with ‖ · ‖C1,α norm smaller than 1. In order to prove (101) we assume,
without loss of generality, that y = 0 and that the tangent plane to u(Ω) at y is
{x3 = 0}. Denote by π the projection on {x3 = 0}. By [27] there is a constant λ > 0
(depending only on ‖g‖C2,β , ‖κ‖C0 and ‖κ−1‖C0 ) with the following property.

(Est) Let U be an open convex set such that U ∩ u(∂Ω) = ∅, diam(U) ≤ c0 and
U ∩ u(Ω) is locally convex. Then U ∩ u(Ω) is the graph of a function
f : π(u(Ω)∩U) → R with ‖f ‖C2,1/2 ≤ λ−1 and D2f ≥ λId.

We now look for sets U as in (Est) with the additional property that U =
V × ]−a, a[ and f |∂V = a (see Fig. 2). Let Um be the maximal set of this form
for which the assumptions of (Est) hold. We claim that, either ∂Um ∩ u(∂Ω) �= ∅,
or diam(Um) = c0. By (Est), this claim easily implies (101). To prove the claim,
assume by contradiction that it is wrong and let Um = Wm ×]−am,am[ be the max-
imal set. Let γ = ∂Um ∩ u(Ω). By the choice of c0, γ is necessarily the curve
∂Wm × {a}. On the other hand, by the estimates of (Est), it follows that every tan-
gent plane to u(Ω) at a point of γ is transversal to {x3 = 0}. So, for a sufficiently
small ε > 0, the intersection {x3 = am + ε} ∩ u(Ω) contains a curve γ ′ bounding a
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connected region D ⊂ u(Ω) which contains u(Ω)∩Um. By Theorem 8 of page 650
in [26], D is a convex set. This easily shows that Um was not maximal. �
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About Existence, Symmetry and Symmetry
Breaking for Extremal Functions of Some
Interpolation Functional Inequalities

Jean Dolbeault and Maria J. Esteban

Abstract This chapter is devoted to a review of some recent results on exis-
tence, symmetry and symmetry breaking of optimal functions for Caffarelli–Kohn–
Nirenberg (CKN) and weighted logarithmic Hardy (WLH) inequalities. These re-
sults have been obtained in a series of papers (Dolbeault et al. in Ann. Sc. Norm.
Super. Pisa, Cl. Sci. (5) 7(2):313–341, 2008; Dolbeault et al. in Adv. Nonlinear Stud.
9(4):713–726, 2009; Dolbeault, Esteban in Extremal functions for Caffarelli–Kohn–
Nirenberg and logarithmic Hardy inequalities Calc. Var. Partial Differ. Equ., 2010;
del Pino et al. in J. Funct. Anal. 259(8):2045–2072, 2010; Dolbeault et al. in Ra-
dial symmetry and symmetry breaking for some interpolation inequalities, preprint,
2010) in collaboration with M. del Pino, S. Filippas, M. Loss, G. Tarantello and
A. Tertikas. Here we put the highlights on a symmetry breaking result: extremals
of some inequalities are not radially symmetric in regions where the symmetric ex-
tremals are linearly stable. Special attention is paid to the study of the critical cases
for (CKN) and (WLH).

1 Two Families of Interpolation Inequalities

For any dimension d ∈N
∗ and any θ ∈ [0,1], let us consider the set D of all smooth

functions which are compactly supported in R
d \ {0}. Define the numbers

ϑ(p,d) := d(p − 2)

2p
, ac := d − 2

2
,

Λ(a) := (a − ac)
2 and p(a, b) := 2d

d − 2 + 2(b − a)
.
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We shall also set 2∗ := 2d
d−2 if d ≥ 3 and 2∗ := ∞ if d = 1 or 2. For any a < ac, we

consider the following two families of interpolation inequalities, which have been
introduced in [1, 4]:

(CKN) Caffarelli–Kohn–Nirenberg inequalities—Let b ∈ (a + 1/2, a + 1] and θ ∈
(1/2,1] if d = 1, b ∈ (a, a + 1] if d = 2 and b ∈ [a, a + 1] if d ≥ 3. Assume
that p = p(a, b), and θ ∈ [ϑ(p,d),1] if d ≥ 2. Then, there exists a finite positive
constant CCKN(θ,p, a) such that, for any u ∈ D ,

‖|x|−bu‖2
Lp(Rd )

≤ CCKN(θ,p, a)‖|x|−a∇u‖2θ
L2(Rd )

‖|x|−(a+1)u‖2(1−θ)

L2(Rd )
.

(WLH) Weighted logarithmic Hardy inequalities—Let γ ≥ d/4 and γ > 1/2 if
d = 2. There exists a positive constant CWLH(γ, a) such that, for any u ∈ D , nor-
malized by ‖|x|−(a+1)u‖L2(Rd ) = 1,

∫

Rd

|u|2 log(|x|2(ac−a)|u|2)
|x|2(a+1)

dx ≤ 2γ log
[
CWLH(γ, a)‖|x|−a∇u‖2

L2(Rd )

]
.

(WLH) appears as a limiting case of (CKN) in the limit θ = γ (p − 2), p → 2+.
See [4, 5] for details. By a standard completion argument, these inequalities can be
extended to the set

D1,2
a (Rd) := {u ∈ L1

loc(R
d) : |x|−a∇u ∈ L2(Rd) and |x|−(a+1)u ∈ L2(Rd)}.

In the sequel, we shall assume that all constants in the inequalities are taken with
their optimal values. For brevity, we shall call extremals the functions which realize
equality in (CKN) or in (WLH).

Let C∗
CKN(θ,p, a) and C∗

WLH(γ, a) denote the optimal constants when admis-
sible functions are restricted to the set of radially symmetric functions. Radial
extremals, that is, the extremals of the above inequalities when restricted to the
set of radially symmetric functions, are explicit and the values of the constants,
C∗

CKN(θ,p, a) and C∗
WLH(γ, a), are known. According to [4], we have:

(CKN∗) Radial Caffarelli–Kohn–Nirenberg inequalities:

C∗
CKN(θ,p, a)

|Sd−1|− p−2
p

=
[
(a − ac)

2(p − 2)2

2 + (2θ − 1)p

] p−2
2p
[

2 + (2θ − 1)p

2pθ(a − ac)2

]θ

×
[

4

p + 2

] 6−p
2p
[
Γ ( 2

p−2 + 1
2 )√

πΓ ( 2
p−2 )

] p−2
p

,

and if θ > ϑ(p,1), the best constant is achieved by an optimal radial function
u such that u(r) = ra−acw(− log r), where w is unique up to multiplication by
constants and translations in s, and given by

w(s) = ( cosh(λs)
)− 2

p−2 , with λ = 1

2
(p − 2)

[
(a − ac)

2(p + 2)

2 + (2θ − 1)p

] 1
2

.
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(WLH∗) Radial weighted logarithmic Hardy inequalities:

C∗
WLH(γ, a) =

⎧
⎪⎨

⎪⎩

1
4γ

[Γ ( d2 )]
1

2γ

(2πd+1e)
1

4γ
(

4γ−1
(a−ac)2 )

4γ−1
4γ if γ > 1

4 ,

C∗
WLH = [Γ ( d2 )]2

2πd+1e
if γ = 1

4 ,

and if γ > 1
4 , equality in the weighted logarithmic Hardy inequality is achieved by

an optimal radial function u such that u(r) = ra−acw(− log r), where

w(s) = w̃(s)∫
C w̃2 dy

and w̃(s) = exp

(
− (a − ac)

2s2

(4γ − 1)

)
.

Moreover we have

CCKN(θ,p, a) ≥ C∗
CKN(θ,p, a) = C∗

CKN(θ,p, ac − 1)Λ(a)
p−2
2p −θ

,

CWLH(γ, a) ≥ C∗
WLH(γ, a) = C∗

WLH(γ, ac − 1)Λ(a)
−1+ 1

4γ ,

(1)

where in both cases, the inequalities follow from the definitions. Radial symmetry
for the extremals of (CKN) and (WLH) implies that CCKN(θ,p, a) = C∗

CKN(θ,p, a)

and CWLH(γ, a) = C∗
WLH(γ, a), while symmetry breaking means that inequalities

in (1) are strict. As we shall see later, there are cases where CCKN(θ,p, a) =
C∗

CKN(θ,p, a) and for which radial and non-radial extremal functions coexist. This
may happen only for the limiting value of a beyond which the equality does not
hold anymore. On the contrary, when CCKN(θ,p, a) > C∗

CKN(θ,p, a), none of the
extremals of (CKN) is radially symmetric.

Section 2 is devoted to the attainability of the best constants in the above inequal-
ities. In Sect. 3 we describe the best available symmetry breaking results. In Sect. 4
we give some plots and also prove some new asymptotic results in the limit p → 2+.

2 Existence of Extremals

In this section, we describe the set of parameters for which the inequalities are
achieved. The following result is taken from [5].

Theorem 1 (Existence based on a priori estimates) Equality in (CKN) is attained
for any p ∈ (2,2∗) and θ ∈ (ϑ(p,d),1) or for θ = ϑ(p,d), d ≥ 2, and a ∈ (a$, ac),
for some a$ < ac. It is not attained if p = 2, or a < 0, p = 2∗, θ = 1 and d ≥ 3, or
d = 1 and θ = ϑ(p,1).

Equality in (WLH) is attained if γ ≥ 1/4 and d = 1, or γ > 1/2 if d = 2, or for
d ≥ 3 and either γ > d/4 or γ = d/4 and a ∈ (a$$, ac), for some a$$ < ac.

A complete proof of these results is given in [5]. In the sequel, we shall only give
some indications on how they are established.
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First of all, it is very convenient to reformulate (CKN) and (WLH) inequalities
in cylindrical variables. By means of the Emden–Fowler transformation

s = log |x| ∈R, ω = x/|x| ∈ S
d−1, y = (s,ω), v(y) = |x|ac−au(x),

inequality (CKN) for u is equivalent to a Gagliardo–Nirenberg–Sobolev inequality
on the cylinder C := R× S

d−1 for v, namely

‖v‖2
Lp(C ) ≤ CCKN(θ,p, a)(‖∇v‖2

L2(C )
+Λ‖v‖2

L2(C )
)θ‖v‖2(1−θ)

L2(C )
∀v ∈ H1(C )

with Λ = Λ(a). Similarly, with w(y) = |x|ac−au(x), inequality (WLH) is equiva-
lent to

∫

C
|w|2 log |w|2 dy ≤ 2γ log

[
CWLH(γ, a)(‖∇w‖2

L2(C )
+Λ)

]
,

for any w ∈ H1(C ) such that ‖w‖L2(C ) = 1. Notice that radial symmetry for u

means that v and w depend only on s. For brevity, we shall call them s-symmetric
functions.

On H1(C ), consider the functional

E
p
θ,Λ[v] := (‖∇v‖2

L2(C )
+Λ‖v‖2

L2(C )
)θ‖v‖2(1−θ)

L2(C )
.

Assume that d ≥ 3, let t := ‖∇v‖2
L2(C )

/‖v‖2
L2(C )

and Λ = Λ(a). If v is a minimizer

of E
p
θ,Λ[v] such that ‖v‖Lp(C ) = 1, then, as in [5], we have

(t +Λ)θ = E
p
θ,Λ[v]‖v‖

2
Lp(C )

‖v‖2
L2(C )

= ‖v‖2
Lp(C )

CCKN(θ,p, a)‖v‖2
L2(C )

≤ S
ϑ(p,d)
d

CCKN(θ,p, a)
(t + a2

c )
ϑ(p,d) (2)

where Sd = CCKN(1,2∗,0) is the optimal Sobolev constant, while we know
from (1), that lima→ac CCKN(θ,p, a) = ∞ if d ≥ 2. This provides a bound on t

if θ > ϑ(p,d).
Consider now a sequence (vn)n of functions in H1(C ), which minimizes E

p
θ,Λ[v]

under the constraint ‖v‖Lp(C ) = 1. Assume therefore that ‖vn‖Lp(C ) = 1 for any
n ∈ N. If θ > ϑ(p,d), an estimate similar to (2) asymptotically holds for (vn)n,
thus providing bounds on tn := ‖∇vn‖L2(C )/‖vn‖L2(C ) and ‖vn‖H1(C ), for n large
enough.

Then, standard tools of the concentration-compactness method allow to conclude
that (vn)n is relatively compact and converges up to translations and the extraction
of a subsequence towards a minimizer of E

p
θ,Λ. The only specific idea concerning the

use of concentration-compactness in this context relies on the use of the following
inequality: for any x, y > 0 and any η ∈ (0,1),

(1 + x)η(1 + y)1−η ≥ 1 + xηy1−η, with strict inequality unless x = y.



Existence and Symmetry of Extremals in Some Interpolation Inequalities 121

A similar approach holds for (CKN) if d = 2.
In the case of (WLH), for γ > d/4, the method of proof is similar to that of

(CKN). The energy functional to be considered is now

Fγ [w] := (‖∇w‖2
L2(C )

+Λ) exp

[
− 1

2γ

∫

C
|w|2 log |w|2 dy

]
.

If w is a minimizer of Fγ [w] under the constraint ‖w‖L2(C ) = 1, then we have

t +Λ

[CCKN(1,p,α)(t +Λ(α))] 1
2γ

p
p−2

≤ Fγ [w] = 1

CWLH(γ, a)
≤ Λ(a)

1− 1
4γ

C∗
WLH(γ, ac − 1)

(3)
for an arbitrary α < ac. The concentration-compactness method applies using the
following inequality: for any x, y > 0 and η ∈ (0,1),

ηx1/η + (1 − η)y1/(1−η) ≥ xy,

with strict inequality unless x = y and η = 1/2.
Let us now consider the critical case θ = ϑ(p,d) for (CKN). Estimate (3) still

provides a priori bounds for minimizing sequences whenever a ∈ (a1, ac) where a1

can be obtained as follows. When θ = ϑ(p,d), we can rewrite (2) as

(t +Λ) ≤ K(t + a2
c ) where K = Sθ

d

CCKN(θ,p, a)
.

Hence we can deduce that 0 ≤ t ≤ Ka2
c−Λ

1−K , if K < 1 and Λ ≤ Ka2
c . These two in-

equalities define the constant

Λ1 := min

{(
C∗

CKN(θ,p, ac − 1)1/θ

Sd

) d
d−1

,

(
a2
cSd

C∗
CKN(θ,p, ac − 1)1/θ

)d}
, (4)

so that t is bounded if a ∈ (a1, ac) with a1 := ac − √
Λ1. See [5] for more details.

Such an estimate is not anymore available in the critical case for (WLH), that
is, if γ = d/4, d ≥ 3. We may indeed notice that p ≤ 2∗ and γ = d/4 mean
1 − 1

2γ
p

p−2 ≤ 0. A more detailed analysis of the possible losses of compactness is
therefore necessary. This can actually be done in the two critical cases, θ = ϑ(p,d)

for (CKN) and γ = d/4, d ≥ 3, for (WLH).
Let CGN(p) be the optimal constant in the Gagliardo–Nirenberg–Sobolev inter-

polation inequalities

‖u‖2
Lp(Rd )

≤ CGN(p)‖∇u‖2ϑ(p,d)
L2(Rd )

‖u‖2(1−ϑ(p,d))

L2(Rd )
∀u ∈ H1(Rd)

with p ∈ (2,2∗) if d = 2 or p ∈ (2,2∗] if d ≥ 3. Also consider Gross’ logarithmic



122 J. Dolbeault and M.J. Esteban

Sobolev inequality in Weissler’s form (see [11])
∫

Rd

|u|2 log |u|2 dx ≤ d

2
log(CLS‖∇u‖2

L2(Rd )
) (5)

for any u ∈ H1(Rd) such that ‖u‖L2(Rd ) = 1, with optimal constant CLS := 2
πde

.

The Gaussian function u(x) = 1
(2π)d/4 e

−|x|2/4 is an extremal for (5). By taking

un(x) := u(x + ne) for some e ∈ S
d−1 and any n ∈ N as test functions for (WLH),

and letting n → +∞, we find that

CLS ≤ CWLH(d/4, a).

If equality holds, this is a mechanism of loss of compactness for minimizing se-
quences. On the opposite, if CLS < CWLH(d/4, a), we can establish a compactness
result (see Theorem 2 below) which proves that, for some a$$ < ac, equality is at-
tained in (WLH) in the critical case γ = d/4 for any a ∈ (a$$, ac). Indeed, we know
that lima→ac CWLH(d/4, a) = lima→ac C∗

WLH(d/4, a) = ∞.
A similar analysis for (CKN) shows that

CGN(p) ≤ CCKN(θ,p, a)

in the critical case θ = ϑ(p,d). Exactly as for (WLH), we also have an existence
result, which has been established in [5], if CGN(p) < CCKN(θ,p, a).

Theorem 2 (Existence in the critical cases) With the above notations,

(i) if θ = ϑ(p,d) and CGN(p) < CCKN(θ,p, a), then (CKN) admits an extremal
function in D1,2

a (Rd),
(ii) if γ = d/4, d ≥ 3, and CLS < CWLH(γ, a), then (WLH) admits an ex-

tremal function in D1,2
a (Rd). Additionally, if a ∈ (aWLH

$$ , ac), then CLS <

CWLH(d/4, a) where aWLH
$$ is defined by

aWLH
$$ := ac −

√
ΛWLH

$$ and ΛWLH
$$ := (d − 1)e

[
Γ (d2 )

2

2d+1π

] 1
d−1

.

The values of CGN(p) and CCKN(ϑ(p,d),p, a) are not explicitly known if d ≥ 2,
so we cannot get an explicit interval of existence in terms of a for (CKN). The
strict inequality of Theorem 2(i) holds if CGN(p) < C∗

CKN(ϑ(p,d),p, a) since we
know that C∗

CKN(ϑ(p,d),p, a) ≤ CCKN(ϑ(p,d),p, a). The condition CGN(p) =
C∗

CKN(ϑ(p,d),p, a) defines a number aCKN
$ for which existence is granted if a ∈

(aCKN
$ , ac), hence proving that a$ ≤ aCKN

$ (if we consider the lowest possible value
of a$ in Theorem 1). Still we do not know the explicit value of CGN(p), but, since
the computation of a1 only involves the optimal constants among radial functions,
at least we know that aCKN

$ ≤ a1 < ac.
On the opposite, we know the explicit values of CLS and C∗

WLH(d/4), so that
the computation of the value of aWLH

$ , which is determined by the condition CLS =
C∗

WLH(d/4), is tedious but explicit.
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We may observe from the expression of (CKN) and (WLH) when they are writ-
ten on the cylinder (after the Emden–Fowler transformation) that CCKN and CWLH

are monotone non-decreasing functions of a in (−∞, ac), and actually increasing
if there is an extremal. As long as it is finite, the optimal function a$ in Theorem 1
is continuous as a function of p, as a consequence of Theorem 2 and of the com-
pactness of minimizing sequences. So, finally, a$ and a$$ can be chosen such that
a$ ≤ aCKN

$ and a$$ ≤ aWLH
$$ . It is not difficult to observe that aCKN

$ can be seen as
a continuous, but not explicit, function of p and we shall see later (in Corollary 1,
below) that limp→2+ aCKN

$ (p) = aWLH
$$ .

Next, note that if CCKN = C∗
CKN is known, then there are radially symmetric

extremals, whose existence has been established in [4]. Anticipating on the results
of the next section, we can state the following result which arises as a consequence
of the Schwarz symmetrization method (see Theorem 4, below, and [8]).

Proposition 1 (Existence of radial extremals) Let d ≥ 3. Then (CKN) with θ =
ϑ(p,d) admits a radial extremal if a ∈ [a0, ac) where a0 := ac −√

Λ0 and Λ = Λ0

is defined by the condition

Λ(d−1)/d = ϑ(p,d)C∗
CKN(θ,p, ac − 1)1/ϑ(p,d)/Sd .

A similar estimate also holds if θ > ϑ(p,d), with less explicit computations. See
[8] for details.

The proof of this symmetry result follows from a not straightforward use of the
Schwarz symmetrization. If u(x) = |x|av(x), (CKN) is equivalent to

‖|x|a−bv‖2
Lp(Rd )

≤ CCKN(θ,p,Λ)(A − λB)θB1−θ

with A := ‖∇v‖2
L2(Rd )

, B := ‖|x|−1v‖2
L2(Rd )

and λ := a(2ac − a).

We observe that the function B �→ h(B) := (A − λB)θB1−θ satisfies

h′(B)

h(B)
= 1 − θ

B
− λθ

A − λB
.

By Hardy’s inequality (d ≥ 3), we know that

A − λB ≥ inf
a>0

(
A − a(2ac − a)B

)= A − a2
cB > 0,

and so h′(B) ≤ 0 if (1 − θ)A < λB, which is equivalent to A /B < λ/(1 − θ).
By interpolation A /B is small if ac − a > 0 is small enough, for θ > ϑ(p,d) and
d ≥ 3. The precise estimate of when A /B is smaller than λ/(1 − θ) provides us
with the definition of a0.
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3 Symmetry and Symmetry Breaking

Define

a(θ,p) := ac − 2
√
d − 1

p + 2

√
2pθ

p − 2
− 1, ã(γ ) := ac − 1

2

√
(d − 1)(4γ − 1),

aSB := ac −√ΛSB(γ ),

ΛSB(γ ) := 4γ − 1

8
e

(
π4γ−d−1

16

) 1
4γ−1

(
d

γ

) 4γ
4γ−1

Γ

(
d

2

) 2
4γ−1

and take into account the definitions of aCKN
$ and aWLH

$$ previously given. Thus we
have the following result, which has been established in [4, 8].

Theorem 3 Let d ≥ 2 and p ∈ (2,2∗). Symmetry breaking holds in (CKN) if either
a < a(θ,p) and θ ∈ [ϑ(p,d),1], or a < aCKN

$ and θ = ϑ(p,d).
Assume that γ > 1/2 if d = 2 and γ ≥ d/4 if d ≥ 3. Symmetry breaking holds in

(WLH) if a < max{ã(γ ), aSB}.

When γ = d/4, d ≥ 3, we observe that ΛWLH
$$ = ΛSB(d/4) < Λ(ã(d/4)) with

the notations of Theorem 1 and there is symmetry breaking if a ∈ (−∞, aWLH
$$ ), in

the sense that CWLH(d/4, a) > C∗
WLH(d/4, a) in that interval, although we do not

know if extremals for (WLH) exist when γ = d/4 and a < aWLH
$$ .

Concerning (CKN) with θ ≥ ϑ(p,d), results of symmetry breaking for a <

a(θ,p) have been established first in [3, 6, 9] when θ = 1 and later extended in
[4] to θ < 1. The main idea in case of (CKN) is to consider the quadratic form as-
sociated to the second variation of E

p
θ,Λ, restricted to {v ∈ H1(C ) : ‖v‖Lp(C ) = 1},

around a minimizer among functions depending on s only and observe that the linear
operator L

p
θ,Λ associated to the quadratic form has a negative eigenvalue if a < a.

Because of the homogeneity in (CKN), if v is an s-symmetric extremal, then
λv is also an s-symmetric extremal for any λ ∈ R and v is therefore in the kernel
of L

p
θ,Λ. When v generates Ker(L p

θ,Λ) and all non-zero eigenvalues are positive,
that is for a ∈ (a(θ,p), ac), we shall say that v is linearly stable, without further
precision. In such a case, the operator L

p
θ,Λ has the property of spectral gap.

Results in [4] for (WLH), a < ã(γ ), are based on the same method.
For any a < aCKN

$ , we have

C∗
CKN(ϑ(p,d),p, a) < CGN(p) ≤ CCKN(ϑ(p,d),p, a),

which proves symmetry breaking. Using well-chosen test functions, it has been
proved [8] that a(ϑ(p,d),p) < aCKN

$ for p−2 > 0, small enough, thus also proving
symmetry breaking for a − a(ϑ(p,d),p) > 0, small, and θ − ϑ(p,d) > 0, small.
This shows that in some cases, symmetry can be broken even in regions where the
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radial extremals are linearly stable. In Sect. 4, we give a more quantitative result
about this (see Corollary 1).

Next we will describe how the set of parameters involved in our inequalities is cut
into two subsets, both of them simply connected. They are separated by a continuous
surface which isolates the symmetry region from the region of symmetry breaking.
See [7, 8] for detailed statements and proofs.

Theorem 4 For all d ≥ 2, there exists a continuous function a∗ defined on the
set {(θ,p) ∈ (0,1] × (2,2∗) : θ > ϑ(p,d)} such that limp→2+ a∗(θ,p) = −∞
with the property that (CKN) has only radially symmetric extremals if (a,p) ∈
(a∗(θ,p), ac) × (2,2∗), and none of the extremals is radially symmetric if (a,p) ∈
(−∞, a∗(θ,p))× (2,2∗).

Similarly, for all d ≥ 2, there exists a continuous function a∗∗ : (d/4,∞) →
(−∞, ac) such that, for any γ > d/4 and a ∈ [a∗∗(γ ), ac), there is a radially sym-
metric extremal for (WLH), while for a < a∗∗(γ ) no extremal is radially symmetric.

We sketch below the main steps of the proof. First note that as previously ex-
plained (see [8] for details), the Schwarz symmetrization allows to characterize a
nonempty subdomain of (0, ac) × (0,1) ' (a, θ) in which symmetry holds for ex-
tremals of (CKN), when d ≥ 3. If θ = ϑ(p,d) and p > 2, there are radially sym-
metric extremals if a ∈ [a0, ac) where a0 is given in Proposition 1.

Symmetry also holds if ac − a is small enough, for (CKN) as well as for (WLH),
or when p → 2+ in (CKN), for any d ≥ 2, as a consequence of the existence of the
spectral gap of L

p
θ,Λ when a > a(θ,p).

According to [7, 8], for given θ and p, there is a unique a∗ ∈ (−∞, ac) for
which there is symmetry breaking in (−∞, a∗) and for which all extremals are
radially symmetric when a ∈ (a∗, ac). This follows from the observation that, if
vσ (s,ω) := v(σ s,ω) for σ > 0, then the quantity

(E
p

θ,σ 2Λ
[vσ ])1/θ − σ (2θ−1+2/p)/θ2

(E
p
θ,Λ[v])1/θ

is equal to 0 if v depends only on s, while it has the sign of σ − 1 otherwise. The
method also applies to (WLH) and gives a similar result for a∗∗.

From Theorem 3, we can infer that radial and non-radial extremals for (CKN)
with θ > ϑ(p,d) coexist on the threshold, in some cases.

4 Numerical Computations and Asymptotic Results for (CKN)

In the critical case for (CKN), that is for θ = ϑ(p,d), numerical results illustrat-
ing our results on existence and on symmetry versus symmetry breaking have been
collected in Figs. 1 and 2 below.
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Fig. 1 Existence in the
critical case for (CKN). Here
we assume that d = 5

4.1 Existence for (CKN)

In Fig. 1, the zones in which existence is known are:

(1) a ≥ a0: extremals are achieved among radial functions, by the
Schwarz symmetrization method (Proposition 1),

(1)+ (2) a > a1: this follows from the explicit a priori estimates (Theo-
rem 1); see (4) for the definition of Λ1 = (ac − a1)

2,
(1)+ (2)+ (3) a > aCKN

$ : this follows by comparison of the optimal constant for
(CKN) with the optimal constant in the corresponding Gagliardo–
Nirenberg–Sobolev inequality (Theorem 2).

4.2 Symmetry and Symmetry Breaking for (CKN)

In Fig. 2, the zone of symmetry breaking contains:

(1) a < a(θ,p): by linearization around radial extremals (Theorem 3),
(1)+ (2) a < aCKN

$ : by comparison with the Gagliardo–Nirenberg–Sobolev in-
equality (Theorem 3).

In (3) it is not known whether symmetry holds or if there is symmetry breaking,
while in (4), that is, for a0 ≤ a < ac, according to Proposition 1, symmetry holds by
the Schwarz symmetrization.

4.3 When (CKN) Approaches (WLH)

In the critical case θ = ϑ(p,d) = d(p − 2)/(2p), when p approaches 2+, it is
possible to obtain detailed results for (CKN) and to compare (CKN) and (WLH), or
at least get explicit results for the various curves of Figs. 1 and 2.
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Fig. 2 Symmetry and
symmetry breaking results in
the critical case for (CKN).
Here we assume that d = 5

(1) Cases covered by the Schwarz symmetrization method. With Λ0 defined by
Λ

(d−1)/d
0 = ϑ(p,d)C∗

CKN(θ,p, ac − 1)1/ϑ(p,d)/Sd , since

lim
p→2+

C∗
CKN(θ,p, ac − 1)1/ϑ(p,d) = (d − 1)

d−1
d

d(2e)1/dπ
d+1
d

Γ

(
d

2

)2/d

it follows that a0 defined in Proposition 1 by a0 = ac − √
Λ0 converges to ac as

p → 2+.
(2) Existence range obtained by a priori estimates. The expression of a1 = ac −√

Λ1 is explicit for any p and p �→ Λ1(p) has a limit Λ1(2) as p → 2+, which
is given by

min

{
1

4

[
2

e
(d − 2)d(d − 1)d−3

(
Γ (d2 )

Γ (d−1
2 )

)2] 1
d−1

,
e

8

(d − 2)d

(d − 1)d−3

(
Γ (d−1

2 )

Γ (d2 )

)2}
.

A careful investigation shows that Λ1(2) is given by the first term in the above
min. As a function of d , ac − √

Λ1(2) is monotone decreasing in (3,∞) and
converges to 0+ as d → ∞. Moreover, for all d ≥ 2, Λ1(2) ≤ ΛWLH

$$ , since both
estimates are done among radial functions and the latter is optimal among those.

(3) Symmetry breaking range obtained by linearization around radial extremals.
Computations are explicit and it has already been observed in [4] that a(θ,p)
(see Theorem 3) is such that limp→2+ a(ϑ(p,d),p) = −1/2.

(4) Existence range obtained by comparison with Gagliardo–Nirenberg–Sobolev
inequalities. Although the value of CGN(p) is not known explicitly, we can get
an estimate by using a Gaussian as a test function. This estimate turns out to be
sharp as p approaches 2+. More precisely, we get a lower bound for CGN(p) by
computing

Q(p) :=
‖u2‖2

Lp(Rd )

‖∇u2‖2ϑ(p,d)
L2(Rd )

‖u2‖2(1−ϑ(p,d))

L2(Rd )
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with u2(x) := π−d/4e−|x|2/2, which is such that

lim
p→2+

Q(p)− 1

p − 2
= d

4
log CLS = d

4
log

(
2

πde

)
≤ lim

p→2+

CGN(p)− 1

p − 2
.

This estimate is not only a lower bound for the limit, but gives its exact value, as
shown by the following new result.

Proposition 2 With the above notations, we have

lim
p→2+

CGN(p)− 1

p − 2
= d

4
log CLS.

Hence, in the regime p → 2+, the condition which defines a = aCKN
$ , namely

the equality CGN(p) = C∗
CKN(ϑ(p,d),p, a) leads to

1 + d

4
log CLS(p − 2)+ o(p − 2)

= CGN(p) = C∗
CKN(ϑ(p,d),p, a)

= 1 + d

4
log C∗

WLH(d/4, a)(p − 2)+ o(p − 2)

(for the second line in the inequality, see [4, Lemma 4]), which asymptotically
amounts to solve

C∗
WLH(d/4, a) = CLS.

In other words, we have

lim
p→2+

aCKN
$ (p) = aWLH

$$ .

As a consequence, we have the following symmetry breaking result, which allows
to refine an earlier result of [8] in the subcritical case and is new in the critical case.

Corollary 1 Let d ≥ 2 and p ∈ (2,2∗). For p sufficiently close to 2+, a(ϑ(p,d),
p) < aCKN

$ , and so, there is symmetry breaking in a region where the radial ex-
tremals are linearly stable.

Notice that the case d = 2 is not covered, for instance in Theorem 2(ii), but the
computations can be justified after noticing that among radial functions, (WLH)
also makes sense with γ = d/2 if d = 2 (see [4]). By symmetry breaking, we
mean C∗

CKN(ϑ(p,d),p, a) < CCKN(ϑ(p,d),p, a), since existence of extremals is
not known for a < aCKN

$ .

Proof of Proposition 2 Optimal functions for Gagliardo–Nirenberg–Sobolev in-
equalities are, up to translations, radial solutions of the Euler–Lagrange equations

−Δu = aup−1 − bu (6)
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where a and b are two positive coefficients which can be chosen arbitrarily because
of the invariance of the inequality under a multiplication by a positive constant and
the invariance under scalings. As a special choice, we can impose

a = 2

p − 2
and b = 2

p − 2
− d

2
(2 + logπ)

and denote by up the (unique) corresponding solution so that, by passing to the limit
as p → 2+, we get the equation

−Δu = 2u logu+ d

2
(2 + logπ)u.

Note that the function u2(x) is a positive radial solution of this equation in H1(Rd),
which is normalized in L2(Rd): ‖u‖L2(Rd ) = 1. According to [2], it is an extremal
function for the logarithmic Sobolev inequality: for any u ∈ H1(Rd),

∫

Rd

|u|2 log

( |u|2
‖u‖2

L2(Rd )

)
dx + d

2
(2 + logπ)‖u‖2

L2(Rd )
≤
∫

Rd

|∇u|2 dx,

which, after optimization under scalings, is equivalent to (5). Moreover, it is unique
as can be shown by considering for instance the remainder integral term arising
from the Bakry–Emery method (see for instance [10], and [2] for an earlier proof
by a different method). A standard analysis shows that the solution up converges to
u2 and limp→2+ ‖up‖Lp(Rd ) = 1. Multiplying (6) by u and by x · ∇u, one gets after
a few integrations by parts that

‖∇up‖2
L2(Rd )

= a‖up‖p
Lp(Rd )

− b‖up‖2
L2(Rd )

,

d − 2

2d
‖∇up‖2

L2(Rd )
= b

2
‖up‖2

L2(Rd )
− a

p
‖up‖p

Lp(Rd )

so that

CGN(p) =
‖up‖2

L2(Rd )

‖∇up‖2ϑ(p,d)
L2(Rd )

‖up‖2(1−ϑ(p,d))

L2(Rd )

= g(p)‖up‖2−p

Lp(Rd )

with g(p) := 1
2 (

2p
d
)ϑ(p,d)[p 4−d(p−2)(2+logπ)

2p−d(p−2) ]1−ϑ(p,d) and the conclusion holds

since g′(2) = d
4 log CLS. �

Notice that it is possible to rephrase the Gagliardo–Nirenberg–Sobolev inequali-
ties in a non-scale invariant form as

a‖up‖p−2
Lp(Rd )

‖u‖2
Lp(Rd )

≤ ‖∇u‖2
L2(Rd )

+ b‖u‖2
L2(Rd )

∀u ∈ H1(Rd),
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which can itself be recast into

2
‖u‖2

Lp(Rd )
− ‖u‖2

L2(Rd )

p − 2
≤

‖∇u‖2
L2(Rd )

‖up‖p−2
Lp(Rd )

+ (‖up‖2−p

Lp(Rd )
b − a)‖u‖2

L2(Rd )
.

It is then straightforward to understand why the limit as p → 2+ in the above in-
equality gives the logarithmic Sobolev inequality (with optimal constant).
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On the Oberbeck–Boussinesq Approximation
on Unbounded Domains

Eduard Feireisl and Maria E. Schonbek

Abstract We study the Oberbeck–Boussinesq approximation describing the mo-
tion of an incompressible, heat-conducting fluid occupying a general unbounded
domain in R3. We provide a rigorous justification of the model by means of scale
analysis of the full Navier–Stokes–Fourier system in the low Mach and Froude num-
ber regime on large domains, the diameter of which is proportional to the speed
of sound. Finally, we show that the total energy of any solution of the resulting
Oberbeck–Boussinesq system tends to zero with growing time.

Keywords Oberbeck–Boussinesq system · Singular limit · Unbounded domain

1 Introduction

Stratified flows occur frequently in the atmosphere or oceans. The Oberbeck–
Boussinesq approximation is a mathematical model of a stratified fluid flow, where
the fluid is assumed to be incompressible and yet convecting a diffusive quantity
creating positive or negative buoyancy force. The diffusive quantity is identified
with the deviation of temperature from its equilibrium value. The resulting system
of equations reads:

divx U = 0, (1)

ρ
(
∂tU + divx U ⊗ U

)+ ∇xΠ = μΔU + r∇xG, (2)
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ρcp
(
∂tΘ + divx(ΘU)

)− κΔΘ − ρϑα divx(GU) = 0, (3)

r + ραΘ = 0, (4)

where the unknowns are the fluid velocity U = U(t, x) and the temperature devia-
tion Θ = Θ(t, x). The symbol Π denotes the pressure, μ > 0 is the viscosity co-
efficient, κ > 0 the heat conductivity coefficient, ρ > 0 stands for the fluid density,
and ϑ > 0 is the reference temperature. Here, cp > 0 is the specific heat at constant
pressure and α > 0 denotes the coefficient of thermal expansion of the fluid, both
evaluated at the reference density ρ and temperature ϑ . The function G = G(x) is
a given gravitational potential acting on the fluid. Thus the fluid density is constant
in the Oberbeck–Boussinesq approximation except in the buoyancy force, where
it is interrelated to the temperature deviation through Boussinesq relation (4), cf.
Zeytounian [30, 31].

In real world applications, it is customary to take the x3-coordinate to be vertical
parallel to the gravitational force ∇xG = g[0,0,−1]. This is indeed a reasonable
approximation provided the fluid occupies a bounded domain Ω ⊂ R3, where the
gravitational field can be taken constant. Recently, several authors studied system
(1–4) on the whole space Ω = R3, with ∇xG = g[0,0,−1], see [4], Danchin and
Paicu [7]. Such an “extrapolation” of the model is quite natural from the mathemat-
ical viewpoint, however, a bit awkward physically. Indeed, if the self-gravitation of
the fluid is neglected, the origin of the gravitational force must be an object placed
outside the fluid domain Ω therefore

G(x) =
∫

R3

1

|x − y|m(y)dy, with m ≥ 0, supp[m] ⊂ R3 \Ω, (5)

where m denotes the mass density of the object acting on the fluid by means of grav-
itation. In other words, G is a harmonic function in Ω , G(x) ≈ 1/|x| as |x| → ∞.

Motivated by the previous observations, we consider the Oberbeck–Boussinesq
system on a domain Ω = R3 \K exterior to a compact set K . Accordingly, we take
G such that

−ΔG = m in R3, ∇xG ∈ L2(R3;R3), supp[m] ⊂ K. (6)

In particular, introducing a new variable θ = Θ − ϑαG/cp we can rewrite the sys-
tem (1–4) in the more frequently used form

divx U = 0, (7)

ρ
(
∂tU + divx U ⊗ U

)
+ ∇xP = μΔU − ραθ∇xG, (8)

ρcp

(
∂t θ + divx(θU)

)
− κΔθ = 0, (9)

where we have set P = Π −G2ρϑα2/2cp .
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We will show in Sect. 2 that the Oberbeck–Boussinesq approximation (1–4), sup-
plemented with suitable boundary conditions, may be viewed as a singular limit of
the full Navier–Stokes–Fourier system considered on a family of “large domains”,
where the Mach and Froude numbers tend simultaneously to zero. This part of the
paper can be viewed as an application of the abstract method developed in [13] in
order to control the propagation and the final filtering of acoustic waves in the limit
system. Furthermore, we discuss the basic properties of the limit system (1–4), in
particular, validity of the energy inequality, see Sect. 3. Finally, in Sect. 4, we show
that the total energy of any weak solution to the Oberbeck–Boussinesq approxi-
mation (7–9), supplemented with the homogeneous Dirichlet boundary conditions,
tends to zero with growing time. To this end, we first establish the result for the
temperature deviations represented by θ , and then use the standard estimates for the
incompressible Navier–Stokes in the spirit of Miyakawa and Sohr [24].

1.1 Notation and Preliminaries

We use the symbol 〈·,·〉 to denote duality product, in particular,

〈f,g〉 =
∫

O

fg,

provided f , g are square integrable on a set O .
The symbol Lp(O) denotes the space of measurable functions v, with |v|p inte-

grable in O . Wk,p denotes the Sobolev space of functions having derivatives up to
order k in Lp . Finally, we introduce the homogeneous Sobolev spaces:

Ŵm,p =
{
v ∈ L1

loc(Ω), Dαu ∈ Lp(Ω), |α| = m
}
, m ≥ 0, p ≥ 1.

By the symbol c we denote a generic constant that may change line by line.
Most of the results of the paper concern problems on an exterior domain Ω ⊂ R3.

In order to avoid technicalities, we assume that the boundary ∂Ω is smooth, say of
class C2+ν , in particular, Ω satisfies the cone property:

The domain Ω is said to satisfy the cone property if there exists a finite cone
C such that each point x ∈ Ω is the vertex of a finite cone Cx contained in Ω and
congruent to C .

To conclude the preliminary part, we record a variant of the Gagliardo–Nirenberg
inequalities for exterior domains proved by Crispo and Maremonti [6].

Proposition 1.1 Let Ω ⊂ RN be an exterior domain with cone property. Let w ∈
Ŵm,p(Ω)∩Lq(Ω), with 1 ≤ p ≤ ∞, 1 ≤ q < ∞.

Then

‖Dkw‖Lr(Ω) ≤ c‖Dmw‖aLp(Ω)‖w‖1−a
Lq(Ω) (10)

for any integer k ∈ [0,m− 1], where
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1

r
= k

N
+ a

(
1

p
− m

N

)
+ (1 − a)

1

q
,

with a ∈ [ k
m
,1], either if p = 1 or p > 1 and m−k− N

p
/∈ N ∪{0}, while a ∈ [ k

m
,1)

if p > 1 and m− k − N
p

∈ N ∪ {0}.

2 The Oberbeck–Boussinesq Approximation as a Singular Limit
of the Full Navier–Stokes–Fourier System

Motivated by the mathematical theory developed in [14], we introduce a scaled
Navier–Stokes–Fourier system in the form:

MASS CONSERVATION

∂tρ + divx(ρu) = 0, (11)

MOMENTUM BALANCE

∂t (ρu)+ divx(ρu ⊗ u)+ 1

ε2
∇xp(ρ,ϑ) = divx S(ϑ,∇xu)+ 1

ε
ρ∇xG, (12)

ENTROPY BALANCE

∂t (ρs(ρ,ϑ))+ divx(ρs(ρ,ϑ)u)+ divx

(
q(ϑ,∇xϑ)

ϑ

)
= σ, (13)

TOTAL ENERGY CONSERVATION

d

dt

∫

Ω

(
1

2
ρ|u|2 + 1

ε2
ρe(ρ,ϑ)− 1

ε
ρG

)
dx = 0, (14)

where S is the viscous stress given by Newton’s rheological law

S(ϑ,∇xu) = μ(ϑ)

(
∇xu + ∇ t

xu − 2

3
divx uI

)
+ η(ϑ)divx uI, (15)

q is the heat flux determined by Fourier’s law

q(ϑ,∇xϑ) = −κ(ϑ)∇xϑ, (16)

whereas the entropy production rate σ satisfies

σ ≥ 1

ϑ

(
ε2
S : ∇xu − q · ∇xϑ

ϑ

)
. (17)
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The unknowns in (11)–(14) are the fluid mass density ρ = ρ(t, x), the velocity
field u = u(t, x), and the absolute temperature ϑ = ϑ(t, x). The pressure p, the
specific internal energy e, and the specific entropy s are given numerical functions
of ρ and ϑ interrelated through Gibbs’ equation

ϑDs = De + pD

(
1

ρ

)
. (18)

The system (11)–(14) is supplemented with the conservative boundary conditions,
specifically,

u · n|∂Ω = 0, β[u]tan + [Sn]tan|∂Ω = 0, q · n|∂Ω = −β|u|2|∂Ω, β > 0,
(19)

where n denotes the outer normal vector to ∂Ω . The first two conditions in (19) are
usually termed Navier’s slip boundary condition with a friction coefficient β > 0,
see Málek and Rajagopal [22]. In accordance with (19), the total energy of the fluid
is a conserved quantity as stated in (14).

The small parameter ε appearing in (12), (14), and (17) results from the scal-
ing analysis of the Navier–Stokes–Fourier system, where the Mach number and the
Froude number are proportional to ε, see [14, Chaps. 4, 5], Klein et al. [16], Zeytou-
nian [32]. Physically this means that the characteristic speed of the fluid is largely
dominated by the speed of sound and the fluid is stratified. Note that a similar sys-
tem of equations may be obtained by constitutive scaling, where the rheological
properties of the fluid are changing rather than the characteristic geometrical pa-
rameters of the flow, see Novotný, Růžička, Thaeter [25], Rajagopal, Růžička, and
Srinivasa [26].

2.1 Weak Solutions

In the framework of weak solutions, the equation of continuity (11) is replaced by
a family of integral identities

∫

Ω

[
ρ(τ, ·)ϕ(τ, ·)− ρ0ϕ(0, ·)

]
dx

=
∫ τ

0

∫

Ω

(
ρ∂tϕ + ρu · ∇xϕ

)
dx dt for any τ ∈ [0, T ], (20)

for any test function ϕ ∈ C1([0, T ] × Ω). In particular, the mapping τ �→ ρ(τ, ·) is
weakly continuous, and ρ satisfies the initial condition

ρ(0, ·) = ρ0.
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Similarly, the momentum equation (12), together with Navier’s slip boundary con-
ditions (19), read
∫

Ω

[
ρu(τ, ·) · ϕ(τ, ·)− ρ0u0 · ϕ(0, ·)]dx

=
∫ τ

0

∫

Ω

(
ρu · ∂tϕ + ρu ⊗ u : ∇xϕ + p

ε2
divx ϕ − S : ∇xϕ + ρ

ε
∇xG · ϕ

)
dx dt

+
∫ τ

0

∫

∂Ω

βu · ϕ dSx dt, (21)

for any τ ∈ [0, T ], and any ϕ ∈ C1([0, T ]×Ω;R3), ϕ · n|∂Ω = 0. Thus the momen-
tum τ �→ (ρu)(τ, ·) is weakly continuous and

(ρu)(0, ·) = ρ0u0.

Finally, we may write the entropy balance (13) in the form
∫

Ω

[
ρs(ρ,ϑ)(τ, ·)ϕ(τ, ·)− ρ0s(ρ0, ϑ0)ϕ(0, ·)

]
dx

= 〈σ,1[0,τ ]ϕ〉 +
∫ τ

0

∫

Ω

(
ρs∂tϕ + ρsu · ∇xϕ + q

ϑ
· ∇xϕ

)
dx dt

+ ε2
∫ τ

0

∫

∂Ω

β

ϑ
|u|2ϕ dSx dt, (22)

for any test function ϕ ∈ C1([0, T ] × Ω), where the entropy production rate σ is
interpreted as a non-negative measure on [0, T ] ×Ω satisfying

σ ≥ 1

ϑ

(
ε2
S : ∇xu − q · ∇xϑ

ϑ

)
. (23)

The total energy balance (14) reads
∫

Ω

(
1

2
ρ|u|2 + 1

ε2
ρe − 1

ε
ρG

)
(τ, ·)dx

=
∫

Ω

(
1

2
ρ0|u0|2 + 1

ε2
ρ0e(ρ0, ϑ0)− 1

ε
ρ0G

)
dx. (24)

The interested reader may consult [14, Chap. 2] for a formal interpretation of the
weak solutions to the Navier–Stokes–Fourier system. We only note that the entropy
production rate σ associated to a weak solution that is sufficiently smooth necessar-
ily satisfies

σ = 1

ϑ

(
ε2
S : ∇xu − q · ∇xϑ

ϑ

)
,

in agreement with the classical theory.
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Unlike (20), (21), relations (22), (24) are satisfied only for a.a. τ ∈ [0, T ]. In
particular, the total entropy ρs(ρ,ϑ) may not be a weakly continuous function of
time due to hypothetical jumps in σ . Introducing a time lifting Σ of the measure σ

in the form

〈Σ,ϕ〉 ≡ 〈σ, I [ϕ]〉,
where

I [ϕ](t, x) =
∫ t

0
ϕ(z, x)dz for any ϕ ∈ L1(0, T ;C(Ω)),

we check easily that Σ can be identified with a mapping Σ ∈ L∞
weak(0, T ;M +(Ω)),

where

〈Σ(τ),ϕ〉 = lim
δ→0+〈σ,ψδϕ〉,

with

ψδ(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, for t ∈ [0, τ ),
1
δ
(t − τ), for t ∈ (τ, τ + δ),

1, for t ≥ τ + δ.

In particular, the measure Σ is well-defined for any τ ∈ [0, T ], and the mapping
τ �→ Σε is non-increasing in the sense of measures. Here the subscript in L∞

weak
means “weakly measurable”.

The entropy balance (22) can be therefore rewritten as
∫

Ω

[
ρs(ρ,ϑ)(τ, ·)ϕ(τ, ·)− ρ0s(ρ0, ϑ0)ϕ(0, ·)

]
dx

+ 〈Σ(τ),ϕ(τ, ·)〉 − 〈Σ(0), ϕ(0, ·)〉
=
∫ τ

0
〈Σ,∂tϕ〉dt +

∫ τ

0

∫

Ω

(
ρs(ρ,ϑ)∂tϕ + ρs(ρ,ϑ)u · ∇xϕ + q

ϑ
· ∇xϕ

)
dx dt

+ ε2
∫ τ

0

∫

∂Ω

β

ϑ
|u|2ϕ dSx dt, (25)

for any ϕ ∈ C1([0, T ] ×Ω), where the mapping

τ �→ ρs(ρ,ϑ)(τ, ·)+Σ(τ) is continuous with values in M (Ω)

provided the space of measures M is endowed with the weak-(∗) topology.

2.2 Existence Theory for the Navier–Stokes–Fourier System

The framework of weak solutions introduced in Sect. 2.1 is broad enough to develop
an existence theory without any essential restrictions imposed on the initial data
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as well as the length of the time interval (0, T ). We start with a list of technical
hypotheses imposed on the constitutive equations and the transport coefficients. The
reader may consult [14, Chap. 3] for the physical background and further discussion.

The pressure p will be given by a general formula

p(ρ,ϑ) = ϑ5/2P

(
ρ

ϑ3/2

)
+ a

3
ϑ4, a > 0, (26)

where

P ∈ C1[0,∞), P (0) = 0, P ′(Z) > 0 for all Z ≥ 0, (27)

in particular, the compressibility ∂ρp(ρ,ϑ) is always positive. The former compo-
nent in (26) represents the standard molecular pressure of a general monoatomic gas
while the latter is a contribution due to thermal radiation.

In accordance with Gibbs’ relation (18), the specific internal energy can be taken
in the form

e(ρ,ϑ) = 3

2
ϑ

(
ϑ3/2

ρ

)
P

(
ρ

ϑ3/2

)
+ a

ϑ4

ρ
, (28)

where, in addition to (27), we assume that

0 <

5
3P(Z)− P ′(Z)Z

Z
< c for all Z > 0. (29)

The awkwardly looking condition (29) has a clear physical meaning, namely the
specific heat at constant volume—∂ϑe(ρ,ϑ)—is positive and bounded. In particu-
lar, (29) implies that the function Z �→ P(Z)/Z5/3 is decreasing, and we assume

lim
Z→∞

P(Z)

Z5/3
= P∞ > 0. (30)

We remark that the molecular pressure ϑ5/2P(ρ/ϑ3/2) coincides with the stan-
dard perfect gas law Rϑρ as long as P(Z) ≈ RZ, see Eliezer, Ghatak, and Hora
[11] and [14, Chap. 1].

In addition to the previous hypotheses, we suppose that the transport coefficients
μ = μ(ϑ), η = η(ϑ), and κ = κ(ϑ) are continuously differentiable functions of
ϑ ∈ [0,∞) such that

0 <μ(1 + ϑ) ≤ μ(ϑ), |μ′(ϑ)| ≤ μ1 for all ϑ ≥ 0, (31)

0 ≤ η(ϑ) ≤ η(1 + ϑ) for all ϑ ≥ 0, (32)

and

0 < κ(1 + ϑ3) ≤ κ(ϑ) ≤ κ(1 + ϑ3) for all ϑ ≥ 0. (33)

We report the following result (see [14, Chap. 3, Theorem 3.1]):
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Theorem 2.1 Assume that Ω ⊂ R3 is a bounded domain of class C2+ν . Let
ε > 0 β > 0 be given, let the initial data satisfy

ρ0 ∈ L∞(Ω), ρ0 > 0,

ϑ0 ∈ L∞(Ω), ϑ0 > 0, u0 ∈ L∞(Ω;R3),

and let G ∈ W 1,∞(Ω). Suppose that the thermodynamic functions p, e, and
s satisfy Gibbs’ equation (18), together with the structural hypotheses (26)–
(30), and the transport coefficients comply with (31)–(33).
Then the Navier–Stokes–Fourier system possesses a weak solution ρ, ϑ , u on
the set (0, T )×Ω in the sense specified in Sect. 2.1.

Remark 2.1 As a matter of fact, the existence theorem [14, Chap. 3, Theorem 3.1]
is proved for β = 0, however, the case β > 0 requires only straightforward modifi-
cations.

Remark 2.2 The weak solution, the existence of which is claimed in Theorem 2.1,
satisfies ρ ≥ 0, ϑ > 0 a.a. in (0, T ) × Ω . In addition, the weak solutions can be
constructed to satisfy the equation of continuity (11) in the sense of renormalized
solutions introduced by DiPerna and Lions [9]. Other regularity properties of the
weak solutions are discussed in [14, Chap. 3, Sect. 3.8].

Remark 2.3 The hypotheses imposed on the initial data in Theorem 2.1 are not
optimal. As a matter of fact, it is enough to assume that the initial energy and entropy
of the system is finite, see [14, Chap. 3]. Similarly, the hypotheses imposed on the
structural properties of thermodynamic functions as well as the transport coefficients
may be considerably relaxed, see [14, Chap. 3].

2.3 Uniform Bounds and Stability with Respect to the Singular
Parameter

Our goal is to identify the Oberbeck–Boussinesq approximation (1)–(4) with the
asymptotic limit for ε → 0 of the scaled Navier–Stokes–Fourier system (11)–(14).
Moreover, we want the limit system to be defined on an exterior (unbounded) do-
main Ω ⊂ R3. To this end, we consider the scaled Navier–Stokes–Fourier system
on a family of (bounded) domains

Ωε = Ω ∩
{
x ∈ R

∣∣∣∣ |x| < 1

εr

}
, r > 1, (34)

supplemented, for simplicity, with the complete slip boundary condition (Navier’s
slip with β = 0),
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u · n|∂Ωε = 0, [Sn] × n|∂Ωε = 0, q · n|∂Ωε = 0, (35)

cf. (19).
Thus, at least formally, Ωε → Ω as ε → 0. As we shall see, the major problem

in the limit passage is filtering the acoustic waves represented by the gradient com-
ponent of the velocity field. Since the speed of sound in the fluid is proportional to
1/ε, hypothesis (34) ensures that the outer boundary of Ωε becomes irrelevant, at
least for what concerns the behavior of acoustic waves on compact subsets of the
physical space, and, accordingly, we may use the dispersive phenomena to eliminate
the presence of acoustic waves in the asymptotic limit.

Uniform Bounds Based on Energy Dissipation

Let {ρε,ϑε,uε} be a weak solution of the scaled Navier–Stokes–Fourier system on
the set (0, T ) × Ωε in the sense of Sect. 2.1. We start by deriving uniform bounds
independent of ε → 0. The key quantity is the ballistic free energy introduced by
Ericksen [12, Chap. 1.3]:

H(ρ,ϑ) = ρe(ρ,ϑ)− ϑρs(ρ,ϑ),

where ϑ is a positive constant. It is easy to check that

∂2H(ρ,ϑ)

∂ρ2
= 1

ρ

∂p(ρ,ϑ)

∂ρ
,

∂H(ρ,ϑ)

∂ϑ
= ρ

ϑ
(ϑ − ϑ)

∂e(ρ,ϑ)

∂ϑ
,

in particular, hypotheses (27), (29) imply that
⎡

⎢⎢⎣

ρ �→ H(ρ,ϑ) is strictly convex,

ϑ �→ H(ρ,ϑ) is strictly decreasing for ϑ < ϑ

and strictly increasing for ϑ > ϑ.

⎤

⎥⎥⎦

Conditions (27), (29) guarantee thermodynamic stability of the system, see Bechtel,
Rooney, and Forest [3]. As we will see, they are crucial to control the norm of
solutions to the scaled system.

In the so-called static density and temperature distribution for the scaled Navier–
Stokes–Fourier system, the temperature equals a positive constant ϑ while the den-
sity ρ̃ε satisfies

∇xp(ρ̃ε,ϑ) = ερ̃ε∇xG.

It is easy to check that

∂H(ρ̃ε,ϑ)

∂ρ
= εG+ const in Ωε (36)

provided ρ̃ε is strictly positive in Ωε .
Taking advantage of (36), we may combine total energy balance (24) with the

entropy equation (22) to obtain



On the Oberbeck–Boussinesq Approximation on Unbounded Domains 141

∫

Ωε

(
1

2
ρε|uε|2 + 1

ε2

(
H(ρε,ϑε)− ∂H(ρ̃ε,ϑ)

∂ρ
(ρε − ρ̃ε)−H(ρ̃ε,ϑ)

))
(τ, ·)dx

+ ϑ

ε2
σε[[0, τ ] ×Ω]

=
∫

Ωε

(
1

2
ρ0,ε|u0,ε|2 + 1

ε2

(
H(ρ0,ε, ϑ0,ε)

− ∂H(ρ̃ε,ϑ)

∂ρ
(ρ0,ε − ρ̃ε)−H(ρ̃ε,ϑ)

))
dx (37)

for a.a. τ ∈ (0, T ) provided we fix the static density so that
∫

Ωε

ρε(τ, ·)dx =
∫

Ωε

ρ0,ε dx =
∫

Ωε

ρ̃ε dx,

meaning the total mass of the fluid contained in Ωε coincides with the total mass of
the static distribution ρ̃ε .

As a matter of fact, it is more convenient to consider a static solution ρ̃ε defined
on the whole space R3, specifically,

∇xp(ρ̃ε,ϑ) = ερ̃ε∇xG in R3,

satisfying

lim|x|→∞ ρ̃ε(x) = ρ.

Consequently, we have

ρ̃ε − ρ = ε

P ′(ρ)
G+ ε2hεG, P ′(ρ) = 1

ρ
∂ρp(ρ,ϑ), (38)

with

‖hε‖L∞(R3) ≤ c, |∇xρ̃ε(x)| ≤ εc|∇xG(x)| for x ∈ R3. (39)

In order to exploit (37), the initial data must be chosen in such a way that the
right-hand side of (37) remains bounded uniformly for ε → 0. To this end, we take

ρ0,ε = ρ̃ε + ερ
(1)
0,ε, ϑ0,ε = ϑ + εϑ

(1)
0,ε , (40)

where

‖ρ(1)
0,ε‖L2∩L∞(Ωε)

≤ c, ‖ϑ(1)
0,ε‖L2∩L∞(Ωε)

≤ c, (41)

∫

Ωε

ρ
(1)
0,ε dx =

∫

Ωε

ϑ
(1)
0,ε dx = 0; (42)

and

‖u0,ε‖L2∩L∞(Ωε;R3) ≤ c, (43)

where all constants are independent of ε.
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By virtue of (27), (29), the ballistic free energy possesses remarkable coercivity
properties, specifically,

H(ρ,ϑ)− ∂H(ρ̃,ϑ)

∂ρ
(ρ − ρ̃)−H(ρ̃,ϑ)

≥ c(K)(|ρ − ρ̃|2 + |ϑ − ϑ |2) for all (ρ,ϑ) ∈ K, (44)

and

H(ρ,ϑ)− ∂H(ρ̃,ϑ)

∂ρ
(ρ − ρ̃)−H(ρ̃,ϑ)

≥ c(K)
(
1 + ρ|e(ρ,ϑ)| + ρ|s(ρ,ϑ)|) for all (ρ,ϑ) ∈ (0,∞)2 \K, (45)

for any compact K ⊂ (0,∞)2 containing (ρ̃, ϑ), see [14, Chap. 5, Lemma 5.1].
Consequently, introducing the decomposition

h = hess + hres, hess = χ(ρε,ϑε)h, hres = (1 − χ(ρε,ϑε))h, (46)

for any measurable function h, where χ ∈ C∞
c ((0,∞)2) such that

0 ≤ χ ≤ 1, χ ≡ 1 on the rectangle [ϑ/2,2ϑ] × [ρ/2,2ρ],
we deduce from (37) the following list of uniform bounds:

ess sup
t∈(0,T )

∫

Ωε

ρε|uε|2(t, ·)dx ≤ c, (47)

and, by virtue of (44),

ess sup
t∈(0,T )

∥∥∥∥

[
ρε − ρ̃ε

ε

]

ess
(t, ·)

∥∥∥∥
L2(Ωε)

≤ c, (48)

ess sup
t∈(0,T )

∥∥∥∥

[
ϑε − ϑ

ε

]

ess
(t, ·)

∥∥∥∥
L2(Ωε)

≤ c, (49)

where we have used (38), (39) and the fact that the static density ρ̃ε remains uni-
formly close to the constant ρ as soon as ε is small enough.

Furthermore, by virtue of (45) and the hypotheses (26)–(30), it follows that

ess sup
t∈[0,T ]

∫

Ωε

[ρε]5/3
res (t, ·)dx ≤ ε2c, (50)

ess sup
t∈[0,T ]

∫

Ωε

[ϑε]4
res(t, ·)dx ≤ ε2c, (51)
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and

ess sup
t∈[0,T ]

∫

Ωε

(|[ρεe(ρε,ϑε)]res| + |[p(ρε,ϑε)]res| + |[ρεs(ρε,ϑε)]res|
)

dx ≤ c. (52)

Finally, by the same token, the measure of the “residual” set is also small, specifi-
cally,

ess sup
t∈[0,T ]

∫

Ωε

1res(t, ·)dx ≤ ε2c, (53)

where all the constants “c” are independent of ε. It is remarkable that the measure
of the “residual” set remains small although the measure of Ωε tends to infinity as
ε → 0.

Going back to (37) we get

‖σε‖M +([0,T ]×Ωε)
≤ ε2c; (54)

whence, in view of (23) and hypotheses (31)–(33),

∫ T

0

∥∥∥∥∇xuε + ∇ t
xuε − 2

3
divx uεI

∥∥∥∥
2

L2(Ωε;R3×3)

dt ≤ c, (55)

and
∫ T

0

∥∥∥∥∇x

ϑε − ϑ

ε

∥∥∥∥
2

L2(Ωε;R3)

dt +
∫ T

0

∥∥∥∥∇x

log(ϑε)− log(ϑ)

ε

∥∥∥∥
2

L2(Ωε;R3)

dt ≤ c. (56)

Moreover, since the measure of the residual set is small (see (53)), we can apply
Poincaré’s inequality to conclude that

∫ T

0

∥∥∥∥
ϑε − ϑ

ε

∥∥∥∥
2

W 1,2(Ωε)

dt +
∫ T

0

∥∥∥∥
log(ϑε)− log(ϑ)

ε

∥∥∥∥
2

W 1,2(Ωε)

dt ≤ c. (57)

A similar argument, based on a generalized version of Korn’s inequality due to
Reshetnyak [28] (see also [14, Chap. 10, Theorem 10.16]), can be applied to (47),
(48) to conclude that

∫ T

0
‖uε‖2

W 1,2(Ωε;R3)
dt ≤ c. (58)

Here we have also used the fact that [ρ]ess is bounded below away from zero on a
set, the complement of which is of small measure (see (53)).

2.4 Convergence to the Limit System—Part I

Our goal now is to exploit the uniform bounds obtained in the previous part to pass
to the limit in the sequence {ρε,uε,ϑε}ε>0 for ε → 0. To begin, we observe that
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(48), (50) yield

ess sup
t∈(0,T )

‖ρε(t, ·)− ρ̃ε‖(L2⊕L5/3)(Ωε)
→ 0 as ε → 0. (59)

In particular, by virtue of (38),

ess sup
t∈(0,T )

‖ρε(t, ·)− ρ‖L5/3(K) → 0 as ε → 0 for any compact K ⊂ Ω. (60)

Thus the fluid density becomes constant provided the Mach number tends to zero.
Similarly, relations (49), (51), and (53) yield

ess sup
t∈(0,T )

‖ϑε(t, ·)− ϑ‖L2(Ωε)
→ 0 as ε → 0. (61)

Next, in order to control the temperature deviations from the equilibrium state ϑ ,
we use (57), (58) to deduce that

Θε ≡ ϑε − ϑ

ε
→ Θ weakly in L2(0, T ;W 1,2(Ω)). (62)

Moreover, by the same token,

uε → U weakly in L2(0, T ;W 1,2(Ω;R3)), (63)

passing to subsequences if necessary. Here, we have assumed that ϑε , uε were ex-
tended to the whole domain Ω .

A short inspection of the scaled Navier–Stokes–Fourier system (11–13) reveals
the most difficult step, namely we need to show strong (pointwise) convergence of
the velocity in order to control the convective term. More specifically, we need to
show that

uε → U (strongly) in L2((0, T )×K;R3) for any compact K ⊂ Ω. (64)

As a matter of fact, it is enough to prove that

ρεuε → ρU in L2(0, T ;W−1,2(K)). (65)

Indeed, for any ϕ ∈ C∞
c (Ω), we have

ρ

∫ T

0

∫

Ω

ϕ|uε|2 dx dt =
∫ T

0

∫

Ω

ϕ(ρ − ρε)|uε|2 dx dt +
∫ T

0

∫

Ω

ϕρεuε · uε dx dt,

where, by virtue of the previous estimates and the embedding relation W 1,2(Ω) ↪→
L6(Ω),

∫ T

0

∫

Ω

ϕ(ρ − ρε)|uε|2 dx dt → 0,
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while, as a consequence of (63), (65),

∫ T

0

∫

Ω

ϕρεuε · uε dx dt → ρ

∫ T

0

∫

Ω

ϕ|U|2 dx dt.

The final observation is that for (65) to hold it is enough to show that
{
t �→

∫

Ω

(ρεuε)(t, ·) · ϕ dx

}
is precompact in L2(0, T ) (66)

for any fixed ϕ ∈ C∞
c (Ω) since, as a consequence of (47), (48), and (50),

ess sup
t∈(0,T )

‖ρεuε‖L5/4(K;R3) ≤ c(K) for any compact K ⊂ Ω

and the embedding L5/4(K) ↪→ W−1,2(K) is compact. Accordingly, we fix ϕ ∈
C∞
c (Ω) for the remaining part of this section and focus on proving (66).

2.5 Acoustic Equation

As already pointed out, our main goal is to show (66) for any fixed ϕ ∈ C∞
c (Ω). To

this end, we rewrite the Navier–Stokes–Fourier system in the form

ε∂tRε +ω divx Vε = εf 1
ε , (67)

ε∂tVε + ∇xRε = εf2
ε, (68)

where we have set

Rε = A

(
ρε − ρ

ε

)
+B

(
ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε

)
− ρG, Vε = ρεuε,

f 1
ε = B

[
divx

(
ρε

s(ρ,ϑ)− s(ρε,ϑε)

ε
uε

)
+ divx

(
κ(ϑε)

ϑε

∇xϑε

ε

)
+ 1

ε
σε

]
,

and

f2
ε = 1

ε
∇x

[
A

(
ρε − ρ

ε

)
+B

(
ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε

)

−
(
p(ρε,ϑε)− p(ρ,ϑ)

ε

)]
− divx(ρεuε ⊗ uε)+ divx Sε + ρε − ρ

ε
∇xG,

and where the constants A, B , ω are chosen so that

Bρ∂ϑs(ρ,ϑ) = ∂ϑp(ρ,ϑ), A+B∂ρ(ρs)(ρ,ϑ) = pρ(ρ,ϑ),
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and

ω = pρ(ρ,ϑ)+ |pϑ(ρ,ϑ)|2
ρ2sϑ (ρ,ϑ)

> 0.

System (67), (68) is usually termed acoustic equation, or, Lighthill’s acoustic anal-
ogy, see Lighthill [19, 20].

The inevitable presence of the measure σε in the forcing term f 1
ε may cause

discontinuities (in time) in solutions of the system (67), (68); therefore it seems
more convenient to use the time-lifting Σε of the measure σε introduced in Sect. 2.1.
With the new variables

Sε = A

(
ρε − ρ

ε

)
+B

(
ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε

)
− ρG+ B

ε
Σε, Vε = ρεuε,

(69)
we may write the acoustic equation in the form

ε∂tSε +ω divx Vε = εF 1
ε , (70)

ε∂tVε + ∇xSε = εF2
ε, (71)

with

F 1
ε = B

[
divx

(
ρε

s(ρ,ϑ)− s(ρε,ϑε)

ε
uε

)
+ divx

(
κ(ϑε)

ϑε

∇xϑε

ε

)]
, (72)

and

F2
ε = 1

ε
∇x

[
A

(
ρε − ρ

ε

)
+B

(
ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε

)

−
(
p(ρε,ϑε)− p(ρ,ϑ)

ε

)]
− divx(ρεuε ⊗ uε)+ divx Sε + ρε − ρ

ε
∇xG

+ B

ε2
∇xΣε, (73)

supplemented with the homogeneous Neumann boundary condition

Vε · n|∂Ωε = 0. (74)

Of course, system (69–74) should be understood in the weak sense as specified in
the following section.

Boundedness of the Data in the Acoustic Equation

As suggested by the previous discussion, the system (70), (71) will describe the be-
havior of the velocity field or rather the momentum Vε , while the remaining quanti-
ties appearing F 1

ε , F2
ε are given. Using the uniform bounds established in Sect. 2.3,
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we estimate the forcing terms as well as the initial data in the acoustic equation. To
begin write, using the decomposition introduced by (46)

ρε − ρ

ε
= ρε − ρ̃ε

ε
+ ρ̃ε − ρ

ε
=
[
ρε − ρ̃ε

ε

]

ess
+
[
ρε − ρ̃ε

ε

]

res
+ ρ̃ε − ρ

ε
,

where, in accordance with (48), (50), and (53), we have

ess sup
t∈(0,T )

∥∥∥∥

[
ρε − ρ̃ε

ε

]

ess

∥∥∥∥
L2(Ωε)

≤ c,

(75)

ess sup
t∈(0,T )

∥∥∥∥

[
ρε − ρ̃ε

ε

]

res

∥∥∥∥
L1(Ωε)

≤ εc,

and, moreover, using (38), (39) it follows that
∥∥∥∥
ρ̃ε − ρ

ε

∥∥∥∥
(L∞∩Lq)(R3)

≤ c for any q > 3,

(76)∥∥∥∥∇x

(
ρ̃ε − ρ

ε

)∥∥∥∥
L2(R3;R3)

≤ c.

The next step is to write

ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε

= ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε
+ ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε

=
[
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε

]

ess
+
[
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε

]

res

+ ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε
,

where, in accordance with the uniform bounds established in Sect. 2.3,

ess sup
t∈(0,T )

∥∥∥∥

[
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε

]

ess

∥∥∥∥
L2(Ωε)

≤ c,

ess sup
t∈(0,T )

∥∥∥∥

[
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε

]

res

∥∥∥∥
L1(Ωε)

≤ εc,

and
∥∥∥∥
ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε

∥∥∥∥
(L∞∩Lq)(R3)

≤ c for all q > 3,
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∥∥∥∥∇x

(
ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε

)∥∥∥∥
L2(R3;R3)

≤ c.

Furthermore, by virtue of (54),

ess sup
t∈(0,T )

∥∥∥∥
Σε(t, ·)

ε

∥∥∥∥
M +(Ωε)

≤ εc,

therefore we may write

Sε(t) = S1
ε (t)+ S2

ε (t)+ S3
ε ,

with

ess sup
t∈(0,T )

‖S1
ε‖M +(Ωε)

≤ εc, ess sup
t∈(0,T )

‖S2
ε‖L2(Ωε)

≤ c,

‖S3
ε‖D1,2(R3) ≤ c,

where the symbol D1,2 denotes the homogeneous Sobolev space—a completion of
compactly supported smooth functions with respect to the L2-norm of their gradi-
ents.

Next, writing

Vε = [ρεuε]ess + [ρεuε]res,

we have, in agreement with (47), (50), (53),

ess sup
t∈(0,T )

‖[ρεuε]ess‖L2(Ωε;R3) ≤ c,

(77)
ess sup
t∈(0,T )

‖[ρεuε]res‖L1(Ωε;R3) ≤ εc.

Other terms appearing in F 1
ε , F2

ε can be treated in a similar manner. We focus
only on the most complicated expression:

A

(
ρε − ρ

ε2

)
+B

(
ρεs(ρε,ϑε)− ρs(ρ,ϑ)

ε2

)
−
(
p(ρε,ϑε)− p(ρ,ϑ)

ε2

)

= A

(
ρε − ρ̃ε

ε2

)
+B

(
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε2

)
−
(
p(ρε,ϑε)− p(ρ̃ε,ϑ)

ε2

)

+A

(
ρ̃ε − ρ

ε2

)
+B

(
ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε2

)
−
(
p(ρ̃ε,ϑ)− p(ρ,ϑ)

ε2

)
.

Seeing that

A+B∂ρ(ρs)(ρ,ϑ)− ∂ρp(ρ,ϑ) = 0,
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the quantity

A

(
ρε − ρ̃ε

ε2

)
+B

(
ρεs(ρε,ϑε)− ρ̃εs(ρ̃ε, ϑ)

ε2

)
−
(
p(ρε,ϑε)− p(ρ̃ε,ϑ)

ε2

)

contains only quadratic terms proportional to ρε − ρ̃ε , ϑ − ϑ and as such may be
estimated in terms of (48)–(53). Similarly,

∥∥∥∥A
(
ρ̃ε − ρ

ε2

)
+B

(
ρ̃εs(ρ̃ε, ϑ)− ρs(ρ,ϑ)

ε2

)

−
(
p(ρ̃ε,ϑ)− p(ρ,ϑ)

ε2

)∥∥∥∥
(L∞∩Lq)(R3)

≤ c for all q > 3/2.

Summing up the previous estimates we may write down a weak formulation of
the acoustic equation in the form:

ε

∫ T

0
〈Sε(t, ·), ∂tϕ〉dt +ω

∫ T

0

∫

Ωε

Vε · ∇xϕ dx dt

= −ε〈S0,ε, ϕ(0, ·)〉 + ε

∫ T

0

∫

Ωε

(
H1

ε · ∇xϕ + H2
ε · ∇xϕ

)
dx dt, (78)

for any ϕ ∈ C1
c ([0, T )×Ωε),

ε

∫ T

0

∫

Ωε

Vε · ∂tϕ dx dt +
∫ T

0
〈Sε(t, ·),divx ϕ〉dt

= −ε

∫

Ωε

V0,ε · ϕ(0, ·)dx + ε

∫ T

0
〈G1

ε(t, ·),∇xϕ〉dt

+ ε

∫ T

0

∫

Ω

G
2
ε : ∇xϕ dx dt + ε

∫ T

0

∫

Ω

G3
ε · ϕ dx dt (79)

for any ϕ ∈ C1
c ([0, T )×Ωε;R3), ϕ · n|∂Ω = 0, where

Sε = S1
ε + S2

ε + S1,2
ε ,

ess sup
t∈(0,T )

‖S1
ε (t, ·)‖M 1(Ωε)

≤ εc,

ess sup
t∈(0,T )

‖S2
ε (t, ·)‖L2(Ωε)

+ ‖S1,2
ε ‖D1,2(R3) ≤ c,

S0,ε = S1
0,ε + S2

0,ε + S1,2
ε ,

(80)

‖S1
0,ε‖M 1(Ωε)

≤ εc, ‖S2
0,ε‖L2(Ωε)

≤ c, (81)

and, moreover,

Sε ∈ Cweak-(∗)([0, T ];M +(Ωε)).
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Furthermore,

Vε = V1
ε + V2

ε,

ess sup
t∈(0,T )

‖V1
ε‖L1(Ωε;R3) ≤ εc, ess sup

t∈(0,T )

‖V2
ε‖L2(Ωε;R3) ≤ c,

(82)

‖V0,ε‖(L∞∩L2)(Ωε;R3) ≤ c, (83)

and

Vε ∈ Cweak([0, T ];L1(Ωε)).

Finally,
∫ T

0

(‖H1
ε‖2

L1(Ωε;R3)
+ ‖H2

ε‖2
L2(Ωε;R3)

)
dt ≤ c, (84)

∫ T

0

(‖G1
ε‖2

M +(Ωε;R3×3)
+ ‖G2

ε‖2
L2(Ωε;R3×3)

)
dt ≤ c, (85)

and

ess sup
t∈(0,T )

‖G3
ε(t, ·)‖L5/3(R3;R3) ≤ c, (86)

where all constants are independent of ε.

Reduction to Smooth Solutions

With the notation introduced in the previous section, the desired relation (66) reads:
{
t �→

∫

Ω

Vε(t, ·) · ϕ dx

}
is precompact in L2(0, T ) for any ϕ ∈ C∞

c (Ω;R3).

(87)
In order to see (87), it is more convenient to deal with the classical (smooth) solu-
tions of acoustic equation (78), (79). Since ϕ ∈ C∞

c (Ω;R3) is fixed, the idea is to
replace the data in (78), (79) by smooth ones in such a way that the resulting smooth
solution of (78), (79) is close to Vε at least on the support of ϕ. To this end, fixing
ε > 0 for a moment, we consider

Si
0,ε,δ ∈ C∞

c (Ωε), i = 1,2,3,
(88)

‖S1
0,ε,δ‖L1(Ω) + ‖S2

0,ε,δ‖L2(Ω) + ‖S3
0,ε,δ‖D1,2(R3) ≤ c,

such that

S1
0,ε,δ → S1

0,ε weakly-(∗) in M +(Ωε),

S
j

0,ε,δ → S
j

0,ε in L2(Ωε), j = 2,3, for δ → 0.
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Similarly, take

Vi
0,ε,δ ∈ C∞

c (Ωε;R3), i = 1,2, ‖V1
0,ε,δ‖L1(Ω;R3) + ‖V2

0,ε,δ‖L2(Ω;R3) ≤ c,

V1
0,ε,δ → V0,ε in L1(Ωε;R3), V2

0,ε,δ → V0,ε in L2(Ωε;R3) as δ → 0,
(89)

and, finally,

Hi
ε,δ ∈ C∞

c ((0, T )×Ωε;R3), i = 1,2,

‖H1
ε,δ‖L2(0,T ;L1(Ω;R3)) + ‖H2

ε,δ‖L2(0,T ;L2(Ω;R3)) ≤ c,

H1
ε,δ → H1

ε in L2(0, T ;L1(Ωε;R3)),

H2
ε,δ → H2

ε in L2(0, T ;L2(Ωε;R3)) as δ → 0

(90)

with

G
i
ε,δ ∈ C∞

c ((0, T )×Ωε;R3×3), i = 1,2,

‖G1
ε,δ‖L2(0,T ;L1(Ω;R3×3)) + ‖G2

ε,δ‖L2(0,T ;L2(Ω;R3×3)) ≤ c,

G
1
ε,δ →G

1
ε weakly-(∗) in L2(0, T ;M +(Ωε;R3×3)), (91)

G
2
ε,δ →G

2
ε in L2(0, T ;L2(Ωε;R3×3)) as δ → 0, (92)

G3
ε,δ ∈ C∞

c (Ωε;R3), ‖G3
ε,δ‖L5/3(Ω;R3) ≤ c,

G3
ε,δ → G3

ε in L5/3((0, T )×Ωε;R3) as δ → 0. (93)

Assume that Sε,δ , Vε,δ is the (unique) classical solution of the acoustic equa-
tion (78), (79), with the initial data and the forcing terms replaced by their δ-
approximations specified in (88–93). Keeping (87) in mind we will show that

ess sup
t∈(0,T )

∣∣∣∣
∫

Ωε

(
Vε,δ(t, ·)− Vε(t, ·)

) · ϕ dx

∣∣∣∣≤ ε whenever δ is small enough, (94)

for any fixed ε > 0. Consequently, it follows from (94) that it is enough to show (87)
for Vε,δ(ε). In other words, we may assume that all the quantities appearing in the
acoustic equation are smooth and all the data is compactly supported in Ωε .

To see (94), we fix ε and write the function ϕ in terms of its Helmholtz decom-
position,

ϕ = H[ϕ] + H⊥[ϕ],
where

H⊥[ϕ] = ∇xψ, Δψ = divx ϕ in Ωε, ∇xψ · n|∂Ωε = 0.
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Taking H[ϕ] as a test function in (79) we easily deduce that

sup
t∈(0,T )

∣∣∣∣
∫

Ωε

(
Vε,δ(t, ·)− Vε(t, ·)

) · H[ϕ]dx

∣∣∣∣≤ ε (95)

whenever δ = δ(ε) is small enough.
Now, let {ψn}∞n=0 be an orthonormal system of eigenfunctions of the Laplace op-

erator in Ωε endowed with the homogeneous Neumann boundary conditions, specif-
ically,

−Δψn = λnψn in Ωε, ∇xψn · n|∂Ωε = 0, n = 0,1, . . . .

Taking the quantities φ(t)ψn(x), φ(t)∇xψn, φ ∈ C∞
c (0, T ) as test functions in (78),

(79), respectively, we obtain a system of two ordinary differential equations:

ε∂t

∫

Ωε

V(t, ·) · ∇xψn dx − λn〈S(t, ·),ψn〉 = εf 1
n ,

ε∂t 〈S(t, ·),ψn〉 +
∫

Ωε

V(t, ·) · ∇xψn dx = εf 2
n

for the unknown functions of time:
{
t �→

∫

Ωε

V(t, ·) · ∇xψn dx

}
, {t �→ 〈S(t, ·),ψn〉},

where the initial data as well as the forcing terms f 1
n , f 2

ε can be evaluated in terms
of the (ε, δ)-quantities. Consequently, we infer that for given ε > 0, N > 0, there
exists δ = δ(N, ε) > 0 such that

sup
t∈(0,T )

∣∣∣∣
∫

Ωε

(
Vε,δ(t, ·)− Vε(t, ·)

) · ∇xψn dx

∣∣∣∣≤ ε whenever δ ≤ δ(N, ε) (96)

for any n ≤ N .
Finally, since Vε admits the bound (82), we have

sup
t∈(0,T )

∣∣∣∣
∫

Ωε

Vε · ∇x

(
Δ−1

N divx ϕ − PM [Δ−1
N divx ϕ]

)
dx

∣∣∣∣≤ ε for all M >M(ϕ),

(97)
where PM denotes the orthogonal projection onto span{ψ1, . . . ,ψM}. Moreover,

∫

Ωε

Vε,δ · ∇x

(
Δ−1

N divx ϕ − PM [Δ−1
N divx ϕ])dx

=
∫

Ωε

∇xΨε,δ · ∇x

(
Δ−1

N divx ϕ − PM [Δ−1
N divx ϕ])dx

= −
∫

Ωε

Ψε,δ

(
divx ϕ − PM [divx ϕ])dx,
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where Ψε,δ solves a wave equation

ε∂tSε,δ +ωΔΨε,δ = ε divx
(
H1

ε,δ + H2
ε,δ

)
, (98)

ε∂tΨε,δ + Sε,δ = εΔ−1
N

[
divx divx

(
G

1
ε,δ +G

2
ε,δ

)]+ εΔ−1
N [divx G3

ε,δ], (99)

supplemented with the boundary conditions

∇xΨε,δ · n|∂Ωε = 0. (100)

Thus in view of the uniform bounds (88–93), we can find M = M(ε) > 0 such that

sup
t∈(0,T )

∣∣∣∣
∫

Ωε

Vε,δ · ∇x

(
Δ−1

N divx ϕ − PM [Δ−1
N divx ϕ])dx

∣∣∣∣< ε

for all M >M(ε), δ > 0. (101)

Combining the estimates (95–101) we obtain the desired conclusion (94). Conse-
quently, we may assume that all quantities appearing in the acoustic equation are
smooth, with the data compactly supported in (0, T )×Ωε . Accordingly, the acous-
tic equation reads:

ε∂tSε +ω divx Vε = ε divx
(
H1

ε + H2
ε

)
, (102)

ε∂tVε + ∇xSε = ε divx
(
G

1
ε +G

2
ε

)+ εG3
ε, (103)

supplemented with the boundary conditions

Vε · n|∂Ωε = 0, (104)

and the initial conditions

Sε(0, ·) = S1
0,ε + S2

0,ε + S3
0,ε, Vε(0, ·) = V1

0,ε + V2
ε, (105)

where

‖S1
0,ε‖L1(Ω) + ‖S2

0,ε‖L2(Ω) + ‖S3
0,ε‖D1,2(R3) ≤ c, (106)

‖V1
0,ε‖L1(Ω;R3) + ‖V2

0,ε‖L2(Ω;R3) ≤ c, (107)

and

‖H1
ε‖L2(0,T ;L1(Ω;R3)) + ‖H2

ε‖L2(0,T ;L2(Ω;R3)) ≤ c, (108)

‖G1
ε‖L2(0,T ;L1(Ω;R3×3)) + ‖G2

ε‖L2(0,T ;L2(Ω;R3×3)) ≤ c, (109)

‖G3
ε‖L∞(0,T ;L5/3(Ω;R3)) ≤ c. (110)
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Finite Speed of Propagation

System (102), (103) admits a finite speed of propagation proportional to
√
ω/ε,

specifically, if the initial data for two solutions coincide on the set

BT
√
ω/ε = {x ∈ Ω | |x| <R + T

√
ω/ε} ⊂ Ωε,

and the forcing terms are the same on the space-time cylinder (0, T )×BT
√
ω/ε , then

the two solutions are the same on the cone
{
(t, x) | t ∈ (0, T ), x ∈ BT

√
ω/ε,dist[x, ∂BT

√
ω/ε] > t

√
ω/ε

}
.

Since we are interested only in the local behavior of solutions, specifically we want
to show
{
t �→

∫

Ω

Vε(t, ·) · ϕ dx

}
is precompact in L2(0, T ) for any ϕ ∈ C∞

c (Ω;R3),

(111)
we may assume that the acoustic system (102), (103) is satisfied on the whole set
(0, T )×Ω and that its solutions have compact support in [0, T ] ×Ω .

Compactness of the Solenoidal Component

A short inspection of (103) implies that the family
{
t �→

∫

Ω

Vε · H[ϕ]dx

}
is precompact in C[0, T ]

for any ϕ ∈ C∞
c (Ω;R3). Consequently, writing the field Vε in the form of its

Helmholtz decomposition in Ω :

Vε = H[Vε] + ∇xΨε,

we can see that (87) follows as soon as we show
{
t �→

∫

Ω

∇xΨε · ϕ dx

}
→ 0 in L2(0, T ) (112)

for any ϕ ∈ C∞
c (Ω;R3), where Ψε is the acoustic potential.

2.6 Acoustic Equation—Abstract Formulation

In order to show (112), we introduce an abstract formulation of the acoustic equation
in terms of the Neumann Laplacean ΔN ,

ΔNv = Δv in Ω, ∇xv · n|∂Ω = 0, v ∈ C∞
c (Ω).
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It is standard that ΔN can be extended as a self-adjoint operator on the Hilbert
space L2(Ω). As a consequence of Rellich’s theorem, the point spectrum of ΔN

is empty. Moreover, the spectrum of −ΔN is absolutely continuous and coincides
with [0,∞), see Leis [18].

Since all quantities in the acoustic equation (102), (103) are smooth, Vε · n|∂Ω =
0, and the data G

i
ε , i = 1,2, G3

ε are compactly supported, we deduce that ∇xSε ·
n|∂Ω = 0. In particular, system (102), (103) converts to a wave equation:

ε∂tSε +ωΔNΨε = ε divx
(
H1

ε + H2
ε

)
, (113)

ε∂tΨε + Sε = εΔ−1
N divx divx

(
G

1
ε +G

2
ε

)+ εΔ−1
N divx G3

ε, (114)

supplemented with the homogeneous Neumann boundary conditions

∇xΨε · n|∂Ω = 0, (115)

and the initial conditions

Sε(0, ·) = S0,ε, Ψε(0, ·) = Δ−1
N divx V0,ε, (116)

where ∇xΨε = H⊥[Vε] is the gradient component of the Helmholtz decomposition
of Vε .

Our goal is to rewrite system (113), (114) solely in terms of the operator ΔN

and functions ranging in the Hilbert space L2(Ω). To this end, observe first that the
expression divx divx(G1

ε + G
2
ε)(t, ·) may be viewed as a continuous linear form on

D((−ΔN)2)∩ D((−ΔN)1/2) for any fixed t . Indeed it is enough to show that if

h ∈ D((−ΔN)2)∩ D((−ΔN)1/2),

then h possesses second derivatives bounded and continuous in Ω , and, in addition,

∇xh ∈ L2(Ω;R3), ∇2
xh ∈ L2(Ω,R3×3).

Since D((−ΔN)1/2) = D1,2(Ω), we immediately get ∇xh ∈ L2(Ω;R3), h ∈
L6(Ω). Next, taking ψ ∈ C∞(Ω), supp[ψ] ⊂ Ω , ψ ≡ 1 outside some ball, we get

Δ(ψh) = ψΔh+ 2∇xψ · ∇xh+Δψh in R3,

where the right-hand side is bounded in L2(R3). We conclude, by means of the well-
known regularity properties of Δ on R3, that ∇2

xh ∈ L2(Ω;R3×3), in particular,
h is Hölder continuous and bounded in Ω . Finally, since Δh ∈ L2(Ω), and Δ2[h] ∈
L2(Ω), we have Δh Hölder continuous, and the standard elliptic theory provides
the desired conclusion.

Estimating the remaining terms in a similar fashion, we arrive at the following
system:

ε∂tSε +ωΔNΨε = ε
(
(−ΔN)2[h1

ε] + h2
ε

)
, (117)
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ε∂tΨε + Sε = ε
(
(−ΔN)[g1

ε + g3
ε ] + (−ΔN)−1/2[g2

ε + g4
ε ]
)
, (118)

supplemented with the initial data

Sε(0) = (−ΔN)2[s1
0,ε] + (−ΔN)−1/2[s2

0,ε], (119)

Ψε(0) = ΔN [v1
0,ε] +Δ−1

N [v2
0,ε], (120)

with

{hiε}ε>0, i = 1,2, {gjε }ε>0, j = 1, . . . ,4, bounded in L2(0, T ;L2(Ω)),

(121)

{si0,ε}ε>0, i = 1,2, {vj0,ε}ε>0, j = 1,2, bounded in L2(Ω). (122)

Variation-of-Constants Formula

In accordance with (117)–(122), the acoustic potential Ψε is determined through
variation-of-constants formula, specifically,

Ψε(t) = 1

2
exp

(
i
t

ε

√−ωΔN

)[
(−ΔN)[v1

0,ε + i s1
0,ε] + 1

(−ΔN)
[v2

0,ε + i s2
0,ε]
]

+ 1

2
exp

(
− i

t

ε

√−ωΔN

)[
(−ΔN)[v1

0,ε − i s1
0,ε] + 1

(−ΔN)
[v2

0,ε − i s2
0,ε]
]

+ 1

2

∫ t

0
exp

(
i
t − s

ε

√−ωΔN

)[
(−ΔN)[g1

ε + g3
ε ] + 1√

(−ΔN)
[g2

ε + g4
ε ]

+ i(−ΔN)3/2[h1
ε] + i

1√−ΔN

[h2
ε]
]

ds

+ 1

2

∫ t

0
exp

(
− i

t − s

ε

√−ωΔN

)[
(−ΔN)[g1

ε + g3
ε ]

+ 1√
(−ΔN)

[g2
ε + g4

ε ]

− i(−ΔN)3/2[h1
ε] − i

1√−ΔN

[h2
ε]
]

ds. (123)

Strong Convergence of Velocities

We are ready to show (112), specifically,
{
t �→

∫

Ω

Ψε(t, ·)divx ϕ dx

}
→ 0 in L2(0, T ) as ε → 0 (124)

for any fixed ϕ ∈ C∞
c (Ω;R3).
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First of all, observe that it is enough to show

{
t �→

∫

Ω

χH(−ΔN)[Ψε(t, ·)]dx

}
→ 0 in L2(0, T ) (125)

for any fixed χ ∈ C∞
c (Ω), H ∈ C∞

c (0,∞). Indeed, taking χ ∈ C∞
c (Ω) such that

χ |supp[ϕ] = 1, we have

∫

Ω

Ψε divx ϕ dx =
∫

Ω

χΨε divx ϕ dx

=
∫

Ω

χ
(

Id−H(−ΔN)
)
[Ψε]divx ϕ dx

+
∫

Ω

χ divx ϕH(−ΔN)[Ψε]dx,

where, as stated in (125),

{
t �→

∫

Ω

χ divx ϕH(−ΔN)[Ψε(t, ·)]dx

}
→ 0 in L2(0, T ) as ε → 0.

On the other hand,

∫

Ω

χ
(

Id−H(−ΔN)
)
[Ψε]divx ϕ dx =

∫

Ω

(
Id−H(−ΔN)

)
[Ψε]divx ϕ dx

=
∫

Ω

(
Id−H(−ΔN)

)
[divx ϕ]Ψε dx. (126)

Taking a family of functions H(λ) ↗ 1, in particular,

(H(−ΔN)− Id)[h] → 0 for any fixed h ∈ L2(Ω),

we observe that the integral (126) is small, uniformly with respect to t ∈ (0, T ) for
a suitable choice of H , as soon as we can show that

(−ΔN)3/2[divx ϕ], 1

(−ΔN)
[divx ϕ] ∈ L2(Ω) (127)

since Ψε is given by (123). To see (127), it is enough to observe that

ΔN [h] = divx ϕ implies ∇xh ∈ Lq(Ω;R3) for any q > 1;

whence, by virtue of Sobolev’s theorem h ∈ L2(Ω).
In view of the previous discussion, the proof of strong (a.a. pointwise) conver-

gence of velocities reduces to showing (125). This will be done in the following
section.
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Spectral Measures

Our goal in this section is to show (125). Since Ψε is given by (123), it is sufficient
to check that
(∫ T

0

∣∣∣∣

〈
exp

(
i
√−ΔN

t

ε

)
H(−ΔN)[h], ϕ

〉∣∣∣∣
2

dt

)1/2

≤ ω(ε,H,ϕ)‖h‖L2(Ω) (128)

for any h ∈ L2(Ω), with

ω(ε,H,ϕ) → 0 as ε → 0 for any fixed ϕ,H ,

where 〈,〉 denotes the standard (complex) scalar product in L2(Ω). Uniformity with
respect to h is needed when handling the time integrals in (123).

The integrand in (128) may be written by spectral theorem (see Reed and Simon
[27, Chap. VIII]) as follows

〈
exp

(
i
√−ΔN

t

ε
H(−ΔN)

)
[h], ϕ

〉
=
∫ ∞

0
exp

(
i
√
λ
t

ε

)
H(λ)h̃(λ)dμϕ(λ),

(129)
where μϕ is the spectral measure associated to the function ϕ, and

h̃ ∈ L2(Ω;dμϕ), ‖h̃‖L2
μϕ

(Ω) ≤ ‖h‖L2(Ω).

Following Last [17], we obtain

∫ T

0

∣∣∣∣

〈
exp

(
i
√−ΔN

t

ε

)
H(−ΔN)[h], ϕ

〉∣∣∣∣
2

dt

=
∫ T

0

∫ ∞

0

∫ ∞

0
exp

(
i(
√
x − √

y)
t

ε

)
H(x)h̃(x) H(y)h̃(y)dμϕ(x)dμϕ(y) dt

≤ c(H)

∫ ∞

0

∫ ∞

0

(∫ ∞

−∞
exp(−(t/T )2) exp

(
i(
√
x − √

y)
t

ε

)
dt

)

×H(x)h̃(x)H(y)h̃(y)dμϕ(x)dμϕ(y)

≤ c(T ,H)
√
π

∫ ∞

0

∫ ∞

0
|h̃(x)||h̃(y)| exp

(
−T 2|√x − √

y|2
4ε2

)
dμϕ(x)dμϕ(y).

(130)
Consequently, by virtue of the Cauchy–Schwartz inequality,

∫ T

0

∣∣∣∣

〈
exp

(
i
√−ΔN

t

ε

)
H(−Δ)[h], ϕ

〉∣∣∣∣
2

dt ≤ c(H)ω2(ε,ϕ)‖h‖2
L2(Ω)

, (131)

where

ω(ε,ϕ) = √
2

(∫ ∞

0

∫ ∞

0
exp

(
−T 2|√x − √

y|2
2ε2

)
dμϕ(x)dμϕ(y)

)1/4

.
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Now, it is easy to check that ω(ε,H,ϕ) → 0 as ε → 0 provided the spectral
measure μϕ does not charge points in [0,∞), in other words, as long as the point
spectrum of the operator ΔN is empty. As a matter of fact, the rate of convergence
is independent of the specific choice of H . Thus we have proved (125) yielding the
desired conclusion

uε → U in L2((0, T )×K;R3) for any compact set K ⊂ Ω. (132)

2.7 Convergence to the Limit System—Part II

Since we have shown strong pointwise (a.a.) convergence of the family of the ve-
locity fields {uε}ε>0 it is a routine matter to let ε → 0 in the weak formulation of
the primitive system to deduce that

ρε − ρ

ε
→ r weakly-(∗) in L∞(0, T ;L5/3(K)) for any compact K ⊂ Ω,

ϑε − ϑ

ε
→ Θ weakly in L2(0, T ;W 1,2(Ω)),

uε → U weakly in L2(0, T ;W 1,2(Ω;R3)),

and

uε → U in L2((0, T )×K) for any compact K ⊂ Ω,

where U, Θ , r is a weak solution of the Oberbeck–Boussinesq approximation (1)–
(4), together with the boundary conditions

U · n|∂Ω = 0, [S(∇xU)n] × n|∂Ω = 0, ∇xΘ · n|∂Ω = 0.

More specifically, we have

divx U = 0 a.a. on (0, T )×Ω,

∫ T

0

∫

Ω

(ρ(U · ∂tϕ + (U ⊗ U) : ∇xϕ))dx dt,

= −
∫

Ω

ρU0 · ϕ dx +
∫ T

0

∫

Ω

S : ∇xϕ − r∇xGdx dt (133)

for any test function ϕ ∈ C∞
c ([0, T ) × Ω;R3), divx ϕ = 0, ϕ · n|∂Ω = 0, where we

have set

S = μ(ϑ)(∇xU + ∇ t
xU).
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Furthermore,

ρcp(ρ,ϑ)
[
∂tΘ + divx(ΘU)

]− κΔΘ − ρϑα(ρ,ϑ)divx(GU) = 0

a.a. in (0, T )×Ω,

∇xΘ · n|∂Ω = 0, Θ(0, ·) = Θ0,

(134)

and

r + ρα(ρ,ϑ)Θ = 0 a.a. in (0, T )×Ω.

We remark that the uniform bounds established above yield

Θ ∈ L∞(0, T ;L2(Ω)
)
,

while

U ∈ L∞(0, T ;L2(Ω;R3)
)
,

in particular, the standard maximal regularity theory of the heat equation justifies
validity of (134) a.a. in (0, T )×Ω .

It is interesting to note that the initial conditions for the velocity are determined
through

u0,ε → U0 weakly in L2(Ω;R3),

while the initial value Θ0 reads

Θ0 = ϑ

cp(ρ,ϑ)

(
∂s(ρ,ϑ)

∂ρ
ρ
(1)
0 + ∂s(ρ,ϑ)

∂ϑ
ϑ
(1)
0 + α(ρ,ϑ)G

)
, (135)

where

ρ
(1)
0,ε → ρ

(1)
0 , ϑ

(1)
0,ε → ϑ

(1)
0 weakly in L2(Ω).

Moreover, we can check if ρ(1)
0 , ϑ(1)

0 satisfy a compatibility condition

∂p(ρ,ϑ)

∂ρ
ρ
(1)
0 + ∂p(ρ,ϑ)

∂ϑ
ϑ
(1)
0 = ρG,

where the expression on the left-hand side is nothing other than the linearization of
the pressure at the constant state (ρ,ϑ) applied to the vector [ρ(1)

0 , ϑ
(1)
0 ], relation

(135) reduces to

Θ0 = ϑ
(1)
0 .

The reader may consult [14, Chap. 5, Sect. 5.5] for other aspects of the “data adjust-
ment” problem related to incompressible limits.

Summarizing the arguments of this section we have proved the following result:
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Theorem 2.2 Under the hypotheses of Theorem 2.1, let {ρε,ϑε,uε}ε>0 be
a family of weak solutions to the Navier–Stokes–Fourier system on the set
(0, T ) × Ωε , where Ωε are given by (34), and the initial {ρ0,ε, ϑ0,ε,u0,ε}ε>0
data satisfy (40–43), with

ρ
(1)
0,ε → ρ

(1)
0 , ϑ

(1)
0,ε → ϑ

(1)
0 weakly in L2(Ω),

u0,ε → U0 weakly in L2(Ω;R3).

Then, extracting a suitable subsequence, yields

ρε → ρ in L∞(0, T ;L5/3(K)
)
,

ϑε − ϑ

ε
→ Θ weakly in L2(0, T ;W 1,2(K)

)
,

and

uε → U weakly in L2(0, T ;W 1,2(K;R3)
)

and,

strongly in L2((0, T )×K;R3)

for any compact K ⊂ Ω , where U, Θ is a weak solution of the Oberbeck–
Boussinesq approximation in (0, T )×Ω in the sense specified in (133), (134),
and the initial data (135) and

U(0, ·) = H[U0].

Note that dispersive (Strichartz’ estimates) for the wave equation considered in
the whole space R3 were used by Desjardins and Grenier [8] in order to eliminate the
acoustic waves in the low Mach number limit for the compressible Navier–Stokes
system. Similar technique was used by Alazard [1] and Isozaki [15] in the context of
Euler equations. Weak convergence of the convective term could be also established
by a “local” method developed by Lions and Masmoudi [21] (see also a nice survey
by Masmoudi [23]).

3 Oberbeck–Boussinesq Approximation

In the remaining part of the paper, we examine the Oberbeck–Boussinesq approxi-
mation written in the form introduced in (7–9), specifically,

divx U = 0, (136)
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∂tU + divx U ⊗ U + ∇xP = ΔU − θ∇xG, (137)

∂t θ + divx(θU)−Δθ = 0, (138)

where, for the sake of simplicity, all physical constants have been set to one. As we
have seen in Sect. 2, the system (136)–(137), modulo an obvious change of variables
specified in Sect. 1, can be identified as a singular limit of the full Navier–Stokes–
Fourier system, where the Mach and Froude numbers tend to zero. In contrast with
Sect. 2, where the boundary ∂Ω was supposed to be acoustically hard (cf. (19)), we
consider the more common no-slip boundary condition

U|∂Ω = 0, (139)

supplemented with a similar homogeneous Dirichlet boundary condition for the
temperature deviation

θ |∂Ω = 0. (140)

Let us remark that (139), (140) could be justified by similar arguments as in Sect. 2,
provided (19) was replaced by more general “penalized” boundary conditions in the
spirit of [10].

In addition to (136)–(140), we suppose that the (weak) solutions satisfy the en-
ergy inequality

‖U(τ )‖2
L2(Ω;R3)

+ 2
∫ τ

s

‖∇xU‖2
L2(Ω;R3×3)

dt

≤ ‖U(s)‖2
L2(Ω;R3)

−
∫ τ

s

∫

Ω

θ∇xG · u dx dt (141)

for any τ > 0 and a.a. s ≤ τ including s = 0. If the velocity field U is smooth,
formula (141) follows easily by multiplying (137) by U and integrating by parts.

Similarly, a formal manipulation of (138) yields

∫

Ω

H(θ(τ))dx +
∫ τ

s

∫

Ω

H ′′(θ)|∇xθ |2 dx dt ≤
∫

Ω

H(θ(s))dx (142)

for any τ > 0 and a.a. s ≤ τ including s = 0 for any smooth convex H .
The interested reader may consult [14, Sect. 5.5.4, Chap. 5] for a rigorous deriva-

tion of the energy inequalities (141), (142) via a singular limit process.

3.1 Suitable Weak Solutions

We consider the initial data for system (136)–(138) in the form

U(0, ·) = U0 ∈ L2(Ω), θ(0, ·) = θ0 ∈ L1 ∩L∞(Ω). (143)
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Motivated by the previous discussion, we shall say that U, θ is a suitable weak
solution to problem (136)–(140), supplemented with the initial data (143) if

U ∈ Cweak
([0, T ];L2(Ω;R3)

)∩L2(0, T ;W 1,2
0 (Ω;R3)

);

θ ∈ Cweak
([0, T ];L2(Ω)

)∩L∞(0, T ;Lp(Ω)
)

for any 1 ≤ p ≤ ∞,

θ ∈ L2(0, T ;W 1,2
0 (Ω)

);

divx U = 0 a.a. in (0, T )×Ω;
the integral identity

∫ T

0

∫

Ω

(
U · ∂tϕ + U ⊗ U : ∇xϕ

)
dx dt

=
∫ T

0

∫

Ω

(∇xU : ∇xϕ + θ∇xG · ϕ)dx −
∫

Ω

U0 · ϕ(0, ·)dx

holds for any ϕ ∈ C∞
c ([0, T )×Ω;R3), divx ϕ = 0;

∂t θ + divx(θU)−Δθ = 0 a.a. in (0, T )×Ω;

the energy inequalities (141), (142) are satisfies for a.a. τ ∈ [0, T ].

Remark 3.1 Given the anticipated regularity of U, θ enforced by (141), (142), we
may use the maximal regularity theory for the heat equation (138) in order to con-
clude that ∂t θ , Δθ ∈ Lq(0, T ;Lq(Ω)) for a certain q > 1.

Given the a priori bounds induced by (141), (142), the existence of suitable weak
solutions can be proved, besides a rather complicated undirect proof in the spirit of
Sect. 2, by means of nowadays standard methods, see the monograph by Sohr [29].
In the last part of this study, we examine the asymptotic behavior of suitable weak
solutions to the Oberbeck–Boussinesq approximation for t → ∞.

4 Long-Time Behavior of Solutions to the Oberbeck–Boussinesq
Approximation

We conclude the present study of the Oberbeck–Boussinesq system by investigating
the asymptotic behavior of solutions for large times. In contrast with [4], we show
that the physically relevant choice of the forcing term ∇xG yields strong conver-
gence to zero of the total energy associated to system (136)–(140). Our approach
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is based on the available results by Miyakawa and Sohr [24] for the forced Navier–
Stokes system. More precisely, we derive suitable decay estimates for the tempera-
ture deviation θ resulting from the “entropy” inequality (142) and then use the fact
that, in accordance with (5), (6),

∇xG ∈ Lp ∩L∞(Ω;R3) for p > 3/2, (144)

in particular, the forcing term in the Navier–Stokes system decays to zero suffi-
ciently fast for |x| → ∞.

4.1 Decay Estimates for the Temperature Deviations

In this subsection we show that the solutions to the Oberbeck–Boussinesq system
decay in Lp,1 < p ≤ ∞ at the same rate as the solutions of the underlying linear
counterpart, namely the solutions to the heat equations.

Theorem 4.1 Let U(0, ·) = U0 ∈ L2(Ω), θ(0, ·) = θ0 ∈ L1 ∩ L∞(Ω). Sup-
pose U, θ is a suitable weak solution to problem (136)–(140), with the initial
data (U0, θ0), then

‖θ(t, ·)‖Lp(Ω) ≤ c(‖θ0‖L1∩L∞(Ω))t
− 3

2 (1−1/p), 1 ≤ p ≤ ∞, t > 0, (145)

where the constant c is independent of p.

Proof We note first that by appropriate choices of H , the estimate (142) yields

‖θ(t, ·)‖Lp(Ω) ≤ ‖θ0‖Lp(Ω) for any t ≥ 0, 1 ≤ p ≤ ∞. (146)

Following the well-known argument of Alikakos [2] (cf. also Cordoba, Cor-
doba [5]), we multiply (138) by 2j |θ |2j−2θ and integrate the resulting expression
over Ω , obtaining

∂t

∫

Ω

|θj |2 dx + 2j (2j − 1)

j2

∫

Ω

|∇xθ
j |2 dx ≤ 0,

in particular choosing j = 2k−1 yields

∂t

(
1

2

∫

Ω

∣∣|θ |2k−1 ∣∣2 dx

)
≤ −2k − 1

2k−2

∫

Ω

∣∣∇x |θ |2k−1 ∣∣2 dx, k = 1,2, . . . . (147)

By means of the standard Gagliardo–Nirenberg inequality (see Proposition 1.1),
interpolating L2 between L1 and Ḣ 1 we have

∥∥|θ |2k−1∥∥2
L2(Ω)

≤ c
∥∥∇x |θ |2k−1∥∥6/5

L2(Ω)

∥∥|θ |2k−1∥∥4/5
L1(Ω)

. (148)
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Let ms = 2s . We proceed by induction on s. For m0 the conclusion of the Theorem
follows by (146). For s = k − 1 we assume by induction that

∫

Ω

|θ |2k−1
dx ≤ bk−1t

− 3
2 (2

k−1−1). (149)

Let s = k, define

Φk =
∫

Ω

∣∣∣|θ |2k−1
∣∣∣
2

dx.

Combining (147), (148) and (149) yields

∂tΦk ≤ −Φ
5/3
k c−5/3b

−4/3
k−1 t2k−2,

therefore, integrating in time over [0, t] and a simple reordering of the terms gives

Φk(t) ≤
[
Φk(0)+ 2

3
c−5/3b

−4/3
k−1

1

2k − 1
t2k−1

]−3/2

. (150)

By virtue of (146), we can take

b0 = ‖θ0‖L1(Ω), (151)

and, consequently, formula (150) yields, by induction and interpolation,

‖θ(t, ·)‖Lp(Ω) ≤ c(‖θ0‖L1∩L∞(Ω))t
− 3

2 (1−1/p) for any 1 ≤ p < ∞, t > 0. (152)

The constant in (152) may, in principle, depend on p, however, a close inspection
of (150) reveals, similarly to Alikakos [2, Theorem 3.1] that

bk ≤ cb2
k−1, meaning, bk ≤ CkM2k for certain C,M > 0,

It follows from (151) that

Φ
1/2k
k ≤ c(‖θ0‖L1∩L∞(Ω))t

− 3
2 (1−1/2k).

Taking the limit as k tends to infinity extends the decay rate to p = ∞, specifically,

‖θ(t, ·)‖L∞(Ω) ≤ c(‖θ0‖L1∩L∞(Ω))t
− 3

2 , t > 0.

This concludes the proof of the theorem. �

4.2 Decay Estimates for the Velocity

In view of the specific choice of the potential G (cf. (144)), and the uniform decay
estimates of the temperature deviation θ established in (145), (152), the decay of
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the velocity field U follows from the results of Miyakawa and Sohr [24]. Indeed it
is enough to check that (144), (152) imply that

θ∇xG ∈ L1 ∩L∞(0,∞;L2(Ω;R3)
)
,

therefore, by virtue of [24, Theorem 1],

lim
t→∞‖U(t)‖L2(Ω;R3) = 0. (153)

Moreover, the velocity becomes ultimately more regular, specifically, there exists
T0 > 0 such that

U ∈ L2(T0, T0 + T ;W 2,2(Ω;R3)),

(154)
∂tU ∈ L2(T0, T0 + T ,L2(Ω;R3)), for any T > 0.

Let us summarize the results obtained in this section:

Theorem 4.2 Let Ω ⊂ R3 be an unbounded (exterior) domain with compact
boundary of class C2+ν . Let U, θ be a suitable weak solution to the Oberbeck–
Boussinesq approximation in (0,∞) × Ω specified in Sect. 3.1, emanating
from the initial data

U0 ∈ L2(Ω;R3), θ0 ∈ L1 ∩L∞(Ω).

Then

U(t, ·) → 0 in L2(Ω;R3),

θ(t, ·) → 0 in Lp(Ω) for any 1 <p ≤ ∞ as t → ∞.

Remark 4.1 Since G is a harmonic (regular) function in Ω , the nowadays standard
ultimate regularity results for the Navier–Stokes system (see e.g. the monograph
by Sohr [29, Chap. V, Theorem 4.2.2]), together with a simple bootstrap argument
applied to the heat equation (138), could be used to deduce that the solution U, θ
becomes regular if time is large enough. Similarly, decay in stronger Sobolev norms
can be shown.
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Universal Profiles and Rigidity Theorems
for the Energy Critical Wave Equation

Carlos Kenig

Abstract In this note we review recent joint works with F. Merle and with T. Duy-
ckaerts and F. Merle on global existence, scattering and finite time blow-up for the
focusing energy critical non-linear wave equation in three space dimensions.

In this note we consider the energy critical non-linear wave equation in R
3+1,

⎧
⎨

⎩

∂2
t u−Δu = ±u5,

u|t=0 = u0 ∈ Ḣ 1(R3),

∂tu|t=0 = u1 ∈ L2(R3),

(x, t) ∈ R
3 ×R. (NLW)

Here the − sign corresponds to the defocussing case, while the + sign corre-
sponds to the focusing case. The problem is “critical” in the space Ḣ 1 × L2, be-
cause if u is a solution, so is 1

λ1/2 u(
x
λ
, t
λ
) and the norm of the corresponding ini-

tial data in Ḣ 1 × L2 is independent of λ. There is also an energy E±(u0, u1) =
1
2

∫ |∇u0|2 + 1
2

∫
u2

1 ± 1
6

∫
u6

0, which for solutions is constant in time. Here the +
sign corresponds to the defocussing case, while the − sign corresponds to the fo-
cusing case.

The so-called “local theory of the Cauchy problem” (see [5] for instance, for
an explanation of this terminology) has been well-understood since the 1980’s,
thanks to work of Pecher, Ginibre–Velo, Lindblad–Sogge and others (again see
[5] for precise references). As a consequence, there exists δ > 0, small, so that
if ‖(u0, u1)‖Ḣ 1×L2 < δ, there exists a unique solution u ∈ C(R; Ḣ 1 × L2) ∩
L8(dx dt) which depends continuously on (u0, u1) and which scatters, i.e., there ex-
ist w0,±,w1,± with limt→±∞ ‖(u(t), ∂tu(t))−(w±(t), ∂tw±(t))‖Ḣ 1×L2 = 0, where
w± solves the linear Cauchy problem

⎧
⎨

⎩

∂2
t w± −Δw± = 0,

w±|t=0 = w0,±,
∂tw±|t=0 = w1,±.

(LW)
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Moreover, given any data (u0, u1) (without any size restriction) in Ḣ 1 ×L2, there
exist T± = T±(u0, u1) > 0 such that there exists a unique u ∈ C([−T− + ε,T+ −
ε]; Ḣ 1 ×L2)∩L8

[−T−+ε,T+−ε]L8
x for each ε > 0, solving the equation and the inter-

val (−T−(u0, u1), T+(u0, u1)) is maximal with this property. If, say, T+(u0, u1) <

∞, then ‖u‖L8[0,T+]L8
x

= +∞ and given tn ↑ T+(u0, u1), (u(tn), ∂tu(tn)) has no

convergent subsequence in Ḣ 1 × L2. (See [6] for instance for detailed proofs.) In
the defocussing case, works of Struwe (in the radial case) and of Grillakis, Shatah–
Struwe, Kapitansky and Bahouri–Shatah (in the non-radial case) show that for any
data (u0, u1) ∈ Ḣ 1 ×L2, the solution exists globally in time and scatters and higher
regularity is preserved. (See for instance [5] for precise references.)

We now turn to the focusing case. Here, H. Levine (1973) showed (by an “ob-
struction argument”) that if (u0, u1) ∈ H 1 × L2,E−(u0, u1) < 0, then T± < ∞.

Also, recall that W(x) = (1 + |x|2
3 )−1/2 solves the elliptic equation Δu + u5 = 0 in

R
3, W ∈ Ḣ 1(R3). It is also the unique (modulo obvious invariances) minimizer in

the Sobolev embedding

‖u‖L6 ≤ C3‖∇u‖L2,

where C3 is the best constant, which is explicitly known (Talenti). Also, W is the
unique (modulo obvious invariances) non-negative solution of the elliptic equation
(Gidas–Ni–Nirenberg) and the only radial Ḣ 1 solution (Pohozaev). (See [5], for
instance, for the precise references.)

From the above two facts, simple calculations (see [6]) give that ‖∇W‖2
L2 = 1

C3
3

and E−((W,0)) = 1
3C3

3
. Since W is a solution to the elliptic equation, it also solves

the focusing (NLW) for all time, but it does not scatter. Thus, we may have global
existence, but no scattering.

I will now recall the work of Kenig–Merle [6].

Theorem 1 [6] If (u0, u1) ∈ Ḣ 1 ×L2,E−(u0, u1) < E−((W,0)), then:

(i) If ‖u0‖Ḣ 1 < ‖W‖Ḣ 1 , then solution exists for all times and scatters.
(ii) If ‖u0‖Ḣ 1 > ‖W‖Ḣ 1 , then T±(u0, u1) < ∞.

Also, the case E−(u0, u1) < E−((W,0)), ‖u0‖Ḣ 1 = ‖W‖Ḣ 1 is impossible.

The proof of this result follows from the concentration-compactness/rigidity the-
orem method developed in a series of works by Kenig–Merle. See [5] for a survey
of the method and results that have been obtained using it.

The paper [6] in fact gave a strengthening of Theorem 1. (See also [7] where
some of the details of the proof of the following theorem were fully developed.)

Theorem 2 [6] If lim supt→T +(u0,u1)
‖∇u(t)‖2

L2 + ‖∂tu(t)‖2
L2 < ‖∇W‖2, then

T +(u0, u1) = +∞ and u scatters as t → ∞.

Theorem 2 is a strengthening of Theorem 1(i) because the hypothesis
E−((u0, u1)) < E−((W,0)), ‖u0‖Ḣ 1 < ‖W‖Ḣ 1 imply the hypothesis of Theorem 2,
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as was shown in [6]. It turns out that Theorem 2 is sharp. In fact, Krieger, Schlag
and Tataru [8] constructed, for each η0 > 0 a radial solution with T+ < ∞ and such
that

sup
t∈[0,T+)

‖∇u(t)‖2
L2 + ‖∂tu(t)‖2

L2 ≤ ‖∇W‖2
L2 + η0.

Moreover, the solutions they constructed have the following description:

u(t) = 1

λ
1
2 (t)

W

(
x

λ(t)

)
+ ε(t),

where

lim
t→T +

∫

|x|<T+−t

|∇ε(t)|2 +
∫

|x|<T+−t

|∂t ε(t)|2 +
∫

|x|<T+−t

ε6(t) dt = 0, (1)

where λ(t) = (T+ − t)1+ν and ν > 1
2 . (The restriction ν > 1

2 is technical and it is
expected that the construction can be pushed to ν > 0.)

Our next topic is a general study of the so-called “type II blow-up solutions”, i.e.,
solutions for which T+ < ∞ and supt∈[0,T+) ‖∇u(t)‖2

L2 + ‖∂tu(t)‖2
L2 < ∞. These

results are joint work with Duyckaerts and Merle, [2] and [3].
Let x0 ∈ R

3. We will say that x0 is regular if for each ε > 0, there exists R > 0
such that for all t ∈ [0, T+) we have

∫

|x−x0|<R

|∇u|2 + (∂tu)
2 + |u|2

|x − x0|2 < ε.

If x0 is not regular, we say that it is singular.
We let S = {all singular points}.

Theorem 3 [2] Assume that u is a type II blow-up solution. Then there exists N ∈N

and N distinct points x1, . . . , xN ∈ R
3 so that S = {x1, . . . , xN }. Moreover, there

exists (v0, v1) ∈ Ḣ 1 ×L2 so that (u(t), ∂tu(t))
⇀

t → T+ (v0, v1) weakly in Ḣ 1 ×L2.
Also, if ϕ ∈ C∞

0 (R3), ϕ ≡ 1 near each xR , we have

lim
t→T+

‖(1 − ϕ)[u(t)− v0]‖Ḣ 1 + ‖(1 − ϕ)[∂tu(t)− v1]‖L2 = 0.

Moreover, for each 1 ≤ k ≤ N , we have

lim sup
t→T+

∫

|x−xk |<|t−T+|
|∇u(x, t)|2 + (∂tu(x, t))

2 ≥
∫

|∇W |2,

and

lim inf
t→T+

∫

|x−xk |<|t−T+
|∇u(x, t)|2 + (∂tu(x, t))

2 ≥ 2

3

∫
|∇W |2.
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If v is the solution of (NLW) with (v(T+), ∂t v(T+)) = (v0, v1), we call v the
regular part of u at the blow-up time T+ and a = u − v the singular part of u. Note
that the above result, together with the finite speed of propagation shows that

suppa ⊂
N⋃

k=1

{(x, t) : |x − xk| ≤ |t − T+|}.

From now on we assume, without loss of generality, that T+ = 1 and that our
solution u satisfies

sup
t0<t<1

‖∇u(t)‖2
L2 + ‖∂tu(t)‖2

L2 ≤ ‖∇W‖2
L2 + η0, (2)

where η0 is small. Note that, as a consequence of the above theorem, S = {x1}. We
will assume, without loss of generality that x1 = 0. Our first result is that, in the
radial case, the Krieger–Schlag–Tataru construction has a “converse” and W is the
universal blow-up profile.

Theorem 4 [2] Let u be a radial type II blow-up solution as above, with T+ = 1,
η0 small. Then there exists a smooth positive function λ(t) on (0,1), so that
limt↑1

λ(t)
(1−t)

= 0 and as t → 1, we have

(u(t), ∂t v(t))− (v0, v1)− ±
(
W( x

λ(t)
)

λ(t)
1
2

,0

)
→
t→1

0

in Ḣ 1 ×L2.

A crucial ingredient in the proof of the result is a characterization of com-
pact radial solutions. In the proof the Theorem 1, using the concentration-
compactness/rigidity theorem method, Kenig–Merle [6] had shown the following
rigidity theorem

Theorem 5 [6] Let u be a solution to (NLW) with E−((u0, u1)) < E−((W,0)),
‖∇u0‖L2 < ‖∇W‖L2 , so that there exist λ(t) ∈ R

+, x(t) ∈ R
3, t ∈ (−T−, T+) so

that

K =
{(

1

λ(t)
1
2

u

(
x − x(t)

λ(t)
, t

)
,

1

λ(t)
3
2

∂tu

(
x − x(t)

λ(t)
, t

))
, t ∈ (−T−, T+)

}

has compact closure in Ḣ 1 ×L2. Then, (u0, u1) = (0,0).

Now, when we restrict our attention to radial solutions we have a strengthening
of this rigidity theorem, without any size limitation

Theorem 6 [2] Let u be a non-zero radial solution of (NLW). Assume that there
exists λ(t) ∈ R

+, t ∈ (−T−, T+) so that

K =
{(

1

λ(t)
1
2

u

(
x

λ(t)
, t

)
,

1

λ(t)
3
2

∂tu

(
x

λ(t)
, t

))
, t ∈ (−T−, T+)

}
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is so that K is compact in Ḣ 1 × L2. Then there exists λ0 > 0 so that u(x, t) =
± 1

λ
1/2
0

W( x
λ0
).

This result is fundamental for the proof of Theorem 4. It depends heavily on the
proof of Theorem 5 and on the characterization of the dynamics of solutions with
the property E−((u0, u1)) = E−((W,0)), obtained by Duyckaerts–Merle in [4]. In
the non-radial case Theorem 6 is not correct because of the existence of non-radial
solutions in Ḣ 1(R3) of the elliptic equation Δu + u5 = 0, which was shown by
Ding [1].

We now turn to results in the non-radial case, still under hypothesis (2). We now
need to pay attention to the Lorentz invariance of solutions to (NLW). In this connec-
tion, a fundamental fact is that for solutions of (NLW) the momentum

∫ ∇u(t)∂tu(t)

is constant in time.
To explain our result, we recall the following family of solutions to (NLW) ob-

tained as Lorentz transformations of W . Fix l, |l| < 1. Then, let

Wl(x, t) = W

(
x1 − t l√

1 − l2
, x2, x3

)

=
(

1 + (x1 − t l)2

3
√

1 − l2
+ x2

2 + x2
3

3

)− 1
2

,

which are solutions to (NLW).
Elementary calculations show
∫

|∇Wl(t)|2 +
∫

(∂tWl(t))
2 = 3 − l2

3
√

1 − l2

∫
|∇W |2,

E−((Wl(0), ∂tWl(0))) = 1√
1 − l2

E−((W,0)),
∫

∇Wl(0) · ∂tWl(0) = −lE−(Wl(0), ∂tWl(0))e, e = (1,0,0).

Our “universal profile” result, in the non-radial case is

Theorem 7 [3] Let u be a type II blow-up solution, with T+ = 1, verifying (2) with
η0 small. Then, after a rotation and a translation of R3, there exists a small real
parameter l and smooth functions λ(t) > 0 on (0, T+), x(t) ∈ R

3, t ∈ (0, T+) so
that

(u(t), ∂tu(t))− (v0, v1)− ±
(
Wl(

x−x(t)
λ(t)

,0)

λ(t)
1
2

,
∂tWl(

x−x(t)
λ(t)

,0)

λ(t)
3
2

)
→
t→1

0,

in Ḣ 1 ×L2. Moreover,

lim
t→1

λ(t)

(1 − t)
= 0, lim

t→1

x(t)

1 − t
= e, |l| ≤ c

√
η0.

A fundamental role in the proof of this result is played by the following rigidity
theorem
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Theorem 8 [3] Let u be a non-zero solution of (NLW) such that there exist
λ(t) > 0, x(t) ∈ R

3, t ∈ (−T−, T+) so that

K =
{(

1

λ(t)
1
2

u

(
x − x(t)

λ(t)
, t

)
,

1

λ(t)
3
2

∂tu

(
x − x(t)

λ(t)
, t

))}

has compact closure in Ḣ 1 ×L2. Assume further that

sup
t∈(−T−,T+)

∫
|∇u(t)|2 + (∂tu(t))

2 < 2
∫

|∇W |2.

Then T± = ±∞, and there exist l ∈ (−1,1), a rotation R of R3, λ0 > 0, x0 ∈R
3 so

that

u(x, t) = ±Wl(
R(x)−x0

λ0
, t
λ0
)

λ
1
2
0

.
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A Simple Energy Pump for the Surface
Quasi-geostrophic Equation

Alexander Kiselev and Fedor Nazarov

Abstract We consider the question of growth of high order Sobolev norms of solu-
tions of the conservative surface quasi-geostrophic equation. We show that if s > 0
is large then for every given A there exists initial data with a norm that is small
in Hs such that the Hs norm of corresponding solution at some time exceeds A.
The idea of the construction is quasilinear. We use a small perturbation of a stable
shear flow. The shear flow can be shown to create small scales in the perturbation
part of the flow. The control is lost once the nonlinear effects become too large.

1 Introduction

In this paper, we consider the surface quasi-geostrophic equation

∂t θ = (u · ∇)θ, θ(x,0) = θ0(x), (1)

u = ∇⊥(−Δ)−1/2θ , set on the torus T2 (which is equivalent to working with peri-
odic initial data in R

2). Observe that the structure of the SQG equation is similar
to the 2D Euler equation written for vorticity, but the velocity is less regular in the
SQG case (u = ∇⊥(−Δ)−1θ for the 2D Euler). The SQG equation comes from at-
mospheric science, and can be derived via formal asymptotic expansion (assuming
small Rossby and Ekman numbers) from a larger system of 3D Navier–Stokes equa-
tions in a rotating frame coupled with temperature equation through gravity induced
buoyancy force (see [4, 8]). The equation (1) describes evolution of the potential
temperature on the surface, and its solution can be used to determine the main order
approximation for the solution of the full three dimensional problem.

In mathematical literature, the SQG equation was introduced for the first time
by Constantin, Majda and Tabak in [1], where a parallel between the structure of
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the conservative SQG equation and 3D Euler equation was drawn. Numerical ex-
periments carried out in [1] showed steep growth of the gradient of solution in the
saddle point scenario for the initial data, and suggested the possibility of singularity
formation in finite time. Subsequent numerical experiments [7] suggested the solu-
tions stay regular. Later, Cordoba [2] ruled out singularity formation in the scenario
suggested by [1]. Despite significant effort by many researchers, whether blow up
for the solutions of (1) can happen in a finite time remains open. Moreover, there are
no examples that exhibit just infinite growth in time for some high order Sobolev
norm. This paper is a step towards better understanding of this phenomenon.

Before stating the main result, we would like to compare the situation with what
is known for two-dimensional Euler equation, which in vorticity form coincides
with (1) but the velocity is given by u = ∇⊥(−Δ)−1θ . The global existence of
smooth solutions is known in this case, and there is an upper bound on the gradient
and higher order Sobolev norms of θ that is double exponential in time (see, e.g.
[5]). However the examples with actual growth are much weaker—the best current
result is just superlinear in time (Denisov [3], with earlier works by Nadirashvili [6]
and Yudovich [9, 10] giving linear or weaker rates of growth). It may appear that
the SQG equation being more singular, it should be easier to prove infinite growth
in this case. However to prove infinite in time growth, one needs to produce an
example of “stable instability”, a controllable mechanism of small scale production.
This control is more difficult for the SQG than for two-dimensional Euler equation.

Let us denote Hs the usual scale of Sobolev spaces on T
2. The main purpose of

this short note is to show that the identically zero solution is strongly unstable in Hs

for any s sufficiently large. Namely, we will prove the following

Theorem 1 Assume that s is sufficiently large (s ≥ 11 will do). Given any A > 0,
there exists θ0 such that ‖θ0‖Hs ≤ 1, but the corresponding solution of (1) satisfies

lim sup
t→∞

‖θ(·, t)‖Hs ≥ A. (2)

Remark 1

1. In our example, the initial data θ0 will be simply a trigonometric polynomial with
a few nonzero harmonics. Its size will be well controlled in any Hs norm.

2. From the argument, it will be clear that it is not difficult to derive a lower bound
on time when the bound (2) is achieved. This time scales as a certain power of A.

3. The arguments of Denisov [3] can also be used to produce similar result, with
better control of constants and time—but in a different scenario. Denisov con-
siders perturbation of an explicitly given saddle point flow. In this note, we will
consider a technically simpler but less singular case of a shear flow.

2 The Proof

We shall view the solutions θ(x, t) of (1) as sequences of Fourier coefficients θ̂k ,
k = (k1, k2) ∈ Z

2. On the Fourier side, after symmetrization, our solution satisfies
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the following equation.

d

dt
θ̂k = 1

2

∑

l+m=k

(l ∧m)

(
1

|l| − 1

|m|
)
θ̂l θ̂m, θ̂k(0) = (θ̂0)k. (3)

Here l ∧m = l1m2 − l2m1.
Our initial data θ0 will be just a simple trigonometric polynomial p, given by

p̂e = p̂−e = 1, p̂g = p̂g+e = p̂−g = p̂−g−e = τ where e = (1,0), g = (0,2), and
τ = τ(A) > 0 is a small parameter to be chosen later. Then it follows from (3) that
the solution is an even real-valued function with θ̂0 = 0 for all times. Moreover,
θ̂k(t) ≡ 0 whenever k2 is odd.

We have two easy to check conservation laws:
∑

k θ̂k(t)
2 = 2 + 4τ 2 and

∑
k

θ̂2
k (t)|k| = 2 + 2τ 2( 1

2 + 1√
5
). After subtraction, we obtain that

∑

k

θ̂k(t)
2
(

1 − 1

|k|
)

=
(

3 − 2√
5

)
τ 2,

for all t ≥ 0. Since θ̂±g/2(t) = 0, this implies

∑

k �=±e

θ̂k(t)
2 ≤

( √
2√

2 − 1

)(
3 − 2√

5

)
τ 2 ≤ 10τ 2

for all times. Then the first conservation law also implies θ̂e(t) ∈ (1 − 8τ 2,1 +
2τ 2) ⊂ (1/2,2) for all times, provided that τ is sufficiently small.

Consider the quadratic form

J (θ̂ ) =
∑

k∈Z2+

Φ(k)θ̂kθ̂k+e.

We have
d

dt
J (θ̂)

= 1

2

∑

k∈Z2+

Φ(k)

[
θ̂k

∑

l+m=x+e,l,m �=±e

(l ∧m)

(
1

|l| − 1

|m|
)
θ̂l θ̂m

+ θ̂k+e

∑

l+m=k,l,m �=±e

(l ∧m)

(
1

|l| − 1

|m|
)
θ̂l θ̂m

]

+ 1

2
θ̂e
∑

k∈Z2+

(e ∧ k)Φ(k)

[(
1 − 1

|k|
)
θ̂2
k −

(
1 − 1

|k + 2e|
)
θ̂k θ̂k+2e

−
(

1 − 1

|k + e|
)
θ̂2
k+e +

(
1 − 1

|k − e|
)
θ̂k+eθ̂k−e

]

≡ σ +Σ,
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where σ denotes the first sum and Σ the second. Since for l + m = k, we have
|(l ∧m)( 1

|l| − 1
|m| )| � 2|k| and |k + e| , |k| for k ∈ Z

2+, we conclude that

|σ | �
( ∑

k∈Z2+

|k||Φ(k)||θ̂k|
)( ∑

l �=±e

θ̂2
l

)
� Cτ 2

∑

k∈Z2+

|k||Φ(k)||θ̂k|.

On the other hand, Σ can be rewritten as

θ̂e
∑

k2>0

k2

∑

k1∈Z

1

4
×
[
(Φ(k − e)−Φ(k − 2e))

(
1 − 1

|k − e|
)
θ̂2
k−e

+ (Φ(k + e)−Φ(k))

(
1 − 1

|k + e|
)
θ̂2
k+e

+ 2

{
Φ(k)

(
1 − 1

|k − e|
)

−Φ(k − e)

(
1 − 1

|k + e|
)}

θ̂k−eθ̂k+e

]
.

Now let Φ(k) = k1 + 1
2 . We get the sum of quadratic forms with the coefficients

1 − 1√
(k1 − 1)2 + k2

2

, 1 − 1√
(k1 + 1)2 + k2

2

at the squares and
(
k1 + 1

2

)(
1 − 1√

(k1 − 1)2 + k2
2

)
−
(
k1 − 1

2

)(
1 − 1√

(k1 + 1)2 + k2
2

)

at the double product.
A straightforward computation shows that when k1 = 0, this form is degenerate

and when k1 �= 0, it is strictly positive definite and dominates c

|k|3 (θ̂
2
k−e + θ̂2

k+e).

Using that fact that θ̂e(t) ≥ 1/2 for all times, we obtain

Σ � c
∑

k∈Z2+

θ̂2
k

|k|3 .

Now there are several possibilities.

(A) At some time t , we will have
∑

k∈Z2+ |k|2|θ̂k| �∑k∈Z2+ |k||Φ(k)||θ̂k| � τ 1/2.
Observe that

∑

k∈Z2+

|k|2|θ̂k| �
( ∑

k∈Z2+

θ̂2
k

)1/3( ∑

k∈Z2+

|k|21θ̂2
k

)1/6( ∑

k∈Z2+

|k|−3
)1/2

.

Then, since
∑

k∈Z2+ θ̂2
k � 10τ 2, we get that the H 11 norm of the solution gets

large: ‖θ‖H 11 ≥ Cτ−1/6.
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(B) The case (A) never occurs but
∑

k∈Z2+ |k|−3θ̂2
k becomes comparable with τ 5/2.

Note that until this moment J (θ̂ ) increases from its initial value about τ 2.
Also, J (θ̂) �

∑
k∈Z2+ |k|θ̂2

k .
Thus, in this case, we use

∑

k∈Z2+

|k|θ̂2
k �

( ∑

k∈Z2+

|k|−3θ̂2
k

)5/6( ∑

k∈Z2+

|k|21θ̂2
k

)1/6

and, again, it follows that the H 11 norm becomes large: ‖θ‖H 11 ≥ Cτ− 1
12 .

At last, if neither (A), nor (B) occur, then J (θ̂ ) grows without bound and the
H 1/2-norm gets large eventually. Now given A just choose τ sufficiently small and
Theorem 1 follows.
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On the Formation of Trapped Surfaces

Sergiu Klainerman

Abstract In a recent important breakthrough D. Christodoulou (The Formation
of Black Holes in General Relativity. Monographs in Mathematics. Eur. Math. Soc.,
Zurich, 2009) has solved a long standing problem of General Relativity of evolution-
ary formation of trapped surfaces in the Einstein-vacuum space-times. He has iden-
tified an open set of regular initial conditions on a finite outgoing null hypersurface
leading to a formation a trapped surface in the corresponding vacuum space-time
to the future of the initial outgoing hypersurface and another incoming null hyper-
surface with the prescribed Minkowskian data. He also gave a version of the same
result for data given on part of past null infinity. His proof is based on an inspired
choice of the initial condition, an ansatz which he calls short pulse, and a complex
argument of propagation of estimates, consistent with the ansatz, based, largely, on
the methods used in the global stability of the Minkowski space (Christodoulou and
Klainerman in The Global Nonlinear Stability of the Minkowski Space. Princeton
Mathematical Series, vol. 41, 1993). Once such estimates are established in a suffi-
ciently large region of the space-time the actual proof of the formation of a trapped
surface is quite straightforward.

Christodoulou’s result has been significantly simplified and extended in my joint
works with I. Rodnianski (Klainerman and Rodnianski in On the formation of
trapped surfaces, Acta Math. 2011, in press) and (Klainerman and Rodnianski in
Discrete Contin. Dyn. Syst. 28(3):1007–1031, 2010). In this note I will give a short
survey of these results.

1 Introduction

I start with a short introduction to the initial value problem for the Einstein field
equations which is meant to put in context the results discussed later. An initial data
set consists of a 3 dimensional manifold Σ(0), a complete Riemannian metric g(0),
a symmetric 2-tensor k(0), and a well specified set of initial conditions corresponding
to the matter-fields under consideration. These have to be restricted to a well known
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Fig. 1

set of constraint equations. A Cauchy development of an initial data set is a globally
hyperbolic space-time (M , g), verifying the Einstein field equations,

Rαβ − 1

2
Rgαβ = Tαβ, (EFE)

and an embedding i : Σ → M such that i∗(g(0)), i∗(k(0)) are the first and second
fundamental forms of i(Σ(0)) in M . In what follows I will mostly restrict the dis-
cussion to the Einstein vacuum equations, i.e. the case when the energy momentum
tensor vanishes identically and the equations take the purely geometric form,

Rαβ = 0. (EVE)

I also restrict our attention to asymptotically flat initial data sets, i.e. outside a
sufficiently large compact set K , Σ(0) \ K is diffeomorphic to the complement of
the unit ball in R

3 and admits a system of coordinates in which g(0) is asymptotically
euclidean and k(0) vanishes at appropriate order. The most primitive question asked
about the initial value problem, solved in a satisfactory way, for very large classes
of evolution equations, is that of local existence and uniqueness of solutions. For
the Einstein equations this type of result was first established by Y.C. Bruhat [1]
with the help of wave coordinates.1 According to this result any smooth initial data
set admits a unique, smooth, local (up to an isometry) globally hyperbolic2 Cauchy
development. In the case of nonlinear systems of differential equations the local ex-
istence and uniqueness result leads, through a straightforward extension argument,
to a global result concerning the maximal time interval of existence. If this interval
is bounded the solution must become infinite at its upper boundary. The formulation
of the same type of result for the Einstein equations is a little more subtle; something
similar was achieved in [2].

Theorem 1 (Bruhat–Geroch) For each smooth initial data set there exists a unique,
smooth, maximal, future, globally hyperbolic development (MFGHD).

Thus any construction, obtained by an evolutionary approach from a specific ini-
tial data set, must be necessarily contained in its maximal development MFGHD.
This may be said to solve the problem of global3 existence and uniqueness in Gen-
eral Relativity; all further questions, one could say, concern the qualitative proper-

1These allow one to cast the Einstein vacuum equations in the form of a system of nonlinear wave
equations.
2Any past directed, in-extendable causal curve of the development intersects Σ0.
3A proper definition of global solutions in GR requires a special discussion concerning the proper
time of causal geodesics.
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Fig. 2 Kruskal’s maximally extended Schwarzschild space-time. Note the two disconnected ex-
ternal regions, r > 2m, the black and white holes and the curvature singularity at r = 0. Note the
behavior of light cones at the event horizon, r = 2m

ties of these maximal developments. The central issue becomes that of existence and
character of singularities.

1.1 Special Solutions

We recall that EVE admits a remarkable family of explicit, stationary, solutions
given by the two parameter family of Kerr solutions among which one distinguishes
the Schwarzschild family of solutions, of mass m> 0,

gS = −
(

1 − 2m

r

)
dt2 +

(
1 − 2m

r

)−1

dr2 + r2 dσS2 . (1)

Though the metric seems singular at r = 2m it turns out that one can glue together
two regions r > 2m and two regions r < 2m of the Schwarzschild metric to obtain
a metric which is smooth along H = {r = 2m}, see [6], called the Schwarzschild
horizon. The portion of r < 2m to the future of the hypersurface t = 0 is a black
hole whose future boundary r = 0 is singular. The region r > 2m, called the domain
of outer communication, is free of singularities.

The Schwarzschild family is included in a larger two parameter family of solu-
tions K (a,m) discovered by Kerr. A given Kerr space-time, with 0 ≤ a < m has
a well defined domain of outer communication r > r+ := m + (m2 − a2)1/2. In
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Boyer–Lindquist coordinates, well adapted to r > r+ the Kerr metric has the form,

gK = − Δ− a2 sin2 θ

Σ
dt2 − 2a sin2 θ(r2 + a2 −Δ)

Σ
dt dφ

+ (r2 + a2)2 −Δa2 sin2 θ

Σ
sin2 dφ2 + Σ

Δ
dr2 +Σ dθ2

with Σ = r2 + a2 cos2 θ , Δ = r2 + a2 − 2mr . As in the Schwarzschild case, the
exterior Kerr metric extends smoothly across the Kerr event horizon, H = {r = r+}.
It can be shown that the future and past sets of any point in the domain of outer
communication intersects any time-like curve, passing through points of arbitrary
large values of r , in finite time as measured relative to proper time along the curve.
This fact is violated by points in the region r ≤ r+, which defines the black hole
region of the space-time. Thus physical signals which initiate at points in r ≤ r+
cannot be registered by far away observers. The extended Kerr is singular only at
r = 0. Thus the singularities in Kerr cannot have any effect on the domain of outer
communication which is completely smooth.

1.2 Cosmic Censorship

In general we expect maximal developments to be incomplete, with singular bound-
aries. The unavoidable presence of singularities, for sufficiently large initial data
sets, as well as the analysis of explicit examples (such as Schwarzschild and Kerr)
have led Penrose to formulate two fundamental conjectures, concerning the char-
acter of general solutions to the Einstein equations. Here I restrict my discussion
only to the so called weak cosmic censorship conjecture (WCC), which is the only
one relevant to the issue of stability of Kerr. To understand the statement of (WCC)
consider the different behavior of null rays in Schwarzschild and Minkowski space-
times. In Minkowski space light originating at any point p = (t0, x0) propagates,
towards future, along the null rays of the null cone t − t0 = |x − x0|. Any free ob-
server in R

1+3, following a straight time-like line, will necessarily meet this light
cone in finite time, thus experiencing the event p. On the other hand, any point p
in the trapped region r < 2m of the Schwarzschild space, is such that all null rays
initiating at p remain trapped in the region r < 2m. In particular events causally
connected to the singularity at r = 0 cannot influence events in the domain of outer
communication r > 2m, which is thus entirely free of singularities. The same holds
true in any Kerr solution with 0 ≤ a <m.

WCC is an optimistic extension of this fact to the future developments of general,
asymptotically flat initial data. The desired conclusion of the conjecture is that any
such development, with the possible exception of a non-generic set of initial con-
ditions, has the property that any sufficiently distant observer will never encounter
singularities or any other effects propagating from them. To make this more precise
one needs define what a sufficiently distant observer means. This is typically done by
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Fig. 3 Behavior of null
geodesics in the domain of
outer communication by
contrast to those in a black
hole

introducing the notion of future null infinity I + which, roughly speaking, provides
end points for the null geodesics which propagate to asymptotically large distances.
The future null infinity is constructed by conformally embedding the physical space-
time (M , g) under consideration to a larger space-time4 (M̄ , ḡ), ḡ = Ω2g in M ,
with a null boundary I + (where Ω = 0, dΩ �= 0).

Definition 1 The future null infinity I + is said to be complete if any future null
geodesics along it can be indefinitely extended relative an affine parameter.

Conjecture 1 (WCC) Generic asymptotically flat initial data have maximal future
developments possessing a complete future null infinity.

1.3 Penrose Singularity Theorem

The fundamental notion of a trapped surface has also been introduced by R. Penrose,
see [10, 11], in connection to his famous singularity theorem.

Theorem 2 (Penrose) If the manifold support of an initial data set is non-compact
and contains a closed trapped surface the corresponding maximal future develop-
ment is incomplete. The result holds true in the presence of any matter-fields which
verify the positive energy conditions, i.e. if for any null vector L,

Ric(L,L) ≥ 0. (2)

The notion of a trapped surface S ⊂ Σ , can be rigorously defined in terms of a
local condition on S. More precisely, at any point p ∈ S, let L,L by a pair of null
vectors orthogonal to S and normalized by the condition g(L,L) = −1. We then
define the null second fundamental forms χ,χ as in Fig. 4, where X,Y are arbitrary
vectorfields tangent to S, and their traces trχ, trχ with respect to the induced metric
on S. The surface is said to be trapped if both trχ and trχ are negative at all points
of S. In normal situation only the trace of the null second fundamental form in the
incoming direction L is negative.

The flat initial data set (whose development is the Minkowski space) have, of
course, no such surfaces. On the other hand, for the Schwarzschild initial data set,

4Note however that the boundary of this extended space-time is not smooth, generically.
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Fig. 4

i.e. the one whose development is Schwarzschild, any surface r = r0, with r0 < 2m
is trapped. Of course, the Schwarzschild metric has a genuine singularity at r = 0,
where the curvature tensor becomes infinite. This is a lot stronger than just say-
ing that space-time is incomplete. All Kerr solutions, with the exception of the flat
Minkowski space itself, have trapped surfaces.

Despite its obvious importance the Penrose singularity theorem gives only a faint
glimpse on the nature of singularities in GR. It leaves unanswered the following
obvious questions.

1. What is the significance of the uniformity condition, i.e. the condition that the
outgoing expansion trχ is strictly negative, at all points of S? Can this be re-
laxed?

2. Can trapped surfaces form in evolution? Can they form in vacuum?
3. Once a trapped surface has formed the theorem only tells us that the correspond-

ing maximal future development must be incomplete. It does not provide any
information concerning the nature of singularities.

Before the major new advance of Christodoulou in [4] the only rigorous results
about formation of trapped surfaces where obtained by Christodoulou himself for
the spherical symmetric Einstein equations coupled with a scalar field, see [3].

Remark 1 In view of the Penrose singularity theorem and assuming WCC to be true,
formation of a trapped surface implies formation of a black hole. It is for this reason
that Christodoulou calls his result “formation of black holes” rather then simply
formation of trapped surfaces. Of course, WCC remains way out of reach in this
context.

To state the result of [4], as well as that of [8, 9] we need to introduce some
notation.

2 Heuristic Argument

2.1 Double Null Foliations

We consider a region D = D(u∗, u∗) of a vacuum space-time (M,g) spanned by
a double null foliation generated by the optical functions (u,u) increasing towards
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the future, 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗. We denote by Hu the outgoing null hy-
persurfaces generated by the level surfaces of u and by Hu the incoming null hy-
persurfaces generated level hypersurfaces of u. We write Su,u = Hu ∩ Hu and de-

note by H
(u1,u2)
u , and H

(u1,u2)
u the regions of these null hypersurfaces defined by

u1 ≤ u ≤ u2 and respectively u1 ≤ u ≤ u2. Let L,L be the geodesic vectorfields
associated to the two foliations and define,

1

2
Ω2 = −g(L,L)−1. (3)

Observe that the flat value5 of Ω is 1. As well known, our space-time slab D(u∗, u∗)
is completely determined (for small values of u∗, u∗) by data along the null, charac-
teristic, hypersurfaces H0, H 0 corresponding to u = 0, respectively u = 0. Follow-
ing [4] we assume that our data is trivial along H 0, i.e. assume that H0 extends for
u < 0 and the space-time (M,g) is Minkowskian for u < 0 and all values of u ≥ 0.
Moreover, we can construct our double null foliation such that Ω = 1 along H0, i.e.,

Ω(0, u) = 1, 0 ≤ u ≤ u∗. (4)

Throughout this paper we work with the normalized null pair (e3, e4),

e3 = ΩL, e4 = ΩL, g(e3, e4) = −2.

Given a 2-surfaces S(u,u) and (ea)a=1,2 an arbitrary frame tangent to it we define
the Ricci coefficients,

Γ(λ)(μ)(ν) = g(e(λ),De(ν)e(μ)), λ,μ, ν = 1,2,3,4. (5)

These coefficients are completely determined by the following components,

χab = g(Dae4, eb), χab = g(Dae3, eb),

ηa = −1

2
g(D3ea, e4), ηa = −1

2
g(D4ea, e3),

ω = −1

4
g(D4e3, e4), ω = −1

4
g(D3e4, e3),

ζa = 1

2
g(Dae4, e3)

(6)

where Da = De(a) . We also introduce the null curvature components,

αab = R(ea, e4, eb, e4), αab = R(ea, e3, eb, e3),

βa = 1

2
R(ea, e4, e3, e4), βa = 1

2
R(ea, e3, e3, e4),

ρ = 1

4
R(Le4, e3, e4, e3), σ = 1

4
∗R(e4, e3, e4, e3).

(7)

5Note that our normalization for Ω differ from that of [7].
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Here ∗R denotes the Hodge dual of R. We denote by ∇ the induced covariant deriva-
tive operator on S(u,u) and by ∇3, ∇4 the projections to S(u,u) of the covariant
derivatives D3, D4, see precise definitions in [7]. Observe that,

ω = −1

2
∇4(logΩ), ω = −1

2
∇3(logΩ),

ηa = ζa + ∇a(logΩ), ηa = −ζa + ∇a(logΩ).

(8)

The connection coefficients Γ verify equations which have, very roughly, the form,

∇4Γ = R + ∇Γ + Γ · Γ,

∇3Γ = R + ∇Γ + Γ · Γ.
(9)

Similarly the Bianchi identities for the null curvature components verify, also very
roughly,

∇4R = ∇R + Γ ·R,

∇3R = ∇R + Γ ·R.
(10)

Among these equations we note the following two, which play an essential role in
Christodoulou’s argument for the formation of trapped surfaces,

∇4 trχ + 1

2
(trχ)2 = −|χ̂ |2 − 2ω trχ, (11)

∇3χ̂ + 1

2
trχχ̂ = ∇ ⊗̂ η + 2ωχ̂ − 1

2
trχχ̂ + η ⊗̂ η. (12)

2.2 Heuristic Argument

We start by making some important simplifying assumptions. As mentioned above
we assume that our data is trivial along H 0, i.e. assume that H0 extends for u < 0
and the space-time (M,g) is Minkowskian for u < 0 and all values of u ≥ 0. We
introduce a small parameter δ > 0 and restrict the values of u to 0 ≤ u ≤ δ, i.e.
u∗ = δ.

We also make the following additional assumptions, assumed to hold in the entire
slab D(u, δ). We denote by r = r(u,u) the radius of the 2-surfaces S = S(u,u), i.e.
|S(u,u)| = 4πr2. We denote by r0 the value of r for S(0,0), i.e. r0 = r(0,0).

• For small δ, u,u are comparable with their standard values in flat space, i.e. u ≈
t−r+r0

2 , u ≈ t+r−r0
2 . We also assume that Ω ≈ 1, dr

du
≈ −1.

• Assume that trχ is close to its value in flat space, i.e. trχ ≈ − 2
r
.

• Assume that the term E = ∇ ⊗̂ η+ 2ωχ̂ − 1
2 trχχ̂ + η ⊗̂ η on the right hand side

of (12) is sufficiently small and can be neglected in a first approximation. Assume
also that we can neglect the term trχω on the right hand side of (11).
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Fig. 5 The colored region on the right represents the domain D(u,u), 0 ≤ u ≤ δ. The same picture
is represented, more realistically on the left. The lower red region on the left is the flat portion of
H0, u = 0, while the upper red region, corresponding to a large values of u, is trapped starting with
u = δ

Given these assumptions we can rewrite (11),

d

du
trχ � −|χ̂ |2

or, integrating,

trχ(u,u) � trχ(u,0)−
∫ u

0
|χ̂ |(u,u′)2du′

= 2

r(u,0)
−
∫ u

0
|χ̂ (u,u′)|2du′. (13)

Multiplying (12) by χ̂ we deduce,

d

du
|χ̂ |2 + trχ |χ̂ |2 = χ̂ ·E

or, in view of our assumptions for trχ , and dr
du

d

du
(r2|χ̂ |2) = r2 d

du
|χ̂ |2 + 2r

dr

du
|χ̂ |2 = r2|χ̂ |2

(
− trχ + 2

r

dr

du

)
+ r2χ̂ ·E

= r2|χ̂ |2
(

−
(

trχ + 2

r

)
+ 2

r

(
1 + dr

du

))
+ r2χ̂ ·E := F

i.e.

r2|χ̂ |2(u,u) = r2(0, u)|χ̂ |2(0, u)+
∫ u

0
F(u′, u)du′.
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Therefore, as
∫ u

0 |F | is negligible in D , we deduce

r2|χ̂ |2(u,u) ≈ r2(0, u)|χ̂ |2(0, u).
We now freely prescribe χ̂ along the initial hypersurface H

(0,δ)
0 , i.e.

χ̂ (0, u) = χ̂0(u) (14)

for some traceless 2 tensor χ̂0. We deduce,

|χ̂ |2(u,u) ≈ r2(0, u)

r2(u,u)
|χ̂0|2(u)

or, since |u| ≤ δ and r(u,u) = r0 + u− u,

|χ̂ |2(u,u) ≈ r2
0

(r0 − u)2
|χ̂0|2(u).

Thus, returning to (13),

trχ(u,u) ≤ 2

r0 − u
− r2

0

(r0 − u)2

∫ u

0
|χ̂0|2(u′)du′ + error.

Hence, for small δ, the necessary condition to have trχ(u,u) ≤ 0 is,

2(r0 − u)

r2
0

<

∫ δ

0
|χ̂0|2.

Analyzing (11) along H0 we easily deduce that the condition for the initial hyper-
surface H0 not to contain trapped hypersurfaces is,

∫ δ

0
|χ̂0|2 <

2

r0

i.e. we are led to prescribe χ̂0 such that,

2(r0 − u)

r2
0

<

∫ δ

0
|χ̂0|2 <

2

r0
. (15)

We thus expect, following Christodoulou, that trapped surfaces may form if (15) is
verified.

Remark 2 Observe that the argument we have presented above can be easily local-
ized to angular sectors. More precisely, if condition (15) holds on an angular sector
Λ on the initial hypersurface H0 (i.e. a neighborhood of a fixed null geodesic) and
all our other assumptions hold in the space-time region spanned by the incoming
null geodesics starting on Λ we expect to form a scar on S(u, δ) i.e., trχ < 0 in an
angular region of S(u, δ).



On the Formation of Trapped Surfaces 191

2.3 Short Pulse Data

To prove such a result however we need to check that all the assumptions we made
above can be verified. To start with, the assumption (15) requires, in particular, an
L∞ upper bound of the form,

|χ̂0| � δ−1/2.

If we can show that such a bound persist in D then, in order to control the error
terms F we need, for some c > 0,

trχ + 2

r
= O(δc),

dr

du
+ 1 = O(δc), η = O(δ−1/2+c),

ω = O(δ−1+c), ∇η = O(δ−1/2+c).

(16)

Other bounds will be however needed as we have to take into account all null struc-
ture equations. We face, in particular, the difficulty that most null structure equa-
tions have curvature components as sources. Thus we are obliged to derive bounds
not just for all Ricci coefficients χ,ω,η,η,χ,ω but also for all null curvature com-
ponents α,β,ρ,σ,β,α. In his work [4] Christodoulou has been able to derive such
estimates starting with an ansatz (which he calls short pulse) for the initial data χ̂0.
More precisely he assumes, in addition to the triviality of the initial data along H 0,
that χ̂0 verifies, relative to coordinates u and transported coordinates ω along H0,
(i.e. transported with respect to d

du
),

χ̂0(u,ω) = δ−1/2f0(δ
−1u,ω) (17)

where f0 is a fixed traceless, symmetric S-tangent two tensor along H0. This ansatz
is consistent with the following more general condition, for sufficiently large num-
ber of derivatives N and sufficiently small δ > 0,

δ1/2+k‖∇k
4∇mχ̂0‖L2(0,u) < ∞, 0 ≤ k +m ≤ N, 0 ≤ u ≤ δ. (18)

Notation Here ‖ · ‖L2(u,u) denotes the standard L2 norm for tensor-fields on
S(u,u). Whenever there is no possible confusion we will also denote these norms
by ‖ · ‖L2(S). We shall also denote by ‖ · ‖L2(H) and ‖ · ‖L2(H) the standard L2 norms
along the null hypersurfaces H = Hu and H = Hu.

Remark 3 In [4] Christodoulou also includes weights, depending on |u|, in his esti-
mates. These allow him to derive not only a local result but also one with data at past
null infinity. In our work here we only concentrate on the local result, for |u| � 1,
and thus drop the weights.

Assumption (18), together with the null structure equations (9) and null Bianchi
equations (10) leads to the following estimates for the null curvature components,
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along the initial null hypersurface H0,

δ‖α‖L2(H0)
+ ‖β‖L2(H0)

+ δ−1/2‖(ρ,σ )‖L2(H0)
+ δ−3/2‖β‖L2(H0)

< ∞.

(19)

Consistent with (18), the angular derivatives of α,β,ρ,σ,β obey the same scaling
as in (19) while each ∇4 derivative costs an additional power of δ,

δ‖∇α‖L2(H0)
+ ‖∇β‖L2(H0)

+ δ− 1
2 ‖∇(ρ,σ )‖L2(H0)

+ δ−3/2‖∇β‖L2(H0)
< ∞,

δ2‖∇4α‖L2(H0)
+ δ‖∇4β‖L2(H0)

+ δ1/2‖∇4(ρ,σ )‖L2(H0)

+ δ−1/2‖∇4β‖L2(H0)
< ∞.

(20)

Moreover, one can derive estimates for the Ricci coefficients, in various norms,
weighted by appropriated powers of δ. Note that if one were to neglect the quadratic
terms in (10) than the expected scaling behavior in δ would have been,

δ‖α‖L2(H0)
+ ‖β‖L2(H0)

+ δ−1‖(ρ,σ )‖L2(H0)
+ δ−2‖β‖L2(H0)

< ∞.

Most of the body of work in [4] is to prove that these estimates can be propagated
in the entire space-time region D(u∗, δ), with u∗ of size one and δ sufficiently small,
and thus fulfill the necessary conditions for the formation of a trapped surface along
the lines of the heuristic argument presented above. The proof of such estimates,
which follows the main outline of the proof of stability of Minkowski space, as in [5]
and [7], requires a step by step analysis to make sure that all estimates are consistent
with the assigned powers of δ. This task is made particularly taxing in view of the
fact that there are many nonlinear interferences which have to be tracked precisely.

2.4 New Initial Conditions

In [8] we embed the short-pulse ansatz of Christodoulou into a more general set of
initial conditions, based on a different underlying scaling. The new scaling, which
we incorporate into our basic norms, allows us to conceptualize the separation be-
tween the linear and nonlinear terms in the null Bianchi and null structure equations
and explain the favorable appearance of additional positive powers of δ in the non-
linear error terms mentioned above. Though the initial conditions required to include
Christodoulou’s data do not quite satisfy this scaling, the generated anomalies are
fewer and thus much easier to track.

We start with the observation that a natural alternative to (17) which comes to
mind, related to the familiar parabolic scaling on null hyperplanes in Minkowski
space, is

χ̂0(u,ω) = δ−1/2f0(δ
−1u, δ−1/2ω). (21)
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This does not quite make sense in our framework of compact 2-surfaces S(u,u),
unless of course one is willing to consider the initial data χ̂0(u,ω) supported in

the angular sector ω of size δ
1
2 . Such a support assumption would be however in

contradiction with the lower bound in (15) required to be satisfied for each ω ∈ S
2.

The following interpretation of (21) (compare with (18)) makes sense however,

δk+
m
2 sup

0≤u≤δ

‖∇k
4∇mχ̂0‖L2(0,u) < ∞, 0 ≤ k +m ≤ N. (22)

Just as in the derivation of (19) we can use null structure equations (9) and null
Bianchi equations (10) to derive, from (22),

δ1/2‖α‖L2(H0)
+ ‖β‖L2(H0)

+ δ−1/2‖(ρ,σ )‖L2(H0)
+ δ−1‖β‖L2(H0)

< ∞,

δ‖∇α‖L2(H0)
+ δ1/2‖∇β‖L2(H0)

+ ‖∇(ρ,σ )‖L2(H0)
+ δ−1/2‖∇β‖L2(H0)

< ∞,

δ3/2‖∇4α‖L2(H0)
+ δ‖∇4β‖L2(H0)

+ δ1/2‖∇4(ρ,σ )‖L2(H0)
+ ‖∇4β‖L2(H0)

< ∞.

(23)

We refer to these conditions, consistent with the null parabolic scaling, as δ-
coherent assumptions. Observe that, unlike in the Christodoulou’s case, each ∇
derivative costs a δ−1/2. It turns out that proving the propagation of such estimates
can be done easily and systematically without the need of the step by step procedure
mentioned earlier. In fact one can show, in this case, that all error terms, generated
in the process of the energy estimates are either quadratic in the curvature and can
be easily taken care by Gronwall or, if cubic, they must come with a factor of δ1/2

and therefore can be all absorbed for small values of δ.
The main problem with the ansatz (21), as with initial conditions (22), however,

is that it is inconsistent with the formation of trapped surfaces requirements dis-
cussed above. One can only hope to show that the expansion scalar trχ along Hu,
at S(u,u), for some u ≈ 1, will become negative6 only in a small angular sector of
size δ1/2. This is because, consistent with (23), condition (15) may only be satisfied
in such a sector.

To obtain a trapped surface, i.e. to be able to treat initial data which verify
Christodoulou’s uniform assumption (15) we are forced to abandon the ansatz for-
mulation of the characteristic initial data problem for the Einstein-vacuum equa-
tions and replace with a hierarchy of bounds, which “interpolate” between the
regular δ-coherent assumptions (23) and the estimates (19)–(20) following from
Christodoulou’s short pulse ansatz.

6We could call such a region locally trapped, or a pre-scar.
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At the level of curvature the new assumptions correspond to:

δ‖α‖L2(H0)
+ ‖β‖L2(H0)

+ δ−1/2‖(ρ,σ )‖L2(H0)
+ δ−1‖β‖L2(H0)

< ∞,

δ‖∇α‖L2(H0)
+ δ1/2‖∇β‖L2(H0)

+ ‖∇(ρ,σ )‖L2(H0)
+ δ−1/2‖∇β‖L2(H0)

< ∞,

δ2‖∇4α‖L2(H0)
+ δ‖∇4β‖L2(H0)

+ δ1/2‖(∇4ρ,∇4σ)‖L2(H0)
+ ‖∇4β‖L2(H0)

< ∞.

(24)

Observe that, by comparison with (23), the only anomalous terms are ‖α‖L2(H0)
and

‖∇4α‖L2(H0)
.

3 Main Results of [8]

3.1 Signature and Scaling

The results and proofs of [8] are intimately tied with a natural scaling which we
introduce below.

Signature To every null curvature component α,β,ρ,σ,β,α, null Ricci coeffi-
cients components χ, ζ, η, η,ω,ω, and metric γ we assign a signature according to
the following rule:

sgn(φ) = 1 ·N4(φ)+ 1

2
·Na(φ)+ 0 ·N3(φ)− 1 (25)

where N4(φ),N3(φ),Na(φ) denote the number of times e4, respectively e3 and
(ea)a=1,2, which appears in the definition of φ. Thus,

sgn(α) = 2, sgn(β) = 1 + 1/2, sgn(ρ,σ ) = 1,

sgn(β) = 1/2, sgn(α) = 0.

Also,

sgn(χ) = sgn(ω) = 1, sgn(ζ, η, η) = 1/2,

sgn(χ) = sgn(ω) = sgn(γ ) = 0.

Consistent with this definition we have, for any given null component φ,

sgn(∇4φ) = 1 + sgn(φ), sgn(∇φ) = 1

2
+ sgn(φ), sgn(∇3φ) = sgn(φ).

Also, based on our convention,

sgn(φ1 · φ2) = sgn(φ1)+ sgn(φ2). (26)
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Remark 4 All terms in a given null structure or null Bianchi identity have the same
overall signature. Remark also that the definition (25) applies only to the null com-
ponents of the curvature tensor and Ricci coefficients and not to their tensor products
(i.e. not to null decompositions of tensor products).

We now introduce a notion of scale for any quantity φ which has a signature
sgn(φ), in particular for our basic null curvature quantities α,β,ρ,σ,β,α and null
Ricci coefficients components χ, ζ, η, η,ω,ω. This scaling plays a fundamental role
in our work.

Definition 2 For an arbitrary horizontal tensor-field φ, with a well defined signature
sgn(φ), we set:

sc(φ) = − sgn(φ)+ 1

2
. (27)

Observe that sc(∇Lφ) = sc(φ) − 1, sc(∇φ) = sc(φ) − 1
2 , sc(∇Lφ) = sc(φ). For

a given product of two horizontal tensor-fields we have,

sc(φ1 · φ2) = sc(φ1)+ sc(φ2)− 1

2
. (28)

3.2 Scale Invariant Norms

For any horizontal tensor-field ψ with scale sc(ψ) we define the following scale
invariant norms along the null hypersurfaces H = H

(0,δ)
u and H = H

(0,1)
u ,

‖ψ‖L 2
(sc)

(H) = δ− sc(ψ)−1‖ψ‖L2(H), ‖ψ‖L 2
(sc)

(H) = δ− sc(ψ)− 1
2 ‖ψ‖L2(H).

(29)
We also define the scale invariant norms on the 2 surfaces S = Su,u,

‖ψ‖L p

(sc)
(S) = δ

− sc(ψ)− 1
p ‖ψ‖Lp(S). (30)

In particular,

‖ψ‖L 2
(sc)

(S) = δ− sc(ψ)− 1
2 ‖ψ‖L2(S), ‖ψ‖L ∞

(sc)
(S) = δ− sc(ψ)‖ψ‖L∞(S).

Observe that we have,

‖ψ‖2
L 2

(sc)
(H

(0,u)
u )

= δ−1
∫ u

0
‖ψ‖2

L 2
(sc)

(u,u′) du
′,

‖ψ‖2
L 2

(sc)
(H

(0,u)
u )

=
∫ u

0
‖ψ‖2

L 2
(sc)

(u′,u) du
′.

(31)

We denote the scale invariant L∞ norm in D by ‖ψ‖L ∞
(sc)

.
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Remark 5 Observe that the noms above are scale invariant if we take into account
the scales of the L2 noms along H and H , given by,

sc(‖ ‖
L2(H

0,δ
u )

) = 1, sc(‖ ‖
L2(H

0,1
u )

) = 1

2
, sc(‖ ‖Lp(S)) = 1

p
.

Moreover, they are consistent to the following convention,

∇4 ∼ δ−1, ∇ ∼ δ− 1
2 , ∇3 ∼ 1.

In view of (28) all standard product estimates in the usual Lp spaces translate
into product estimates in L(sc) spaces with a gain of δ1/2. Thus, for example,

‖ψ1 ·ψ2‖L 2
(sc)

(S) � δ1/2‖ψ1‖L ∞
(sc)

(S) · ‖ψ2‖L 2
(sc)

(S) (32)

or,

‖ψ1 ·ψ2‖L 2
(sc)

(H) � δ1/2‖ψ1‖L ∞
(sc)

(H) · ‖ψ2‖L 2
(sc)

(H).

Remark 6 If f is a scalar function constant along the surfaces S(u,u) ⊂ D , we have

‖f ·ψ‖L p

(sc)
(S) � ‖ψ‖L p

(sc)
(S)

or, if f is also bounded on H ,

‖f ·ψ‖L 2
(sc)

(H) � ‖ψ‖L 2
(sc)

(H).

This remark applies in particular to the constant trχ0 = 4
2r0+u−u

.

We are ready to introduce our main curvature and Ricci coefficient norms:7

R0(u,u) : = δ1/2‖α‖
L 2

(sc)
(H

(0,u)
u )

+ ‖(β,ρ,σ,β)‖
L 2

(sc)
(H

(0,u)
u )

,

R1(u,u) : = δ1/2‖∇4α‖
L 2

(sc)
(H

(0,u)
u )

+ ‖∇(α,β,ρ,σ,β)‖
L 2

(sc)
(H

(0,u)
u )

,

R0(u,u) : = δ1/2‖β‖
L 2

(sc)
(H

(u,0)
u )

+ ‖(ρ,σ,β,α)‖
L 2

(sc)
(H

(0,u)
u )

,

R1(u,u) : = ‖∇3α‖
L 2

(sc)
(H

(u,0)
u )

+ ‖∇(β,ρ,σ,β,α)‖
L 2

(sc)
(H

(0,u)
u )

.

Remark 7 All curvature norms are scale invariant except for the anomalous
‖α‖

L 2
(sc)

(H
(0,u)
u )

, ‖∇4α‖
L 2

(sc)
(H

(0,u)
u )

and ‖β‖
L 2

(sc)
(H

(u,0)
u )

. By abuse of language, in

a given context, we refer to α, respectively β , as anomalous.

7We use the short hand notation ‖(β,ρ,σ,β)‖
L 2

(sc)
(H

(0,u)
u )

= ‖β‖
L 2

(sc)
(H

(0,u)
u )

+ ‖ρ‖
L 2

(sc)
(H

(0,u)
u )

+
‖σ‖

L 2
(sc)

(H
(0,u)
u )

+ · · · .



On the Formation of Trapped Surfaces 197

The Ricci coefficient norms are,

(S)O0,∞(u,u) =‖(χ,ω,η, η, t̃rχ, χ̂,ω)‖L ∞
(sc)

(S),

(S)O0,4(u,u) = δ1/4(‖χ̂‖L 4
(sc)

(S) + ‖χ̂‖L 4
(sc)

(S)

)
,

+ ‖(trχ,ω,η,η, t̃rχ,ω)‖L 4
(sc)

(S),

(S)O1,4(u,u) =‖∇(χ,ω,η, η, t̃rχ, χ̂,ω)‖L 4
(sc)

(S),

(S)O1,2(u,u) =‖∇(χ,ω,η, η, t̃rχ, χ̂,ω)‖L 2
(sc)

(S),

(H)O(u,u) =‖∇2(χ,ω,η, η, t̃rχ, χ̂,ω)‖
L 2

(sc)
(H

(0,u)
u )

.

Remark 8 All quantities are scale invariant except for χ̂ , χ̂ in the L 4
(sc)(S) norm.

3.3 Main Results

We define the initial data quantity,

I (0) = sup
0≤u≤δ

I (0)(u) (33)

where, with the notation convention in (18),

I (0)(u) = δ1/2‖χ̂0‖L∞(0,u) +
∑

0≤k≤2

δ1/2‖(δ∇4)
kχ̂0‖L2(0,u)

+
∑

0≤k≤1

∑

1≤m≤4

δ1/2‖(δ1/2∇)m−1(δ∇4)
k∇χ̂0‖L2(0,u).

Our main assumption, replacing Christodoulou’s ansatz, is

I (0) < ∞. (34)

We show that, under this assumption and for sufficiently small δ > 0, the space-
time slab D(u, δ) can be extended for values of u ≥ 1, with precise estimates for
all Ricci coefficients of the double null foliation and null components of the curva-
ture tensor. We can then show, by a slight modification of this assumption together
with Christodoulou’s lower bound assumption on

∫ δ

0 |χ̂0|2 (see (14), (15) in [4]),
that a trapped surface must form in D(u ≈ 1, δ). As in the case of [4] most of the
work is required to prove the semi global result concerning the double null foliation.
Once this is established the actual formation of trapped surfaces result is proved by
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following the heuristic argument outlined above. In addition we show that a small
modification of the regular δ-coherence assumption leads to the formation of a pre-
scar.

The first result follows from analyzing assumption (33) on the initial hypersur-
face H0.

Proposition 1 In view of our initial assumption (34) we have, for sufficiently small
δ > 0, along H0,

R(0) + O(0) � I (0).

Theorem 3 (Main Theorem) Assume that R(0) � I (0) for an arbitrary constant
I (0). Then, there exists a sufficiently small δ > 0 such that,

R + R + O � I (0). (35)

Theorem 4 Assume that, in addition to (33), we also have, for 2 ≤ k ≤ 4

‖(δ 1
2 ∇)kχ̂0‖L2(0,u) ≤ ε (36)

for a sufficiently small parameter ε such that 0 < δ � ε. Assume also that χ̂0 verifies
(15). Then, for δ > 0 sufficiently small, a trapped surface must form in the slab
D(u ≈ 1, δ).

Our next and final result in [8] concerns the formation of a pre-scar in an angular

sector of size δ
1
2 .

Theorem 5 Let ε be a small parameter such that 0 < δ � ε. Assume that the initial
data χ̂0 satisfies

δ1/2‖χ̂0‖L∞ +
∑

0≤k≤1

∑

0≤m≤4

ε‖(ε−1δ
1
2 ∇)m(δ∇4)

kχ̂0‖L2(0,u) < ∞

and that the lower bound in (15) is verified in angular sector ω ∈ Λ of size δ
1
2 .

Then, for δ > 0 sufficiently small, a pre-scar must form in the slab D(u ≈ 1, δ),
i.e. the expansion scalar trχ(u,u,ω) becomes strictly negative for some values of
u ≈ 1, u = δ and all ω ∈ Λ.

4 Main Results of [9], I

The results in [9] are better expressed with respect to different notion of scale in-
variant norms as discussed above. More precisely, given any horizontal tensor-field
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ψ with signature sgn(ψ) we define the following scale invariant norms along the
null hypersurfaces H = H

(0,δ)
u and H = H

(0,1)
u ,

‖ψ‖L 2
(sc)

(H) = δsgn(ψ)−1‖ψ‖L2(H), ‖ψ‖L 2
(sc)

(H) = δsgn(ψ)− 1
2 ‖ψ‖L2(H). (37)

We also define the scale invariant norms on the 2 surfaces S = Su,u,

‖ψ‖L p

(sc)
(S) = δ

sgn(ψ)− 1
p ‖ψ‖Lp(S). (38)

We have,

‖ψ‖2
L 2

(sc)
(H

(0,u)
u )

= δ−1
∫ u

0
‖ψ‖2

L 2
(sc)

(u,u′)du
′,

‖ψ‖2
L 2

(sc)
(H

(0,u)
u )

=
∫ u

0
‖ψ‖2

L 2
(sc)

(u′,u)du
′.

(39)

We denote the scale invariant L∞ norm in D by ‖ψ‖L ∞
(sc)

.

Remark 9 As mentioned above, these norms are different than those of [8], dis-
cussed in the previous section. Indeed in [8] the scale invariant norms were based on
the definition of the scale of a horizontal component of scale sc(ψ) = − sgn(ψ)+ 1

2 .
The norms introduced here would correspond to a new definition of scale give by
sc(ψ) = − sgn(ψ). To distinguish between them we denote the old scaling by ṡc.
Thus, for example,

‖ψ‖L p

(sc)
(S) = δ−1/2‖ψ‖L p

(ṡc)(S)
.

Remark 10 With the new scale invariant norms introduced here we have,

‖ψ1 ·ψ2‖L 2
(sc)

(S) � ‖ψ1‖L ∞
(sc)

(S) · ‖ψ2‖L 2
(sc)

(S) (40)

or,

‖ψ1 ·ψ2‖L 2
(sc)

(H) � ‖ψ1‖L ∞
(sc)

(H) · ‖ψ2‖L 2
(sc)

(H).

These differ from the situation in [8] where the corresponding estimates (with (sc)
replaced by (ṡc)) had an additional power of δ1/2 on the right.
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Curvature Norms We introduce our main curvature norms

R0(u,u) : = ‖α‖
L 2

(sc)
(H

(0,u)
u )

+ R ′
0(u,u

′),

R ′
0(u,u

′) : = ε−1‖(β,ρ,σ,β,K)‖
L 2

(sc)
(H

(0,u)
u )

,

R1(u,u) : = ‖∇4α‖
L 2

(sc)
(H

(0,u)
u )

+ R ′
1(u,u),

R ′
1(u,u) : = ε−1‖∇(α,β,ρ,σ,β,K)‖

L 2
(sc)

(H
(0,u)
u )

,

R0(u,u) : = ‖β‖
L 2

(sc)
(H

(u,0)
u )

+ R ′
0(u,u

′),

R ′
0(u,u) = ε−1‖(ρ,σ,β,α,K)‖

L 2
(sc)

(H
(0,u)
u )

,

R1(u,u) : = ‖∇3α‖
L 2

(sc)
(H

(u,0)
u )

+ R ′
1(u,u),

R ′
1(u,u) : = ε−1‖∇(β,ρ,σ,β,α,K)‖

L 2
(sc)

(H
(0,u)
u )

.

(41)

Also,

R = R0 + R1, R = R0 + R1. (42)

Remark 11 We have included the Gauss curvature K with the null components.
Since K = −ρ + 1

2 χ̂ · χ̂ − 1
4 trχ trχ we easily deduce that,

ε−1‖K‖
L 2

(sc)
(H

(0,u)
u )

� ε−1‖ρ‖
L 2

(sc)
(H

(0,u)
u )

+ (1 + (ε−2δ)
1
2
)
(S)O0,∞(S)O0,2.

Remark 12 All curvature norms above have a factor of ε−1 in front of them ex-
cept for ‖α‖

L 2
(sc)

(H
(0,u)
u )

, ‖∇4α‖
L 2

(sc)
(H

(0,u)
u )

and ‖β‖
L 2

(sc)
(H

(u,0)
u )

. These correspond

exactly to the anomalous curvature norms of [8].

To rectify the anomaly of α we introduce, as in [8], an additional scale-invariant
norm,

R(ε)
0 [α](u,u) := sup

(ε)H⊂H

ε−1‖α‖L 2
(sc)

((ε)H),

where (ε)H is a piece of the hypersurface H = H
(0,δ)
u obtained by evolving an an-

gular disc Sε ⊂ Su,0 of radius ε relative to our transported coordinates. We define
the initial quantity R(0) by,

R(0) = sup
0≤u≤δ

(
R(0, u)+ R(ε)

0 [α](0, u)). (43)
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4.1 Connection Coefficients Norms

We introduce the Ricci coefficient norms, with the supremum taken over all surfaces
S = S(u′, u′),0 ≤ u′ ≤ u, 0 ≤ u′ ≤ u,

(S)O0,∞(u,u) = ε−1 sup
S

‖(χ̂ ,ω,η, η, t̃rχ, χ̂,ω)‖L ∞
(sc)

(S),

(S)O0,2(u,u) = sup
S

(‖χ̂‖L 2
(sc)

(S) + ‖χ̂‖L 2
(sc)

(S)

)+ (S)O ′
0,2(u,u),

(S)O ′
0,2(u,u) = ε−1 sup

S

‖(trχ,ω,η,η, t̃rχ,ω)‖L 2
(sc)

(S),

(S)O0,4(u,u) = ε−1/2 sup
S

(‖χ̂‖L 4
(sc)

(S) + ‖χ̂‖L 4
(sc)

(S)

)+ (S)O ′
0,4(u,u),

(S)O ′
0,4(u,u) = ε−1 sup

S

‖(trχ,ω,η,η, t̃rχ,ω)‖L 4
(sc)

(S),

(S)O1,4(u,u) = ε−1 sup
S

‖∇(χ,ω,η, η, t̃rχ, χ̂,ω)‖L 4
(sc)

(S),

(S)O1,2(u,u) = ε−1 sup
S

‖∇(χ,ω,η, η, t̃rχ, χ̂,ω)‖L 2
(sc)

(S),

(H)O(u,u) = ε−1‖∇2(χ,ω,η, η, t̃rχ, χ̂,ω)‖
L 2

(sc)
(H

(0,u)
u )

(44)

and,

O = (S)O0,2 + (S)O0,4 + (S)O0,∞ + (S)O1.4 + (H)O. (45)

Remark 13 Note that the only norms which do not contain powers of ε−1 are the
L 2

(sc)(S) norms of χ̂ and χ̂ . This anomaly is also manifest in the L 4
(sc)(S) norms of

the same quantities. These are precisely the same quantities which were anomalous
in [8], with respect to the ṡc scaling.

To cure the above anomaly we define the auxiliary norms,

(S)O(ε)
0,4(u,u) = ε−1 sup

S

sup
Sε⊂S

‖(χ̂ , χ̂)‖L 4
(sc)

(Sε)

with Sε—an angular subset of S of size ε relative to our transported coordinates.
Finally we define the initial data quantity:

O(0) = sup
0≤u≤δ

(
O(0, u)+ (S)O(ε)

0,4(0, u)
)
. (46)
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4.2 Initial Conditions

Define the main initial data quantity,

I (0)(u) =
∑

0≤k≤2

‖∇k
4 χ̂0‖L 2

(sc)
(0,u)

+ ε−1
(

‖χ̂0‖L ∞
(sc)

(0,u) +
∑

0≤k≤1

∑

1≤m≤4

‖∇m−1∇k
4 ∇χ̂0‖L 2

(sc)
(0,u)

)

(47)

or, in the natural norms,

I (0)(u) =
∑

0≤k≤2

δk+1/2‖∇k
4 χ̂0‖L2(0,u)

+ ε−1
(
δ‖χ̂0‖L∞(0,u) +

∑

0≤k≤1

∑

1≤m≤4

δ
m+1

2 +k‖∇m−1∇k
4 ∇χ̂0‖L2(0,u)

)
.

4.3 Main Propagation Result

The first result establishes the boundedness of the initial curvature and Ricci coeffi-
cient scale invariant norms R(0), O(0) in terms of I (0).

Proposition 2 Assume that the initial data along H 0 is flat and that I (0) < ∞
along H

(0,δ)
0 . Then, for δ1/2ε−1 and ε > 0 sufficiently small we have, with C a fixed

super-linear polynomial

R(0) + O(0) � I (0) +C(I (0)).

Also, starting with R(0) < ∞ and δ1/2ε−1, ε sufficiently small, we have, with C a
fixed super-linear polynomial,

O(0) � R(0) +C(R(0)). (48)

We can now state our main propagation result.

Theorem 6 (Main Theorem I) Under the assumption R(0) < ∞, if δ1/2ε−1 and ε

are sufficiently small then, for 0 ≤ u ≤ 1, 0 ≤ u ≤ δ, with C a fixed super-linear
polynomial,

(R + R + O)(u,u) � R(0) +C(R0).
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Remark 14 The results presented extend all the results of [8], discussed in the pre-
vious section. Indeed, to derive the results of Propositions 2.5, Theorems 2.6, and
2.7 there, it suffices to choose ε = μδ1/2 with μ sufficiently small.

Remark 15 The additional smallness assumption on δ1/2ε−1 is due to the lower
order terms which appear in some of the calculus inequalities presented in the next
section.

5 Main results of [9], II

Relying on the results of Theorem 6 we state a second result of [9] concerning the
formation of pre-scars. Throughout this section we assume that the assumptions and
conclusions of Theorem 6 hold true.

5.1 Local Scale Invariant Norms

Consider a partition of S0 = S(0,0) into angular sectors Λ of a given size |Λ|. Let
(Λ)f(0) be a partition of unity associated to this partition. They can be extend triv-
ially, first along H 0 and then along each Hu, to be constant along the corresponding
null generators. In particular we have,

∇L
(Λ)f = 0, (Λ)f |H 0 = (Λ)f(0). (49)

Then, under the assumptions and conclusions of Theorem 6 we can easily deduce,

Lemma 1 We have,
∑

Λ

(Λ)f = 1. (50)

Also,

|∇(Λ)f |L∞ � |Λ|−1, |∇(Λ)
L f |L∞ � εδ1/2|Λ|−1 (51)

or, in scale invariant norms (assigning to f signature 0),

|∇(Λ)f |L ∞
(sc)

� δ1/2|Λ|−1, |∇L
(Λ)f |L ∞

(sc)
� εδ1/2|Λ|−1.
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We now introduce the localized curvature norms,

(Λ)R0(u,u) : = ‖(Λ)f α‖
L 2

(sc)
(H

(0,u)
u )

+ (Λ)R ′
0(u,u

′),

(Λ)R ′
0(u,u) : = ε−1‖(Λ)f (β,ρ,σ,β,K)‖

L 2
(sc)

(H
(0,u)
u )

,

(Λ)R1(u,u) : = ‖(Λ)f∇4α‖
L 2

(sc)
(H

(0,u)
u )

+ (Λ)R ′
1(u,u),

(Λ)R ′
1(u,u) : = ε−1‖(Λ)f∇(α,β,ρ,σ,β,K)‖

L 2
(sc)

(H
(0,u)
u )

,

(Λ)R0(u,u) : = ‖(Λ)fβ‖
L 2

(sc)
(H

(u,0)
u )

+ R ′
0(u,u

′),

(Λ)R ′
0(u,u) = ε−1‖(Λ)f (ρ,σ,β,α,K)‖

L 2
(sc)

(H
(0,u)
u )

,

(Λ)R1(u,u) : = ‖(Λ)f∇3α‖
L 2

(sc)
(H

(u,0)
u )

+ R ′
1(u,u),

R ′
1(u,u) : = ε−1‖(Λ)f∇(β,ρ,σ,β,α,K)‖

L 2
(sc)

(H
(0,u)
u )

(52)

and,

[Λ]R0(u,u) : = sup
Λ

(Λ)R0,
[Λ]R1(u,u) := sup

Λ

(Λ)R1,

[Λ]R0(u,u) : = sup
Λ

(Λ)R0,
[Λ]R1(u,u) := sup

Λ

(Λ)R1

(53)

with the supremum taken with respect to all elements of the partition and,

[Λ]R = [Λ]R0 + [Λ]R1,
[Λ]R = [Λ]R0 + [Λ]R1. (54)

5.2 Angular Localized Curvature Estimates

Using a variation of our main energy estimates, with an additional angular localiza-
tion, we can prove the following.

Theorem 7 Under the assumptions and conclusions of Theorem 6, if in addition

δ
1
2 |Λ|−1 is sufficiently small, then, for 0 ≤ u ≤ 1, 0 ≤ u ≤ δ,

([Λ]R + [Λ]R)(u,u) � [Λ]R(0).

Moreover,

((Λ)R + (Λ)R)(u,u) � (Λ)R(0) + δ
1
2 |Λ|−1[Λ]R(0). (55)
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Remark 16 By the standard domain of dependence argument the energy estimate
cannot fully localized to individual sectors (Λ)Hu and (Λ)Hu contained in the sup-
port of the function (Λ)f . This explains the need for the supremum in Λ in the
definition of the [Λ]R, [Λ]R norms for the first part of the theorem. The second part
of the theorem gives a bound for each sector individual Λ with the second term on
the right hand side of (55) accounting for the defect of localization.

5.3 Emerging Scars

Definition 3 We say that the data R(0) is uniformly distributed on the scale δ
1
2 '−1

if there exists a partition {Λ} such that |Λ| ≈ δ
1
2 '−1 and

[Λ]R(0) � δ
1
2 '−1R(0). (56)

Our second main result of this paper is the following.

Theorem 8 (Main Theorem II) Assume that, in additions to the conditions of va-

lidity of Theorem 6, the data R(0) is uniformly distributed on the scale δ
1
2 '−1 for

some constant ' � 1 and ε'−1 sufficiently small. Let Λ be a fixed angular sector

of size |Λ| = q−1δ
1
2 with q = ε'−1 sufficiently small. Then, if

inf
θ∈Λ

∫ δ

0
|χ̂0|2(u, θ) du >

2(r0 − u)

r2
0

(57)

the Λ-angular section (Λ)Su,δ of the surface Su,δ must be trapped, i.e. trχ < 0 there.
Alternatively, if for some constant c > 0 independent of δ, ε, q,' ,

sup
θ∈Λ

∫ δ

0
|χ̂0|2(u, θ) du <

2(r0 − u)

r2
0

− c (58)

then trχ > 0 throughout the angular sector (Λ)Su,δ .

Remark 17 Observe that the parameters δ, ε,' in Theorem 8 verify the conditions:

0 < δ1/2 < ε <' < 1, δ1/2ε−1 � 1, q = ε'−1 � 1.
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Surface Relaxation Below the Roughening
Temperature: Some Recent Progress and Open
Questions

Robert V. Kohn

Abstract We discuss two recent projects concerning the evolution of a crystal sur-
face below the roughening temperature. One addresses the evolution of a monotone
one-dimensional step train (joint work with Hala Al Hajj Shehadeh and Jonathan
Weare). The other addresses the finite-time flattening predicted by a fourth-order
PDE model (joint work with Yoshikazu Giga). For each project we begin with a dis-
cussion of the mathematical model; then we summarize the recent results, the main
ideas behind them, and some related open problems.

1 Introduction

The surface of a crystal below its roughening temperature consists of steps and
terraces, with facets at the peaks and valleys. The steps interact and collide, and
if the average slope is zero then surface relaxes to a perfectly flat state (a single
facet). This process can be modeled at the atomic scale using a kinetic Monte Carlo
scheme. But Monte Carlo is limited to relatively small length and time scales. To
understand and simulate the macroscopic consequences of relaxation, it is therefore
attractive to use either

• step evolution laws, which ignore atomic-scale fluctuations and track instead the
positions of steps; or

• partial differential equations, which model the evolution on a coarser, continuum
scale.

For a given physical system there is often considerable uncertainty which approach
is best. Therefore it is important to understand the models’ qualitative predictions.
Exploration of this issue leads to a wide array of mathematical questions, many of
which remain open. The present article summarizes recent progress on two problems
of this type:
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Fig. 1 A monotone
one-dimensional step train

(a) work with H. Al Hajj Shehadeh and J. Weare on the asymptotic self-similarity
of a monotone one-dimensional step train in the attachment-detachment-limited
(ADL) regime [1], and

(b) work with Y. Giga on the finite-time flattening predicted by a fourth-order
PDE describing relaxation by surface diffusion in the diffusion-limited (DL)
regime [8].

We also highlight a number of open questions of an essentially mathematical char-
acter, which we think may be ripe for progress. For broader surveys of the physics
of crystal growth and relaxation we refer to the recent monographs [18, 23] and the
review article [12].

2 A Monotone One-Dimensional Step Train in the ADL Regime

For a two-dimensional surface with peaks and valleys, the analysis of step motion is
complicated because (i) each step is a curve with a different shape, and (ii) the steps
collide at peaks and valleys. Therefore it is natural to start with a simpler problem:
a one-dimensional step train connecting two semi-infinite terraces as in Fig. 1. We
take the convention that there are N steps, each of height 1/N . The semi-infinite
terrace to the left of x1 has height 0, and the one to the right of xN has height 1.

After discussing the steps’ motion law, we shall explain why the evolution is
asymptotically self-similar as t → ∞, and we’ll discuss the anticipated behavior in
the continuum limit N → ∞.

2.1 The Step Equations

Ozdemir and Zangwill [22] were, it seems, the first to identify the step velocities in
this setting by specializing the framework of Burton, Cabrera, and Frank [3] (a spe-
cial case was considered a few years earlier by Rettori and Villain [24]). Their cal-
culation is reviewed e.g. in [19] and in Appendix A of [1]. Away from the extremes,
the velocity of the ith step is

ẋi = c

(
μi+1 −μi

(xi+1 − xi)+ 2D/k
− μi −μi−1

(xi − xi−1)+ 2D/k

)
(1)

where c is a (dimensional) constant,

μi = (xi+1 − xi)
−3 − (xi − xi−1)

−3, (2)
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and D/k is the ratio of the terrace diffusion constant D to a kinetic coefficient k
with the dimensions of length/time. For the second step (i = 2) and the second-last
step (i = N −1) the velocity is still given by (1), but the definitions of μ1 and μN−1
are

μ1 = (x2 − x1)
−3, μN−1 = −(xN − xN−1)

−3. (3)

For the first and last step, the velocities are

ẋ1 = c
μ2 −μ1

(x2 − x1)+ 2D/k
, ẋN = −c

μN −μN−1

(xN − xN−1)+ 2D/k
. (4)

Note that (3) is consistent with (2) if we take x0 = −∞ and xN+1 = ∞. The for-
mulas for ẋ1 and ẋN have just one term rather than two, because the extreme steps
receive diffusing atoms only from one side.

2.2 A Convenient Reorganization

As Ozdemir and Zangwill pointed out, it is convenient to consider the discrete slopes

ui = 1/N

xi+1 − xi
, 1 ≤ i ≤ N − 1, (5)

and to view the second order difference operator

Δiξ = N2(ξi+1 − 2ξi + ξi−1) (6)

as the discrete Laplacian with respect to height. Then the step equations (1)–(4)
reduce by algebraic manipulation to

u̇i = −cNu2
i Δi

[
u

1 + 2DN
k

u
Δu3

]
, 1 ≤ i ≤ N − 1, (7)

with the conventions

u0 = uN = 0 and Δ0u
3 = ΔNu3 = 0. (8)

2.3 The DL and ADL Regimes

The ratio D/k has the dimensions of length. So does 1/N , since it is the height of
a single step. Therefore DN/k is a dimensionless ratio. When it is large, diffusion
across terraces is rapid, and the attachment or detachment of atoms at steps sets the
timescale of step motion; this is called the attachment-detachment limited (ADL)
regime. Conversely, when DN/k is small, attachment or detachment at steps is
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rapid, and it is the diffusion of atoms across terraces that sets the timescale of step
motion; this is diffusion-limited (DL) regime. Evidently, the step motion laws reduce
in these two limits (after an appropriate rescaling of time) to

u̇i = −u2
i Δi[Δ(u3)] in the ADL regime, and (9)

u̇i = −u2
i Δi[uΔ(u3)] in the DL regime. (10)

2.4 Self-similar Asymptotics in the ADL Regime

Ozdemir and Zangwill observed numerically that as t → ∞, solutions of the ADL
evolution law (9) are asymptotically self-similar. Our recent paper [1] provides the
first rigorous analysis, showing that:

• There is a unique positive self-similar solution of (9), which by definition has the
form

ui(t) = t−1/4φi (11)

with (φ1, . . . , φN−1) independent of t .
• A solution of (9) with positive initial data remains positive for all t , and is asymp-

totically self-similar in the sense that

t1/4ui(t) → φi as t → ∞. (12)

• The self-similar profile (φ1, . . . , φN−1) is the unique positive minimizer of

SEN [w] =
N−1∑

i=1

−1

8
w2

i + 1

6
[Δi(w

3)]2 (13)

subject to w0 = wN = 0. Moreover, the graph of φ3
i is concave in the sense that

Δi(φ
3) < 0 for 1 ≤ i ≤ N − 1.

The key to these results is the observation that the ADL evolution law (9) is L2

steepest descent for

EN =
N−1∑

i=1

1

6
(Δiu

3)2 (14)

subject to u0 = uN = 0. Changing to “similarity variables,” i.e. writing

ui(t) = t−1/4wi(s) with s = log t, (15)

one finds that the slope evolution (9) is equivalent to

dwi

ds
= 1

4
wi −w2

i ΔiΔ(w3), (16)
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which amounts to L2 steepest descent for the functional SEN defined by (13). Now,
SEN has a unique positive critical point, because if we write vi = w3

i then each of
its two terms is a convex function of v. In addition, one can show (using energy-type
inequalities) that the solution “in similarity variables” wi(s) remains strictly positive
and bounded for all time. Asymptotic self-similarity follows, since the ω-limit set
of a steepest descent consists of critical points of its Lyapunov functional.

2.5 The Continuum Limit of the ADL Law

Recall from (6) that Δi is the centered finite-difference Laplacian with respect to
height. Therefore the continuum analogue of the ADL evolution law (9) is (at least
formally)

ut = −u2(u3)hhhh for 0 < h< 1, (17)

with boundary conditions u(t,0) = u(t,1) = 0 and (u3)hh(t,0) = (u3)hh(t,1) = 0.
This PDE is degenerate-parabolic wherever u approaches 0, which must happen at
least at the endpoints h = 0,1. We do not know whether (17) has a well-defined,
unique solution (to which our discrete evolution should presumably converge as
N → ∞).

The continuum self-similar solution is, however, more accessible: since the dis-
crete self-similar solution minimizes the discrete “energy” defined by (13), the con-
tinuum self-similar solution should minimize its continuous analogue

SE[w] =
∫ 1

0
−1

8
w2 + 1

6
[(w3)hh]2 ds (18)

subject to w(0) = w(1) = 0. We studied this variational problem in [1], showing
that

(i) The functional SE has a unique positive minimizer φ. Moreover, φ3 is C3,α on
the closed interval [0,1], and it vanishes linearly at each endpoint in the sense
that (φ3)h(0) = −(φ3)h(1) > 0. In addition, φ3 is a concave function of h.

(ii) The discrete self-similar solution φN converges to the continuous one φ as
N → ∞, with (roughly speaking) ‖(φ3

N)hh − (φ3)hh‖L2 ≤ CN−5/6.

The arguments for (i) are parallel to those used in the discrete setting. The C3,α

regularity of φ3 comes from the Euler–Lagrange equation (the continuum analogue
of (16) specialized to a steady state)

(φ3)hhhh = 1

4
φ−1,

combined with the concavity of φ3 and its linear behavior near h = 0,1. The argu-
ments for (ii) use the convexity of SE when viewed as a function of v = w3.
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We suppose the continuum limit of the time-dependent evolution should resem-
ble that of the similarity solution; in particular, we suppose the solution of (17)
should have the property that u3 is C3,α up to the boundary, vanishing linearly near
h = 0,1. Since u gives the slope as a function of height and time, one must integrate
to get the height as a function of space and time. The length of the region occupied
by the steps is

x|h=1 − x|h=0 =
∫ 1

0
xh dh =

∫ 1

0

1

u
dh,

which is finite provided (as proved for the similarity solution) 1/u is integrable on
[0,1]. Thus, the continuum limit should consist of a monotone, asymptotically self-
similar profile connecting two semi-infinite facets.

2.6 Some Open Problems

We have concentrated on the ADL evolution law (9), because the analysis in [1] is
restricted to it. But solutions of the DL evolution law (10) also appear numerically
to be self-similar [22]. The decay rate is t−1/5, and the DL evolution “in similar-
ity variables” is obtained by substituting ui(t) = t−1/5vi(s) with s = log t into the
diffusion-limited evolution law (10). This leads to the DL analogue of (16):

dvi

ds
= 1

5
vi − v2

i Δi[vΔ(v3)]. (19)

Unfortunately, we do not know a steepest-descent interpretation of the DL evolution.
Therefore the methods we used for the ADL case seem not to be applicable in the
DL setting. (The recent paper by Nakamura and Margetis [16] examines the DL
self-similar solution using an entirely different technique, but does not address its
stability.)

Our paper [1] considers only a monotone step train connecting two semi-infinite
terraces as in Fig. 1. But there are also other examples involving monotone step
trains where the step dynamics appears to be asymptotically self-similar. This was
pointed out by Israeli, Jeong, Kandel, and Weeks [11], who considered several cases
including

(a) relaxation of an infinite bunch—directly analogous to the example discussed
above, but with a terrace only on one side (Fig. 2, right); and

(b) reconstruction-driven faceting—in which two infinite step trains of the same
sign are repelled by an energetically-preferred terrace (Fig. 2, left).

The simulations and analysis in [11] (which studies the ADL regime and evaporation-
condensation dynamics) show convincingly that the solutions are asymptotically
self-similar. We wonder whether the methods of [1] might suffice to give a proof,
and perhaps to give a variational characterization of the similarity solution.
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Fig. 2 Initial conditions for
two examples considered
in [11]. Left:
reconstruction-driven
faceting. Right: relaxation of
an infinite bunch

Fig. 3 In a periodic
step-train, steps collide at
peaks and valleys

A monotone step train has the advantage that its steps don’t collide, so the max-
imum and minimum heights don’t change with time. The relaxation of a rough
profile—for example a periodic one, like Fig. 3—is fundamentally different, be-
cause collision of steps is the crucial mechanism by which the maximum height
decreases and the minimum increases, leading eventually to a single flat facet. But
perhaps the self-similarity of monotone profiles can be used to understand this pro-
cess. Indeed, Ozdemir and Zangwill argue in [22] that each monotone region will be
close to a self-similar solution, and they use this idea to predict the times when steps
collide and the overall flattening rate. Such an argument was explored further by Is-
raeli and Kandel [10], who permitted steps of opposite sign to interact. We wonder
whether these arguments can be made rigorous. A natural first step might be to con-
sider the flattening of an infinite groove—another example from [11]. Similar issues
arise in the radial setting [5, 9]. The paper [10] also raises an interesting model-
ing question: can one determine, by an atomic-scale or Burton–Cabrera–Frank-type
argument, how steps of opposite sign should interact?

This section has focused on one-dimensional step models. Some authors have
questioned the physical validity of such models, arguing that two-dimensional fluc-
tuations near a peak or valley cannot be ignored. A good discussion of this topic can
be found in [28].

3 A Thermodynamic PDE Model

The approach discussed in Sect. 2 starts with a step motion law, and considers its
continuum limit by taking N → ∞. There is also another, more phenomenological
viewpoint, in which the continuum surface height solves a fourth-order PDE of the
form

ht = −div

[
M(∇h)∇ div

(
β1

∇h

|∇h| + β3|∇h|∇h

)]
(20)

with β1, β3 > 0. For spatially periodic structures the boundary condition should of
course be periodic. For spatially complex but statistically homogeneous structures
it is again natural to use periodic boundary conditions, with a large enough period
cell. Therefore we shall focus in the following discussion on the periodic setting
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(though the paper [8] also considers some other cases). On the facets, where ∇h = 0,
the PDE (20) requires interpretation; we shall comment on this below. We always
assume that the initial data has mean value 0; since ht is a divergence, the mean
remains 0 for all t .

As time increases, the surface should relax to a perfectly flat state (a single facet).
The rate at which it flattens can often be observed experimentally. Therefore it is
natural to ask what the models predict in this regard. One-dimensional simulations
with sinusoidal initial data and M(∇h) = 1 (the DL regime, see below) indicate [7,
26] that when β1 > 0, the solution becomes identically zero at a finite time T ∗, and
hmax ∼ (T ∗ − t)λ−3 where λ is the period size. Some analytical results supporting
this conclusion can be found in [21, 25].

After briefly summarizing the logic behind (20) we shall discuss our recent work
[8], which addresses flattening behavior of the PDE when M = 1 and β1 = 1. Our
main result is an estimate for the flattening time, which shows (at the level of an
inequality) that the general case (for any initial data, in any space dimension) is
similar to the 1D, sinusoidal setting.

Numerical results are also available in the ADL setting, and when β1 = 0. We
shall discuss them briefly in Sect. 3.4.

3.1 Background

The PDE (20) is, roughly speaking, obtained by applying a “thermodynamic” view-
point to the singular surface energy

E[h] =
∫

β1|∇h| + 1

3
β3|∇h|3. (21)

The thermodynamic viewpoint, which dates back at least to Mullins’ work on grain
boundary grooving [20], has long been accepted in connection with motion by sur-
face diffusion above the roughening temperature.

When β1 > 0 the surface energy density has a conical singularity at ∇h = 0. This
reflects the hypothesis that the horizontal orientation is a facet. The second term in
the energy density is cubic rather than quadratic, to achieve consistency with the 1D
step motion law discussed in Sect. 2. (We explain this consistency below.)

It is instructive to consider the one-dimensional, small-slope version of the
isoperimetric problem:

min
∫ 1

0
β1|hx | + 1

3
β3|hx |3 dx,

(22)

subject to h(0) = h(1) = 0 and
∫ 1

0
h(x)dx = const.

The solution has curved sides and a flat facet at the top, as shown in Fig. 4. The edges
of the facet are free boundaries, in the sense that their locations are determined by
energy minimization.
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Fig. 4 Solution of the
isoperimetric problem (22)

We are interested in dynamics, not statics. Conservation of mass says

ht + div j = 0 (23)

where j is the surface current. The thermodynamic viewpoint says

j = M(∇h)∇μ (24)

where M(∇h) is a suitable “mobility” and μ (the “chemical potential”) is minus
the first variation of E with respect to h. When E has the form (21), (23) and (24)
combine to give (20).

What is M(∇h)? In one space dimension, the answer can be found by coarse-
graining the step velocity law (1) for a monotone step train [19, 22]. Since h(xi(t), t)

is constant in time, the step velocity is ẋi = −ht/hx . To find the continuum version
of the right hand side of (1), we observe that

μi+1 −μi

(xi+1 − xi)+ 2D/k
=
(

1 + 2D

kδx

)−1
δμ

δx
(25)

where δx = xi+1 − xi and δμ = μi+1 −μi . With the approximations

δh

δx
≈ hx,

δμ

δx
≈ μx

and remembering that δh = 1/N , the right hand side of (25) becomes M(hx)μx

with

M(hx) =
(

1 + 2DN

k
hx

)−1

.

Proceeding in the same spirit, one finds that the continuum version of μ (defined
by (2)) is a constant times h−1

x (h3
x)x = 3

2 (h
2
x)x , and the continuum limit of the step

velocity law becomes (after a suitable change of variables in time)

ht = −(M(hx)(h
2
x)xx)x.

This is simply (20) with β3 = 1. (Notice that in one space dimension, the term in the
PDE associated with the singular part of the energy β1|hx | vanishes when hx > 0.)

This calculation is the basis of the widespread view that the mobility in (20)
should be

MDL(∇h) = 1 and MADL = |∇h|−1 (26)

in the DL and ADL limits (when DN/k → 0 or ∞ respectively). Actually, the situ-
ation is more complicated [15]: in the 2+1-dimensional setting where h = h(x1, x2)
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the ADL mobility obtained by coarse-graining the step motion law is anisotropic,
with eigenvalues |∇h|−1 and 1, and eigendirections normal and tangent to the steps.
In the DL case, however, such complications are absent: the calculation in [15] sup-
ports the view that MDL = 1.

The PDE (20) is somewhat formal, since we seem to be dividing by zero when
∇h = 0—which is expected to occur, since (like the solution of the isoperimetric
problem) the evolving height h(x, t) is expected to have facets at its local minima
and maxima. The PDE looks local, but actually it is nonlocal: the velocity of the
facet edge depends on the size and shape of the facet (see [6] for a survey on singular
diffusions like (20)).

When M = 1 a fully rigorous understanding of this evolution is available, us-
ing the functional analysis of steepest-descent evolution, and the convexity of (21).
Briefly: h evolves by H−1 steepest-descent for E, where H−1 is dual to the space
of mean-value-zero periodic functions endowed with the H 1 norm (see [8] for addi-
tional details and references to the literature). The evolution defined this way is the
same as the one obtained by regularizing the singular term (e.g. replacing |∇h| by
(|∇h|2 + ε2)1/2 then taking the limit ε → 0). It is also the same as the one obtained
by implicit time-stepping in the limit Δt → 0.

3.2 Finite-Time Flattening when M = 1: Heuristics

Near the flattening time we expect ∇h to be small, so that |∇h|3 � |∇h|. There-
fore we expect behavior similar to that obtained when β3 = 0. Setting β1 = 1 for
simplicity, we are left to consider the H−1 steepest descent for

∫ |∇h|dx, which
formally solves

ht = −Δdiv

( ∇h

|∇h|
)
.

This evolution law has two scale invariances:

t → λt, h → λh, x → x and t → λ4t, h → λh, x → λx. (27)

The first invariance shows that in its dependence on the initial data, the extinc-
tion time T ∗ = T ∗(h0) is positively homogeneous of degree one, i.e. T ∗(λh0) =
λT ∗(h0) for λ > 0. This suggests a flattening time estimate of the form

T ∗ ≤ C‖h0‖X (28)

for some function space X. The second invariance in (27) determines how the con-
stant in (28) depends on the size of the period cell. In particular, it places restrictions
on X if we want the estimate to be scale-invariant (e.g. to be valid—with a fixed
constant—when the period cell is a cube of any size).

Since any time can be viewed as the initial time, the heuristic estimate can be
written

‖h(t)‖X ≥ C−1(T ∗ − t) for t < T ∗.
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Thus it captures (at the level of an inequality) the intuition that the solution should
flatten linearly in time.

3.3 Finite-Time Flattening: Rigorous Results

The central accomplishment of [8] is a family of flattening time estimates for

ht = −Δdiv

( ∇h

|∇h| + β3|∇h|∇h

)
(29)

that are more or less of the form (28). Notice that (29) is our original equation (20)
with M = 1 and β1 = 1.

The argument is relatively easy at the formal level. Multiplying (29) by (−Δ)−1h

and integrating by parts gives

1

2

d

dt
‖h‖2

H−1(t) =
∫

ht (−Δ)−1hdx

=
∫

hdiv

( ∇h

|∇h| + β3|∇h|∇h

)
dx

= −
∫

|∇h| + β3|∇h|3 dx

≤ −
∫

|∇h|dx. (30)

For a non-scale-invariant estimate in dimension n ≤ 4, we can finish by observing
that

‖h‖H−1 ≤ C

∫
|∇h|dx (31)

for periodic functions with mean value 0, with a constant that depends on the period.
Combining this with (30) gives

d

dt
‖h‖H−1 ≤ −C for t < T ∗.

Since the right hand side is independent of t , we conclude that

T ∗(h0) ≤ C‖h0‖H−1 (32)

for any (periodic) initial condition h0.
We are, however, especially interested in scale-invariant estimates, because the

PDE is often used to simulate problems with complex or random initial data. In such
settings, spatial periodicity is used numerically (with a sufficiently large period cell)
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as a scheme for minimizing “finite-size effects.” The key, of course, is to replace
(31) by a scale-invariant estimate. We showed in [8] that

‖h‖H−1 ≤ C∗‖(−Δ)−1h‖1−θ

W−1,p

(∫
|∇h|dx

)θ

(33)

for mean-value-zero periodic functions in R
n, provided 1 ≤ n ≤ 4, 1 ≤ p ≤ ∞, and

1/2 ≤ θ ≤ 1 are related by

1 + n

2
= θ(n− 1)+ (1 − θ)

(
3 + n

p

)
. (34)

Moreover, this estimate is scale-invariant, in the sense that while the constant C∗
depends on the shape of the period cell, it does not depend on its size.

To make use of (33) we must control the growth of ‖(−Δ)−1h‖W−1,p . This is
again easy at the formal level: since ‖ · ‖W−1,p is a norm, we have

d

dt
‖(−Δ)−1h‖W−1,p ≤ ‖(−Δ)−1ht‖W−1,p .

From the PDE (29) we have

‖(−Δ)−1ht‖W−1,p = ‖z‖W−1,p

with

z = div(∇h/|∇h|)+ div(β3|∇h|∇h) = z1 + z2.

Since ∇h/|∇h| has magnitude less than or equal to 1 pointwise, we have

‖z1‖W−1,p ≤ 1

if the unit cell has volume 1. As for z2, we have

‖z2‖W−1,p ≤ β3‖|∇h|2‖Lp,

which is controlled by the initial energy provided p ≤ 3/2, using the fact that E =∫ |∇h| + 1
3β3|∇h|3 is decreasing in time. Our article [8] makes these arguments

rigorous and uses them to show that

T ∗ ≤ 1

2 − (1/θ)
C

1/θ∗ ‖(−Δ)−1h0‖(1/θ)−1
W−1,p ‖h0‖2−(1/θ)

H−1 (35)

for periodic solutions in R
n when 1 ≤ n ≤ 4, 1 ≤ p ≤ 3/2 and 1/2 < θ ≤ 1 are

related by (34). The constant C∗ in (35) is the one from (33); in particular, it is scale-
invariant. In the physical case n = 2, the relationship (34) reduces to (2 + 2

p
)θ =

1 + 2
p

. Any p in the range 1 ≤ p ≤ 3/2 is permitted, and θ(p) ranges between
θ(1) = 3/4 and θ(3/2) = 7/10.
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3.4 Some Open Problems

We have focused on the DL setting, where M = 1 and (20) becomes (29). In this
setting the evolution is H−1 steepest descent for the surface energy (21). As we
explained above, however, this is just a special case; physically, it is equally natural
to consider M(∇h) = (1 + c|∇h|)−1 where c is any constant. Alas, when M is not
constant even the well-posedness of the PDE seems unclear, since the evolution is
no longer (to the best of our knowledge) steepest descent for (21) in any Hilbert
space.

The ADL setting (when M = |∇h|−1) has received substantial attention in the
physics literature, both because some experiments are in this regime [4, 27] and
because heuristic arguments like those of Sect. 3.2 are available in this case. Nu-
merical simulation with sinusoidal initial data shows that hmax ∼ λ−1(T ∗ − t)1/2,
where λ is the spatial period [4, 27]. Interestingly, when the 1D, ADL evolution was
simulated in [4] with more complex initial data modeling the decay of nanoripples
on a Cu(001) surface, the result was different: the amplitude ‖h‖L2 decayed with a
linear rather than square-root law.

We expect solutions of (20) to flatten in finite time only when β1 > 0. The behav-
ior when β1 = 0 has been considered heuristically and numerically. The expected
behavior (see e.g. [4]) is that h → 0 as t → ∞, with ‖h‖ ∼ τ/t in the DL setting
and ‖h‖ ∼ e−t/τ in the ADL setting, where τ is a suitably defined characteristic
time. Two-dimensional simulations with β1 = 0 and the tensor mobility suggested
by [15] reveal an interesting shape transition, in which biperiodic (but asymmetric)
initial data become essentially one-dimensional [2].

Our discussion about the form of M suggests that the PDE discussed in this sec-
tion represents the continuum limit of the step model considered in Sect. 2. This
conclusion is correct (at least formally) for a monotone step train separating two
semi-infinite facets (see Appendix B of [1]). However it seems false in 1D for mean-
value-zero initial data [10, 11], and it is definitely false in the radial context with an
infinite cone as initial data [17]. The step and PDE models are consistent away from
facets, but they treat the facets differently, providing (it seems) different evolution
laws for the free boundary marking the edge of the facet. This does not mean that
either model is wrong—but it raises the question, for a given physical system, which
is more appropriate. Some insight is provided by [14] and [29], which derive equa-
tions like (20) by heuristically coarse-graining certain kinetic Monte Carlo models.

We have mentioned some numerical studies of (20). Those in [4, 26, 27] use
an interesting nonlinear Galerkin scheme whose numerical convergence has not yet
been proved. However the convergence of a finite-element scheme for the DL equa-
tion (29) was recently examined in [13].
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Climate Science, Waves and PDEs
for the Tropics

Andrew J. Majda

Abstract A reader’s guide to recent applied mathematics development in multi-
scale modeling in the tropics is provided here including the mathematical theory of
precipitation fronts as well as singular limits with variable coefficients in the fast
variables.

1 Introduction

One of the grand challenges of contemporary science is a comprehensive predictive
model for the atmosphere and coupled climate system. This is one of the most dif-
ficult multiscale problems in contemporary science because there is an incredible
range of strongly interacting anisotropic nonlinear processes over many spatiotem-
poral scales; contemporary comprehensive computer models, GCMs, are currently
incapable of adequately resolving or parameterizing many of these interactions on
time scales appropriate for seasonal prediction as well as climate change projec-
tions. An overview for mathematicians can be found in the recent article by the
author [33].

Basic questions which drive climate research are the prediction of the weather
from 1 to 14 days, the prediction of climate variations on seasonal to yearly time
scales and finally, climate change projections on decadal and centennial time scales
as well as quantifying the uncertainty associated with these predictions. One of the
striking recent observational discoveries is the profound impact of variations in the
tropics on all of these problems. The primary issue in the influence of the tropics
occurs through the interaction and organization of clouds into clusters, super clus-
ters, and planetary scale dynamics, an inherently fully nonlinear multiscale process.
For climate change, water vapor is the most important greenhouse gas and the mi-
crophysical processes in clouds are a key mechanism for radiative feedback. In fact,
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only a 4% change in average cloudiness would overwhelm the effects of CO2 in
climate change.

A new perspective on several of the issues discussed above for climate dynamics
has been developed through the paradigm of modern applied mathematics, where
rigorous and asymptotic multiscale mathematical theory, the development of proto-
type model problems and novel computational strategies all interact simultaneously
in understanding these complex scientific problems.

2 Multi-scale Models in the Tropics and the Madden–Julian
Oscillation

The dominant component of intraseasonal variability in the tropics is the 40- to
50-day tropical intraseasonal oscillation, often called the Madden–Julian oscillation
(MJO) after its discoverers [30, 31]. In the troposphere, the MJO is an equatorial
planetary-scale wave envelope of complex multiscale convective processes. It be-
gins as a standing wave in the Indian Ocean and propagates eastward across the
western Pacific Ocean at a speed of roughly ≈5 m/s [68]. The planetary scale cir-
culation anomalies associated with the MJO significantly affect monsoon develop-
ment, intraseasonal predictability in mid-latitudes, and the development of the El
Nino Southern Oscillation (ENSO) in the Pacific Ocean, which is one of the most
important components of seasonal prediction [28, 68].

Despite the widespread importance of the MJO, present day computer general
circulation models (GCMs) typically have poor representations of it [29]. A grow-
ing body of evidence suggests that this poor performance of GCMs is due to the
inadequate treatment of interactions of organized tropical convection on multiple
spatiotemporal scales [29, 52]. Such hierarchical organized structures that generate
the MJO as their envelope are the focus of current observational initiatives and mod-
eling studies [52], and there is a general lack of theoretical understanding of these
processes and the MJO itself.

A large number of theories attempting to explain the MJO through mechanisms
such as evaporation-wind feedback [8, 53], boundary layer frictional convective in-
stability [66], stochastic linearized convection [61], radiation instability [58], and
the planetary-scale linear response to moving heat sources [7]. While they all pro-
vide some insight into the mechanisms of the MJO, these theories are all at odds
with the observational record in various crucial ways [28, 68], and it is therefore
likely that none of them captures the fundamental physical mechanisms of the MJO.
Nevertheless, they are all interesting theories that contribute to our understanding of
certain aspects of the MJO. Other insight has been gained through the study of MJO-
like waves in multi-cloud model simulations [23, 47] and in super-parameterization
computer simulations [13–15, 51], which appear to capture many of the observed
features of the MJO by accounting for smaller scale convective structures within
the MJO envelope. The role of convective momentum transport from synoptic scale
waves in producing key features of the MJOs planetary scale envelope has also been
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elucidated by multi-scale asymptotic models [2, 3, 5, 38, 45]. Despite all of the in-
teresting contributions listed above, no theory for the MJO has yet been generally
accepted, and the problem of explaining the MJO has recently been called the search
for the Holy Grail of tropical atmospheric dynamics [58].

Although theory and simulation of the MJO remain difficult challenges, they are
guided by the generally accepted, fundamental features of the MJO (i.e., the MJOs
skeleton) on intraseasonal/planetary scales, which have been identified relatively
clearly in observations:

I. peculiar dispersion relation of dω/dk ≈ 0 [59, 60, 67],
II. slow phase speed of roughly 5 m/s [16, 17, 49], and

III. horizontal quadrupole vortex structure [16, 17, 49].

The goal of a recent article [44] is to design the simplest dynamical model that
captures and predicts the intraseasonal/planetary scale features of the MJOs skeleton
in I–III, and to recover these features robustly throughout the parameter space of the
model.

Geophysical flows are a rich source of fascinating problems for applied mathe-
maticians involving complex multi-scale nonlinear systems, where energy cascades
upward from the small scales to the large scales through anisotropic processes in-
volving vortices and gravity waves. On the other hand, the improved parameteri-
zation of unresolved features of moist tropical convection is a central challenge in
current computer models for long range ensemble forecasting of weather and short
term climate with large worldwide societal impact [52]. The reason for this is the
observed multi-scale features of organized coherent tropical convection across a
wide range of scales varying from tens of kilometers and a few hours to the plan-
etary scale of order 40,000 km on intraseasonal time scales with significant energy
transfer across these scales [19, 50, 54, 67]. Recent processing of observational data
[50] suggests the statistical self-similarity of tropical convection from the small-
est, shortest scales to organized mesoscale convective systems [18] to convective
clusters to equatorial synoptic-scale superclusters to planetary/intraseasonal oscilla-
tions. For this reason, it is interesting to develop systematic multiscale asymptotic
models [25–27, 34, 42] for the nonlinear cascade across scales in the tropics, and
the author has done this recently for the self-similar behavior from the microscales
to mesoscales to planetary/intraseasonal scales [35, 36]. Such quantitative models
are useful for quantifying the observed multiscale behavior in, for example, tropical
intraseasonal oscillations [2–5, 38, 45].

3 The Dynamics of Equatorial Waves: Singular Limits with Fast
Variable Coefficients

Geophysical flows are a rich source of novel problems for applied mathematics and
the contemporary theory of partial differential equations (PDE) ([34] and references
therein). The reason for this is that many physically important geophysical flows
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involve complex nonlinear interaction over multi-scales in both time and space so
developing simplified reduced models which are simpler yet capture key physical
phenomena is of central importance [12, 34, 56, 57]. In mid-latitudes, the fact that
the rotational Coriolis terms are bounded away from zero leads to a strict temporal
frequency scale separation between slow potential vorticity dynamics and fast grav-
ity waves; this physical fact leads to new theorems justifying the quasi-geostrophic
mid-latitude dynamics even with general unbalanced initial data for both rapidly ro-
tating shallow water equations and completely stratified flows [6, 9, 10, 34, 39]. The
strategy in the above proofs is to adapt the classical framework of Klainerman and
Majda for singular limits [24, 34] together with the important generalizations by
Schochet [62, 63], which allow for fast wave averaging, to the dispersive systems of
geophysical flows; it is well known that these theories require constant symmetric
hyperbolic coefficients for the fast wave dynamics in order to obtain higher deriva-
tive estimates on the solution.

At the equator, the tangential projection of the Coriolis force from rotation van-
ishes identically so that there is no longer a time scale separation between poten-
tial vortical flows and gravity waves. This has profound consequences physically
that allow the tropics to behave as a waveguide with extremely warm surface tem-
peratures. The resulting behavior profoundly influences longer term mid-latitude
weather prediction and climate change through hurricanes, monsoons, El Nino, and
global teleconnections with the mid-latitude atmosphere. How this happens through
detailed physical mechanisms is one of the most important contemporary problems
in the atmosphere-ocean science community with a central role played by nonlinear
interactive heating involving the interaction of clouds, moisture, and convection [1,
2, 11, 37, 38, 46, 57, 64]. The variable coefficient degeneracy of the Coriolis term
at the equator alluded to earlier leads to both important new physical effects as well
as fascinating new mathematical phenomena and PDEs [1, 2, 11, 37, 38, 42, 46].
Chapter 9 of Ref. [34] provides an introduction to these topics for mathematicians
while Ref. [11] introduces and studies the simplest physical equatorial models with
moisture. In this equatorial context, the new multi-scale reduced dynamical PDE
models are relatively recent in origin [42]. Thus, the need for additional PDE theory
is very important for these disciplinary problems and this is the main topic of recent
research [40, 41, 48].

4 Precipitation Fronts: A Novel Hyperbolic Free Boundary
Problem in Several Space Variables

Precipitation fronts are the boundaries between the zones of extremely moist air
(with constant precipitation) such as over the Indonesian marine continent, the In-
dian ocean, and Western Pacific, and the zones of extremely dry air in the tropics
and subtropics that occur over areas such as the Galapagos islands at the equa-
tor or the Arabian peninsula in the subtropics. An important practical question in
contemporary meteorology for long range weather prediction and climate change
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projections is what determines the boundaries of the precipitating fronts as well
as their evolution in time. Such assessments are performed, for example, by the
Intergovernmental Panel for Climate Change (IPCC) by running extremely com-
plex general computer models called GCMs. An important practical issue with the
GCMs is how they treat moisture and what type of moisture waves do they pro-
duce at large scales compared with those in nature. This is very subtle. Although
the GCMs have millions of variables and run on the largest supercomputers, they
still have grid spacings of order 50 km to 200 km. In addition many complex phys-
ical processes need to be parametrized often by ad hoc recipes guided by physical
intuition. These issues are discussed in detail in [11, 55, 65], and the references
therein.

A novel mathematical theory of precipitating fronts was put forward in [11, 55,
65] to address the above issues in idealized tropical climate models consisting of a
shallow water system for the temperature, T , and velocity, u = (u;v), coupled with
an equation for the moisture or humidity, q , through a relaxation source term P

representing the depletion of moisture through precipitation and the condensational
heating of the atmosphere in making clouds and depending on the type of moisture
parametrization. (See [11] for a detailed derivation.)

A novel point of view for atmospheric science developed in [11, 55, 65] is to
formally take the zero relaxation limit, ε → 0, and to study the type of the emerging
precipitation fronts in order to get analytic insight into the behavior at positive ε.
This procedure shows formally that, in the limit ε → 0, precipitation fronts are free
boundaries where U = (u;T ;q) is continuous across them but ∇U , which formally
solves the hyperbolic system derived, has jumps satisfying the Rankine–Hugoniot–
type shock conditions [32]. These considerations were utilized in [11] to build three
distinct wave families, namely drying, slow moistening, and fast moistening precip-
itating fronts, with the last two families violating Lax’s shock conditions. Neverthe-
less, careful numerical experiments demonstrate (see [11, 20, 21]) and additional
mathematical theory (see [65]) established, at positive ε, the robust reliability of all
three wave types as well as interesting half smooth traveling waves. Finally numer-
ical simulations (see [55]), again at ε positive, confirm a theory for reflection and
transmission of waves impinging on precipitation zones.

Given all the above mentioned formal results it is extremely interesting to pass
to the zero relaxation limit and to prove rigorously the existence and uniqueness of
suitable weak solutions for the limiting problem. This is the main topic of the recent
paper [43].

There is (see [11]) an interesting more complex version of moisture dynamics
involving coupling with the barotropic model. Obtaining higher order energy esti-
mates for this problem is a hard unsolved problem. The models discussed here are
excellent ones for understanding the precipitation fronts at large scales in GCMs.
The actual behavior as observed in nature is captured in a much more realistic fash-
ion by more complex multi-cloud models [22, 23] with large scale instability.
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On the Propagation of Oceanic Waves Driven
by a Strong Macroscopic Flow

Isabelle Gallagher, Thierry Paul, and Laure Saint-Raymond

Abstract In this work we study oceanic waves in a shallow water flow subject to
strong wind forcing and rotation, and linearized around an inhomogeneous (non-
zonal) stationary profile. This extends the study (Cheverry et al. in Semiclassical
and spectral analysis of oceanic waves, Duke Math. J., accepted), where the profile
was assumed to be zonal only and where explicit calculations were made possible
due to the 1D setting.

Here the diagonalization of the system, which allows to identify Rossby and
Poincaré waves, is proved by an abstract semi-classical approach. The dispersion
of Poincaré waves is also obtained by a more abstract and more robust method
using Mourre estimates. Only some partial results however are obtained concerning
the Rossby propagation, as the two dimensional setting complicates very much the
study of the dynamical system.

Keywords Semiclassical analysis · Microlocal analysis · Mourre estimates ·
Geophysical flows

1 Introduction

This paper is a continuation of [2] (see also [1]) so before discussing the matter
of this paper (in Sect. 2) let us review the contents of that work. We shall start by
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recalling briefly the model, then we shall explain the methods and results obtained
in [2] and discuss their limitations.

1.1 The Model

The goal of [2] is to understand, through the study of a toy model, the persistence
of oceanic eddies observed long past by physicists among which [4–6, 11, 12], who
gave heuristic arguments to explain their formation due both to wind forcing and to
convection by a macroscopic current.

The ocean is considered in this toy model as an incompressible, inviscid fluid
with free surface submitted to gravitation and wind forcing, and we further make
the following classical assumptions: we assume that the density of the fluid is ho-
mogeneous ρ = ρ0 = constant, that the pressure law is given by the hydrostatic
approximation p = ρ0gz, and that the motion is essentially horizontal and does not
depend on the vertical coordinate. This leads to the so-called shallow water approx-
imation [8].

For the sake of simplicity, the effects of the interaction with the boundaries are
not discussed and the model is purely horizontal with the longitude x1 and the lati-
tude x2 both in R.

The evolution of the water height h and velocity v is then governed by the
shallow-water equations with Coriolis force

∂t (ρ0h)+ ∇ · (ρ0hv) = 0,

∂t (ρ0hv)+ ∇ · (ρ0hv ⊗ v)+ω(ρ0hv)
⊥ + ρ0gh∇h = ρ0hτ

(1)

where ω denotes the vertical component of the Earth rotation vector Ω , v⊥ :=
(−v2, v1), g is the gravity and τ is the—stationary—forcing responsible for
the macroscopic flow. The vertical component of the Earth rotation is there-
fore Ω sin(x2/R), where R is the radius of the Earth; note that it is classical in
the physical literature to consider the linearization of ω (known as the betaplane ap-
proximation) ω(x2) = Ωx2/R. We consider general functions ω in the sequel, with
some restrictions that are be made precise later.

We consider small fluctuations (η,u) around the stationary solution (h̄, v̄) satis-
fying

h̄ = constant, ∇ · (v̄ ⊗ v̄)+ωv̄⊥ = τ, div v̄ = 0.

In [2] the study is restricted to the case of a shear flow, in the sense that v̄(x) =
(v̄1(x2),0), with v̄1 a smooth, compactly supported function. Some orders of mag-
nitude and scalings allow to transform the previous system into the following one:

∂tη + 1

ε
∇ · u+ ū · ∇η + ε2∇ · (ηu) = 0,

∂tu+ 1

ε2
bu⊥ + 1

ε
∇η + ū · ∇u+ u · ∇ū+ ε2u · ∇u = 0

(2)
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where b := ω/|Ω| and with ε of the order of both Fr2 and Ro1/2, where the Froude
number Fr and the Rossby number Ro are nondimensional parameters measur-
ing respectively the influence of gravity and of the Coriolis force. For the large
scale motions under consideration, we have typically Fr2 := (v0 0)/(t0gδh) ∼ 0.1
and Ro := 1/(t0|Ω|) ∼ 0.01, where t0 ∼ 106 s (∼ 0.38 months) and  0 ∼ 104 km
are the typical time and length scales, while δh = (h − h̄)/η ∼ 1 m is the typ-
ical height fluctuation, and v0 ∼ 0.1 m s−1 is the typical velocity fluctuation: we
write u = (v − v̄)/v0.

1.2 Methods and Results in [2]

Most of the analysis in [2] concerns the linear version of (2), namely the following
system:

ε2i∂tv +A(x2, εD, ε)v = 0, v = (v0, v1, v2), (3)

where D := 1
i
∂ , and the linear propagator is given by

A(x2, εD, ε) := i

⎛

⎜⎝
εū1ε∂1 ε∂1 ε∂2

ε∂1 εū1ε∂1 −b(x2)+ ε2ū′
1

ε∂2 b(x2) εū1ε∂1

⎞

⎟⎠ .

The first step of the analysis consists in diagonalizing (approximately) the
system (3). The computation of a kind of characteristic polynomial associated
with (3), in symbolic form, allows to construct three symbols the quantization of
which provides three scalar propagators (this will be explained more explicitly be-
low).

Two of those propagators, called Poincaré propagators, are then proved to satisfy
dispersive estimates; that result relies on a spectral analysis (usual semi-classical
theory does not operate here due to the very large time scales at play) using global
quantum normal forms, which requires that b has at most one, nondegenerate
critical value and which also uses very much the fact that the motion is translation-
invariant in x1. A stationary phase argument on the spectral decomposition of any
solution to the Poincaré propagation gives the result: Poincaré modes exit any com-
pact set in finite time.

The last propagator is the Rossby one, which is one order of magnitude (in ε)
smaller than the Poincaré modes. This allows to analyse the propagation by semi-
classical analysis tools. In particular the precise study of the dynamical system asso-
ciated with those waves, which is an integrable system due to translation invariance
in x1, allows to derive a condition on the initial microlocalization of the solution
which guarantees that the Rossby waves are trapped for all times in a compact set.

Those results on the linear system (3) can finally be transposed to the original
system (2) due to the high power of ε in front of the nonlinearity, and due to the
semi-classical setting, which allows to exhibit vector fields which almost-commute
with the linear operator A(x2, εD, ε).
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1.3 Limitations of the Methods of [2]

The restriction which is the most used in the analysis described briefly in the
previous paragraph is the fact that the stationary flow ū is a shear flow of the
type ū = (ū1(x2),0). Indeed

• It allows to Fourier-transform in the direction x1, which makes the diagonaliza-
tion procedure much easier;

• It simplifies the spectral analysis of Poincaré waves, again due to the Fourier
transform (in particular the dual variable ξ1 is fixed during the propagation, and
there is a wave-like behavior in x1);

• It allows the Rossby dynamical system to be integrable, which is a tremendous
help in the analysis.

An additional restriction in the previous arguments is that in order to prove the
dispersion of Poincaré waves, the rotation amplitude b should have at most one,
nondegenerate critical value: this allows to use a Bohr–Sommerfeld quantization
argument to compute the eigenvalues of the Poincaré operator. This assumption on
b is not really restrictive from the physical point of view. On the other hand, it is
important for physical reasons to consider 2D convection flows.

1.4 On the Nonlinear Term

As explained above, most of the analysis in [2] is concerned with the linear sys-
tem (3). In order to transpose the linear results to the nonlinear setting, one uses the
following arguments (along with the fact that the coupling is vanishing when ε goes
to zero):

• Uniform existence which is obtained via an almost-commutation result;
• Bilinear estimates in anisotropic semi-classical spaces;
• A Gronwall lemma, which requires an L∞(R2) bound on the linear solution. This

is not known in general, due to the bad Sobolev embeddings in semi-classical
settings, so the nonlinear result is proved for vanishing couplings only.

It is important to notice that none of those three steps require that ū is a shear
flow. In the whole of this paper we shall therefore only focus on the linear equation,
and leave to the reader the transposition to the nonlinear equation, using the above
steps.

2 Main Result of This Paper and Strategy of the Proof

2.1 The Model

In this paper we shall be concerned with the linear system

ε2i∂tv +A(x, εD,ε)v = 0, v = (v0, v1, v2), (4)
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where the linear propagator is given by

A(x, εD,ε) := i

⎛

⎜⎝
εū · ε∇ ε∂1 ε∂2

ε∂1 εū · ε∇ + ε2∂1ū1 −b + ε2∂2ū1

ε∂2 b + ε2∂1ū2 εū · ε∇ + ε2∂2ū2

⎞

⎟⎠ . (5)

We shall assume throughout the paper that b is smooth, with a symbol-like be-
havior: for all α ∈ N, there is a constant Cα such that for all x2 ∈ R,

|b(α)(x2)| ≤ Cα

(
1 + b2(x2)

) 1
2 . (6)

We shall further assume that

lim|x2|→∞b2(x2) = ∞,

and that b2 has only nondegenerate critical points.
We shall also suppose that the initial data is microlocalized in some compact

set C of T ∗R2 satisfying

C ∩ {ξ2
1 + ξ2

2 + b2(x2) = 0} = ∅ (7)

or actually rather

C ∩ {ξ1 = 0} = ∅. (8)

We shall prove that assumption (7) is propagated by the flow, while (8) is propagated
only by the Poincaré component. We recall (see for instance [2], Appendix B) that
a function f is microlocalized in a compact set C of T ∗R2 if for any (x0, ξ0) in
the complement of C in R4 (we shall identify T ∗R2 to R4 in the following), there
is a smooth function χ0, bounded as well as all its derivatives and equal to one
at (x0, ξ0), satisfying

‖OpWε (χ0)u0‖L2(R2) = O(ε∞), (9)

where OpWε denotes the Weyl quantization:

OpWε (χ0)u0(x) := 1

(2πε)4

∫
ei(x−y)·ξ/εχ0

(
x + y

2
, ξ

)
u0(y) dy dξ. (10)

We also recall that (9) means that for any N ∈ N, there are ε0 and C such that

∀ε ∈ ]0, ε0], ‖OpWε (χ0)u0‖L2(R2) ≤ CεN.

In the following, to simplify some formulations, we shall denote by (μ)Supp$ f the
projection of the (micro)support of f onto the $ = 0 axis, where $ represents an
element of {x1, x2, ξ1, ξ2}.
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2.2 Statement of the Main Result and Organization of the Paper

Let us state the main theorem proved in this paper.

Theorem 1 Let vε,0 be a family of initial data, microlocalized in a compact set C
satisfying Assumption (8). For any parameter ε > 0, denote by vε the associate
solution to (4). Then for all t ≥ 0 one can write vε(t) as the sum of a “Rossby”
vector field and a “Poincaré” vector field: vε(t) = vRε (t) + vPε (t), satisfying the
following properties:

1. μSupp vRε (t) and μSupp vPε (t) satisfy (7) for all times.
2. For any compact set Ω in R2, one has

∀t > 0, ‖vPε (t)‖L2(Ω) = O(ε∞).

3. μSuppx2
vRε (t) lies in a bounded subset of R uniformly in time.

Compared to [2], the main difficulties are due to the presence of an x1-dependent
underlying flow ū. The diagonalization of the system (exhibiting Rossby and
Poincaré-type waves, with very different qualitative features) must be revised, and
obtained in a less explicit way. Moreover the proof of (2) in Theorem 1, namely the
dispersion of Poincaré waves can also not be proved in the same way (note that it
is not assumed here that b2 has at most one nondegenerate critical value). Finally
the trapping of Rossby waves seems much harder to obtain since the underlying dy-
namical system decouples no more; the behavior of the Rossby waves is therefore
much less precise than in [2].

Let us explain our strategy here, compared with that in [2] described above.

The Diagonalization

The construction of the Rossby and Poincaré modes is not as direct as in [2] due
to the lack of translation invariance in x1. We choose therefore to follow a more
abstract way to recover those modes in Sect. 3, which relies on semi-classical anal-
ysis, and normal forms (instead of explicit computations as in [2]). Finding the
propagators associated with those modes requires a microlocalization assumption
of the type (7), in order for the eigenvalues of the matrix of principal symbols to be
well separated (see for instance [10] for a related result). The diagonalization result
is therefore in this paragraph conditional to the fact that the solution to the propaga-
tion equation is correctly microlocalized (that corresponds to Point 1 of Theorem 1).

Dispersion of Poincaré Waves and Propagation of the Nondegeneracy
Assumption (8)

In order to prove (2) in Theorem 1 we again rely on a more abstract, and more
efficient method than that followed in [2]. It is based on Mourre estimates and on
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Assumption (8) on the initial data: we start by proving, by a semi-classical argument,
that after a very short time (of the order of ε) the support in x1 of the solution
escapes the support of ū. Then we use Mourre estimates to prove that the solution
remains outside the support of ū for all times, and actually escapes any compact
set in x1 in finite time (to prove this last point we use the fact that the equation
reduces to a translation-invariant equation in x1 since the support of the solution is
outside the support in x1 of ū). This allows finally to check that the nondegeneracy
assumption (8) does hold for all times. This analysis is achieved in Sect. 4.

Study of Rossby Waves and Propagation of the Nondegeneracy
Assumption (7)

In Sect. 5 we first prove that the nondegeneracy assumption (7) does hold during the
propagation of Rossby waves. That is due to semi-classical analysis, by the study of
the dynamical system associated with those waves. The study of that system is also
the key to the proof of Point (3), which is also proved in Sect. 5.

3 Reduction to Scalar Propagators

In this section we shall construct three operators T+, T− and TR diagonaliz-
ing A(x, εD,ε).

We shall start by proving a general diagonalization result, and at the end we shall
apply the general result to our context.

Before stating the general result, let us give some notation. A semi-classical sym-
bol is a function a = a(x, ξ ; ε) defined on R2d × ]0, ε0] for some ε0 > 0, which
depends smoothly on (x, ξ) and such that for any α ∈ N2d and any compact set
K ⊂ R2d , there is a constant C such that for any ((x, ξ), ε) ∈ K × ]0, ε0],

|∂αa((x, ξ), ε)| ≤ C.

We shall consider the Weyl quantization of such symbols, as recalled in (10): for all
u is in D(Rd),

OpWε (a)u(x) := 1

(2πε)d

∫
ei(x−y)·ξ/εa

(
x + y

2
, ξ

)
u(y)dy dξ.

We shall denote the principal symbol of a pseudo-differential operator A by σp(A).
We shall say that a pseudodifferential operator OpWε (a) is supported in a set K if
for any smooth function χ equal to one in a neighborhood of K one has aχ = a.

Finally we shall say that a matrix is pseudodifferential if each of its entries is a
pseudodifferential operator.

Let us first prove the following general result.
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Theorem 2 Let K be a compact subset of R2d , and consider an N ×N hermitian
pseudodifferential matrix Aε = A(x, εD,ε), supported in K . Assume that

• the (matrix) principal symbol of A(x, εD,0), denoted by A0, is diagonalizable,
in the sense that there are some unitary and diagonal matrices of symbols, U
and D , such that

U −1A0U = D,

• the eigenvalues (δ1(x, ξ), . . . , δN(x, ξ)) satisfy

∀i �= j, inf
(x,ξ)∈K

|δi(x, ξ)− δj (x, ξ)| ≥ C > 0. (11)

Then there exists a family of unitary and diagonal pseudodifferential operators Vε

and Dε supported in K , such that:

V ∗
ε AεVε = Dε +O(ε∞), V ∗

ε Vε = I +O(ε∞). (12)

Moreover one has

Dε = D0 + εD1 +O(ε2), (13)

where D0 = OpWε (D) and the principal symbol of D1 is given by

D1 = σp(D1) = diag

(
σp

(
Δ̃1 − D0I1 + I1D0

2

))

with the notations

Δ̃1 = 1

ε

(
OpWε (U ∗)Aε OpWε (U )−D0

)
,

I1 = 1

ε

(
OpWε (U ∗)OpWε (U )− I

)
.

(14)

More explicitly, let us denote by aij (x, ξ) the matrix elements of A1, subsymbol of
A(x, εD,ε) defined by:

A1 := σp(∂εA)

and by unj (x, ξ), j = 1 . . . d , the coordinates of any unit eigenvector of A0(x, ξ) of
eigenvalue δn(x, ξ). We have

(D1)nn =
∑

j,k=1...d

(
-(ujn{ajk, ukn})+ ajk{ujn,ukn}

2i

)

+ (U ∗A1U )nn + 1

2i

d∑

j=1

δn{ujn,ujn}, (15)

where {f,g} := ∇ξ f∇xg − ∇xf∇ξ g is the Poisson bracket on T ∗Rd .
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Here and in all the sequel, we say that a pseudo-differential operator V is unitary
if it satisfies

V ∗V = I +O(ε∞).

The proof is divided into two parts: in Sect. 3.1 we present the formal construc-
tion and in Sect. 3.2 we show that the symbols of the various operators formally
constructed are indeed symbols. Finally Sect. 3.3 is devoted to the case of the ma-
trix given by (5).

3.1 The Formal Construction

The proof of Theorem 2 is a combination of semiclassical and perturbation methods.
Let us start by defining

U0 = OpWε (U ).

Elementary properties of the Weyl quantization imply then that U∗
0 AεU0 = D0 +

O(ε).
The following proposition shows that one can construct a unitary pseudodiffer-

ential operator U∞ such that

U∗∞AεU∞ = D0 +O(ε).

Lemma 3.1 Let U be a pseudodifferential matrix such that U∗U = I + εI1, where
I is the identity. Then one can find V ∼∑∞

k=0 ε
kVk such that

(U + εV )∗(U + εV ) = I +O(ε∞). (16)

Proof Let us denote V0 := − 1
2UI1. On easily checks that (U + εV0)

∗(U + εV0) =
I +O(ε2). Indeed

(U + εV0)
∗(U + εV0) = U∗U − ε

2
(I1U

∗U +U∗UI1)+O(ε2)

= I + εI1 − εI1 +O(ε2).

Then one concludes by iteration. �

That lemma allows to define the pseudo-differential operator of (semiclassical)
order 0

Δ1 = 1

ε
(U∗∞AεU∞ −D0),

where U∞ is a unitary operator.
Now our aim is to find a unitary operator V∞ (up to O(ε∞)) such that

(U∞V∞)∗Aε(U∞V∞) = D∞ +O(ε∞),
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where D∞ = D0 + εD1 + · · · is a diagonal matrix satisfying the conclusions of the
theorem.

We shall write V∞ = eiεW , with W selfadjoint (so V∞ thus constructed is au-
tomatically unitary). We recall that if W is a pseudodifferential operator, then

so is eiεW (simply by writing eiεW ∼ ∑∞
0

(iε)k

k! Wk). We look for W under the
form W ∼∑∞

0 εkWk , and compute the Wk recursively. Since

V ∗∞(D0 + εΔ1)V∞ = (D0 + εΔ1)+ iε[(D0 + εΔ1),W ]

+ (iε)2

2
[[(D0 + εΔ1),W ],W ] + · · ·

we see that, if W1 satisfies

i[D0,W1] +Δ1 = D1 +O(ε), D1 diagonal, (17)

then we have that

e−iεW1(D0 + εΔ1)e
iεW1 = D0 + εD1 + ε2Δ2, (18)

where Δ2 is a zero order pseudodifferential operator. The following lemma is a
typical normal form type result, and is crucial for the following.

Lemma 3.2 Let D0 be a diagonal pseudodifferential matrix whose principal symbol
D0 has a spectrum satisfying (11) and let Δ1 be a pseudodifferential matrix.

Then there exist two pseudodifferential matrices W and D1, with D1 diagonal,
such that:

[D0,W ] +Δ1 = D1 + εΔ̃2, (19)

where Δ̃2 is a pseudodifferential matrix of order 0.
Moreover the principal symbol of D1 is the diagonal part of the principal symbol

of Δ1: we have σp(D1) = diagσp(Δ1).

Proof By the nondegeneracy condition of the spectrum of D0 we know, by standard
arguments (see [13] for instance), that there exists a matrix W0 and a diagonal one
D1 such that

[D0,W0] + D1,0 = D1,

where D1,0 is the principal symbol of Δ1. Indeed it is enough to take D1 as the
diagonal part of D1,0 and

(W0(x, ξ))i,j = (D1,0(x, ξ))i,j

δi(x, ξ)− δj (x, ξ)
(20)

and notice that the Weyl quantization of W0 satisfies (19). �
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By Lemma 3.2 we know that there exists W1 satisfying (17). Writing

e−iεW1(D0 + εΔ1)e
iεW1 = D0 + ε(Δ1 + [D0,W1])+ ε2(Δ2 − Δ̃2),

we get immediately (18). It is easy to get convinced that all the Wk will satisfy
recursively an equation of the form

[D0,Wk] +Δk = Dk +O(ε),

which can be solved by Lemma 3.2.
The expression for the principal symbol of D1 follows by construction and the

following well known lemma (see [9] for instance):

Lemma 3.3 Let a and b two symbols. Then the principal symbol of OpWε (a)OpWε (b)

is ab and its subprincipal symbol is 1
2i {a, b}.

In order to derive (15) we have to compute the subprincipal symbol of the di-
agonal part of the right-hand side of (14), that is, for each n = 1 . . . d and using
Lemma 3.3,

∑

jk

OpWε (Ujn)OpWε ((A0 + εA1)jk)OpWε (Ukn)− 1

2i

d∑

j=1

δn{ujn,ujn},

since U is unitary.
The term εA1 is obviously responsible for the second term in the right-hand side

of (15). Using Lemma 3.3 and the distributivity of the Poisson bracket, we get the
following expression for the first one:

∑

jk

1

2i

({Ujn, (A0)jkUkn} + Ujn{(A0)jk,Ukn}
)

=
∑

jk

1

2i

(
Ujn{(A0)jk,Ukn} + (A0)jk{Ujn,Ukn} + Ukn{Ujn, (A0)jk}

)
.

Inverting j and k in half of the terms and noticing that, since A0 is Hermitian,
(A0)jk = (A0)kj , we get easily (15).

3.2 Symbolic Properties

With the hypothesis that both D and U are pseudodifferential matrices it is quite
obvious that Vε and Dε are pseudodifferential matrices as well. Indeed the for-
mal construction in the preceding section shows that the iterative process uses only
three tools: multiplications of pseudodifferential operators, computation of subprin-
cipal symbols and solving Eq. (19). For (19), the formula (20) used in the proof of
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Lemma 3.2, together with the nondegeneracy condition (11) which shows clearly
that (δi(x, ξ)− δj (x, ξ))

−1 is a symbol, implies that W0 is a pseudodifferential op-
erator.

Note that the microlocalization assumption is crucial in order that the expan-
sions obtained by this iterative construction do define symbols. We have indeed no
uniform control on the growth at infinity.

3.3 The Rossby–Poincaré Case

In the case of oceanic waves A(x, εD,ε) is given by (5):

A(x, εD) := i

⎛

⎜⎝
εū · ε∇ ε∂1 ε∂2

ε∂1 εū · ε∇ + ε2∂1ū1 −b + ε2∂2ū1

ε∂2 b + ε2∂1ū2 εū · ε∇ + ε2∂2ū2

⎞

⎟⎠ .

Therefore

A0(x, ξ) :=
⎛

⎜⎝
0 ξ1 ξ2

ξ1 0 −ib

ξ2 ib 0

⎞

⎟⎠ ,

and

A1(x, ξ) :=
⎛

⎜⎝
ū · ξ 0 0

0 ū · ξ 0

0 0 ū · ξ

⎞

⎟⎠= ū · ξ
⎛

⎜⎝
1 0 0

0 1 0

0 0 1

⎞

⎟⎠ .

A straightforward computation shows that the spectrum of A0 is

{
0,
√
ξ2

1 + ξ2
2 + b2(x2),−

√
ξ2

1 + ξ2
2 + b2(x2)

}
.

Microlocalization

The three eigenvalues of A0 are separated if and only if

ξ2
1 + ξ2

2 + b2(x2) �= 0.

Therefore, considering a compact subset K of R4 such that

K ∩ {(x1, x2, ξ1, ξ2) / ξ
2
1 + ξ2

2 + b2(x2) = 0} = ∅
ensures that

• the eigenvalues do not cross, so that it is possible to get a unitary diagonalizing
matrix with regular entries;

• the nondegeneracy condition (11) is satisfied.
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In other words, A(x, εD,ε) satisfies the assumptions of Theorem 2 provided that
one considers only its action on vector fields which are suitably microlocalized.

We assume of course that this microlocalization condition is satisfied by the ini-
tial datum, which is the condition (7).

Furthermore, we shall prove in the next two sections that the propagation by the
scalar operators T± and TR (to be defined now) preserves this suitable microlocal-
ization, thus justifying a posteriori the diagonalization procedure for all times.

Computation of the Poincaré and Rossby Hamiltonians

The above computations show that one can define the two Poincaré Hamiltonians as
follows:

τ± := ±
√
ξ2

1 + ξ2
2 + b2(x2)

and we shall denote the associate operator constructed via Theorem 2 by T±.
Now let us consider the Rossby Hamiltonian. In all this paragraph, for the sake

of readability, we shall denote

〈ξ 〉b :=
√
ξ2

1 + ξ2
2 + b2(x2).

An easy computation shows that a (normalized) eigenvector of A0(x, ξ) of zero
eigenvalue is

u0 = 1

〈ξ 〉b

⎛

⎜⎝
b

iξ2

−iξ1

⎞

⎟⎠ .

By Theorem 2, the Rossby Hamiltonian is then given by the formula

τR =
∑

j,k=1...3

(
-(uj0{ajk, uk0})+ ajk{uj0, uk0}

2i

)
+

∑

j,k=1...3

(A1)jkuj0uk0. (21)

In order to compute the different Lie brackets, we start with a couple of simple
remarks:

{ξj , f } = ∂xj f and {b,f } = −b′∂ξ2f.

In particular, if f does not depend on x1, then {ξ1, f } = 0.
The contribution of the first term in the parenthesis in (21) is

∑

j,k=1...3

(uj0{ajk, uk0})

= b

〈ξ 〉b
{
ξ2,

−iξ1

〈ξ 〉b
}

+ iξ2

〈ξ 〉b
{
ib,

−iξ1

〈ξ 〉b
}

+ iξ1

〈ξ 〉b
({

ξ2,
b

〈ξ 〉b
}

+
{
ib,

iξ2

〈ξ 〉b
})
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= −ibξ1

〈ξ 〉b ∂x2

1

〈ξ 〉b − iξ2ξ1b
′

〈ξ 〉b ∂ξ2

1

〈ξ 〉b + iξ1

〈ξ 〉b ∂x2

b

〈ξ 〉b + iξ1b
′

〈ξ 〉b ∂ξ2

ξ2

〈ξ 〉b
= 2iξ1b

′

〈ξ 〉2
b

.

Using the distributivity of the Poisson brackets, we get the contribution of the second
term in a very similar way

∑

j,k=1...3

ajk{uj0, uk0}
2

= ξ1

{
b

〈ξ 〉b ,
iξ2

〈ξ 〉b
}

− ξ2

{
b

〈ξ 〉b ,
iξ1

〈ξ 〉b
}

+ ib

{
iξ1

〈ξ 〉b ,
iξ2

〈ξ 〉b
}

= ξ1

(
ib

〈ξ 〉b
{

1

〈ξ 〉b , ξ2

}
+ iξ2

〈ξ 〉b
{
b,

1

ξb

}
+ i

〈ξ 〉2
b

{b, ξ2}
)

− iξ2ξ1

〈ξ 〉b
{
b,

1

〈ξ 〉b
}

− ibξ1

〈ξ 〉b
{

1

〈ξ 〉b , ξ2

}

= − ib′ξ1

〈ξ 〉2
b

.

The computation of the second term of the right hand side of (21) is trivial since A1

is a multiple of the identity.
Adding the two previous expressions we get finally

τR = ξ1b
′

ξ2
1 + ξ2

2 + b(x2)2
+ ū · ξ

and the associate operator will be denoted by TR .

Remark 3.4 Since the elementary steps of the diagonalization process use only
multiplications, computations of subprincipal symbols and solving normal forms
equations, all the subsymbols of TR and T± depend on x1 only through ū and its
derivatives.

4 Study of the Poincaré Waves

In Sect. 3 we constructed two linear operators, called T±, whose principal symbols
are

τ± = ±
√
ξ2

1 + ξ2
2 + b2(x2).
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We now want to study the propagation equation associated to those operators,
namely the following linear equation, in R × R2

iε2∂tϕ± = T±ϕ±, ϕ±|t=0 = ϕ0± (22)

where ϕ0± are microlocalized in a compact set C satisfying Assumption (7). Before
studying that equation we need to check that it makes sense, since a priori T± is only
defined on vector fields microlocalized on such a compact set. This is achieved in
the coming section, where we check that the separation of eigenvalues (11) required

in the statement of Theorem 2 holds because
√
ξ2

1 + ξ2
2 + b2(x2) remains bounded

away from zero during the propagation.
Then we shall show that the solutions to these equations exit any compact set in

finite time (Point (2) of Theorem 1).

4.1 Microlocalization

Let us prove the following result, which provides the first part of Point (1) in Theo-
rem 1 and allows to make sense of Eq. (22) for all times.

Proposition 4.1 Under the assumptions of Theorem 1, the operators T± are self-

adjoint, and the function ϕ(t) = e
i t

ε2 T±
ϕ0± are such that μSuppϕ±(t) satisfies (7)

for all times.

Proof The proof of that result relies on a spectral argument. Due to the form of the
principal symbols of T± recalled above, the operators T± are self-adjoint (see [9]).
We can therefore define two families (ψ±

n )n∈N of eigenvectors of T± in L2(R2) and
two sequences of eigenvalues λ±

n such that if the initial data writes

ϕ0±(x) =
∑

n

c±,0
n ψ±

n (x),

then

ϕ±(t, x) =
∑

n

e
i
λ
±
n t

ε2 c±,0
n ψ±

n (x).

Since the eigenfunctions ψ±
n are microlocalized on the energy surfaces of the

Poincaré Hamiltonians (see for instance [9]; Proposition 2.9.6), the result fol-
lows. �

4.2 Dispersion

In this paragraph we shall prove Point (2) of Theorem 1. The strategy is the follow-
ing.
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In Sect. 4.2 we prove using semi-classical analysis that for a very short time,
the solutions to (22) remain microlocalized in a compact set satisfying assumption
(8), and such that μSuppx1

ϕ± become disjoint from Suppx1
ū. Section 4.2 is then

devoted to the long-time behavior of the solution, and Mourre estimates allow to
prove that the solution exits any compact set after some time, and that it remains
microlocalized far from ξ1 = 0.

The result of the analysis carried out in this paragraph is that the behavior
of μSuppx1

ϕ± is as depicted in the following figure.

Short time behavior

The aim of this paragraph is to prove the following result. It shows that the solutions
of (22) exit the support of ū after a time texitε, for |texit| large enough (independent
of ε). We only state the forward in time result: the backwards result is identical, up
to changing the sign of time. We shall further restrict the analysis to T+ since the
argument for T− is identical, up to some sign changes.

Proposition 4.2 Let ϕ0 be a function, microlocalized in a compact set C satisfy-
ing Assumption (8), and let ϕ be the associate solution of (22). Let [u−, u+] be a
closed interval of R containing Suppx1

ū. There exists a constant texit > 0 such that
for any ε ∈ ]0,1[, the function ϕ(εtexit, ·) is microlocalized in a compact set K
such that the projection of K onto the x1-axis does not intersect [u−, u+]. More-
over μSuppξ1

ϕ is unchanged.
More precisely, if μSuppξ1

ϕ0 ⊂ R+\{0}, then μSuppx1
ϕ(εtexit, ·) ⊂ ]u+,+∞[,

and if μSuppξ1
ϕ0 ⊂ R− \ {0}, then μSuppx1

ϕ(εtexit, ·) ⊂ ]−∞, u−[.

Proof Define the function ψ(s) := ϕ(εs). Then (22) reads

iε∂sψ = T+ψ, ψ|s=0 = ϕ0, (23)
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and any result proved on ψ on [0,T ] will yield the same result for ϕ on [0,T ε].
Notice that (23) is written in a semi-classical setting, so by the propagation of the
microsupport theorem (see for instance [9], Theorem 4.3.7), the microsupport of ψ
is propagated by the bicharacteristics, which are the integral curves of the principal
symbol. Recall that the principal symbol of T+ is

τ+(ξ1, x2, ξ2) =
√
ξ2

1 + ξ2
2 + b2(x2)

and the bicharacteristics are given by the following set of ODEs:
{
ẋt = ∇ξ τ+(ξ t1, x

t
2, ξ

t
2), x0 = (x0

1 , x
0
2),

ξ̇ t = −∇xτ+(ξ t1, x
t
2, ξ

t
2), ξ0 = (ξ0

1 , ξ
0
2 ).

Notice that τ+ is independent of x1, so ξ̇ t1 is identically zero and therefore ξ t1 ≡ ξ0
1 .

So for all s ≥ 0, the microlocal support in ξ1 of ψ(s) remains unchanged, and in
particular is far from ξ1 = 0. Moreover one has

ẋt1 = ξ0
1√

(ξ0
1 )

2 + (ξ t2)
2 + b2(xt2)

.

Now we recall that the bicharacteristic curves lie on energy surfaces, meaning that
on each bicharacteristic, τ+(ξ0

1 , x
t
2, ξ

t
2) is a constant. That implies that (ξ t2)

2 +b2(xt2)

is a constant on each bicharacteristic, so that for all times,

ẋt1 ≡ ξ0
1√

(ξ0
1 )

2 + (ξ0
2 )

2 + b2(x0
2)

.

If ξ0
1 > 0, then x1 is propagated to the right and eventually escapes to the right of

the support in x1 of ū, whereas if ξ0
1 < 0, the converse (to the left) occurs. Proposi-

tion 4.2 is proved. �

Long Time Behavior

The aim of this paragraph is to prove the following result, which again is only proved
for positive times for simplicity.

Proposition 4.3 Under the assumptions of Proposition 4.2, let ϕ+ be the solution
of (22) associated with the data ϕ(εtexit, ·). Then μSuppx1

ϕ+(t) does not inter-
sect Suppx1

ū for t ≥ εtexit, and μSuppξ1
ϕ+(t) remains unchanged for t ≥ εtexit.

Finally μSuppx1
ϕ+(t) exits any compact set in x1 as soon as t > εtexit.

Proof Before going into the proof, we shall simplify the analysis by only studying
the case of T+ (the case T− is obtained by identical arguments), and we shall only
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deal with the case when the support in ξ1 of the data lies in the positive half space.
The other case is obtained similarly.

The proof is based on Mourre’s theory which we shall now briefly recall, and
we refer to [7] and [3] for all details. Let us consider two self-adjoint operators H

and A on a Hilbert space H . We make the following assumptions:

1. The intersection of the domains of A and H is dense in the domain D(H) of H .
2. t �→ eitA maps D(H) to itself, and for all ϕ0 ∈ D(H),

sup
t∈[0,1]

‖HeitAϕ0‖ < ∞.

3. The operator i[H,A] is bounded from below and closable, and the do-
main D(B1) where iB1 is its closure, contains D(H). More generally for
all n ∈ N the operator i[iBn,A] is bounded from below and closable and the
domain D(Bn+1) of its closure iBn+1 contains D(H), and finally Bn+1 extends
to a bounded operator from D(H) to its dual.

4. There exists θ > 0 and an open interval Δ of R such that if EΔ is the correspond-
ing spectral projection of H , then

EΔi[H,A]EΔ ≥ θEΔ. (24)

Note that Assumptions (1–3) can be replaced by the fact that [f (H),A] and all
commutator iterates are bounded for any smooth, compactly supported function f

(see [3]).
Under those assumptions, for any integer m ∈ N and for any θ ′ ∈ ]0, θ [, there is

a constant C such that

‖χ−(A− a − θ ′t)e−iH tg(H)χ+(A− a)‖ ≤ Ct−m

where χ± is the characteristic function of R±, g is any smooth compactly supported
function in Δ, and the above bound is uniform in a ∈ R.

Let us apply this theory to our situation. We consider Eq. (22) with data

ei
texit
ε

T+ϕ0+, and let us define the operator T 0+ as the operator T+ where ū has been
chosen identically zero. We shall start by studying the equation

iε2∂t ϕ̃ = T 0+ϕ̃, ϕ̃|t=εtexit = ei
texit
ε

T+ϕ0+, (25)

for which we shall prove Proposition 4.3. Then we shall prove that the solution ϕ̃

actually solves the original equation (22) with the same data ei
texit
ε

T+ϕ0+ at t = εtexit
up to O(ε∞), because its support in x1 lies outside the support of ū and because
the symbolic expansion of T+ depends on x1 only through ū and its derivatives (see
Remark 3.4).

So let us start by applying Mourre’s theory to (25). Let us write the projection
of K onto the ξ1-axis as included in [d0, d1] with 0 < d0 < d1 < ∞. We recall that

on the support of ei
texit
ε

T+ϕ0+, x1 remains to the right of the support of ū. Then we
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apply the theory to H = T 0+ and to A = x1 (the pointwise multiplication). Assump-
tions (1) to (3) are easy to check, in particular because this is a semiclassical setting,
so only the principal symbols need to be considered. Similarly finding a lower bound
for EΔi[T 0+, x1]EΔ boils down to computing the Poisson bracket {τ+, x1} where

{f,g} = ∇ξ f · ∇xg − ∇xf · ∇ξ g,

and one finds

{τ+, x1} = ξ1√
ξ2

1 + ξ2
2 + b2(x2)

. (26)

Since T 0+ has constant coefficients in x1, ξ1 is preserved, so in particular for all times
one has

μSuppξ1
ϕ̃(t) ⊂ [d0, d1].

One can furthermore choose for Δ an interval of R of the type ]D0,D1[ where the
constants D0 and D1 are chosen so that for any (x, ξ) ∈ K , one has

D0 <

√
ξ2

1 + ξ2
2 + b2(x2) < D1. (27)

As the microlocal supports of the eigenfunctions of T 0+ lie on energy surfaces, we
know that the solution to (25) will remain in EΔ for all times.

Now let us apply the results of [7] and [3]. By Lemma 3.3, (26), (27) and the
assumption on ξ1 written above, we have that

EΔi[H,A]EΔ ≥ ε
d0

D1
EΔ,

so (24) holds with θ = εd0/D1. It follows that the solution e
i
(t−εtexit)

ε2 T 0+(ei
texit
ε

T+ϕ0+)
to (25) has a support in x1 such that

x1 > u+ + d0

D1

t

ε

which proves the result for (25).

Since μSuppx1
e
i
(t−εtexit)

ε2 T 0+(ei
texit
ε

T+ϕ0+) does not cross Suppx1
ū, one has actually

e
i
(t−εtexit)

ε2 T 0+(ei
texit
ε

T+ϕ0+
)= e

i
(t−εtexit)

ε2 T+(
ei

texit
ε

T+ϕ0+
)

in L2

locally uniformly in t (see Proposition 5.3 of the Appendix). The proposition fol-
lows. �
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5 Propagation of the Rossby Waves

5.1 Semiclassical Transport Equations and Microlocalization

Because of the scaling of the Rossby Hamiltonian (which is smaller than the
Poincaré Hamiltonians by one order of magnitude), on the times scales considered
here the propagation of energy by Rossby waves is described by the Hamiltonian
dynamics

dxi

dt
= ∂τR

∂ξi
,

dξi

dt
= −∂τR

∂xi
,

which can be written explicitly

dx1

dt
= b′(x2)

〈ξ 〉2
b − 2ξ2

1

〈ξ 〉4
b

+ ū1(x),

dx2

dt
= −2b′(x2)

ξ1ξ2

〈ξ 〉4
b

+ ū2(x),

dξ1

dt
= −∂1ū1(x)ξ1 − ∂1ū2(x)ξ2,

dξ2

dt
= ξ1

2b(b′)2 − b′′〈ξ 〉2
b

〈ξ 〉4
b

− ∂2ū1(x)ξ1 − ∂2ū2(x)ξ2

(28)

where we recall that 〈ξ 〉b =
√
ξ2

1 + ξ2
2 + b2(x2). In order for the dynamics to be well

defined and also in order to justify the diagonalization process, we need the quantity
〈ξ 〉b to remain bounded from below for all times.

Proposition 5.1 Let C be some compact subset of R4 such that

C ∩ {(x1, x2, ξ1, ξ2)/ξ
2
1 + ξ2

2 + b2(x2) = 0} = ∅.
Then the bicharacteristics t �→ (x(t), ξ(t)) of the Rossby Hamiltonian starting from
any point (x0

1 , x
0
2 , ξ

0
1 , ξ

0
2 ) of C are defined globally in time, and ∀t ∈ R,

inf
(x0

1 ,x
0
2 ,ξ

0
1 ,ξ

0
2 )∈C

(ξ1(t)
2 + ξ2(t)

2 + b2(x2(t))) > 0.

Proof As b′, b′′, u and Du are Lipschitz, by the Cauchy–Lipschitz theorem the
system of ODEs (28) has a unique maximal solution. In order to prove that this
solution is defined globally, it is enough to prove that the time derivative of this
solution is uniformly bounded. This comes from assumption (6) giving an upper

bound on b′/(1 + b2(x2))
1
2 and b′′/(1 + b2(x2))

1
2 , and from the lower bound on

〈ξ 〉b to be established now. The crucial assumption here is the fact that b′ and b do
not vanish simultaneously.

So let us suppose that 〈ξ 〉b vanishes, and consider the first time t∗ at which
〈ξ 〉b(t∗) = 0. Assume to start with that x(t∗) lies outside the support of ū. Then
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there is a small amount of time (t−, t∗), t− < t∗, on which x(t) remains outside the
support of ū. So on the interval (t−, t∗), ξ1 is a constant hence remains zero, and
an inspection of the ODEs then shows that on (t−, t∗), x2 and ξ2 are also constant,
hence 〈ξ 〉b(t) = 0 which is impossible by definition of t∗.

Now let us assume that x(t∗) does not lie outside the support of ū, where t∗ is
still the first time t∗ at which 〈ξ 〉b(t∗) = 0, assuming such a time exists. We shall
prove that

|〈ξ 〉b(t)| � (t∗ − t)
1
2 , t → t∗. (29)

Indeed we have clearly

1

2

d

dt
〈ξ 〉2

b = b(x2)b
′(x2)

dx2

dt
+ ξ1

dξ1

dt
+ ξ2

dξ2

dt

= b(x2)b
′(x2)ū2(x)− ∂1ū(x) · ξ − ∂2ū(x) · ξ + b′′(x2)ξ1ξ2

〈ξ 〉2
b

(30)

so in particular we find that d
dt

〈ξ 〉2
b is bounded as t goes to t∗, hence (29) holds.

Moreover along a trajectory of the Rossby Hamiltonian, τR is conserved, and we
have

dx1

dt
= b′(x2)

〈ξ 〉2
b

− 2(τR − u(x) · ξ)2

b′(x2)
+ u1(x).

Since b′ and b do not vanish simultaneously, this in turn implies that there is a
constant C such that as t goes to t∗,

∣∣∣∣
dx1

dt

∣∣∣∣≥
C

t∗ − t
.

In particular there is a time t < t∗ at which the trajectory has escaped the support
of ū, which is contrary to our assumption. This concludes the proof of the proposi-
tion. �

5.2 Dynamics Outside from the Support of ū

Using the fact that ū has compact support, and simple properties of the Rossby
dynamics in the absence of zonal flow, we can prove the following result.

Proposition 5.2 Let C be some compact subset of R4 such that

C ∩ {(x1, x2, ξ1, ξ2)/ξ
2
1 + ξ2

2 + b2(x2) = 0} = ∅.
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Then the bicharacteristics of the Rossby Hamiltonian starting from any point of C
are bounded in x2:

∀t ∈ R, sup
(x0

1 ,x
0
2 ,ξ

0
1 ,ξ

0
2 )∈C

|x2(t)| < ∞.

Proof

• Let us start by describing the dynamics in the absence of zonal flow: ξ1 is then
an invariant of the motion, so that the dynamics in (x2, ξ2) can be decoupled.
Furthermore, as the energy surfaces are compact

τ = ξ1b
′(x2)

ξ2
1 + ξ2

2 + b2(x2)

the motion along x2 is periodic (with infinite period for homoclinic and hetero-
clinic orbits).

The motion along x1 is then determined by the equation

dx1

dt
= b′(x2)

〈ξ 〉2
b − 2ξ2

1

〈ξ 〉4
b

·

It is trapped if and only if the average of the right-hand side over one period is
zero. Outside from saddle points, this quantity depends continuously on ξ1, so that
we expect the initial data leading to trapped trajectories to belong to a manifold of
codimension 1. This can be proved rigorously if b2 has only one nondegenerate
critical points (see [2]).

• Let us now turn to the influence of the zonal flow. We will first check that the only
possible escape direction is again x1. Indeed the energy surfaces corresponding
to τR �= 0 are bounded in the x2 direction: as x2 → ±∞,

b′(x2)ξ1

〈ξ 〉2
b

+ ū(x) · ξ → 0.

Consider now a trajectory on the energy level τR = 0, and some point of this
trajectory (y1, y2, ξ1, ξ2) such that y2 /∈ Suppx2

ū. One has

b′(y2)ξ1 = 0.

– If b′(y2) = 0, then

dx1

dt
= dx2

dt
= dξ1

dt
= dξ2

dt
= 0.

The uniqueness in Cauchy–Lipschitz theorem implies then that the trajectory
is nothing else than a fixed point, and therefore in particular is bounded.
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– If ξ1 = 0, then

dx2

dt
= dξ1

dt
= dξ2

dt
= 0 and

dx1

dt
= b′(y2)

ξ2
2 + b2(y2)− ξ2

1

〈ξ 〉4
b

,

meaning that the trajectory is a uniform straight motion along x1. In particular,
it is bounded in the x2-direction.

Finally, we conclude that trajectories on the energy level τR = 0 are either
trapped in the support Suppx2

ū, or trivial in the x2-direction. �

5.3 Perspectives

As recalled in the introduction, it is generally believed that in the situation depicted
in this paper (a flow around a large macroscopic current) Rossby waves are trapped.
However due to the 2-dimensional setting (compared to the work in [2]) the trapping
in the x1 direction seems difficult to prove, outside some specific cases studied in the
previous paragraph. One way to be convinced of the trapping phenomenon should
be by implementing the dynamical system numerically. It should be pointed out
however that actually in order to get physically relevant predictions for the oceanic
eddies, one should consider 3D models, or at least 2D models involving the influ-
ence of stratification. The methods presented here seem to be robust and should be
extended to such complex models, up to again the study of the Hamiltonian system
describing the Rossby dynamics.
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to Mourre estimates, and for interesting discussions. They also thank C. Cheverry for pointing
out a mistake in a previous version of the paper. I. Gallagher and L. Saint-Raymond are partially
supported by the French Ministry of Research grant ANR-08-BLAN-0301-01.

Appendix: A Comparison Result

For the sake of completeness, we state here the result which shows the stability of
the propagation under an O(ε∞) error on the propagator. This result has been used
in the proof of the diagonalization when comparing A and T±, TR , and in the proof
of dispersion when comparing T± and T 0±.

Proposition 5.3 Let Aε and Ãε be two pseudo-differential operators such that

• iAε is hermitian in L2(Rd),
• Aε − Ãε = O(ε∞) microlocally on Ω ⊂ R2d .

Let ϕ̃ be a solution to

i∂t ϕ̃ + Ãεϕ̃ = 0
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microlocalized in Ω , and ϕ be the solution to

i∂tϕ +Aεϕ = 0

with the same initial data. Then, for all N ∈ N,

sup
t≤ε−N

‖ϕ(t)− ϕ̃(t)‖L2(Rd ) = O(ε∞).

Proof The proof is based on a simple energy inequality and is completely straight-
forward. We have

d

dt
‖ϕ − ϕ̃‖2

L2(Rd )
= 2〈iAεϕ − iÃεϕ̃|ϕ − ϕ̃〉

= 2〈(iAε − iÃε)ϕ̃|ϕ − ϕ̃〉
≤ 2‖(Aε − Ãε)ϕ̃‖L2(Rd )‖ϕ − ϕ̃‖L2(Rd ).

This leads to

‖ϕ(t)− ϕ̃(t)‖2
L2(Rd )

= O(ε∞)t,

which concludes the proof. �
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Hierarchical Construction of Bounded Solutions
of divU = F in Critical Regularity Spaces

Eitan Tadmor and Changhui Tan

Abstract We implement the hierarchical decomposition introduced in (Tadmor
in Hierarchical construction of bounded solutions in critical regularity spaces,
arXiv:1003.1525v2), to construct uniformly bounded solutions of the problem
divU = F , where the two-dimensional data is in the critical regularity space,
F ∈ L2

#(T
2). Criticality in this context, manifests itself by the lack of linear map-

ping, F ∈ L2
#(T

2) �→ U ∈ L∞(T2), (Bourgain and Brezis in J. Am. Math. Soc.
16(2):393–426, 2003). Thus, the intriguing aspect here is that although the prob-
lem is linear, the construction of its uniformly bounded solutions is not.

1 Introduction

We are concerned with the construction of uniformly bounded solutions, U ∈
L∞(T2,R2) of the equation

divU = F, F ∈ L2
#(T

2), (1)

where L2
#(T

2) is the space of L2 integrable functions over the 2-dimensional torus
T

2 with zero mean.
The existence of uniformly bounded solutions of (1) follows from the closed

range theorem together with Gagliardo–Nirenberg inequality, [1]. Moreover, Bour-
gain and Brezis [1] proved that any mapping, F ∈ L2

# �→ U ∈ L∞(T2), must be
nonlinear: thus, the intriguing aspect here is that although (1) is linear, the construc-
tion of its uniformly bounded solutions for L2

#-data is not.
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It follows, in particular, that the classical Helmholtz solution of (1), UHel =
∇Δ−1F , cannot be a uniformly bounded solution for all F ∈ L2

#. Indeed, F ∈ L2
#

implies that UHel ∈ H 1(T2), but since H 1 is not a subset of L∞, Helmholtz so-
lution need not be uniformly bounded. The following concrete counterexample
due to L. Nirenberg, [1, Remark 7], demonstrates this type of unboundedness: fix
θ ∈ (0,1/2), let ζ(r) be a smooth cut-off function supported near the origin, and set

F = Δv, v(x, y) := x| log r|θ ζ(r), r =
√
x2 + y2. (2)

In this case, F ∈ L2
#(T

2), but the Helmholtz solution, UHel = ∇Δ−1F = ∇v, has a
fractional logarithmic growth at the origin.

Inspired by the hierarchical decompositions which were introduced in [8, 9] in
the context of image processing, Tadmor [7] utilized such decompositions as a con-
structive procedure to solve (1): the solution is given in terms of hierarchical de-
composition, UBdd =∑

uj , where the {uj }’s can be computed recursively as the
following minimizers,

uj+1 = arg min
u

{
‖u‖L∞ + λ12j

∥∥∥∥∥F − div

(
j∑

k=1

uk

)
− div u

∥∥∥∥∥

2

L2

}
, j = 0,1, . . . .

(3)
Here, λ1 is any sufficiently large parameter, λ1 > 1/(2‖F‖BV ), which guarantees
that the hierarchical decomposition starts with a non-trivial solution of (3), consult
(20) below.

In this paper, we propose a numerical approach to solve the minimization prob-
lem (3), which in turn generates the uniformly bounded hierarchical solution of
problem (1).

We begin, in Sect. 2, by quoting the hierarchical construction proposed in [7]. In
Sect. 3 we analyze the minimization problem (3) in terms of its corresponding dual
problem. This dual problem amounts to a nonlinear PDE which governs the residual
r := f − div u, where f stands for F − div(

∑
uk). As a final step, we introduce a

procedure to recover the desired minimizer u from its residual r . In Sect. 4 we
discuss the numerical solution of the governing PDE: it is solved by an iterative
procedure which avoids significantly large errors in the recovering stage. In Sect. 5,
we report on our computations which compare the bounded hierarchical solution,
UBdd, vs. the unbounded Helmholtz solution, UHel. Finally, in Sect. 6, we introduce
a new construction of bounded solutions for (1), based on two-step solution of the
form,

U2step = u1 + ∇Δ−1r1, [u1, r1] = arg min
div u+r=F

{‖u‖L∞ + λ1‖r‖2
L2

}
. (4)

This two-step solution consists of one hierarchical decomposition step, u1 followed
by one Helmholtz step, which are shown to yield a uniformly bounded solution
of (1).
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2 Hierarchical Solution of divU = F ∈ L2
#(TTT

2)

Our starting point for the construction of a uniformly bounded solution of (1), U ∈
L∞(T2,R2), is a decomposition of F ,

F = div u1 + r1, F ∈ L2
#(T

2) :=
{
g ∈ L2(T2)

∣∣∣∣
∫

T2
g(x)dx = 0

}
, (5a)

where [u1, r1] is a minimizing pair of the functional,

[u1, r1] = arg min
div u+r=F

{‖u‖L∞ + λ1‖r‖2
L2

}
. (5b)

Here, λ1 is a fixed parameter at our disposal where we distinguish between two
cases, consult (20) below. If λ1 ≤ 1

2‖F‖BV
, then the minimizer of (5b) is the triv-

ial one, u1 ≡ 0, r1 = F ; otherwise, by choosing λ1 large enough, λ1 > 1
2‖F‖BV

,
then (5b) admits a non-trivial minimizer, [u1, r1], which is characterized by a resid-
ual satisfying ‖r1‖BV = 1

2λ1
. By Gagliardo–Nirenberg isoperimetric inequality, e.g.,

[11, §2.7], there exists β > 0 such that

‖g‖L2 ≤ β‖g‖BV ,

∫

T2
g(x)dx = 0. (6)

It follows that r1 is L2-bounded:

‖r1‖L2 ≤ β‖r1‖BV = β

2λ1
. (7)

Moreover, since F has a zero mean so does the residual r1. We conclude that the
residual r1 ∈ L2

#(T
2), and we can therefore implement the same variational decom-

position of F in (5a), (5b), and use it to decompose r1. To this end, we use the same
variational statement, {‖u‖L∞ + λ2‖r‖2

L2}, with a new parameter, λ = λ2 > λ1,

r1 = div u2 + r2, [u2, r2] = arg min
div u+r=r1

{‖u‖L∞ + λ2‖r‖2
L2

}
. (8)

Borrowing the terminology from our earlier work on image processing [8, 9], the
decomposition (8) has the effect of “zooming” on the residual r1, and it is here that
we use the refined scale λ2 > λ1. Combining (8) with (5a) we obtain F = divU2 +
r2 with U2 := u1 + u2, which is viewed as an improved approximate solution of
(1). Indeed, the “zooming” effect λ2 > λ1 implies that U2 has a smaller residual
‖r2‖BV = 1/(2λ2) compared with ‖r1‖BV = 1/(2λ1) in (7). In particular,

‖r2‖L2 ≤ β‖r2‖BV = β

2λ2
.

This process can be repeated: if rj ∈ L2
#(T

2) is the residual at step j , then we de-
compose it

rj = div uj+1 + rj+1, (9a)
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where [uj+1, rj+1] is a minimizing pair of

[uj+1, rj+1] = arg min
div u+r=rj

{‖u‖L∞ + λj+1‖r‖2
L2

}
, j = 0,1, . . . . (9b)

For j = 0, the decomposition (9a), (9b) is interpreted as (5a) by setting r0 := F .
Note that the recursive decomposition (9a) depends on the invariance that the resid-
uals rj ∈ L2

#(T
2): indeed, if rj has a zero mean then so does rj+1, and since by (20)

the minimizer rj+1 has a bounded variation, rj+1 ∈ L2
#(T

2). The iterative process
depends on a sequence of increasing scales, λ1 < λ2 < · · · < λj+1, which are yet to
be determined.

The telescoping sum of the first k steps in (9a) yields an improved approximate
solution, Uk :=∑k

j=1 uj :

F = divUk + rk, ‖rk‖L2 ≤ β‖rk‖BV = β

2λk
↓ 0, k = 1,2, . . . . (10)

The key question is whether the Uk’s remain uniformly bounded, and it is here that
we use the freedom in choosing the scaling parameters λk : comparing the minimiz-
ing pair [uj+1, rj+1] of (9b) with the trivial pair [u ≡ 0, rj ], we find

‖uj+1‖L∞ + λj+1‖rj+1‖2
L2 ≤ ‖0‖L∞ + λj+1‖rj‖2

L2,

rj = div uj+1 + rj+1 = div(0)+ rj .

It remains to upper-bound the energy norm of the rj ’s: for j = 0 we have r0 = F ;
for j > 0, (10) implies that ‖rj‖L2 ≤ β/(2λj ). We end up with

‖uj+1‖L∞ + λj+1‖rj+1‖2
L2 ≤ λj+1‖rj‖2

L2 ≤

⎧
⎪⎪⎨

⎪⎪⎩

λ1‖F‖2
L2, j = 0,

β2λj+1

4λ2
j

, j = 1,2, . . . .
(11)

We conclude that by choosing a sufficiently fast increasing λj ’s such that∑
j λj+1λ

−2
j < ∞, then the approximate solutions Uk =∑k

1 uj form a Cauchy se-
quence in L∞ whose limit, U =∑∞

1 uj , satisfies the following.

Theorem 2.1 [7] Fix β such that (6) holds. Then, for any given F ∈ L2
#(T

2), there
exists a uniformly bounded solution of (1),

divU = F, ‖U‖L∞ ≤ 2β‖F‖L2 .

The solution U is given by U =∑∞
j=ı uj , where the {uj }’s are constructed recur-
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sively as minimizers of

[uj+1, rj+1] = arg min
div u+r=rj

{‖u‖L∞ + λ12j‖r‖2
L2

}
, r0 := F, λ1 = β

‖F‖L2
. (12)

Proof Set λj = λ12j−1, j = 1,2, . . . , then, ‖Uk −U ‖L∞ � 2−k , k >  � 1. Let U
be the limit of the Cauchy sequence {Uk} then ‖Uj − U‖L∞ + ‖divUj − F‖L2 �
2−j → 0, and since div has a closed graph on its domain D := {u ∈ L∞ : div u ∈
L2(T2)}, it follows that divU = F . By (11) we have

‖U‖L∞ ≤
∞∑

j=1

‖uj‖L∞ ≤ λ1‖F‖2
L2 + β2

4λ1

∞∑

j=2

1

2j−3
= λ1‖F‖2

L2 + β2

λ1
.

Here λ1 > 1
2‖F‖BV

is a free parameter at our disposal: we choose λ1 := β/‖F‖L2

which by (6) is admissible, λ1 = β
‖F‖

L2
> 1

2‖F‖BV
, and the result follows. �

Remark 2.1 (Energy decomposition) By squaring the refinement step (5a), rj =
rj+1 + div uj+1, and using the characterization of [uj+1, rj+1] as an extremal pair
(consult Remark 3.2 below), we find

‖rj‖2
L2 − ‖rj+1‖2

L2 = 2(rj+1,div uj+1)+ ‖div uj+1‖2
L2

= 1

λj+1
‖uj+1‖L∞ + ‖div uj+1‖2

L2 .

A telescoping sum of the last equality yields the “energy decomposition”

∞∑

j=1

1

λj
‖uj‖L∞ +

∞∑

j=1

‖div uj‖2
L2(T2)

= ‖F‖2
L2(T2)

. (13)

Remark 2.2 We note that the constructive proof of Theorem 2.1 does not assume the
existence of bounded solution for (14): it is deduced from the Gagliardo–Nirenberg
inequality (6). The hierarchical construction of solutions for LU = F , in the gen-
eral setup of linear closed operators, L : B �→ L

p
# , 1 < p < ∞, with boundedly

invertible duals L ∗, was proved in [7]. In [2], Bourgain and Brezis proved that (1)
admits a bounded solution in the smaller space, B = L∞ ∩H 1. This requires a con-
siderably more delicate argument, which could be justified by the refined dual es-
timate (compared with (6)), ‖g‖L2(T2) � ‖∇g‖L1+H−1(T2). The proof of [2] is con-
structive: it is based on an intricate Littlewood–Paley decomposition, which cannot
be readily implemented in actual computations.
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3 Construction of Hierarchical Minimizers

3.1 The Minimization Problem

We rewrite each minimization step of the hierarchical decompositions (3) in the
following form,

ū = arg min
u:T2→R2

{‖u‖L∞ + λ‖f − div u‖2
L2

}
, ‖u‖L∞ := ess sup

x,y

√
u2

1 + u2
2. (14)

Here, f is an L2 function with zero mean which stands for F − div(
∑j

k=1 uk) in
(3), and λ stands for the dyadic scales, λ12j , j = 0,1, . . . .

3.2 The Dual Problem

To circumvent the difficulty of handling the L∞ norm in (14), we concentrate on
the dual problem associated with (14). We let N (u) = ‖u‖L∞ : V �→ R̄, E(p) =
‖f −p‖2

L2 : Y �→ R̄, and Λ = div : V �→ Y with V = L∞(T2) and Y = L2(T2). By
duality theorem, [4, §3, Remark 4.2], the variational problem (14),

(P) : inf
u∈V [N (u)+ E(Λu)]

is equivalent to its dual problem

(P∗) : sup
p∗∈Y ∗

[−N ∗(Λ∗p∗)− E∗(−p∗)];

moreover, if ū and p̄∗ are solutions of (P) and (P∗) respectively, then Λ∗p̄∗ ∈
∂N (ū), and −p̄∗ ∈ ∂E(Λū). Here, N ∗,E∗ are conjugate functions of N ,E , ex-
pressed in terms of the usual L2 pairing 〈w1,w2〉 := ∫

T2 w1 · w2 dx,

N ∗(u∗) = sup
u

{〈u,u∗〉 − ‖u‖L∞
}

= sup
u

{‖u‖L∞‖u∗‖L1 − ‖u‖L∞
}= χ{‖u∗‖

L1 ≤1} =
{

0, if ‖u∗‖L1 ≤ 1,

+∞, otherwise;
E∗(p∗) = sup

p

{〈p,p∗〉 − λ‖f − p‖2
L2

}

= sup
p

{−λ〈p,p〉 + 〈p∗ + 2λf,p〉 − λ〈f,f 〉}=
〈
f + 1

4λ
p∗,p∗

〉
,

and Λ∗ = −∇ is the dual operator of Λ.
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We end up with the dual (P∗) problem

inf{p∗:‖∇p∗‖
L1 ≤1}

〈
1

4λ
p∗ − f,p∗

〉

or

inf
p∗ sup

μ≥0

[〈
1

4λ
p∗ − f,p∗

〉
+μ(‖∇p∗‖L1 − 1)

]
. (15)

Moreover, −p̄∗ ∈ ∂E(Λū), meaning that p∗ = 2λr , where r is the residual, r =
f − div u. So, we can express the dual problem (15) in terms of r ,

r̄ = arg min
r

sup
μ≥0

L(r,μ), L(r,μ) := λ〈r − 2f, r〉 +μ

(
‖∇r‖L1 − 1

2λ

)
, (16)

where r̄ := f − div ū, is the residual corresponding to the optimal minimizer ū.
Since L(·,μ) is convex and L(r, ·) is concave and, for r ∈ BV continuous, we

can apply the minimax theorem, e.g., [4, §6], which allows us to interchange the
infimum and supremum in (16), yielding

sup
μ≥0

min
r

[
λ〈r − 2f, r〉 +μ

(
‖∇r‖L1 − 1

2λ

)]
. (17)

The dual problem, (17), can be solved in two steps. An inner minimization prob-
lem

rμ = arg min
r

[
λ〈r − 2f, r〉 +μ

(
‖∇r‖L1 − 1

2λ

)]
. (18a)

Here, for any given μ ≥ 0, there exists a unique r = rμ such that (μ, rμ) is a saddle
point of L. The optimal μ = μ∗ is determined by an outer maximization problem,

μ∗ = arg min
μ≥0

[
P(μ)+μQ(μ)

]
,

P (μ) := λ〈rμ − 2f, rμ〉, Q(μ) := ‖∇rμ‖L1 − 1

2λ
. (18b)

Once μ∗ is found, then r̄ = rμ∗ is the optimal residual which is sought as the solution
of (16).

3.3 The Outer Maximization Problem

We begin by characterizing the maximizer, μ = μ∗, of the outer problem (18b).
Fix μ: since rμ minimizes L(r,μ) we have

P(μ)+μQ(μ) ≤ P(ν)+μQ(ν).
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Similarly, P(ν) + νQ(ν) ≤ P(μ) + νQ(μ). Sum the last two inequalities to get,
(μ− ν)[Q(μ)−Q(ν)] ≤ 0, which yields that Q(·) is non-increasing.

Let μ∗ be a maximizer of (18b). Then ∀μ ≥ 0,

P(μ)+μQ(μ) ≤ P(μ∗)+μ∗Q(μ∗) ≤ P(μ)+μ∗Q(μ),

which implies (μ∗ −μ)Q(μ) ≥ 0. We distinguish between two cases.

Case #1 μ∗ > 0. We have Q(μ) ≤ 0 if μ > μ∗ and Q(μ) ≥ 0 if 0 ≤ μ < μ∗. We
conclude that μ∗ is determined as a root of Q(·),

Q(μ∗) = 0, i.e. ‖∇rμ∗‖L1 = 1

2λ
. (19)

Case #2 μ∗ = 0. In this case, r0 minimizes 〈r − 2f, r〉, namely, r0 = f . This cor-
responds to the trivial minimizer of (14), ū ≡ 0, which is the case we want to avoid.
Case #2 happens when Q(0) ≤ 0, i.e.

μ∗ ↔ ‖∇r0‖L1 − 1

2λ
≤ 0 ↔ ‖∇f ‖L1 ≤ 1

2λ
.

So, to make sure that we pick a non-trivial minimizer, ū �≡ 0, we must pick a
sufficiently large λ such that

λ >
1

2‖f ‖BV

↔ ū �≡ 0, ‖r̄‖BV = 1

2λ
. (20)

This coincides with the same lower bound on λ’s which yield non-trivial minimizers,
asserted in [7, Lemma 5.3].

3.4 The Inner Minimization Problem

We return to the inner minimization problem (18a). Fix μ = μ∗. The Euler–
Lagrange equations characterizing minimizers of (18a) are

2λ(rμ∗ − f )−μ∗ div

( ∇rμ∗

|∇rμ∗ |
)

= 0. (21)

Take the L2-inner product of (21) with rμ∗ to get

2λ〈rμ∗ − f, rμ∗〉 −μ∗
〈
div

( ∇rμ∗

|∇rμ∗ |
)
, rμ∗

〉
= 0.

Using (19) (and in the non-periodic case, the Neumann boundary condition ∇rμ∗ ·
n = 0), we find

〈
div

( ∇rμ∗

|∇rμ∗ |
)
, rμ∗

〉
= −

〈 ∇rμ∗

|∇rμ∗ | ,∇rμ∗
〉
= −

∫

T2
|∇rμ∗ |dx = − 1

2λ
.
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This yields, μ∗ = 4λ2〈f −rμ∗ , rμ∗〉, and the governing equation (21) for the optimal
residual, r̄ = rμ∗ , amounts to

(r̄ − f )− 2λ〈f − r̄ , r̄〉div

( ∇ r̄

|∇ r̄|
)

= 0. (22)

Remark 3.1 This system has two solutions: one solution, r̄ = f , corresponds to the
trivial case, ū ≡ 0. The other is the target solution, i.e., the optimal residual r̄ for
(16). We will discuss numerical algorithms to solve system (22) in Sect. 4.

3.5 From r to u: Recovering the Uniformly Bounded Solution

So far, we identified the residual, r̄ = f − div ū, corresponding to the uniformly
bounded solution ū of (14). To recover ū itself, we substitute r̄ − f = −div ū as the
first term of (22), and get

div

(
ū − 2λ〈r̄ − f, r̄〉 ∇ r̄

|∇ r̄|
)

= 0. (23)

Therefore, we can recover a solution ū of (14),

ū = 2λ〈r̄ − f, r̄〉 ∇ r̄

|∇ r̄| . (24)

Observe that this ū is indeed uniformly bounded:

‖ū‖L∞ = 2λ|〈r̄ − f, r̄〉| < ∞. (25)

Remark 3.2 The explicit expression of ū in (24) shows that [ū, r̄] forms an extremal
pair, [5, Theorem 4], [9, Theorem 2.3], [7, Theorem 5.1], in the sense of achieving
an equality in the duality inequality of pairing div ū and r̄ :

|〈div ū, r̄〉| = ‖ū‖L∞
1

2λ
= ‖ū‖L∞‖∇ r̄‖L1 .

4 Numerical Algorithms for the Hierarchical Solution

We solve problem (1) using its hierarchical decomposition. In each iteration, we
solve the minimization problem (14). Each iteration consists of three stages:

Stage 1. Find the non-trivial solution, rj , of Euler–Lagrange equations (22) with
λ = λj and f = fj ;

Stage 2. Recover uj from rj using Eq. (24);
Stage 3. Update λj+1 ← 2λj , fj+1 ← rj .
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Initially, we set λ1 sufficiently large so that λ1 > (2‖F‖BV )
−1, and f1 := f . The

iterations terminate when ‖fj‖L2 is sufficiently small. The final solution U for (1)
is given by the sum of all uj ’s.

4.1 Numerical Discretization for the PDE System

We begin with regularization: to avoid the singularity in (18a) when |∇r| = 0,
a standard approach is to regularize the problem using a small parameter ε > 0,

rμ,ε = arg minr

{
λ〈r − 2f, r〉 +μ

(∫

T2

√
ε2 + |∇r|2 dx dy − 1

2λ

)}
. (26)

At stage 1 of each regularized iteration, we find the minimizer r = rμ∗,ε . The
corresponding Euler–Lagrange equations of the regularized problem read,

(r − f )− 2λ〈f − r, r〉 · div

( ∇r√
ε2 + |∇r|2

)
= 0. (27)

In the non-periodic case, these equations are augmented with Neumann boundary
condition, ∇r · n = 0.

To solve (27), we cover T
2 with a computational grid with cell size h. Let

D+x,D−x and D0x be the usual forward, backward and centered divided differ-
ence operator on x, namely, D±xri,j = ±(ri±1,j − ri,j )/h, D0xri,j = (ri+1,j −
ri−1,j )/2h. Similarly, we can define D±y and D0y . A straightforward discretiza-
tion of (27) yields,

ri,j = fi,j −K(r) ·D−x

[
1√

ε2 + (D+xri,j )2 + (D0yri,j )2
D+xri,j

]

−K(r) ·D−y

[
1√

ε2 + (D0xri,j )2 + (D+yri,j )2
D+yri,j

]

= fi,j − K(r)

h2

[
ri+1,j − ri,j√

ε2 + (D+xri,j )2 + (D0yri,j )2

− ri,j − ri−1,j√
ε2 + (D+xri−1,j )2 + (D0yri−1,j )2

]

− K(r)

h2

[
ri,j+1 − ri,j√

ε2 + (D0xri,j )2 + (D+yri,j )2

− ri,j − ri,j−1√
ε2 + (D0xri,j−1)2 + (D+yri,j−1)2

]
. (28)
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Here, K(r) := 2λ〈r −f, r〉, which is approximated using any appropriate numerical
quadrature.

4.2 Computing the Residuals r by Implicit Iterations

We use implicit iteration method to solve the nonlinear system (28),

r
(n+1)
i,j = fi,j − K(r(n))

h2

[
r
(n+1)
i+1,j r

(n+1)
i,j√

ε2 + (D+xr
(n)
i,j )

2 + (D0yr
(n)
i,j )

2

− r
(n+1)
i,j − r

(n+1)
i−1,j√

ε2 + (D+xr
(n)
i−1,j )

2 + (D0yr
(n)
i−1,j )

2

]

− K(r(n))

h2

[
r
(n+1)
i,j+1 − r

(n+1)
i,j√

ε2 + (D0xr
(n)
i,j )

2 + (D+yr
(n)
i,j )

2

− r
(n+1)
i,j − r

(n+1)
i,j−1√

ε2 + (D0xr
(n)
i,j−1)

2 + (D+yr
(n)
i,j−1)

2

]
, (29)

subject to initial condition which we set to be r(0) = f/2.

Remark 4.1 Recall that K(r) is continuous, and K(r̄) < 0 while K(f ) = 0. To
avoid the convergence of r(n) to the trivial solution, r̄ = f (mentioned in remark
(3.1)), we set r(0) small enough, K(r(0)) < K(r̄) < K(f ), so that r(n) is expected
to reach the non-trivial solution r̄ , rather than f . As arg minr K(r) = f/2, a good
choice of the initial condition of the iteration is r(0) = f/2.

In the non-periodic case, we also need to apply Neumann boundary condition
∇r · n = 0. To this end, we mirror r at the boundary, meaning r0,j = r2,j , rN+1,j =
rN−1,j , etc., where the size of the grid is N ×N . So we only need to add the weight
of the outer points to their corresponding inner points.

In summary, at the nth iteration amounts to an N × N linear system,
A(r(n))r̃(n+1) = f̃ , for the discretized nodes, {r(n+1)}. Here, A is a sparse matrix
with at most 5 non-zero entries every row or column, whose values depend on r(n).

4.3 Recovering u from r and Control of Errors

After we get a non-trivial solution r at stage 1, we move to stage 2 to recover u by
(24). Normally, we apply centered divided difference operator on r to compute the
discrete gradient, ∇r . However, this will cause a significant error of the solution u.
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For example, consider u1
i,j = K · ri+1,j−ri−1,j

2h
√

ε2+|∇ri,j |2
. Suppose the error for r in stage

1 is e(r). Then, at points (x, y) such that |∇r(x, y)| ≈ 0, the error for u1 is of order
Ke(r)/(hε). Therefore, dividing by hε with ε ≈ 0, the error bound of u1 can be
significantly amplified at stage 2 of recovering u, even if we obtain a sufficiently
small e(r) at stage 1. This amplification will get worse as we refine the mesh and h

becomes smaller.
In order to get a reliable solution for u, we cannot carry out stage 2 independent

of the discretization stencil of stage 1. To this end, let

u
1,(n+1)
i+1/2,j = K(n)

h
· r

(n+1)
i+1,j − r

(n+1)
i,j√

ε2 + (D+xr
(n)
i,j )

2 + (D0yr
(n)
i,j )

2
, (30a)

u
2,(n+1)
i,j+1/2 = K(n)

h
· r

(n+1)
i,j+1 − r

(n+1)
i,j√

ε2 + (D0xr
(n)
i,j )

2 + (D+yr
(n)
i,j )

2
. (30b)

We then have

ri,j = fi,j − u1
i+1/2,j − u1

i−1/2,j

h
− u2

i,j+1/2 − u2
i,j−1/2

h
.

The last two terms represent a numerical discretization of div u. Therefore, we use
(30a), (30b) to recover u from the residual r = f − div u calculated at (29).

5 Hierarchical Solution vs. Helmholtz Solution

We apply our algorithm for the hierarchically constructed uniformly bounded solu-
tion for the example of F ∈ L2

# defined at (2) with

T
2 = [−1,1] × [−1,1], θ = 1/3, ζ(r)

{
= e

− 1
1−r2 , |r| < 1,

≡ 0, |r| ≥ 1.
(31)

We concentrate on the first component of the solution U , denoted by U1. Fig-
ure 1 shows Helmholtz solution, U1

Hel, which slowly diverges at the origin. Figure 2
provides the hierarchical solution U1

Bdd which remains uniformly bounded.

The computed hierarchical solution ‖U1,N
Bdd ‖L∞/‖FN‖L2 remains uniformly

bounded when N increases (U1,N
Bdd stands for the first component of hierarchical

solution with grid size N × N ). In contrast, Table 1 illustrates the (slow) growth of
the ratio ‖U1,N

Hel ‖L∞/‖FN‖L2 .
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Fig. 1 Helmholtz solution U1
Hel of example (2), (31)

Fig. 2 Hierarchical solution U1
Bdd of (2), (31)

Table 1 L∞ norm of numerical solutions for different grids: Helmholtz vs. hierarchical construc-
tion

The N ×N grid 50 × 50 100 × 100 200 × 200 400 × 400 800 × 800

‖U1,N
Hel ‖L∞

‖FN ‖
L2

0.2295 0.2422 0.2540 0.2650 0.2752

‖U1,N
Bdd ‖L∞

‖FN ‖
L2

0.1454 0.1451 0.1455 0.1458 0.1451

6 Hierarchical Solution Meets Helmholtz Solution

The hierarchical solution is uniformly bounded. However, as observed in Fig. 2, the
hierarchical solution U1

Bdd is oscillatory outside the support of F . As each step of the
hierarchical decomposition relies on the previous steps, these oscillations will grow
throughout the iterations. To limit their effect, we introduce a new, two-step method
to construct bounded solutions of (1). It consists of one hierarchical decomposition
step, whose residual is treated using Helmholtz decomposition:
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Fig. 3 Two-step solution, U1
2 step

Table 2 The two-step solution of (2), (31) for different grids

The N ×N grid 50 × 50 100 × 100 200 × 200 400 × 400 800 × 800

‖U1,N
2 step‖L∞

‖FN ‖
L2

0.2096 0.2128 0.2144 0.2151 0.2154

Step 1. Solve minimization problem

u1 := arg min u
{‖u‖L∞ + λ1‖F − div u‖2

L2

}
. (32a)

Step 2. Find the Helmholtz solution for div ur = r1, i.e.

ur := ∇Δ−1r1, r1 = F − div u1. (32b)

Clearly, the two-step solution, U2 step = u1 + ur , satisfies divU = F . Further-
more, it is uniformly bounded.

Proposition 6.1 The two-step solution, U2 step = u1 + ur given in (32a), (32b) is a
uniformly bounded solution of (1).

Proof Clearly, u1, as the first iteration of the hierarchical solution, is uniformly
bounded. Next, ur = ∇Δ−1r1 = (− 1

2π
x

|x|2 ) $ r1. The Newtonian potential,

(− 1
2π

x
|x|2 ), belongs to the Lorentz space L2,∞. The residual, r1 is BV-bounded

and hence, [3, 10], r1 ∈ BV ⊂ L2,1. By Hölder’s inequality for Lorentz spaces, [6,
10], ur and therefore U2 step, are uniformly bounded. �

From Proposition 6.1, we know that U2 step is also a solution of (1). As the min-
imization problem is solved only once, we expect fewer oscillations in U2 step than
UBdd.

Figure 3 shows the two-step solution of the example in Sect. 5. From the con-
tour plot, we observe fewer oscillations than the hierarchical solution UBdd. Yet,
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the solution is not as smooth as UBdd at the origin. Table 2 reports that the ratio
‖U1,N

2 step‖L∞/‖FN‖L2 is also stable when N is large. This verifies the uniformly
boundedness of the two-step solution.
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Nonlinear Diffusion with Fractional Laplacian
Operators

Juan Luis Vázquez

Abstract We describe two models of flow in porous media including nonlocal
(long-range) diffusion effects. The first model is based on Darcy’s law and the pres-
sure is related to the density by an inverse fractional Laplacian operator. We prove
existence of solutions that propagate with finite speed. The model has the very inter-
esting property that mass preserving self-similar solutions can be found by solving
an elliptic obstacle problem with fractional Laplacian for the pair pressure-density.
We use entropy methods to show that these special solutions describe the asymptotic
behavior of a wide class of solutions.

The second model is more in the spirit of fractional Laplacian flows, but non-
linear. Contrary to usual Porous Medium flows (PME in the sequel), it has infinite
speed of propagation. Similarly to them, an L1-contraction semigroup is constructed
and it depends continuously on the exponent of fractional derivation and the expo-
nent of the nonlinearity.

1 Nonlinear Diffusion and Fractional Diffusion

Since the work by Einstein [39] and Smoluchowski [62] at the beginning of the
last century (cf. also Bachelier [9]), we possess an explanation of diffusion and
Brownian motion in terms of the heat equation, and in particular of the Laplace
operator. This explanation has had an enormous success both in Mathematics and
Physics. In the decades that followed, the Laplace operator has been often replaced
by more general types of so-called elliptic operators with variable coefficients, and
later by nonlinear differential operators; a huge body of theory is now available, both
for the evolution equations [50] and for the stationary states, described by elliptic
equations of different kinds [42, 49].

In recent years there has been a surge of activity focused on the use of so-called
fractional diffusion operators to replace the standard Laplace operator (and the other
kinds of elliptic operators with variable coefficients), with the aim of further ex-
tending the theory by taking into account the presence of so-called long range
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interactions. The new operators do not act by pointwise differentiation but by a
global integration with respect to a very singular kernel; in that way the nonlocal
character of the process is represented. The paradigm of such operators is the so-
called fractional Laplacian, (−Δ)σ/2, is defined as follows through Fourier trans-
form: if g is a function in the Schwartz class and (−Δ)σ/2g = h, then

ĥ(ξ) = |ξ |σ ĝ(ξ). (1)

If 0 < σ < 2 we can also use the integral representation

(−Δ)σ/2g(x) = CN,σP.V.
∫

RN

g(x)− g(z)

|x − z|N+σ
dz,

where P.V. stands for principal value and CN,σ = 2σ−1σΓ ((N+σ)/2)
πN/2Γ (1−σ/2)

is a normalization
constant, see for example [51, 63]. Note that CN,σ ≈ σ as σ → 0 and CN,σ ≈
2 − σ as σ → 2. This allows to recover in the limits respectively the identity or
the standard Laplacian. The operators (−Δ)−σ/2, 0 < σ < 2, are inverse the former
ones and are now given by standard convolution expressions

(−Δ)−σ/2g(x) = CN,−σ

∫

RN

g(z)

|x − z|N−σ
dz,

in terms of Riesz potentials. The basic reference for these operators are the books
by Landkof [51] and Stein [63]. The interest in these operators has a long history
in Probability since the fractional Laplacian operators of the form (−Δ)σ/2, σ ∈
(0,2), are infinitesimal generators of stable Lévy processes [4, 14], see also [64].
Motivation from Mechanics appears in the famous Signorini problem (with α =
1/2), cf. [22, 59]. And there are applications in Fluid Mechanics, cf. [24, 45] and
the references therein. An extensive list of current applications is contained in the
survey paper [37].

The systematic study of the corresponding PDE models is more recent and many
of the results have arisen in the last decade. The linear or quasilinear elliptic theory
has been actively studied recently in the works of Caffarelli and collaborators [6, 8,
27], Kassmann [44], Silvestre [60] and many others. The standard linear evolution
equation involving fractional diffusion is

∂u

∂t
+ (−Δ)σ/2(u) = 0. (2)

This is a model of so-called anomalous diffusion, a much studied topic in physics,
probability and finance, see for instance [1, 47, 48, 55, 71, 72] and their references.
The equation is solved with the aid of well-known Functional Analysis tools; for in-
stance, it is proved that it generates a semigroup of ordered contractions in L1(Rn).
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Moreover, in this setting it has the integral representation

u(x, t) =
∫

RN

Kσ (x − z, t)f (z) dz, (3)

where Kσ has Fourier transform K̂σ (ξ, t) = e−|ξ |σ t . This means that, for 0 < σ < 2,
the kernel Kσ has the form Kσ (x, t) = t−N/σF (|x| t−1/σ ) for some profile function
F that is positive and decreasing and behaves at infinity like F(r) ∼ r−(N+σ), [20].
When σ = 1, F is explicit; if σ = 2 the function K2 is the Gaussian heat kernel.

However, an integral representation of the evolution of the form (3) is not avail-
able in the nonlinear models coming from the applications, thus motivating our work
to be described below.

1.1 Nonlinear Evolution Models

A feature of current research in the area of PDEs is the interest in nonlinear equa-
tions and systems. The present article is devoted to presenting the progress achieved
in two different models for flow in porous media including nonlocal (long-range)
diffusion effects, represented by fractional operators.

• The first model is based on the usual Darcy law, with the novelty that the pres-
sure is related to the density by an inverse fractional Laplacian operator. We
prove existence of solutions that propagate with finite speed. The model has
the very interesting property that mass preserving self-similar solutions can be
found by solving an elliptic obstacle problem with fractional Laplacian for the
pair pressure-density. We then use entropy methods to show that the asymptotic
behavior is described after renormalization by these solutions which play the role
of the Barenblatt profiles of the standard porous medium model. This is a joint on-
going project with Luis Caffarelli, Univ. Texas, cf. [25, 26]. Regularity is studied
in joint work with Luis Caffarelli and Fernando Soria, [29].

As a limit case of this model, we obtain a variant of the equation for the
evolution of vortices in superconductivity derived heuristically by Chapman–
Rubinstein–Schatzman [32] and W. E [38] as the hydrodynamic limit of
Ginzburg–Landau, and studied by Lin and Zhang [53], and Ambrosio and Serfaty
[3]. Below I will report on progress in understanding this limit in collaboration
with Sylvia Serfaty [58].

• The second model is more in the spirit of fractional Laplacian flows, but non-
linear. Contrary to standard PME flows [68] it has infinite speed of propagation.
But similarly to them, an L1-contraction semigroup is constructed and it depends
continuously on the exponent of fractional derivation and the exponent of the non-
linearity. Joint work with Arturo de Pablo, Fernando Quirós and Ana Rodriguez,
Madrid. Two papers contain the progress done so far, [35, 36]. On the other hand,
I. Athanasopoulos and L. Caffarelli studied in [7] the continuity of the weak so-
lutions in the framework of more general boundary heat control problems.
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1.2 Traditional Porous Medium Equations

Many of the concepts and techniques we will use come from the now classical theory
of nonlinear diffusion. The simplest model of nonlinear diffusion equation is maybe

ut = Δum = ∇ · (c(u)∇u) (4)

where c(u) ≥ 0 indicates density-dependent diffusivity, in this case

c(u) = mum−1.

This is valid in the typical case where u ≥ 0. For functions u with possibly negative
signs we must put c(u) = m|u|m−1 and then the equation reads ut = Δ(|u|m−1u).

It is clear that for m = 1 we recover the classical Heat Equation, while for m> 1
the equation is degenerates at u = 0, which is important in many applications and
means slow diffusion.

A Model for Gases in Porous Media The model arises from the consideration
of a continuum, say, a fluid, represented by a density distribution u(x, t) ≥ 0 that
evolves with time following a velocity field v(x, t), according to the continuity equa-
tion

ut + ∇ · (uv) = 0. (5)

We assume next that v derives from a potential, v = −∇p, as happens in fluids
in porous media according to Darcy’s law, and in that case p is the pressure. But
potential velocity fields are found in many other applied instances, like Hele-Shaw
cells, and other recent examples.

We still need a closure relation to relate u and p. In the case of gases in porous
media, as modeled by Leibenzon and Muskat, the closure relation takes the form of
a state law p = f (u), where f is a nondecreasing scalar function, which is linear
when the flow is isothermal, and a power, i.e., f (u) = cum−1 with c > 0 and m> 1,
if it is adiabatic.

The linear relationship happens also in the simplified description of water infil-
tration in an almost horizontal soil layer according to Boussinesq. In both cases we
get the standard porous medium equation, ut = cΔ(u2). See [68] for these and many
other applications.

Fast Diffusion On the contrary, if m< 1 the equation becomes singular at u = 0
(i.e., c(0) = +∞) which means Fast Diffusion. This equation has very different
properties, like infinite speed of propagation and extinction in finite time; as m goes
down to zero (or below) some quite uncommon and interesting features appear, like
instantaneous extinction, [67].
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General Models A more general model of nonlinear diffusion takes the diver-
gence form

∂tH(u) = ∇ · #A (x,u,Du)+ B(x, t, u,Du) (6)

with monotonicity conditions on H and ∇p
#A (x, t, u,p) and structural conditions

on #A and B. This generality includes Stefan Problems, p-Laplacian flows (includ-
ing p = ∞ and total variation flow p = 1) and many others, but this generality does
not allow for a detailed theory see for instance [13].

Historical Mention and References Well-known work starting in Moscow with
Zeldovich, Raizer [73] and Barenblatt [10] around 1950 and the first systematic the-
ory by Oleinik et al. in 1958 [56], and then Kalashnikov, Aronson, Benilan, Brezis,
Caffarelli, Crandall, Di Benedetto, Friedman, Kamin, Kenig, Peletier, Vázquez, and
many others.

Let us now mention some topics and authors in the new century: the group Car-
rillo, Toscani, Dolbeault, Del Pino, Markowich, Otto, on entropies and gradient flow
and functional inequalities; Daskalopoulos, Hamilton, Lee, Vázquez on concavity.
Many works on Fast Diffusion flows and logarithmic diffusion, on p-Laplacian
flows, with recent interest on L∞ and L1 Laplacians, and more.

Let us finally list some convenient general references. About the PME there is a
comprehensive monograph by the author, “The Porous Medium Equation. Mathe-
matical Theory”, [68]. Earlier expositions are due to Peletier [57] and Aronson [5].
About estimates and scaling we refer to the book [67] which covers also many as-
pects of fast diffusion. The topic of asymptotic behavior has an enormous literature
following the ideas of Lyapunov and Boltzmann. We have explained the proof of
asymptotic convergence for the PME in two surveys, [65] for the Cauchy problem
and [66] for the Dirichlet problem in a bounded domain. A more general survey on
Nonlinear Diffusion is contained in the Proceedings of the International Congress
of Mathematicians, ICM Madrid 2006 [69].

2 Nonlocal Diffusion Model of Porous Medium Type

The first diffusion model with nonlocal effects we will present here uses the begin-
ning steps of the previous derivation of the equation for gases in porous media but
differs in the closure relation between the density and the pressure that takes the
form p = K (u), where K is a linear integral operator, which we assume in prac-
tice to be the inverse of a fractional Laplacian. Hence, p es related to u through a
nonlocal operator K which in the prototype case is the fractional potential operator,
K = (−Δ)−s with kernel

k(x, y) = c|x − y|−(n−2s) (7)

(i.e., a Riesz operator). We have (−Δ)sp = u. The diffusion model with nonlocal
effects is thus given by the system

ut = ∇ · (u∇p), p = K (u) = (−Δ)−su, (8)
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where u is a function of the variables (x, t) to be thought of as a density or concen-
tration, and therefore nonnegative, while p is the pressure, which is related to u via
a linear operator K .

The problem is posed for x ∈R
n, n ≥ 1, and t > 0, and we give initial conditions

u(x,0) = u0(x), x ∈R
n, (9)

where u0 is a nonnegative, bounded and integrable function in R
n.

Precedents The interest in using fractional Laplacians in modeling diffusive pro-
cesses has a wide literature, especially when one wants to model long-range diffu-
sive interaction, and this interest has been activated by the recent progress in the
mathematical theory as represented in [6, 8, 27], the thesis work by Silvestre [60],
and many others.

A variant of the proposed model was studied by Lions and Mas-Gallic [54]. They
study the regularization of the velocity field in the standard porous medium equation
by means of a convolution kernel to get a system like ours, with a difference, namely
that they assume the kernel to be smooth and integrable. Since the kernel of the
fractional operator (−Δ)s is k(x, y) = |x − y|−(n−2s), we are far away from that
case, but it may serve as a regularization step below.

Modeling Dislocation Dynamics as a Continuum There is a model for such
dislocation phenomena proposed by A.K. Head [43] that leads to our equation in
one space dimension with s = 1/2. It is written in an integrated version as

vt = |vx |Λα(v)

with Λα = (−∂2/∂2
x )

α . The model applies when α = 1, and the dislocation den-
sity is u = vx . This model has been recently studied by P. Biler, G. Karch, and
R. Monneau, [19]. For the integrated version they introduce viscosity solutions à la
Crandall–Evans–Lions. This version has the properties of uniqueness and compar-
ison of solutions, which makes for a simpler mathematical analysis. The study of
many-dimensional models for dislocations is a widely open matter.

Limit Cases

• If we take s = 0, then K = the identity operator, and we get the standard porous
medium equation, whose behavior is well-known, as explained above.

• In the other end of the s interval, the case s = 1 is novel and interesting. We take
K = −Δ we get

ut = ∇u · ∇p − u2, −Δp = u. (10)

In one dimension this leads to

ut = uxpx − u2, pxx = −u.
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It is then convenient to introduce the intermediate variable v = −px = ∫
udx.

We have

vt = upx + c(t) = −vxv + c(t).

For c = 0 this is the Burgers equation vt + vvx = 0 which generates shocks in
finite time. Note that we may allow for u to have two signs.

Variants of this limit case in two space dimensions are used to model the evolu-
tion of vortices in superconductivity in [53] and [3], where u describes the vortex-
density. The problem is sometimes posed in a bounded domain with appropriate
(nonhomogeneous) boundary conditions. See Sect. 6 below.

Summing up, the equation we study for 0 < s < 1 may be viewed as a sort of
interpolation between the extreme cases. It has better regularity properties than
s = 1 but is different in many properties from s = 0.

General Classes of Equations More ambitious mathematical theories are being
considered. Thus, it could be assumed that K is an operator of integral type defined
by convolution on all of Rn, with the assumptions that is positive and symmetric.
The fact the K is a homogeneous operator of degree 2s, 0 < s < 1, will be impor-
tant in the proofs. An interesting variant would be K = (−Δ + cI)−s . We are not
exploring such extensions.

A Formal Analogue. Aggregation Equations Recent work of A. Bertozsi and
collaborators has focused on aggregation models. One of them is formally the same
as our porous medium equation

ut = ∇ · (u∇K $ u),

cf. [15–17]. However, the kernels that allow for aggregation phenomena are quite
different, they are regular or in any case never very singular. A typical condition
is: K radial and ∇K ∈ L2(Rn), and ΔK ∈ Lp(Rn) with p ∈ [2n/(n + 2),2], see
[15]. Contrary to the theory we develop below, that model may lead to blow up in
finite time. In [17] K is radially symmetric with a singularity at the origin of order
|x|σ with σ > 2 − n, precisely outside of the fractional Laplacian range in which
the nonlocal diffusion theory is set.

3 Mathematical Theory for the Model of Fractional Porous
Medium Equation

The work that is presented next is explained in whole detail in the following papers
[25, 26, 29]. The first deals with existence and basic propagation properties, the
second about boundedness and regularity in the spirit of De Giorgi [33], and the
third deals with asymptotic behavior through the associated obstacle problem and
entropy dissipation methods.
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3.1 Main Estimates

It is convenient to write the Fractional Porous Medium Equation (8) in the more
general form ∂tu = ∇ · (u∇K (u)). The equation is posed in the whole space R

n

(work on the problem posed on bounded domains is in progress). We consider K =
(−Δ)−s for some 0 < s < 1 acting on Schwartz class functions defined in the whole
space. It is a positive essentially self-adjoint operator. We also let H = K 1/2 =
(−Δ)−s/2. We take a fixed s ∈ (0,1). When necessary we indicate the dependence
on s as follows: Ks , Hs .

We do at this stage formal calculations, assuming that u ≥ 0 satisfies the required
smoothness and integrability assumptions. This is to be justified by approximation.
See whole details in [25].

• Conservation of mass
d

dt

∫
u(x, t) dx = 0. (11)

• First energy estimate:

d

dt

∫

Rn

u(x, t) logu(x, t) dx = −
∫

Rn

(∇u · ∇K u)dx = −
∫

Rn

|∇H u|2 dx,
(12)

where we use the fact that K = H 2, and H is a positive self-adjoint operator
that commutes with the gradient.

• Second energy estimate

1

2

d

dt

∫

Rn

|H u(x, t)|2 dx =
∫

Rn

(H u)(H u)t dx =
∫

Rn

(K u)ut dx

=
∫

Rn

(K u)∇ · (u∇K u)dx

= −
∫

Rn

u|∇K u|2 dx. (13)

• Conservation of positivity: u0 ≥ 0 implies that u(t) ≥ 0 for all times.
• L∞ estimate. We prove that the L∞ norm does not increase in time.

Sketch of proof At a point of maximum of u at time t = t0, say x = 0, we have

ut = ∇u · ∇P + uΔK (u),

where P = K (u). The first term is zero, and for the second we have −ΔK = L

where L = (−Δ)q with q = 1 − s so that

ΔK u(0) = −Lu(0) = −c

∫
u(0)− u(y)

|y|n+2(1−s)
dy ≤ 0.

This concludes the proof. �
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• The Lp norm of the solution does not increase in time for all 1 ≤ p ≤ ∞.
• INVARIANCE AND SCALING GROUP. The equation is clearly invariant under

translations in space and time. More interesting is the observation that it is also
invariant under a two-parameter scaling group. Thus, if u(x, t) is a weak solution
so is the rescaled function

ũ(x, t) := Au(Bx,Ct) (14)

for arbitrary constants A,B > 0 under the condition that C = AB2−2s . This is
based on the dimensional estimate (K ũ)(x, t) = AB−2s (K u)(Bx,Ct) and di-
rect calculation on the equation.

• We did not find a clean comparison theorem, a form of the usual maximum prin-
ciple is not proved, and there are counterexamples for s > 1/2 in all space dimen-
sions. However, comparison of solutions is established in [19] for the integrated
version in dimension n = 1 by techniques of viscosity solutions.

3.2 Finite Propagation. Solutions with Compact Support

One of the most important features of the porous medium equation and other re-
lated degenerate parabolic equations is the property of finite propagation, whereby
compactly supported initial data u0(x) gives rise to solutions u(x, t) that have the
same property for all positive times, i.e., the support of u(·, t) is contained in a ball
BR(t)(0) for all t > 0. One possible proof in the case of the PME is by constructing
explicit weak solutions exhibiting that property (i.e., having a free boundary) and
then using the comparison principle, that holds for that equation. Since we do not
have such a general principle here, we have to devise a comparison method with
a suitable family of “true supersolutions”, which are in fact some quite excessive
supersolutions. The technique has to be adapted to the peculiar form of the integral
kernels involved in operator Ks .

We begin with n = 1 for simplicity. We assume that our solution u(x, t) ≥ 0 has
bounded initial data u0(x) = u(x, t0) ≤ M with compact support and is such that

u0 is below the parabola a(x − b)2, a, b > 0,

with graphs strictly separated. We may assume that u0 is located under the left
branch of the parabola. We take as comparison function

U(x, t) = a(Ct − (x − b))2,

which is a traveling wave moving to the right with speed C that will be taken big
enough. Then we argue at the first point and time where u(x, t) touches the left
branch of the parabola U from below. The key point is that if C is large enough
such contact cannot exist. The formal idea is to write the equation as

ut = uxpx + upxx
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and observe that at the contact we have ut ≥ Ut = 2aC(Ct − x + b), while ux =
Ux = −2a(Ct − x + b), so the first can be made much bigger than the second by
increasing C. The influence of px and pxx as well as u is controlled, and then we
conclude that the equation cannot hold if C is large enough. The argument can be
translated for several dimensions. Here are the detailed results proved in [25].

Theorem 1 Let 0 < s < 1/2 and assume that u is a bounded solution of Eq. (8)
with 0 ≤ u(x, t) ≤ L, and u0 lies below a function of the form

U0(x) = Ae−a|x|, A,a > 0. (15)

If A is large then there is a constant C > 0 that depends only on (n, s, a,L,A) such
that for any T > 0 we will have the comparison

u(x, t) ≤ AeCt−a|x| for all x ∈R
n and all 0 < t ≤ T . (16)

Theorem 2 Let now 1/2 ≤ s < 1. Under the assumptions of the previous theorem
the stated tail estimate works locally in time. The global statement must be replaced
by the following: there exists an increasing function C(t) such that

u(x, t) ≤ AeC(t)t−a|x| for all x ∈R
n and all 0 < t ≤ T . (17)

3.3 Instantaneous Boundedness and Regularity

• Solutions are bounded in terms of data in Lp , 1 ≤ p ≤ ∞. This is a typi-
cal property of the heat semigroup and a wide class of parabolic equations with
variable coefficients. The classical method of De Giorgi or Moser based on itera-
tive techniques can be adapted to fractional diffusion in linear or nonlinear cases.
This was done for instance by Caffarelli and Vasseur [24] by using the Caffarelli–
Silvestre extension [23]. See also [11, 12]. Or we can use energy estimates based
on the properties of the quadratic and bilinear forms associated to fractional op-
erator, as done in [19]. For the equation and generality at hand, this is done in our
paper [29] by the De Giorgi method.

Theorem Let u be a weak solution the Initial Value Problem for the Fractional
Porous Medium Equation (8) with data u0 ∈ L1(Rn) ∩ L∞(Rn), as constructed
before. Then, there exists a positive constant C such that for every t > 0

sup
x∈Rn

|u(x, t)| ≤ Ct−α‖u0‖γL1(Rn)
(18)

with α = n/(n+ 2 − 2s), γ = (2 − 2s)/(n+ 2 − 2s). The constant C depends only
on n and s.
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• Continuity. Bounded weak solutions u ≥ 0 of problem (8)–(9) are uniformly
continuous on bounded sets of s < 1. Indeed, they are Cα continuous with a
uniform modulus.

The proof done in [29] is lengthy and uses many techniques of the local regularity
theory for elliptic and parabolic PDEs developed by Caffarelli and collaborators, and
in particular some of the new ideas contained in Caffarelli–Chan–Vasseur [28]. The
crucial point is to get a local version of the energy inequalities that can be iterated.
It involves a delicate manipulation of the bilinear forms associated to the fractional
operator, which amounts to knowing well the Hs spaces and then doing nonlinear
versions of the embeddings and bounds.

4 Asymptotic Behavior for Standard PME Flow

In order to motivate the results for fractional diffusion, it is convenient to review the
main results known for plain porous medium flow.

4.1 Barenblatt Profiles and Asymptotics

These profiles are the alternative to the Gaussian profiles that explain the asymp-
totic behavior in the heat equation flow. They are called source-type solutions. Here
source means that u(x, t) → M δ(x) as t → 0. There exist explicit formulas for all
m> 1 (1950, 52) [10, 73]:

B(x, t;M) = t−αF(x/tβ), F(ξ) = (C −Kξ2)
1/(m−1)
+ (19)

where the similarity exponents are smaller than in the Gaussian case:

α = n

2 + n(m− 1)
<

n

2
, β = 1

2 + n(m− 1)
< 1/2 (20)

and the profile looks like
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The difference with the Gaussian case is striking: the solution has no tail, but a com-
pact support limited by a clearcut free boundary of propagation front. The solution
has height u = Ct−α and the free boundary at the distance |x| = ctβ .

We point for future reference the ideas of Scaling law and that of anomalous
diffusion versus Brownian motion (where β = 1/2).

4.2 Nonlinear Central Limit Theorem

The standard porous medium flow has an asymptotic stabilization property that
parallels the stabilization to the Gaussian profile embodied in the classical Cen-
tral Limit Theorem. The choice of domain for such results is R

n. Choice of data:
u0(x) ∈ L1(Rn). We write the equation we can deal with as

ut = Δ(|u|m−1u)+ f. (21)

We assume that m > 1. Let us put f ∈ L1(Rn × R
+). Let M = ∫

u0(x) dx +∫∫
f dxdt , called the total or final mass.

Theorem 3 Let B(x, t;M) be the Barenblatt solution with mass M equal to the
asymptotic mass of u; u converges to B in the form

tα‖u(t)−B(t)‖1 → 0, (22)

as t → ∞. Moreover, if f = 0 we have

tα|u(x, t)−B(x, t)| → 0 (23)

uniformly in x ∈ R
n and for every p ≥ 1 we have

‖u(t)−B(t)‖p = o(t−α/p′
), p′ = p/(p − 1). (24)

This is the main asymptotic theorem for the PME, proved in complete form by
Vázquez in 2001, [65], expanding on the result by Friedman and Kamin, 1980, [40],
where the authors took u0 ≥ 0, with compact support, and f = 0. I think it deserves
the name of Nonlinear Central Limit Theorem. Note that the time weights are just
the ones suggested by the size of the Barenblatt solutions, making the result precise.

Remarks

(1) When seeing the result from a numerical point of view, α and β = α/n = 1/(2+
n(m− 1)) are the zooming exponents, just as in B(x, t).

(2) The result is still true for m ∈ (0,1) (Fast Diffusion) if m> (n−2)/n, see proof
in [65], but not below the critical exponent (n−2)/n where the situation is quite
different. It has been studied by various authors in recent times in considerable
detail, and general accounts are given in [21, 67].
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(3) There are a number of improvements on this theorem, that were addressed
around 2000. We will mention two: eventual geometry (Lee and Vázquez
(2003), [52]) and establishing convergence rates. and explain only the latter,
since it motivates the work on nonlinear fractional diffusion.

4.3 Calculation of Convergence Rates

This is the question of speed of convergence in formulas (22)–(24). The study was
initiated by Carrillo and Toscani in 2000, [30], and there many interesting contribu-
tions (by Carrillo, Del Pino, Dolbeault, Markowich, McCann, Vázquez, and many
others). Using entropy functional with entropy dissipation control you can prove
decay rates when

∫
u0(x)|x|2 dx < ∞ (finite variance):

‖u(t)−B(t)‖1 = O(t−δ). (25)

We would like to have δ = 1. This problem is still open for m> 2.

The Entropy Method We rescale the function as u(x, t) = r(t)nρ(y, s) with
x = yr(t) where r(t) = cM(t + 1)β is the Barenblatt radius at time t + 1, and the
“new time” is s = log(1 + t). The PME becomes

ρs = 1

m
Δ(ρm)+ c∇(yρ) = div

(
ρ

{
∇ρm−1 + c

2
∇y2

})
. (26)

Then we define the entropy as

E(ρ)(s) :=
∫ (

1

m
ρm + c

2
ρy2

)
dy. (27)

A key point is that the minimum of this entropy is identified as the entropy of the
Barenblatt profile. Next, we calculate

dE

ds
= −

∫
ρ|∇ρm−1 + cy|2 dy = −D(ρ(·, s)).

It is illuminating in this respect to notice that, when written in the variable ρ as a
function of y and s, the self-similar Barenblatt solutions become stationary solutions
ρM(y) of Eq. (26) (with inverted parabolic shape), and then it is easy to see that
the dissipation D(ρ) = 0, as befits a limit of an orbit according to the theory of
Dynamical Systems. Moreover, it is shown that the minimum of this entropy along
an orbit is the entropy of the stationary Barenblatt profile ρM with the same mass M .
Moreover, by another round of (not so easy) time differentiation and manipulation
we get along a rescaled orbit ρ(·, s) the expression

dD(ρ)

ds
= −R(ρ) < 0,



284 J.L. Vázquez

and moreover we can prove that R(ρ) ∼ λD(ρ) (so-called Bakry–Emery calcula-
tion, cf. [30]). We conclude exponential decay of D, and then of E −Emin, in terms
of the new time s, which in turn means power decay in the real time t .

4.4 Rates Through Entropies for Fast Diffusion

A large effort has been invested in making this machinery work for fast diffusion,
−∞ <m< 1. The nice properties entropies have from the point of view of transport
theory (cf. [70]) are lost soon, more precisely, when m = (n − 1)/n. Indeed, the
entropy of typical solutions is no more finite when the second moment is infinite,
i.e., for m = (n − 1)/(n + 1). The attractor of the evolution, i.e., the finite-mass
Barenblatt solutions are lost for m = (n− 2)/n.

The analysis for m < (n − 2)/n took a time to develop. A main feature is that
solutions that decay reasonably at infinity will vanish completely in finite time, [67].
There is work by many authors: Blanchet, Bonforte, Carrillo, Dolbeault, Del Pino,
Denzler, Grillo, McCann, Vázquez. . . . A rather definitive account is contained in a
note just appeared in Proc. Natl. Acad. Sci. USA, [21]. See previously [34]. A quite
rewarding mathematical feature of those analysis is the fact that functional inequal-
ities play a crucial role in the asymptotic analysis, they are so to say “equivalent” to
the form of asymptotic stabilization.

5 Asymptotic Behavior for the FPME

We now begin the study of the large time behavior of the proposed model of nonlocal
diffusion (i.e., the FPME) following paper [26]. The first step is constructing the
self-similar solutions that will serve as attractors.

5.1 Rescaling for the FPME

Inspired by the asymptotics of the standard porous medium equation, we define the
rescaled (also called renormalized) flow through the transformation

u(x, t) = (t + 1)−αv(x/(t + 1)β, τ ) (28)

with new time τ = log(1+ t). We also put y = x/(t +1)β as rescaled space variable.
In order to cancel the factors including t explicitly, we get the condition on the
exponents

α + (2 − 2s)β = 1. (29)

Here we use the homogeneity of K in the form (K u)(x, t) = t−α+2sβ(K v)(y, τ ).
From physical considerations we also impose the law that states conservation of
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(finite) mass, which amounts to the condition α = nβ , and in this way we arrive at
the precise value for the exponents:

β = 1/(n+ 2 − 2s), α = n/(n+ 2 − 2s). (30)

Renormalized Flow We also arrive at the nonlinear, nonlocal Fokker–Planck
equation

vτ = ∇y · (v(∇yK (v)+ βy)). (31)

The transformation formula implies a transformation for the pressure of the form

p(u)(x, t) = (t + 1)−σp(v)(x/(t + 1)β, τ ), with σ = α − 2sβ = 1 − 2β < 1.

This last formula does not play a big role below. In all the above calculations the
factor (t + 1) can be replaced by t + t0 for any t0 > 0, or even by plain t .

Stationary Renormalized Solutions It is important to concentrate on the station-
ary states of the new equation, i.e., on the solutions V (y) of

∇y · (V∇y(P + a|y|2)) = 0, with P = K (V ), (32)

where a = β/2, and β is defined just above. Since we are looking for asymptotic
profiles of the standard solutions of the FPME we also want V ≥ 0 and integrable.
The simplest possibility is integrating once to get

V∇y(P + a|y|2) = 0, P = K (V ), V ≥ 0. (33)

The first equation gives an alternative choice that reminds us of the complementary
formulation of the obstacle problems.

5.2 Obstacle Problem. Barenblatt Solutions of New Type

Indeed, if we solve the obstacle problem with fractional Laplacian we will obtain a
unique solution P(y) of the problem:

P ≥ Φ, V = (−Δ)sP ≥ 0;
either P = Φ or V = 0

(34)

with 0 < s < 1. In order for solutions of (34) to be also solutions of (33) we have to
choose as obstacle

Φ = C − a|y|2, (35)

where C is any positive constant and a = β/2. Note that −ΔΦ = 2na = α. For
uniqueness we also need the condition P → 0 as |y| → ∞. Fortunately, the cor-
responding theory had been developed by Caffarelli and collaborators, cf. [8, 27],
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and Silvestre’s thesis [61]. The solution is unique and belongs to the space H−s

with pressure in Hs . Moreover, it is shown that the solutions have P ∈ C1,s and
V ∈ C1−s .

Note that for C ≤ 0 the solution is trivial, P = 0, V = 0, hence we choose C > 0.
We also note the pressure is defined but for a constant, so that we could maybe take
as pressure P̂ = P −C instead of P so that P̂ = 0; but this does not simplify things
since P → 0 implies that P̂ → −C as |y| → ∞. Keeping thus the original proposal,
we get a one parameter family of stationary profiles that we denote VC(y). These
solutions of the obstacle problem produce correct weak solutions of the fractional
PME equation with initial data a multiple of the Dirac delta for the density, in the
form

UC(x, t) = t−αVC(|x|t−β). (36)

It is what we can call the source-type or Barenblatt solution for this problem, which
is a profile V ≥ 0. It is positive in the contact set of the obstacle problem, which
has the form C = {|y| ≤ R(C)}, and is zero outside, hence it has compact support.
It is clear that R is smaller than the intersection of the parabola Φ with the axis
R1 = (C/a)1/2. On the other hand, the rescaled pressure P(|y|) is always positive
and decays to zero as |y| → ∞ according to fractional potential theory, cf. Stein
[63]. The rate of decay of P as |y| → ∞ turns out to be P = O(|y|2s−n).

The solution of the obstacle problem with parabolic obstacle

Calculation of Density Profiles Biler, Karch and Monneau [19] studied the ex-
istence and stability of self-similar solutions in one space dimension. Recently,
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Biler, Imbert and Karch [18] obtain the explicit formula for a multi-dimensional
self-similar solution in the form

U(x, t) = c1t
−α(1 − x2t−2α/n)1−s+ (37)

with α = n/(n + 2 − 2s) as before. The derivation uses an important identity for
fractional Laplacians which is found in Getoor [41]: (−Δ)σ/2(1 − y2)

σ/2
+ = Kσ,n if

σ ∈ (0,2]. Here we must take σ = 2(1 − s). According to our previous calculations
ΔP = −α on the coincidence set, hence c1 = α/Kσ,n. Let us work a bit more: using
the scaling (14) with A = C and B = 1 we arrive at the following one-parameter
family of self-similar solutions

U(x, t;C1) = t−α(C1 − k1 x
2t−2α/n)1−s+ (38)

where k1 = c
1/(1−s)

1 and C1 > 0 is a free parameter that can be fixed in terms of
the mass of the solution M = ∫

U(x, t;C1) dx. This is the family of densities that
corresponds to the pressures obtained above as solutions of the obstacle problem.
All is quite similar to the formulas for the standard PME, [68]; note however that
in the fractional case the pressure is not compactly supported but has a power tail at
infinity, which points to the long-range effects.

5.3 Estimates for the Rescaled Problem. Entropy Dissipation

The next step is to prove that these profiles are attractors for the rescaled flow. We re-
view the estimates of Sect. 3.1 above in order to adapt them to the rescaled equation
(31).

There is no problem reproving mass conservation or positivity.
The first energy estimate becomes (recall that H = K 1/2)

d

dτ

∫
v(y, τ ) logv(y, τ ) dy = −

∫
|∇H v|2 dy − β

∫
∇v · y

= −
∫

|∇H v|2 dy + α

∫
v.

We are going to base the proof of asymptotic behavior on the second energy
estimate after an essential change. We define the entropy of the rescaled flow as

E (v(τ )) := 1

2

∫

Rn

(vK (v)+ βy2v)dy. (39)

The entropy contains two terms. The first is

E1(v(τ )) :=
∫

Rn

vK (v) dy =
∫

Rn

|H v|2 dy,



288 J.L. Vázquez

hence positive. The second is the moment E2(v(τ )) = M2(v(τ )) := ∫ y2v dy, also
positive. By differentiation we get

d

dτ
E (v) = −I (v), I (v) :=

∫ ∣∣∣∣∇
(

K v + β

2
y2
)∣∣∣∣

2

v dy. (40)

This means that whenever the initial entropy is finite, then E (v(τ )) is uniformly
bounded for all τ > 0, I (v) is integrable in (0,∞) and

E (v(τ ))+
∫ τ

0

∫ ∣∣∣∣∇
(

K v + β

2
y2
)∣∣∣∣

2

v dy dt ≤ E (v0).

5.4 Convergence

The standard idea is to let τ → ∞ in the renormalized flow v(τ) = v(·, τ ). The
estimates we have just derived will be used here in the form of uniform bounds
for the rescaled orbits in different norms and this will allow us to pass to the limit.
Actually, since the entropy goes down there is a limit

E∗ = lim
τ→∞E (v(τ )) ≥ 0.

Notice that the family v(τ) is bounded in L1
y uniformly in τ , and also vy2 is bounded

in L1
y unif. in τ , and moreover |∇H (v(τ ))| ∈ L2

y unif. in τ , we have that v(τ) is a

compact family in L1(Rn) (since there is local compactness by Nash–Sobolev em-
beddings and uniform mass control at infinity). It follows that there is a subsequence
τj → ∞ that converges in L1

y and almost everywhere to a limit v∗ ≥ 0. The mass of
v∗ is the same mass of u since the tail is uniformly small (tight convergence). One
consequence is that the lim inf of the component E2(v(τj )) is equal or larger that
M2(v∗) (by Fatou).

We also have H (v) ∈ L2
y uniformly in t . The boundedness of ∇H (v) in L2

y

implies the compactness of H (v) in space, so that it converges along a subsequence
to H (v∗). This allows to pass to the limit in E1(v(τj )) and obtain a correct limit.
After some more arguments detailed in [26] we get the consequence that for every
h > 0 fixed

∫ τj+h

τj

∫ ∣∣∣∣∇
(

K v + β

2
y2
)∣∣∣∣

2

v dy dτ → 0.

This implies that if w(y, τ) = K v + β
2 y

2 and wh(y, τ ) = w(y, τ + h), then wh

converges to a constant in space wherever v is not zero, and that constant must be
K v∗ + β

2 y
2 along the said subsequence, hence constant also in time.

Finally, after a rather delicate analysis, it is concluded that the limit is a solution
of the Barenblatt obstacle problem. The final result is stated in [26] as follows
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Theorem 4 Let u(x, t) ≥ 0 be a weak solution of Problem (8)–(9) with bounded
and integrable initial data such that u0 ≥ 0 has finite entropy in the sense defined
in formula (39). Let v(y, τ ) be the corresponding rescaled solution. As τ → ∞ we
have

v(·, τ ) → VC(y) in L1(Rn) and also in L∞(Rn). (41)

The constant C is determined by the rule of mass equality:
∫
Rn v(y, τ ) dy =∫

Rn VC(y) dy. In terms of function u, this translates into

u(x, t)−UC(x, t) → 0 in L1(Rn),

tα|u(x, t)−UC(x, t)| → 0 uniformly in x, (42)

both limits taken as t → ∞.

Theorem 1.5 of [19] gives an equivalent asymptotic behavior result in n = 1,
though the formulation is different.

6 Limits

• The limit s → 1. I recall that the work by Lin and Zhang [53] on the dynamics
of the Ginzburg–Landau vortices in the hydrodynamic limit arrives at equation
for the density: ut + ∇(u∇Δ−1u) = 0 posed in dimension 2. The authors prove
existence and uniqueness of positive L∞ solutions (they also prove existence of
positive-measure valued solutions). Existence with positive initial data of finite
energy is also proven (for a slightly different model) by a gradient flow approach,
in bounded domains of the plane by Ambrosio et al. in [3] and in R

2 in [2].
I report next on current work with S. Serfaty [58]. In general dimension n ≥ 2,

we obtain existence by taking the limit s → 1 in the solutions for s < 1 con-
structed in [25], using of the estimates of Sect. 3.1, which are uniform in s.

Uniqueness is reflected in the following result. There exists at most a unique
solution of Equation ut + ∇(u∇Δ−1u) = 0 in L∞((0, T ),L∞(Rn)), i.e. if two
such solutions coincide at time 0, they are equal for all time t > 0. Note this
improves the result in [53] where they require u to be in a Zygmund class.

On the other hand, the analysis of self-similarity is immediately adapted and
leads to the self-similar solution

u(x, t) = 1

t + 1
F(x/(t + 1)1/n), F (y) = χBC(0) (43)

and C > 0 is a free constant. We see immediately the analogy and the differences
with the analysis of Sect. 5.2 for s < 1. Note in particular the solution is bounded,
but not continuous.

A further result consists of adapting the entropy analysis to prove that general
bounded solutions with compactly supported data converge to one of the self-
similar profiles as t → ∞ up to rescaling.
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• The limit s → 0. Passing that the limit s → 0 in a similar way does not offer
special difficulties, thus arriving at the standard PME.

7 The Second Fractional Diffusion Model

Next we turn our attention to the nonlinear heat equation with fractional diffusion

∂u

∂t
+ (−Δ)σ/2(um) = 0. (44)

Indeed, it is a whole family of such equations with exponents σ ∈ (0,2) and m> 0.
They can be seen as fractional-diffusion versions of the PME described above, [67,
68]. The classical Heat Equation is recovered in this model in the limit σ = 2 when
m = 1, the PME when m> 1, the Fast Diffusion Equation when m< 1.

Equations of the form (44) are a natural choice of fractional diffusion, as an al-
ternative to the model discussed in previous chapters. We will show that the present
model leads to quite different properties. Interest in studying the nonlinear model
we propose is two-fold: on the one hand, experts in the mathematics of diffusion
want to understand the combination of fractional operators with porous medium
type propagation. On the other hand, models of this kind arise in statistical mechan-
ics when modeling for instance heat conduction with anomalous properties and one
introduces jump processes into the modeling [46], see also [47, 48]. It is mentioned
in heat control by [6]. The rigorous study of such nonlinear models has been de-
layed by mathematical difficulties in treating at the same time the nonlinearity and
fractional diffusion.

7.1 Mathematical Problem and General Notions

Let us present the main features and results in the theory we have developed. To
be specific, the theory of existence and uniqueness as well the main properties are
studied by De Pablo, Quirós, Rodríguez, and Vázquez in [35, 36] for the Cauchy
problem

⎧
⎨

⎩

∂u

∂t
+ (−Δ)σ/2(|u|m−1u) = 0, x ∈R

n, t > 0,

u(x,0) = f (x), x ∈R
n.

(45)

The notation |u|m−1u instead of um is used here to allow for solutions of two signs.
We take initial data f ∈ L1(Rn), which is a standard assumption in diffusion prob-
lems. As for the exponents, we consider the fractional exponent range 0 < σ < 2,
and take porous medium exponent m> 0. As we have said, in the limit σ → 2 we
want to recover the standard Porous Medium Equation (PME) ut −Δ(|u|m−1u) = 0.
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The papers contain a rather complete analysis of ut + (−Δ)s/2(|u|m−1u) = 0
for x ∈ R

n, 0 <m< ∞, 0 < s < 2. A semigroup of weak energy solutions is con-
structed for every choice of m and σ , the smoothing effect Cα regularity work in
most cases (if m is not near 0), and there is infinite propagation for all m and s.

The results can be viewed as a nonlinear interpolation between the extreme cases
σ = 2: ut − Δ(|u|m−1u) = 0, and σ = 0 which turns out to be a simple ODE: ut +
|u|m−1u = 0. It is to be noted that the critical exponent m∗ := (n − σ)+/n plays a
role in the qualitative theory: the properties of the semigroup are more familiar when
m > m∗. A similar exponent is well-known in the Fast Diffusion theory (putting
σ = 2). Note that such exponent is not considered when n = 1 and σ ≥ 1.

Preliminary Notions

If ψ and ϕ belong to the Schwartz class, the definition (1) of the fractional Laplacian
together with Plancherel’s theorem yield
∫

Rn

(−Δ)σ/2ψϕ =
∫

Rn

|ξ |σ ψ̂ϕ̂ =
∫

Rn

|ξ |σ/2ψ̂ |ξ |σ/2ϕ̂ =
∫

Rn

(−Δ)σ/4ψ(−Δ)σ/4ϕ.

Therefore, if we multiply the equation in (45) by a test function ϕ and integrate by
parts, we obtain

∫ T

0

∫

Rn

u
∂ϕ

∂t
dx ds −

∫ T

0

∫

Rn

(−Δ)σ/4(|u|m−1u)(−Δ)σ/4ϕ dx ds = 0. (46)

This identity will be the base of our definition of a weak solution. The integrals in
(46) make sense if u and um belong to suitable spaces. The right space for um is the
fractional Sobolev space Ḣ σ/2(Rn), defined as the completion of C∞

0 (Rn) with the
norm

‖ψ‖Ḣ σ/2 =
(∫

Rn

|ξ |σ |ψ̂ |2 dξ
)1/2

= ‖(−Δ)σ/4ψ‖L2 .

Definition A function u is a weak solution to Problem (45) if:

• u ∈ L1(Rn × (0, T )) for all T > 0, um ∈ L2
loc((0,∞); Ḣ σ/2(Rn));

• identity (46) holds for every ϕ ∈ C1
0(R

n × (0, T ));
• u(·, t) ∈ L1(Rn) for all t > 0, limt→0 u(·, t) = f in L1(Rn).

A drawback of this definition is that there is no formula for the fractional Lapla-
cian of a product or of a composition of functions. Moreover, we take no advantage
in using compactly supported test functions since their fractional Laplacian loses
this property. To overcome these and other difficulties, we will use the fact that our
solution u is the trace of the solution of a local problem obtained by extending um

to a half-space whose boundary is our original space. See also the paper by Cifani
and Jakobsen [31] for an alternative L1 theory dealing with a more general class of
nonlocal porous medium equations, including strong degeneration and convection.
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Extension Method In the particular case σ = 1 studied in [35], the problem is
reformulated by means of the well-known representation of the half-Laplacian in
terms of the Dirichlet–Neumann operator. This allowed us to transform the nonlo-
cal problem into a local one (i.e., involving only derivatives and not integral opera-
tors). Of course, this simplification pays a prize, namely, introducing an extra space
variable. The application of such an idea is not so simple when σ �= 1; it involves a
number of difficulties that we address in [36]. We have to use the characterization of
the Laplacian of order σ , (−Δ)σ/2, 0 < σ < 2, recently described by Caffarelli and
Silvestre [23], in terms of the so-called σ -harmonic extension, which is the solution
of an elliptic problem with a degenerate or singular weight.

Let us explain this extension in some more detail. If g = g(x) is a smooth
bounded function defined in R

n, its σ -harmonic extension to the upper half-space
R

n+1+ , v = e(g), is the unique smooth bounded solution v = v(x, y) to

{
∇ · (y1−σ∇v) = 0, x ∈R

n, y > 0,

v(x,0) = g(x), x ∈R
n.

(47)

Then,

−μσ lim
y→0+ y1−σ ∂v

∂y
= (−Δ)σ/2g(x), (48)

where the precise constant, which does not depend on n, is μσ = 2σ−1Γ (σ/2)
Γ (1−σ/2) , see

[23]. Observe for future use that μσ ≈ 2 − σ for σ → 2−, μσ ≈ 1/σ for σ → 0+.
In (47) the operator ∇ acts in all (x, y) variables, while in (48) (−Δ)σ/2 acts only
on the x = (x1, . . . , xn) variables. In the sequel we denote

Lσv ≡ ∇ · (y1−σ∇v),
∂v

∂yσ
≡ μσ lim

y→0+ y1−σ ∂v

∂y
.

Notation The upper half-space, with points x = (x, y), x ∈ R
n, y > 0, will be

named Ω , and its boundary, which is identified to the original Rn with variable
x, will be named Γ . Occasionally, Γ will be a bounded domain in R

n and then Ω

will be the cylinder Γ × (0,∞); those cases will be carefully indicated. Besides,
we use the simplified notation um for data of any sign, instead of the actual “odd
power” |u|m−1u, and we will also use such a notation when m is replaced by 1/m.
The convention is not applied to any other powers.

Extended Problem. Weak Solutions With the above in mind, we rewrite prob-
lem (45) for w = um as a quasi-stationary problem with a dynamical boundary con-
dition

⎧
⎪⎪⎨

⎪⎪⎩

Lσw = 0 for x ∈ Ω, t > 0,

∂w

∂yσ
− ∂w1/m

∂t
= 0 for x ∈ Γ, t > 0,

w(x,0,0) = f m(x) for x ∈ Γ.

(49)
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This problem has been considered by Athanasopoulos and Caffarelli [7], who prove
that any bounded weak solution is Hölder continuous if m> 1.

To define a weak solution of this problem we multiply formally the equation in
(49) by a test function ϕ and integrate by parts to obtain

∫ T

0

∫

Γ

u
∂ϕ

∂t
dx ds −μσ

∫ T

0

∫

Ω

y1−σ 〈∇w,∇ϕ〉dx ds = 0, (50)

where u = (Tr(w))1/m is the trace of w on Γ to the power 1/m. This holds on the
condition that ϕ vanishes for t = 0 and t = T , and also for large |x| and y. We then
introduce the energy space Xσ (Ω), the completion of C∞

0 (Ω) with the norm

‖v‖Xσ =
(
μσ

∫

Ω

y1−σ |∇v|2 dx
)1/2

. (51)

The trace operator is well defined in this space, see below.

Definition A pair of functions (u,w) is a weak solution to Problem (49) if:

• w ∈ L2
loc((0,∞);Xσ (Ω)), u = (Tr(w))1/m ∈ L1(Γ × (0, T )) for all T > 0;

• Identity (50) holds for every ϕ ∈ C1
0(Ω × (0, T ));

• u(·, t) ∈ L1(Γ ) for all t > 0, limt→0 u(·, t) = f in L1(Γ ).

For brevity we will refer sometimes to the solution as only u, or even only w,
when no confusion arises, since it is clear how to complete the pair from one of the
components, u = (Tr(w))1/m, w = e(um).

Equivalence of Weak Formulations The key point of the above discussion is
that the definitions of weak solution for our original nonlocal problem and for the
extended local problem are equivalent. The main ingredient of the proof is that equa-
tion (48) holds in the sense of distributions for any g ∈ Ḣ σ/2(Γ ).

Proposition A function u is a weak solution to Problem (45) if and only if
(u, e(um)) is a weak solution to Problem (49).

Strong Solutions Weak solutions satisfy Eq. (45) in the sense of distributions.
Hence, if the left hand side is a function, the right hand side is also a function and
the equation holds almost everywhere. This fact allows to prove uniqueness and
several other important properties, and hence motivates the following definition.

Definition We say that a weak solution u to Problem (45) is a strong solution if
u ∈ C([0,∞) : L1(Γ )) as well as ∂tu and (−Δ)σ/2(|u|m−1u) ∈ L1

loc(Γ × (0,∞)).
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7.2 Main Results

Existence We prove existence of a suitable concept of (weak) solution for general
L1 initial data only in the restricted range m > m∗ ≡ (n − σ)+/n, which includes
as a particular case the linear fractional heat equation, case m = 1. If 0 < m ≤ m∗
(which implies that 0 < σ < 1 if n = 1) we need to slightly restrict the data to obtain
weak solutions.

Theorem 5 If either f ∈ L1(Rn) and m>m∗, or f ∈ L1(Rn)∩Lp(Rn) with p >

p∗(m) = (1−m)n/σ and 0 <m ≤ m∗, there exists a weak solution to Problem (45).

Uniqueness We first prove uniqueness of weak solutions in the range m ≥ m∗.
If 0 < m < m∗, we need to use the concept of strong solution, a concept that is
standard in the abstract theory of evolution equations. This is no restriction in view
of the next results proved in [36].

Theorem 6 The solution given by Theorem 5 is a strong solution.

We state the uniqueness result in its simplest version.

Theorem 7 For every f and m > 0 there exists at most one strong solution to
Problem (45).

Qualitative Behavior The solutions to Problem (45) have some nice properties
that are summarized here.

Theorem 8 Assume f,f1, f2 satisfy the hypotheses of Theorem 5, and let u,u1, u2
be the corresponding strong solutions to Problem (45).

(i) If m ≥ m∗, the mass
∫
Rn u(x, t) dx is conserved.

(ii) If 0 <m<m∗, then u(·, t) vanishes identically in a finite time.
(iii) An smoothing effect holds in the form:

‖u(·, t)‖L∞(Rn) ≤ C t−γp‖f ‖δp
Lp(Rn)

(52)

with γp = (m − 1 + σp/n)−1, δp = σpγp/n, and C = C(m,p,n,σ ). This
holds for all p ≥ 1 if m>m∗, and only for p > p∗(m) if 0 <m ≤ m∗.

(iv) Any Lp-norm of the solution, 1 ≤ p ≤ ∞, is nonincreasing in time.
(v) There is an L1-order-contraction property,

∫

Rn

(u1 − u2)+(x, t) dx ≤
∫

Rn

(u1 − u2)+(x,0) dx.

(vi) If f ≥ 0 the solution is positive for all x and all positive times if m ≥ m∗ (resp.
for all x and all 0 < t < T if it vanishes in finite time T when 0 <m<m∗).

(vii) If either m ≥ 1 or f ≥ 0, then u ∈ Cα(Rn × (0,∞)) for some 0 < α < 1.
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In the linear case m = 1 the above properties: conservation of mass, the smooth-
ing effect with a precise decay rate, positivity and regularity, can be derived directly
from the representation formula (3) and the properties of the kernel Kσ .

Continuous Dependence We show that the solution (i.e., the semigroup) de-
pends continuously on the initial data and on both parameters m and σ , in par-
ticular in the nontrivial limit σ → 2, that allows to recover the standard PME,
∂tu − Δ|u|m−1u = 0, or the other end σ → 0, for which we get the ODE:
∂tu+|u|m−1u = 0. Continuity will be true in general only in L1

loc, unless we stay in
the region of parameters where mass is conserved.

Theorem 9 The strong solutions depend continuously in the norm of the space
C([0, T ] : L1

loc(R
n)) on the parameters m, σ , and the initial data f . If moreover

m ≥ m∗ and 0 < σ ≤ 2, convergence also holds in C([0, T ] : L1(Rn)).

8 Current and Future Work

A number of related models, issues and perspectives on elliptic and parabolic equa-
tions involving fractional Laplacians and more general integral operators is con-
tained in L. Caffarelli’s contribution in this volume.

Let me mention some of the many questions that need investigation in the models
I have presented. (1) Study the optimal regularity of the solutions, (2) Study the reg-
ularity of the free boundary, (3) Study fine asymptotic behavior (asymptotics with
rates) in the first model, or the whole asymptotic program in the second model (4)
Study problems in bounded domains (current work with M. Bonforte and Y. Sire),
(5) Decide conditions of uniqueness in the first model, (6) Decide conditions of
comparison in the first model, (7) Write a performing numerical code, (8) Discuss
the Stochastic Particle Models in the literature that involve long-range effects and
anomalous diffusion parameters, (9) Study equations with more general long-range
kernels in the spirit of the recent work of L. Caffarelli, L. Silvestre and collaborators,
(10) Study equations and systems with convection effects, a wide and active topic
involving difficult questions in Fluid Mechanics, that we will refrain from entering
into since it deserves an exposition of its own.

Acknowledgements Author partially supported by Spanish Project MTM2008-06326-C02. The
author is grateful to the referee and N. Guillén for carefully reading the manuscript.
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(Ir)reversibility and Entropy

Cédric Villani

Abstract In the 1860’s emerges a revolutionary idea: many properties of the world
around us can be explained by combining the atomistic hypothesis with the statisti-
cal theory. Some of the great scientific conquests from this time are the Boltzmann
equation, which triggers one of the first qualitative studies of a complicated nonlin-
ear partial differential equation; the notion of statistical entropy, which would later
be fundamental in other areas of physics and mathematics, including information
theory; and the notion of macroscopic irreversibility emerging from microscopically
reversible laws. Thus the basic rules of statistical physics were set until Boltzmann’s
irreversibility paradigm was shaken by Landau’s discovery of the Landau damping
effect, about 80 years later, which opened the idea that equilibration is compatible
with preservation of information, and led to a number of problems concerning the
statistical theory of matter.

La cosa più meravigliosa è la felicità del momento
L. Ferré

Time’s arrow is part of our daily life and we experience it every day: broken mirrors
do not come back together, human beings do not rejuvenate and rings grow unceas-
ingly in tree trunks. In sum, time always flows in the same direction! Nonetheless,
the fundamental laws of classical physics do not favor any time direction and con-
form to a rigorous symmetry between past and future. It is possible, as discussed
in the article by T. Damour in this same volume, that irreversibility is inscribed
in other physical laws, for example on the side of general relativity or quantum
mechanics. Since Boltzmann, statistical physics has advanced another explanation:
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time’s arrow translates a constant flow of less likely events toward more likely
events. Before continuing with this interpretation, which constitutes the guiding
principle of the whole exposition, I note that the flow of time is not necessarily
based on a single explanation.

At first glance, Boltzmann’s suggestion seems preposterous: it is not because
an event is probable that it is actually achieved, but time’s arrow seems inexorable
and seems not to tolerate any exception. The answer to this objection lies in a catch-
phrase: separation of scales. If the fundamental laws of physics are exercised on the
microscopic, particulate (atoms, molecules,. . . ) level, phenomena that we can sense
or measure involve a considerable number of particles. The effect of this number is
even greater when it enters combinatoric computations: if N , the number of atoms
participating in an experiment, is of order 1010, this is already considerable, but N !
or 2N are supernaturally large, invincible numbers.

The innumerable debates between physicists that have been pursued for more
than a century, and that are still pursued today, give witness to the subtlety and depth
of Maxwell’s and Boltzmann’s arguments, banners of a small scientific revolution
that was accomplished in the 1860’s and 1870’s, and which saw the birth of the fun-
damentals of the modern kinetic theory of gases, the universal concept of statistical
entropy and the notion of macroscopic irreversibility. In truth, the arguments are so
subtle that Maxwell and Boltzmann themselves sometimes went astray, hesitating on
certain interpretations, alternating naive errors with profound concepts; the greatest
scientists at the end of the nineteenth century, e.g. Poincaré and Lord Kelvin, were
not to be left behind. We find an overview of these delays in the book by Damour
already mentioned; for my part, I am content to present a “decanted” version of
Boltzmann’s theory. At the end of the text I shall evoke the way in which Landau
shattered Boltzmann’s paradigm, discovering an apparent irreversibility where there
seemed not to be any and opening up a new mine of mathematical problems.

In retracing the history of the statistical interpretation of time’s arrow, I shall
have occasion to make a voyage to the heart of profound problems that have agitated
mathematicians and physicists for more than a century.

The notation used in this exposition are generally classical; I denote N =
{1,2,3, . . .} and log = natural logarithm.

1 Newton’s Inaccessible Realm

I shall adopt here a purely classical description of our physical universe, in accor-
dance with the laws enacted by Newton: the ambient space is Euclidean, time is
absolute and acceleration is equal to the product of the mass by the resultant of the
forces.

In the case of the description of a gas, these hypotheses are questionable: accord-
ing to E.G.D. Cohen, the quantum fluctuations are not negligible on the mesoscopic
level. The probabilistic nature of quantum mechanics is still debated; we neverthe-
less accept that the resulting increased uncertainty due to taking these uncertainties
into account can but arrange our affairs, at least qualitatively, and we thus concen-
trate on the classical and deterministic models, “à la Newton”.
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1.1 The Solid Sphere Model

In order to fix the ideas, we consider a system of ideal spherical particles bouncing
off one another: let there be N particles in a box Λ. We let Xi(t) denote the position
at time t of the center of the i-th particle. The rules of motion are stated as follows:

• We suppose that initially the particles are well separated (i �= j =⇒ |Xi −Xj | >
2r) and separated from the walls (d(Xi, ∂Λ) > r for all i).

• While these separation conditions are satisfied, the movement is uniformly rec-
tilinear: Ẍi(t) = 0 for each i, where we denote Ẍ = d2X/dt2, the acceleration
of X.

• When two particles meet, their velocities change abruptly according to Descartes’
laws: if |Xi(t)−Xj(t)| = 2r , then

{
Ẋi(t

+) = Ẋi(t
−)− 2〈Ẋi(t

−)− Ẋj (t
−), nij 〉nij ,

Ẋj (t
+) = Ẋj (t

−)− 2〈Ẋj (t
−)− Ẋi(t

−), nji〉nji,
where nij = (Xi − Xj)/|Xi − Xj | denotes the unit vector joining the centers of
the colliding balls.

• When a particle encounters the boundary, its velocity also changes: if |Xi −x| = r

with x ∈ ∂Λ, then

Ẋi(t
+) = Ẋi(t

−)− 2〈Ẋi(t), n(x)〉n(x),
where n(x) is the exterior normal to Λ at x, supposed well defined.

These rules are not sufficient for completely determining the dynamics: we can-
not exclude a priori the possibility of triple collisions, simultaneous collisions be-
tween particles and the boundary, or again an infinity of collisions occurring in a
finite time. However, such events are of probability zero if the initial conditions are
drawn at random with respect to Lebesgue measure (or Liouville measure) in phase
space [40, Appendix 4.A]; we thus neglect these eventualities. The dynamic thus de-
fined, as simple as it may be, can then be considered as a caricature of our complex
universe if the number N of particles is very large. Studied for more than a century,
this caricature has still not yielded all its secrets; far from that.

1.2 Other Newtonian Models

Beginning with the emblematic model of hard spheres, we can define a certain num-
ber of more or less complex variants:

• replace dimension 3 by an arbitrary dimension d ≥ 2 (dimension 1 is likely patho-
logical);

• replace the boundary condition (elastic rebound) by a more complex law [40,
Chap. 8];
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• or, instead, eliminate the boundaries, always delicate, by setting the system in the
whole space R

d (but we may then add that the number of particles must then
be infinite so as keep a nonzero global mean density) or in a torus of side L,
T
d
L = R

d/(LZd), which will be my choice of preference in the sequel;
• replace the contact interaction of hard spheres by another interaction between

point particles, e.g. associated with an interaction potential between two bodies:
φ(x − y) = potential exerted at point x by a material point situated at y.

Among the notable interaction potentials in dimension 3 we mention (within a
multiplicative constant):

• the Coulomb potential: φ(x − y) = 1/|x − y|;
• the Newtonian potential: φ(x − y) = −1/|x − y|;
• the Maxwellian potential: φ(x − y) = 1/|x − y|4.

The Maxwellian interaction was artificially introduced by Maxwell and Boltz-
mann in the context of the statistical study of gases; it leads to important simplifi-
cations in certain formulas. There exists a taxonomy of other potentials (Lennard-
Jones, Manev. . .). The hard spheres correspond to the limiting case of a potential
that equals 0 for |x − y| > r and +∞ for |x − y| < 2r .

Suppose, more generally, that the interaction takes place on a scale of order r and
with an intensity a. We end up with a system of point particles with interaction
potential

Ẍi(t) = −a
∑

j �=i

∇φ

(
Xi −Xj

r

)
, (1)

for each i ∈ {1, . . . ,N}; we thus suppose that Xi ∈ T
d
L. Here again, the dynamic is

well defined except for a set of exceptional initial conditions and it is associated with
a Newtonian flow Nt , which maps the configuration at time s to the configuration
at time s + t (t ∈R can be positive or negative).

1.3 Distribution Functions

Even if one accepts the Newtonian model (1), it remains inaccessible to us: first
because we cannot perceive the individual particles (too small), and because their
number N is large. By well designed experiments, we can measure the pressure
exerted on a small surface, the temperature about a point, the mean density, etc.
None of these quantities is expressed directly in terms of the Xi , but rather in terms
of averages

1

N

∑

i

χ(Xi, Ẋi), (2)

where χ is a scalar function.
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It may seem an idle distinction: in concentrating χ near the particle i, we re-
trieve the missing information. But quite clearly this is impossible: in practice χ is
of macroscopic variation, e.g. of the order of the size of the box. Besides, the infor-
mation contained in the averages (2) does not distinguish particles, so that we have
to replace the vector of the (Xi, Ẋi) by the empirical measure

μ̂N
t = 1

N

N∑

i=1

δ(Xi(t),Ẋi (t))
. (3)

The terminology “empirical” is well chosen: it’s the measure that is observed by
means (without intending a pun) of measurements.

To resume: our knowledge of the particle system is achieved only through the
behavior of the empirical measure in a weak topology that models the macroscopic
limitation of our experiments—laboratory experiments as well as sensory percep-
tions.

Frequently, on our own scale, the empirical measure appears continuous:

μ̂N
t (dx dv) 2 f (t, x, v) dx dv.

We often use the notation f (t, ·) = ft . The density f is the kinetic distribution
of the gas. The study of this distribution constitutes the kinetic theory of gases; the
founder of this science is undoubtedly D. Bernoulli (around 1738), and the most
famous contributors to it are Maxwell and Boltzmann. A brief history of kinetic
theory can be found in [40, Chap. 1] and in the references there included.

We continue with the study of the Newtonian system. We can imagine that certain
experiments allow for simultaneous measurement of the parameters of various par-
ticles, thus giving access to correlations between particles. This leads us to define,
for example,

μ̂
2;N
t (dx1 dv1 dx2 dv2) = 1

N(N − 1)

∑

i �=j

δ(Xi1 (t),Ẋi2 (t),Xi2 (t),Ẋi2 (t))
,

or more generally

μ̂
k;N
t (dx1 dv1 . . . dxk dvk)

= (N − k − 1)!
N !

∑

(i1,...,ik)distinct

δ(Xi1 (t),Ẋi1 (t),...,Xik
(t),Ẋik

(t)).

The corresponding approximations are distribution functions in k particles:

μ̂
k;N
t (dx1 dv1 . . . dxk dvk) 2 f (k)(t, x1, v1, . . . , xk, vk).

Evidently, by continuing up until k = N , we find a measure μ̂N;N(dx1 . . . dvN)

concentrated at the vector of particle positions and velocities (the mean over all
permutations of the particles). But in practice we never go to k = N : k remains very
small (going to 3 would already be a feat), whereas N is huge.
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1.4 Microscopic Randomness

In spite of the determinism of the Newtonian model, hypotheses of a probabilistic
nature on the initial data have already been made, by supposing that they are not
configured to end up in some unusual catastrophe such as a triple collision. We can
now generalize this approach by considering a probability distribution on the set of
initial positions and velocities:

μN
0 (dx1 dv1 . . . dxN dvN),

which is called a microscopic probability measure. In the sequel we will use the
abbreviated notation

dxN dvN := dx1 dv1 . . . dxN dvN .

It is natural to choose μN
0 symmetric, i.e. invariant under coordinate permuta-

tions. The data μN
0 replace the measure μ̂

N;N
0 and generalize it, giving rise to a flow

of measures, obtained by the action of the flow:

μN
t = (Nt )#μ

N
0 ,

and the marginals

μ
k;N
t =

∫

(x1,v1,...,xk,vk)

μN
t .

If the sense of the empirical measure is transparent (it’s the “true” particle den-
sity), that of the microscopic probability measure is less evident. Let us assume that
the initial state has been prepared by a great combination of circumstances about
which we know little: we can only make suppositions and guesses. Thus μN

0 is a
probability measure on the set of possible initial configurations. A physical state-
ment involving μN

0 will, however, scarcely make sense if we use the precise form of
this distribution (we cannot verify it, since we do not observe μN

0 ); but it will make
good sense if a μN

0 -almost certain property is stated, or indeed with μN
0 -probability

of 0.99 or more.
Likewise, the form of μ1;N

t has scarcely any physical meaning. But if there is a
phenomenon of concentration of measure due to the hugeness of N , then it may be
hoped that

μN
0 [dist(μ̂N

t , ft (x, v) dx dv) ≥ r] ≤ α(N, r),

where dist is a well chosen distance on the space of measures and α(N, r) → 0
when r → ∞, all the faster that N is large (for example α(N, r) = e−cNr ). We will
then have

dist(μ1;N
t , ft (x, v) dx dv) = dist

(∫
μ̂N
t dμN

t , ft (x, v) dx dv

)
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≤
∫

dist(μ̂N
t , ft dx dv)

≤
∫ ∞

0
α(N, r) dr =: η(N).

If η(N) → 0 when N → ∞ it follows that, with very high probability, μ1;N
t is an

excellent approximation to f (t, x, v) dx dv, which itself is a good approximation
to μ̂N

t .

1.5 Micromegas

In this section I shall introduce two very different statistical descriptions: the macro-
scopic description f (t, x, v) dx dv and the microscopic probabilities μN

t (dxN dvN).
Of course, the quantity of information contained in μN is considerably more im-
portant than that contained in the macroscopic distribution: the latter informs us
about the state of a typical particle, whereas a draw following the distribution μN

t

informs us about the state of all particles. Think that if we have 1020 degrees of
freedom, we will have to integrate 99999999999999999999 of them. For handling
such vertiginous dimensions, we will require a fundamental concept: entropy.

2 The Entropic World

The concept and the name entropy were introduced by Clausius in 1865 as part of
the theory—then under construction—of thermodynamics. A few years later Boltz-
mann (certainly influenced by the statistical ideas put forward by Laplace, Quetelet
and others) revolutionized the concept by giving it a statistical interpretation based
on atomic theory. In addition to this section, the reader can consult e.g. Balian [9,
10] about the notion of entropy in physical statistics.

2.1 Boltzmann’s Formula

Let a physical system be given, which we suppose is completely described by its
microscopic state z ∈ Z . Experimentally we only gain access to a partial description
of that state, say π(z) ∈ Y , where Y is a space of macroscopic states. I will not give
precise hypotheses on the spaces Z and Y , but with the introduction of measure
theory we will implicitly assume that these are “Polish” (separable complete metric)
spaces.

How can we estimate the amount of information that is lost when we summarize
the microscopic information by the macroscopic? Assuming that Y and Z are de-
numerable, it is natural so suppose that the uncertainty associated with a state y ∈ Y
is a function of the cardinality of the pre-image, i.e. #π−1(y).
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If we carry out two independent measures of two different systems, we are
tempted to say that the uncertainties are additive. Now, with obvious notation,
#π−1(y1, y2) = (#π−1

1 (y1))(#π
−1
2 (y2)). To pass from this multiplicative operation

to an addition, let us take a multiple of the logarithm. We thus end up with Boltz-
mann’s celebrated formula, engraved on his tombstone in the Central Cemetery in
Vienna:

S = k logW, (4)

where W = #π−1(y) is the number of microscopic states compatible with the ob-
served macroscopic state y and k is the so-called Boltzmann constant.1

In numerous cases, the space Z of microscopic configurations is continuous, and
in applying Boltzmann’s formula it is customary to replace the counting measure by
a privileged measure: for example by Liouville measure if we are interested in a
Hamiltonian system. Thus W in (4) can be the volume of microscopic states that are
compatible with the macroscopic state y.

If the space Y of macroscopic configurations is likewise continuous, then this
notion of volume must be handled cautiously: the fiber π−1(y) is typically of vol-
ume zero and thus of scarce interest. One is tempted to postulate, for a given topol-
ogy,

S(y) = f.p.ε→0 log |π−1(Bε(y))|,
where Bε(y) is the ball of radius ε centered at y and f.p. denotes the finite part,
meaning that we excise the divergence in ε, if indeed it has a universal behavior.

If this last point is not at all evident, the universality is nonetheless verified in
the particular case that interests us where the microscopic state Z is the space of
configurations of N particles, i.e. Y N , and where we begin by taking the limit
N → ∞. In this limit, as we will see, the mean entropy per molecule tends to a
finite value and we can subsequently take the limit ε → 0, which corresponds to an
arbitrarily precise macroscopic measure. The result is, within a sign, nothing other
than Boltzmann’s famous H function.

2.2 The Entropy Function H

Let us apply the preceding considerations to a macroscopic space made up of k

different states: a macroscopic state is thus a vector (f1, . . . , fk) of frequencies with,
of course, f1 + · · · + fk = 1. It is supposed that the measure is absolute (no error)
and that Nfj = Nj is entire for all j . The number of microscopic states associated
with this macroscopic state then equals

W = N !
N1! . . .Nk! .

1Even if this formula accurately reflects Boltzmann’s thoughts, it was Planck who first wrote it in
this particular form, around 1900.
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(If Nj positions are prepared in the j -th state and if we number the positions from
1 to N , then there are N ! ways of arranging the N balls in the N positions and it’s
subsequently impossible to distinguish between permutations on the interior of any
single box.)

According to Stirling’s formula, when N → ∞ we have logN ! = N logN −N +
log

√
2πN + o(1). It follows easily that

1

N
logW = −

∑

i

Ni

N
log

Ni

N
+O

(
k logN

N

)

= −
∑

fi logfi + o(1).

We note that we can also arrive at the same result without using Stirling’s formula,
thanks to the so-called method of types [41, Sect. 12.4].

If now we increase the number of experiments, we can formally make k tend
to ∞, while making sure that k remains small compared to N . Let us suppose that
we have at our disposal a reference measure ν on the macroscopic space Y , and that
we can separate this space into “cells” of volume (measure) δ > 0, corresponding
to the different states. When δ → 0, if the system has a statistical distribution f (y)

with respect to the measure ν, we can reasonably think that fi 2 δ f (yi), where yi

is a representative point of cell number i. But then

∑

i

fi log
fi

δ
2 δ

∑

i

f (yi) logf (yi) 2
∫

f logf dν,

where the last approximation comes from the second sum being a Riemann sum of
the integral.

We have ended up with Boltzmann’s H function: being given a reference mea-
sure ν on a space Y and a probability measure μ on Y ,

Hν(μ) =
∫

f logf dν, f = dμ

dν
. (5)

If ν is a probability measure, or more generally a measure of finite mass, it is
easy to extend this formula to all probabilities μ by setting Hν(μ) = +∞ if μ

is not absolutely continuous with respect to ν. If ν is a measure of infinite mass,
more precautions must be taken; we could require at the very least the finiteness of∫
f (logf )− dν.
We then note that if the macroscopic space Y bears a measure ν, then the micro-

scopic space Z = Y N bears a natural measure ν⊗N .
We are now ready to state the precise mathematical version of the formula for the

function H : given a family {ϕj }j∈N of bounded and uniformly continuous functions,
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then

lim
k→∞ lim

ε→0
lim

N→∞
1

N
log ν⊗N

[{
(y1, . . . , yN) ∈ Y N ; ∀j ∈ {1, . . . , k},

∣∣∣∣
∫

ϕj dμ− 1

N

∑

i

ϕj (yi)

∣∣∣∣≤ ε

}]
= −Hν(μ). (6)

We thus interpret N as the number of particles; the ϕj as a sequence of observables
for which we measure the average value; and ε as the precision of the measurements.
This formula summarizes in a concise manner the essential information contained
in the function H .

If ν is a probability measure, statement (6) is known as Sanov’s theorem [43] and
is a leading result in the theory of large deviations. Before giving the interpretation
of (6) in this theory, note that once we know how to treat the case where ν is a
probability measure we easily deduce the case where ν is a measure of finite mass;
however, I have no knowledge of any rigorous discussion in the case where ν is of
infinite mass, even though we may expect that the result remains true.

2.3 Large Deviations

Let ν be a probability measure and suppose that we independently draw random
variables yi according to ν. The empirical measure μ̂ = N−1∑ δyj is then a ran-
dom measure, almost certainly convergent to ν as N → ∞ (it’s Varadarajan’s the-
orem, also called the fundamental law of statistics [49]). Of course it’s possible
that appearances deceive and that we think we are observing a measure μ distinct
from ν. This probability decreases exponentially with N and is roughly propor-
tional to exp(−N Hν(μ)); in other words, the Boltzmann entropy dictates the rarity
of conditions that lead to the “unexpected” observation μ.

2.4 Information

Information theory was born in 1948 with the remarkable treatise of Shannon and
Weaver [94] on the “theory of communication” which is now a pillar for the whole
industry of information transmission.

In Shannon’s theory, somewhat disembodied for its reproduction and impassion-
ate discussion, the quantity of information carried by the decoding of a random sig-
nal is defined as a function of the reciprocal of the probability of the signal (which
is rare and precious). Using the logarithm allows having the additivity property, and
Shannon’s formula for the mean quantity gained in the course of decoding is ob-
tained: E log(1/p(Y )), where p is the law of Y . This of course gives Boltzmann’s
formula again!
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2.5 Entropies on All Floors

Entropy is not an intrinsic concept; it depends on the observer and the degree of
knowledge that can be acquired through experiments and measures. The notion of
entropy will consequently vary with the degree of precision of the description.

Boltzmann’s entropy, as has been seen, informs us of the rarity of the kinetic
distribution function f (x, v) and the quantity of microscopic information remaining
to be discovered once f is known.

If to the contrary we are given the microscopic state of all the microscopic parti-
cles, no hidden information remains and thus no more entropy. But if we are given a
probability μN on the microscopic configurations, then the concept of entropy again
has meaning: the entropy will be lower when the probability μN is concentrated and
informative in itself. We thus find ourselves with a notion of microscopic entropy,
SN = −HN ,

HN = 1

N

∫
f N logf N dxN dvN,

which is typically conserved by the Newtonian dynamic in consequence of Liou-
ville’s theorem. We can verify that

HN ≥ H(μ1;N),

with equality when μN is a tensor product and there are thus no correlations between
particles. The idea is that the state of the microscopic particles is easier to obtain by
multiparticle measurements than particle by particle—unless of course when the
particles are independent!

In the other direction, we can also be given a less precise distribution than the
kinetic distribution: this typically concerns a hydrodynamic description, which in-
volves only the density field ρ(x), the temperature T (x) and mean velocity u(x).
The passage from the kinetic formalism to hydrodynamic formalism is accom-
plished by simple formulas:

ρ(x) =
∫

f (x, v) dv; u(x) = ρ(x)−1
∫

f (x, v)v dv;

T (x) = 1

d ρ(x)

∫
f (x, v)

|v − u(x)|2
2

dv.

With this description is associated a notion of hydrodynamic entropy:

Sh = −
∫

ρ log
ρ

T d/2
.

This information is always lower than kinetic information. We have, finally, a hier-
archy: first microscopic information at the low level, then “mesoscopic” information
from the Boltzmann distribution function, finally “macroscopic information” con-
tributed by the hydrodynamic description. The relative proportions of these different
entropies constitute excellent means for appraising the physical state of the systems
considered.
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2.6 The Universality of Entropy

Initially introduced within the context of the kinetic theory of gases, entropy is an
abstract and evolving mathematical concept, which plays an important role in nu-
merous areas of physics, but also in branches of mathematics having nothing to do
with physics, such as information theory and other sciences.

Some mathematical implications of the concept are reviewed in my survey H-
Theorem and beyond: Boltzmann’s entropy in today’s mathematics [106].

3 Order and Chaos

Intuitively, a microscopic system is ordered if all its particles are arranged in a co-
ordinated, correlated way. On the other hand, it is chaotic if the particles, doing just
as they please, act entirely independently from one another. Let us reformulate this
idea: a distribution of particles is chaotic if each of the particles is oblivious to all the
others, in the sense that a gain of information obtained for a given particle brings no
gain in information about any other particle. This simple notion, key to Boltzmann’s
equation, presents some important subtleties that we will briefly mention.

3.1 Microscopic Chaos

To say that random particles that are oblivious to each other is equivalent to saying
that their joint law is tensorial. Of course, even if the particles are unaware of each
other initially, they will enter into interaction right away and the independence prop-
erty will be destroyed. In the case of hard spheres, the situation is still worse: the
particles are obliged to consider each another since the spheres cannot interpene-
trate. Their independence is thus to be understood asymptotically when the number
of particles becomes very large; and experiments seeking to measure the degree of
independence will involve but a finite number of particles. This leads naturally to
the definition that follows.

Let Y be a macroscopic space and, for each N , let μN be a probability measure,
assumed symmetric (invariant under coordinate permutations). We say that (μN) is
chaotic if there exists a probability μ such that μN 2 μ⊗N in the sense of the weak
topology of product measures. Explicitly, this means that for each k ∈ N and for all
choices of the continuous functions ϕ1, . . . , ϕk bounded on Y , we have
∫

Y N

ϕ1(y1) . . . ϕk(yk)μ
N(dy1 . . . dyN) −→

N→∞

(∫
ϕ1 dμ

)
. . .

(∫
ϕk dμ

)
. (7)

Of course, the definition can be quantified by introducing an adequate notion of
distance, permitting us to measure the gap between μN and μ⊗N . We can then say
that a distribution μN is more or less chaotic. We again emphasize: what matters
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is the independence of a small number k of particles taken from among a large
number N .

It can be shown (see the argument in [99]) that it is equivalent to impose property
(7) for all k ∈ N, or simply for k = 2. Thus chaos means precisely that 2 particles
drawn randomly from among N are asymptotically independent when N → ∞. The
proof proceeds by observing the connections between chaos and empirical measure.

3.2 Chaos and Empirical Measure

By the law of large numbers, chaos automatically implies an asymptotic determin-
ism: with very high probability, the empirical measure approaches the statistical
distribution of an arbitrary particle when the total number of particles becomes gi-
gantic.

It turns out that, conversely, correlations accommodate very badly a macroscopic
prescription of density. Before giving a precise statement, we will illustrate this
concept in a simple context. Consider a box with two compartments, in which we
distribute a very large number N of indistinguishable balls. A highly correlated
state would be a one in which all the particles occupy the same compartment: if I
draw two balls at random, the state of first ball informs me completely about the
state of the second. But of course, from the moment when the respective numbers
of balls in the compartments are fixed and both nonzero, such a state of correlation
is impossible. In fact, if the particles are indistinguishable, when two are drawn
at random, the only information gotten is obtained by exploiting the fact that they
are distinct, so that knowledge of the state of the first particle reduces slightly the
number of possibilities for the state of the second. Thus, if the first particle occupies
state 1, then the chances of finding the second particle in state 1 or 2 respectively are
not f1 = N1/N and f2 = N2/N , but f ′

1 = (N1 − 1)/(N − 1) and f2 = N2/(N − 1).
The joint distribution of a pair of particles is thus very close to the product law.

By developing the preceding argument, we arrive at an elementary but concep-
tually profound general result, whose proof can be found in Sznitman’s course [99]
(see also [40, p. 91]): microscopic chaos is equivalent to the determinism of the
empirical measure. More precisely, the following statements are equivalent:

(i) (μN) is μ-chaotic;
(ii) the empirical measure μ̂N associated with μN converges in law toward the

deterministic measure μ.

By “empirical measure μ̂N associated with μN ” we understand the measure of
the image of μN under the mapping (y1, . . . , yN) �−→ N−1∑ δyi , which is a mea-
sure of random probability. Convergence in law means that, for each continuous
bounded function Φ on the space of probability measures, we have

∫
Φ

(
1

N

∑
δyi

)
μN(dy1 . . . dyN) −→

N→∞Φ(μ).
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In informal language, given a statistical quantity involving μ̂N , we can obtain an
excellent approximation for large N by replacing, in the expression for this statistic,
μ̂N by μ.

The notion of chaos thus presented is weak and susceptible to numerous vari-
ants; the general idea being that μN must be close to μ⊗N . The stronger con-
cept of entropic chaos was introduced by Ben Arous and Zeitouni [13]: there
Hμ⊗N (μN) = o(N) is imposed. A related notion was developed by Carlen, Car-
valho, Le Roux, Loss and Villani [32] in the case where the microscopic space is
not a tensor product, but rather a sphere of large dimension; the measure μ⊗N is
replaced by the restriction of the product measure to the sphere. Numerous other
variants remain to be discovered.

3.3 The Reign of Chaos

In Boltzmann’s theory, it is postulated that chaos is the rule: when a system is pre-
pared, it is a priori in a chaotic state. Here are some possible arguments:

• if we can act on the macroscopic configuration, we will not have access to the
microscopic structure and it is very difficult to impose correlations;

• the laws that underlie the microscopic variations are unknown to us and we may
suppose that they involve a large number of factors destructive to correlations;

• the macroscopic measure observed in practice seems always well determined and
not random;

• if we fix the macroscopic distribution, the entropy of a chaotic microscopic dis-
tribution is larger than the entropy of a nonchaotic microscopic distribution.

Let us explain the last argument. If we are given a probability μ on Y , then the
product probability μ⊗N is the maximum entropy among all the symmetric proba-
bilities μN on Y N having μ as marginal. In view of the large numbers N in play,
this represents a phenomenally larger number of possibilities.

The microscopic measure μN
0 can be considered as an object of Bayesian nature,

an a priori probability on the space of possible observations. This choice, in gen-
eral arbitrary, is made here in a canonical manner by maximization of the entropy:
in some way we choose the distribution that leaves the most possibilities open and
makes the observation the most likely. We thus join the scientific approach of maxi-
mum likelihood, which has proved its robustness and effectiveness—while skipping
the traditional quarrel between frequentists and Bayesians!

The problem of the propagation of chaos consists of showing that our chaos hy-
pothesis, made on the initial data (it’s not entirely clear how), is propagated by the
microscopic dynamic (which is well defined). The propagation of chaos is essen-
tial for two reasons: first, it shows that independence is asymptotically preserved,
providing statistical information about the microscopic dynamic; secondly, it guar-
antees that the statistical measure remains deterministic, which allows hope for the
possibility of a macroscopic equation governing the evolution of this empirical
measure or its approximation.
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3.4 Evolution of Entropy

A recurrent theme in the study of dynamical systems, at least since Poincaré, is
the search for invariant measures; the best known example is Liouville measure for
Hamiltonian systems. This measure possesses the remarkable additional property of
tensorizing itself.

Suppose that we have a microscopic dynamic on Y N and a measure ν on the
space Y such that ν⊗N is an invariant measure for the microscopic dynamic; or
more generally that there exists a ν-chaotic invariant measure on Y N . What happens
with the preservation of microscopic volume in the limit N → ∞?

A simple consequence of preservation of volume is conservation of macroscopic
information Hν⊗N (μN

t ), where μN
t is the image measure of μN

0 through the mi-
croscopic evolution. In fact, since μN

t is preserved by the flow (by definition) and
ν⊗N likewise, the density f N(t, y1, . . . , yN) is constant along the trajectories of the
system, and it follows that

∫
f N logf N dν⊗N is likewise constant.

Matters are more subtle for macroscopic information. Of course, if the various
particles evolve independently from one another, the measure μN

t remains factored
for all time, and we easily deduce that the macroscopic entropy remains constant. In
general, the particles interact with one another, which destroys independence; how-
ever if there is propagation of chaos in a sufficiently strong sense, the independence
is restored as N → ∞, and we consequently have determinism for the empirical
measure. So all the typical configurations for the microscopic initial measure μN

0
give way, after a time t , to an empirical measure μ̂N

t 2 μt , where μt is well deter-
mined. But it is possible that other microscopic configurations are compatible with
the state μt , configurations that have not been obtained by evolution from typical
initial configurations.

In other words: if we have a propagation of macroscopic determinism between
the initial time and the time t , and if the microscopic dynamic preserves the refer-
ence measure produced, then we expect that the volume of the admissible micro-
scopic states does not decrease between time 0 and time t . Keeping in mind the
definition of entropy, we would have eNS(t) ≥ eNS(0), where S(t) is the value of the
entropy at time t . We thus expect that the entropy does not decrease over the course
of the temporal evolution:

S(t) ≥ S(0).

But then why not reverse the argument and say that chaos at time t implies chaos
at time 0, by reversibility of the microscopic dynamic? This argument is in general
inadmissible unless an exact notion of the chaos propagated is specified. The initial
data prepared “at random” with just one kinetic distribution constraint, is supposed
chaotic in a less strong sense; this depends on the microscopic evolution.

The notion of scale of interaction plays an important role here. Certain interac-
tions take place on a macroscopic scale, other on a microscopic scale, which is to
say that all or part of the interaction law is coded in parameters that are invisible on
the macroscopic level. In this last case, the notion of chaos conducive to the propa-
gation of the dynamic risks not being visible on the macroscopic scale and we can
expect a degradation of the notion of chaos.
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From there, the discussion must involve the details of the dynamic, and our worst
troubles begin.

4 Chaotic Equations

After the introduction of entropy and chaos, we can return to the Newtonian sys-
tems of Sect. 1, for which the phase space is composed of positions and velocities.
A kinetic equation is an evolution equation bearing on the distribution f (t, x, v);
the important role of the velocity variable v justifies the terminology kinetic. By
extension, in the case where there are external degrees of freedom (orientation of
molecules for example), by extension we still speak of kinetic equations.

As descendents of Boltzmann, we pose the problem of deducing the macroscopic
evolution starting from the underling microscopic model. This problem is in general
of considerable difficulty. The fundamental equations are those of Vlasov, Boltz-
mann, Landau and Balescu–Lenard, published respectively in 1938, 1867, 1936 and
1960 (the more or less logical order of presentation of these equations does not
entirely follow the order in which they were discovered. . .).

4.1 Vlasov’s Equation

Also called the Boltzmann equation without collisions, Vlasov’s equation [112] is a
mean field equation in the sense that all particles interact with one another (so each
particle feels the mean contribution of the others). To deduce it from Newtonian
dynamics, we begin by translating Newton’s equation (1) as an equation in the em-
pirical measure; for this we write the evolution equation of an arbitrary observable:

d

dt

1

N

∑

i

ϕ(Xi(t), Ẋi(t))

= 1

N

∑

i

[∇xϕ(Xi, Ẋi) · Ẋi + ∇vϕ(Xi, Ẋi) · Ẍi

]

= 1

N

∑

i

[
∇xϕ(Xi, Ẋi) · Ẋi + ∇vϕ(Xi, Ẋi) ·

(
a
∑

j

F (Xi −Xj)

)]
.

This can be rewritten

∂μ̂N

∂t
+ v · ∇xμ̂

N
t + aN(F ∗ μ̂N

t ) · ∇vμ̂
N
t = 0. (8)

If now we suppose that aN 2 1 and we make the approximation

μ̂N
t (dx dv) 2 f (t, x, v) dx dv,
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we obtain Vlasov’s equation

∂f

∂t
+ v · ∇xf +

(
F ∗x

∫
f dv

)
· ∇vf = 0. (9)

We note well that μ̂N
t in (8) is a weak solution of Vlasov’s equation, so that the

passage to the limit is conceptually very simple: it is simply a stability result for the
Vlasov equation.

Quite clearly I have gone a bit far, for this equation is nonlinear. If μ̂ 2 f in
the sense of the weak topology of measures, then F ∗ μ̂ converges to F ∗ ∫ f dv in
a topology determined by the regularity of F , and if this topology is weaker than
uniform convergence, nothing guarantees that (F ∗ μ̂)μ̂ 2 (F ∗ f )f .

If F is in fact bounded and uniformly continuous, then the above argument can be
made rigorous. If F is furthermore L-Lipschitz, then we can do better and establish
a stability estimate in weak topology: if (μt ) and (μ′′

t ) are two weak solutions of
Vlasov’s equation, then

W1(μt ,μ
′
t ) ≤ e2 max(1,L)|t | W1(μ0,μ

′
0),

where W1 is the Wasserstein distance of order 1,

W1(μ, ν) = sup :
{∫

ϕ dμ−
∫

ϕ dν;ϕ 1-Lipschitz

}
.

Estimates of this sort are found in [95, Chap. 5] and date back to the 1970s (Do-
brushin [48], Braun and Hepp [24], Neunzert [87]). Large deviation estimates can
also be established as in [20].

However, for singular interactions, the problem of the Vlasov limit remains
open, except for a result of Jabin and Hauray [64], which essentially assumes that
(a) F(x − y) = O(|x − y|−s) with 0 < s < 1; and (b) the particles are initially well
separated in phase space, so that

inf
j �=i

(|Xi(0)−Xj(0)| + |Ẋi(0)− V̇j (0)|
)≥ c

N
1

2d

.

Neither of these conditions is satisfied: the first lacks the Coulomb case of singular-
ity order, while the second excludes the case of random data. However, it remains
the sole result available at this time. . . To go further, it would be nice to have a
sufficiently strong notion of chaos so as to be able to control the number of pairs
(i, j) such that

∣∣Xi(t)−Xj(t)
∣∣ is small. In the absence of such controls, Vlasov’s

equation for singular interactions remains an act of faith.
This act of faith is very effective since the Vlasov–Poisson model, in which F =

−∇W , where W a fundamental solution of ±*, is the universally accepted classic
model in plasma physics [42, 71] as well as in astronomy [15]. In the first instance
a particle is an electron, in the second a star! The only difference lies in the sign:
repulsive interaction for electrons, attractive for stars. We should not be astonished
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to see stars considered in this way as microscopic objects: they are effectively so on
the scale of a galaxy (which can tally 1012 stars. . .).

The theory of the Vlasov–Poisson equation itself remains incomplete. We can
distinguish presently two principal theories, both developed in the entire space.
That of Pfaffelmoser, simplified by Schaeffer and exposited for example in [51],
supposes that the initial data fi is C1 with compact support; later this unsatisfactory
compactness assumption was removed by Horst [114] by an improvement of the
Pfaffelmoser–Schaeffer method. The concurrent theory is that Lions–Perthame, re-
viewed in [23]. Pfaffelmoser’s theory has been adapted in spatially periodic context
(see [12] or modify [114]), which is not the case for the Lions–Perthame theory.

4.2 Boltzmann’s Equation

Vlasov’s equation loses its relevance when the interactions have a short range. A typ-
ical example is that of rarefied gas, for which the dominant interactions are binary
and are uniquely produced in the course of “collisions” between particles.

Boltzmann’s equation was established by Maxwell [80] and Boltzmann [21, 22];
it describes a situation where the interactions are of short range and where each par-
ticle undergoes O(1) impacts per unit of time. Much more subtle than the situation
of Vlasov’s mean field, the Boltzmann situation is nonetheless simpler than the hy-
drodynamic one where the particles undergo a very large number of collisions per
unit of time.

We start by establishing the equation informally. The movement of a particle
occurs with alternation of rectilinear trajectories and collisions, during the course
of which its velocity changes so abruptly that we can consider the event as in-
stantaneous and localized in space. We first consider the emblematic case of hard
spheres of radius r : a collision occurs when two particles, with respective positions
x and y and with respective velocities v and w, are found in a configuration where
|x − y| = 2r and (w − v) · (y − x) < 0. We then speak of a precollisional configu-
ration. We let ω = (y − x)/|x − y|.

We now come to the central point in all Boltzmann’s argument: when two par-
ticles encounter each other, with very high probability they will (almost) not be
correlated: think of two people who encounter each other for the first time. We can
consequently apply the hypothesis of molecular chaos to such particles, and we find
that the probability of an encounter between these particles is proportional to

f 2;N(t, x, v, x + 2rω,w) 2 f 1;N(t, x, v)f 1;N(t, x + 2rω,w)

2 f 1;N(t, x, v)f 1;N(t, x,w),

provided thus that (w−v) ·ω < 0. We likewise need to take into account the relative
velocities in order to evaluate the influence of the particles of velocity w on the
particles of velocity v: the probability of encountering a particle of velocity w in
a unit of time is proportional to the product of |v − w| by the effective section (in
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dimension 3 this is the apparent area of the particles, or πr2) and by the cosine of
the angle between v − w and ω (the extreme case is where v − w is orthogonal
to ω, which is to say that the two particles but graze each other, clearly an event of
probability zero). Each of these collisions removes a particle of velocity v, and we
thus have a negative term, the loss term, proportional to

−
∫∫

f (t, x, v)f (t, x, v∗)|(v − v∗) ·ω|dv∗ dω.

The velocities after the collision are easily calculated:

v′ = v − (v − v∗) ·ωω; v′∗ = v∗ + (v − v∗) ·ωω. (10)

These velocities do not matter for the final analysis.
However, we also need to take account of all the particles of velocity v that have

been created by collisions between particles of arbitrary velocities. By microscopic
reversibility, these velocities are of the form (v′, v′∗), and our problem is to take
account of all the possible pairs (v′, v′∗), which in this problem of computing the
gain term are the pre-collisional velocities. We thus again apply the hypothesis of
pre-collisional chaos and obtain finally the expression of the Boltzmann equation
for solid spheres:

∂f

∂t
+ v · ∇xf = Q(f,f ), (11)

where

Q(f,f )(t, x, v)

= B

∫

R3

∫

S2−
|(v − v∗) ·ω|(f (t, x, v′)f (t, x, v′∗)

− f (t, x, v)f (t, x, v∗)
)
dv∗ dω.

Here S2− denotes the pre-collisional configurations ω · (v − v∗) < 0, and B is a con-
stant. By using the change of variable ω → −ω we can symmetrize this expression
and arrive at the final expression (after changing the value of B)

Q(f,f )(t, x, v)

= B

∫

R3

∫

S2
|(v − v∗) ·ω|(f (t, x, v′)f (t, x, v′∗)− f (t, x, v)f (t, x, v∗)

)
dv∗ dω.

(12)

The operator (12) is the Boltzmann collision operator for hard spheres. The prob-
lem now consists of justifying this approximation.

To do this, in the 1960s Grad proposed a precise mathematical limit: have r tend
toward 0 and at the same time N toward infinity, so that Nr2 → 1, which is to
say that the total effective section remains constant. Thus a given particle, moving
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among all the others, will typically encounter a finite number of them in a unit of
time. One next starts with a microscopic probability density f N

0 (xN , vN)dxN dvN ,
which is allowed to evolve by the Newtonian flow Nt , and one attempts to show
that the first marginal f 1;N(t, x, v) (obtained by integrating all the variables except
the first position variable and the first velocity variable) converges in the limit to a
solution of the Boltzmann equation.

The Boltzmann–Grad limit is also often called the low density limit [40, p. 60]:
in fact, if we start from the Newtonian dynamic and fix the particle size, we will
dilate the spatial scale by a factor 1/

√
N and the density will be of the order

N/N3/2 = N−1/2.
At the beginning of the 1970’s, Cercignani [37] showed that Grad’s program

could be completed if one proved a number of plausible estimates; shortly thereafter,
independently, Lanford [69] sketched the proof of the desired result.

Lanford’s theorem is perhaps the single most important mathematical result in
kinetic theory. In this theorem, we are given microscopic densities f N

0 such that

for each k the densities f
k;N
0 of the k particle marginals are continuous, satisfy

Gaussian bounds at large velocities and converge uniformly outside the collisional
configurations (those where the positions of two distinct particles coincide) to their
limit f⊗k

0 . The conclusion is that there exists a time t∗ > 0 such that f k;N
t converges

almost everywhere to f⊗k
t , where ft is a solutions of Boltzmann’s equation, for all

time t ∈ [0, t∗].
Lanford’s estimates were later rewritten by Spohn [95] and by Illner and Pul-

virenti [61, 62] who replaced the hypothesis of small time by a smallness hypothesis
on the initial data, permitting Boltzmann’s equation to be treated as a perturbation
of free transport. These results are reviewed in [40, 90, 95].

The technique used by Lanford and his successors goes through the BBGKY
hierarchy (Bogoliubov–Born–Green–Kirkwood–Yvon), the method by which the
evolution of the marginal for a particle f 1;N is expressed as a function of the
marginal for two particles f 2;N ; the evolution of a two-particle marginal f 2;N as a
function of a three-particle marginal f 3;N , and so forth. This procedure is especially
uneconomical (in the preceding heuristic argument, we only use f 1;N and f 2;N , but
there is no known alternative).

Each of the equations of the hierarchy is then solved via Duhamel’s formula, ap-
plying successively the free transport and collision operators, and by summing over
all the possible collisional history. The solution at time t is thus formally expressed,
as with an exponential operator, as a function of the initial data and we can apply
the chaos hypothesis on (f N

0 ).
We then pass to the limit N → ∞ in each of the equations, after having verified

that we can neglect pathological “recollisions”, where a particle again encounters a
particle that it had already encountered beforehand, and which is thus not unknown
to it. This point is subtle: in [40, Appendix 4.C] a dynamic that is a priori simpler
than that of solid spheres, due to Uchiyama, is discussed, with only four velocities
in the plane, for which the recollision configurations cannot be neglected, and the
kinetic limit does not exist.
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It remains to identify the result with the series of tensor products of the solution
to Boltzmann’s equation and conclude by using a uniqueness result.

Spohn [95, Sect. 4.6] shows that one can give more precise information on the
microscopic distribution of the particles: on the small scale, this follows a homo-
geneous Poisson law in phase space. This is consistent with the intuitive idea of
molecular chaos.

Lanford’s theorem settled a controversy that had lasted since Boltzmann himself;
but it leaves numerous questions in suspense. In the first place, it is limited to a small
time interval (on which only about 1/6 of the particles have had time to collide. . .
but the conceptual impact of the theorem is nonetheless important). The variant of
Illner and Pulvirenti lifts this restriction of small time, but the proof does not lend
itself to a bounded geometry. As for lifting the smallness restriction, at the moment
it is but a distant dream.

Next, to this day the theorem has only been proved for a system of solid spheres;
long-range interactions are not covered. Cercignani [36] notes that the limit of
Boltzmann–Grad for such interactions poses subtle problems, even from the formal
viewpoint.

Finally, the most frustrating thing is that Lanford avoided discussion of pre-
collisional chaos, the notion that particles that are about to collide are not corre-
lated. This notion is very subtle, because just after the collision, correlations have
inevitably taken place. In other words, we have pre-collisional chaos, but not post-
collisional.

What does pre-collisional chaos mean exactly? For the moment we do not have
a precise definition. It’s certainly a stronger notion than chaos in the usual sense; it
involves too a de-correlation hypothesis that is seen on a set of codimension 1, i.e.
configurations leading to collisions. We would infer that it is a notion of chaos where
we have replaced the weak topology by a uniform topology; but that cannot be so
simple, since chaos in a uniform topology also implies post-collisional chaos, which
is incompatible with pre-collisional chaos! In fact, the continuity of the two-particle
marginal along a collision would imply

f (t, x, v)f (t, x, v∗) 2 f (2;N)(t, x, v, x + 2rω, v∗)

= f (2;N)(t, x, v′, x + 2rω, v′∗)

2 f (1;N)(t, x, v′)f (1;N)(t, x, v′∗).

Passing to the limit we would have

f (t, x, v′) f (t, x, v′∗) = f (t, x, v)f (t, x, v∗),

and as we will see in Sect. 5.3 this implies that f is Gaussian in the velocity vari-
able, which is of course false in general. Another argument for showing that post-
collisional chaos must be incompatible with pre-collisional chaos consists of not-
ing that if we have post-collisional chaos, the reasoning leading to the Boltzmann
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equation can be used again by expressing two-particle probabilities in terms of post-
collisional probabilities. . . and we then obtain Boltzmann’s equation in reverse:

∂f

∂t
+ v · ∇xf = −Q(f,f ).

As has been mentioned, Lanford’s proof applies only to solid spheres; but Boltz-
mann’s equation is used for a much larger range of interactions. The general form
of the equation, say in dimension d , is the same as in (11):

∂f

∂t
+ v · ∇xf = Q(f,f ), (13)

but now

Q(f,f ) =
∫

Rd

∫

Sd−1
(f ′f ′∗ − ff∗)B̃(v − v∗,ω)dv∗ dω (14)

where B̃(v − v∗,ω) depends only on |v − v∗| and |(v − v∗) ·ω|. There exist several
representations of this integral operator (see [103]); it is often convenient to change
variables by introducing another angle, σ = (v′ − v′∗)/|v − v∗|, so that the formulas
(10) must be replaced by

v′ = v + v∗
2

+ |v − v∗|
2

σ, v′∗ = v + v∗
2

− |v − v∗|
2

σ. (15)

We must then replace the collision kernel B̃ by B so that

B dσ = B̃ dω.

Explicitly, we find

1

2
B̃(z,ω) =

∣∣∣∣2
z

|z| ·ω
∣∣∣∣
d−2

B(z,σ ).

The precise form of B (or, in an equivalent way, of B̃) is obtained by a classical
scattering computation that goes back to Maxwell and which can be found in [38]:
for an impact parameter p ≥ 0 and a relative velocity z ∈ R

3, the deviation angle θ

equals

θ(p, z) = π − 2p
∫ +∞

s0

ds/s2
√

1 − p2

s2 − 4φ(s)

|z|2
= π − 2

∫ p
s0

0

du√
1 − u2 − 4

|z|2 φ(
p
u
)
,

where s0 is the positive root of

1 − p2

s2
0

− 4
φ(s0)

|z|2 = 0.
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So B is implicitly defined by

B(|z|, cos θ) = p

sin θ

dp

dθ
|z|. (16)

We write either B(|z|, cos θ) or B(z,σ ), it being understood that the deviation angle
θ is the angle formed by the vectors v − v∗ and v′ − v′∗.

When φ(r) = 1/r , we recover Rutherford’s formula for the Coulomb deviation:

B(|v − v∗|, cos θ) = 1

|v − v∗|3 sin4(θ/2)
.

When φ(r) = 1/rs−1, s > 2, the collision kernel is not computed explicitly, but it
can be shown that (always in dimension 3)

B(|v − v∗|, cos θ) = b(cos θ) |v − v∗|γ , γ = s − 5

s − 1
. (17)

Furthermore, the function b, defined implicitly, is locally smooth with a noninte-
grable angular singularity when θ → 0:

sin θ b(cos θ) ∼ Kθ−1−ν, ν = 2

s − 1
. (18)

This singularity corresponds to collisions with large impact parameter p, where
there is scant deflection. It is inevitable once the forces are of infinite range: in fact

∫ π

0
B(|z|, cos θ) sin θ dθ = |z|

∫ π

0
p
dp

dθ
dθ = |z|

∫ pmax

0
p dp = |z|p2

max

2
. (19)

In the particular case s = 5, the collision kernel depends no longer on the relative
velocity, but only on the deviation angle: we speak of Maxwellian molecules. By
extension, we say that B(v − v∗, σ ) is a Maxwellian collision kernel if it depends
only on the angle between v − v∗ and σ . The Maxwellian molecules are above all a
phenomenological model, even if the interaction between a charged ion and a neutral
particle in a plasma is regulated by such a law [42, Vol. 1, p. 149]. The potentials
in 1/rs−1 for s > 5 are called hard potentials, for s < 5 soft potentials. Often the
angular singularity b(cos θ) is truncated to small values of θ .

The Boltzmann equation is important in modeling rarefied gases, as explained in
[39]. Nonetheless, because of its eventful history and its conceptual content, as well
as the impact of Boltzmann’s treatise [22], this equation has exerted a fascination
that goes far beyond its usefulness. The first mathematical works dedicated to it are
those of Carleman2 [26, 27], followed by Grad [57]. Besides the article by Lanford
[69] already mentioned, a result that has had a great impact is the weak stability

2The monography [27] was incomplete at the time of Carleman’s passing away, and was completed
by Carleson.
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theorem of DiPerna–Lions [47]. The equation is well understood in the spatially
homogeneous setting for hard potentials with angular truncation, see e.g. [84]; and
in the setting close to equilibrium, see e.g. [60]. We refer to the reference treatises
[38, 40, 103] for a number of other results.

4.3 Landau’s Equation

Boltzmann’s collisional integral loses its meaning for Coulomb interactions because
of the extremely slow decrease of the Coulomb potential. The grazing collisions,
with large impact parameter, then become dominant.

In 1936, Landau [67] established, using formal arguments, an asymptotic of
Boltzmann’s kernel in this setting. Letting λD be the shielding distance (below
which the Coulomb potential is no longer visible because of the global neutrality
of the plasma), and r0 the typical collision distance (distance of two particles whose
interaction energy is comparable to the molecular excitation energy), the parameter
Λ = 2λD/r0 is the plasma parameter, and in the limit Λ → ∞ (justified for “clas-
sical” plasmas), the Boltzmann operator can be formally replaced by a diffusive
operator called Landau’s operator:

QB(f,f ) 2 logΛ

2πΛ
QL(f,f ), (20)

QL(f,f ) = ∇v ·
(∫

R3
a(v − v∗)

[
f (v∗)∇vf (v)− f (v)∇vf (v∗)

]
dv∗

)
, (21)

a(v − v∗) = L

|v − v∗|Π(v−v∗)⊥ , (22)

where L is a constant and Πz⊥ denotes orthogonal projection onto z⊥.
The Landau approximation is now well understood mathematically in the context

of a limit called grazing collision asymptotics; [3] can be consulted for a detailed
discussion of this problem.

The Landau operator, both diffusive and integral, presents a remarkable structure.
It is easily generalized to arbitrary dimensions d ≥ 2, and the coefficient L/|z| can
be changed to L |z|γ+2, where γ is the exponent appearing in (17). The models
of hard potential type with γ > 0 have been completely studied in the spatially
homogeneous case [45]; but it is definitely the case γ = −3 in dimension 3 that
is physically interesting. In this case we only know how to prove the existence of
weak solutions in the spatially homogeneous case (by adapting [1, Sect. 7] and the
existence of strong solutions for perturbations of equilibrium [59]). This situation is
entirely unsatisfactory.
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4.4 The Balescu–Lenard Equation

In 1960, Balescu [7] directly establishes a kinetic equation that describes the
Coulomb interactions in a plasma; he thus recovers an equation published in an-
other form by Bogoliubov [19] and simplified by Lenard. The reference [96] can
be consulted for information on the genesis of the equation, and [8] for a synthetic
presentation. The collision kernel in this equation takes the same form as (21), the
difference is in the expression of the matrix a(v − v∗), which now depends both on
v and ∇f :

aBL

(
v, v − v∗,∇f

) = B

∫

|k|≤K0

k ⊗ k

|k|4
δk·(v−v∗)

|ε(k, k · v,∇f )|2 dk,

ε
(
k, k · v,∇f

) = 1 + b

|k|2
∫

R3

k · ∇f (u)

k · (v − u)− i 0
du.

(23)

This equation can also be obtained beginning with the study of long duration fluc-
tuations in Vlasov’s equation [71, Sect. 51].

The Balescu–Lenard equation is scarcely used because of its complexity. Under
reasonable hypotheses, the Landau equation provides a good approximation [8, 70].
The procedure is adaptable interactions other than the Coulomb interaction, but in
contrast with the limit of grazing collisions, it still provides the expression (21), the
only change being in the coefficient L of (22), which is proportional to

∫

R3
|k||Ŵ (k)|2 dk,

where W is the interaction potential. This equation is briefly reviewed in [95,
Chap. 6].

The mathematical theory of the Balescu–Lenard equation is wide open, both with
regard to establishing it and to studying its qualitative properties; one of the rare
rigorous papers on the subject is the linearized study of R. Strain [96]. Even though
little used, the Balescu–Lenard equation is nonetheless the most respected of the
collisional models in plasmas and it’s an intermediary that allows justification for
using the Landau collision operator to represent long duration fluctuations in particle
systems; its theory represents a formidable challenge.

5 Boltzmann’s Theorem H

In this section we will start with Boltzmann’s equation and examine several of its
most striking properties. Much more information can be found in my long review
article [103].
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5.1 Modification of Observables by Collisions

The statistical properties of a gas are manifested, in the kinetic model, by the evolu-
tion of observables

∫∫
f (t, x, v)ϕ(x, v) dx dv. Still assuming conditions with peri-

odic limits and all the required regularity, we may write

d

dt

∫∫
f ϕ dx dv =

∫∫
(∂tf )ϕ dx dv

= −
∫∫

v · ∇xf ϕ dx dv +
∫∫

Q(f,f )ϕ dx dv

=
∫∫

v · ∇xϕ f dx dv +
∫∫∫∫

B̃ (f ′f ′∗ − ff∗)ϕ dx dv dv∗ dω,

(24)

where we are still using the notation f ′ = f (t, x, v′), etc.
In the term with the integral in f ′f ′∗ we now make the pre-postcollisional change

of variables (v, v∗) → (v′, v′∗), for all ω ∈ Sd−1. This change of variable is unitary
(Jacobian determinant equal to 1) and preserves B̃ (its properties are traces of the
microreversibility). After having renamed the variables, we obtain

d

dt

∫∫
f ϕ dx dv =

∫∫
v · ∇xϕf dx dv +

∫∫∫∫
B̃ff∗(ϕ′ − ϕ)dv dv∗ dωdx.

(25)
This is, incidentally, the form in which Maxwell wrote Boltzmann’s equation from
1867 on. . . . We deduce from (25) that

∫∫
f dx dv is constant (fortunately!!), and we

get an important quantity, the effective momentum transfer cross section M(v − v∗)
defined by

M(v − v∗) (v − v∗) =
∫

B̃(v − v∗,ω) (v′ − v)dω.

Even when B̃ is a divergent integral, the quantity M may be finite, expressing the
fact that the collisions modify the velocities in a statistically reasonable way. Read-
ers may refer to [2, 3, 103] for more details on the treatment of grazing singularities
of B̃ .

Boltzmann would improve Maxwell’s procedure by making better use of the
symmetries of the equation. First, by making the pre-postcollisional change of vari-
ables in the whole second term of (24) we obtain

∫∫∫∫
B̃ (f ′f ′∗ −ff∗)ϕ dv dv∗ dωdx = −

∫∫∫∫
B̃ (f ′f ′∗ −ff∗)ϕ′ dv dv∗ dωdx.

(26)
Instead of exchanging the pre- and postcollisional configurations, we may exchange
the particles together: (v, v∗) �→ (v∗, v), which also clearly has a unitary Jacobian
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determinant. This gives us two new forms from (26):
∫∫∫∫

B̃ (f ′f ′∗ − f f∗)ϕ∗ dv dv∗ dωdx

= −
∫∫∫∫

B̃ (f ′f ′∗ − ff∗)ϕ′∗ dv dv∗ dωdx. (27)

By combining the four forms appearing in (26) and (27), we obtain

d

dt

∫∫
f ϕ dv dx =

∫∫
f (v · ∇xϕ)dx dv

− 1

4

∫∫∫∫
B̃(f ′f ′∗ − ff∗)(ϕ′ + ϕ′∗ − ϕ − ϕ∗) dx dv dv∗ dω.

(28)

As a consequence of (28), we note in the first place that
∫∫

f ϕ is preserved if ϕ
satisfies the functional equation

ϕ(v′)+ ϕ(v′∗) = ϕ(v)+ ϕ(v∗) (29)

for each choice of velocities v, v∗ and of the parameter ω. Such functions are called
collision invariants and reduce, under extremely weak hypotheses, to just linear
combinations of the functions

1, vj (1 ≤ j ≤ d),
|v|2

2
.

Readers may consult [40] in this regard. This is again natural: it is the macroscopic
reflection of conservation of mass, the amount of motion and kinetic energy during
microscopic interactions.

5.2 Theorem H

We now come to the discovery that will put Boltzmann among the greatest names
in physics. We choose ϕ = logf and assume all the regularity needed for carrying
through the calculations; in particular

∫∫
f v · ∇x(logf )dv dx =

∫∫
v · ∇x(f logf − f )dv dx = 0.

Identity (28) thus becomes, taking into account the additive properties of the loga-
rithm,

d

dt

∫∫
f logf dx dv = −1

4

∫∫ ∫∫
B̃(f ′f ′∗ − ff∗)(logf ′f ′∗ − logff∗). (30)
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The logarithm function being increasing, the above expression is always nonposi-
tive! Moreover, knowing that B̃ vanishes only on a set of measure zero, we see that
the expression (30) is strictly negative whenever f ′f ′∗ is not equal to ff∗ almost
everywhere, which is true for generic distributions. Thus, modulo the rigorous justi-
fication of the integrations by parts and a change of variables, we have proved that,
in Boltzmann’s model, the entropy increases with time.

The impact of this result is crucial. First, the heuristic microscopic reasoning of
Sect. 3.4 has been replaced by a simple argument that leads directly to the limit
equation. Next, even if it is a manifestation of the second law of thermodynamics,
the increase in the entropy in Boltzmann’s model is deduced by logical reasoning
and not by a postulate (a law) which one accepts or not. Finally, of course, in doing
so, Boltzmann displayed an arrow of time associated with his equation.

Not only is this macroscopic irreversibility not contradictory with microscopic
reversibility, but it is in fact intimately linked to it: as has already been explained,
it’s the conservation of microscopic volume in phase space that guarantees the non-
decrease of entropy. For the rest, as L. Carleson was already surprised to discover
in 1979 while examining simplified models of Boltzmann’s equation [35], it is pre-
cisely when the parameters of the dynamics are adjusted in such a way to achieve
microscopic reversibility, that the H theorem holds. The phenomenon is well known
in the context of the physics of granular media [105]: there the microscopic dy-
namic is dissipative (nonreversible), including a loss of energy due to friction, and
the macroscopic dynamic does not satisfy Theorem H !

From the informational point of view, the increase in entropy means that the sys-
tem always runs toward macroscopic states that are more and more probable. This
probabilistic idea is exacerbated by the formidable power of the combinatorics: we
suppose for example that we are considering a gas with N 2 1016 particles (which
is roughly what we find in 1 mm3 of gas under ordinary conditions!), and between
time t = t1 and time t = t2 the entropy increases only by 10−5. The volume of mi-
croscopic possibilities is then multiplied by eN [S(t2)−S(t1)] = e1011 � 101010

. This
phenomenal factor far exceeds the number of protons in the universe (10100?) or the
number of 1000-page books that could be written by combining all the alphabetic
characters of all the languages in the world. . . .

The intuitive interpretation of Theorem H is thus rather eloquent: the high en-
tropy states occupy, at the microscopic level, a place so monstrously larger than the
states of low entropy, that the microscopic system goes to them automatically. As
we have seen, the logical reasoning justifying this scenario is complex and indirect,
involving the propagation of chaos and macroscopic determinism—and to this day
only a small portion of the program has been rigorously achieved.

5.3 Vanishing of Entropy Production

The increase in entropy admits a complement that is no less profound, frequently
stated as a second part of Theorem H : the characterization of cases of equality, i.e.
states for which the production of entropy vanishes.
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We have seen in (30) that the entropy production equals
∫

PE(f (x, ·)) dx, (31)

where PE is the functional of “local production of entropy”, acting on the kinetic
distributions f = f (v):

PE (f ) =
∫∫∫

B̃(v−v∗,ω)(f (v′)f (v′∗)−f (v)f (v∗)) log
f (v′)f (v′∗)
f (v)f (v∗)

dv dv∗ dω.

(32)
For all reasonable models, we have B̃(z,ω) > 0 almost everywhere, and it fol-

lows that the entropy production vanishes only for a distribution satisfying the func-
tional equation

f (v′)f (v′∗) = f (v)f (v∗) (33)

for (almost) all v, v∗,ω. By taking the logarithm in (33) we recover Eq. (29), which
shows that f must be the exponential of a collision invariant. In view of the form
of the latter, and taking into account the integrability constraint of f , we obtain
f (v) = ea+b·v+c|v|2/2, which can be rewritten

f (v) = ρ
e− |v−u|2

2T

(2πT )d/2
, (34)

where ρ ≥ 0, T > 0 and u ∈ R
d are constants. It is therefore a particular Gaussian,

with covariance matrix proportional to the identity.
Maxwell already noticed that (34) makes Boltzmann’s collision operator vanish:

Q(f,f ) = 0. Such a distribution is called Maxwellian in his honor. However, it is
Boltzmann who first gave a convincing argument that the distributions (34) are the
only solutions of the equation PE(f ) = 0, and consequently the only solutions of
Q(f,f ) = 0. Let’s honor him by sketching a variant of his original proof.

We begin by averaging (33) over all angles σ = (v′ − v′∗)/|v − v∗|; the left side
|Sd−1|−1

∫
f ′f ′∗ dσ is then the mean of the function σ → f (c + rσ )f (c − rσ ),

where c = (v + v∗)/2 and r = |v − v∗|. This thus depends only on c and r or, in
an equivalent way, only on m = v + v∗ and e = (|v|2 + |v∗|2)/2, respectively the
amount of motion and the total energy involved in a collision. After passing to the
logarithm, we find for ϕ = logf the identity

ϕ(v)+ ϕ(v∗) = G(m,e). (35)

The operator ∇v −∇v∗ , applied to the left hand side of (35), yields ∇ϕ(v)−∇ϕ(v∗).
When we apply the same operator to the right hand side, the contribution of m

disappears, and the contribution of e is collinear with v − v∗. We thus conclude that
F = ∇ϕ satisfies

F(v)− F(v∗) is collinear with v − v∗ for all v, v∗
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and it is easy to deduce that F(v) is an affine transformation, whence the conclusion.
(Here is a crude method for showing the affine character of F , assuming regularity:
we start by writing a Taylor expansion and noting that the Jacobian matrix of F is
a multiple of the identity at each point, say ∂iF

j (v)zi = λ(v) zj ; then by differen-
tiating with respect to vk we deduce that ∂ikF j = 0 if i �= j , and it follows that all
the coefficients ∂iF

j cancel, after which we easily see that DF is a multiple of the
identity.)

As a consequence of (31) and (34), the distributions f (x, v) that cancel the pro-
duction of Boltzmann entropy are precisely the distributions of the form

f (x, v) = ρ(x)
e
− |v−u(x)|2

2T (x)

(2πT (x))d/2
. (36)

They are called local Maxwellians or else hydrodynamic states. In accordance
with the kinetic description, these states are characterized by a considerable reduc-
tion in complexity, since they depend on but three fields: the density field ρ, the
field of macroscopic velocities u and the temperature field T . These are the fields
that enter into the hydrodynamic equations, whence the above terminology.

This discovery establishes a bridge between the kinetic and hydrodynamic de-
scriptions: in a process where collisions are very numerous (weak Knudsen num-
ber), the finiteness of entropy production forces the dynamic to be concentrated
near distributions that makes the entropy production vanish. This remark makes
way for a vast program of hydrodynamic approximation of Boltzmann’s equation, to
which Hilbert alludes in his Sixth Problem. Readers can consult [54, 55, 93]. If the
Boltzmann equation can be approached both by compressible and incompressible
equations, we should note that it does not lead to the whole range of hydrodynamic
equations, but only to those for perfect gases, i.e. those that conform to a law where
pressure is proportional to ρT .

6 Entropic Convergence: Forced March to Oblivion

If Maxwell discovered the importance of Gaussian velocity profiles, he did not, as
Boltzmann remarks, prove that these profiles are actually induced by the dynamic.
Boltzmann wanted to complete this program, and for this recover the Maxwellian
profiles not only as equilibrium distributions, but also as limits of the kinetic equa-
tion asymptotically as time becomes large (t → ∞). This conceptual leap aimed at
basing equilibrium statistical mechanics on its nonequilibrium counterpart—usually
much more delicate—is still topical in innumerable contexts.

I have written a good bit on this topic and readers can consult the survey article
[103, Chap. 3], the course [108], the research article [46] or the research memoir
[109]. In the sequel, in order to fix the ideas, I will suppose that the position variable
lives in the torus Td .
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6.1 Global Maxwellian

We have already encountered local Maxwellians that make the collision operator
vanish. In order to make the operator v · ∇x also vanish, it is natural to look for
Maxwellians whose parameters ρ,u,T are homogeneous, constants independent of
position. A single set of these parameters is compatible with the laws of conservation
of mass, momentum and energy. The distribution thus obtained is called global
Maxwellian:

MρuT = ρ
e− |v−u|2

2T

(2πT )d/2
.

Without loss of generality, even with a change in Galilean reference or physical
scale, we may suppose that ρ = 1, u = 0 and T = 1, and we will denote the corre-
sponding distribution by M .

This distribution is thus an equilibrium for Boltzmann’s equation. Moreover, it
is easy to verify that it is the distribution that maximizes entropy under the con-
straints of fixed mass, linear momentum and total energy. This selection criterion
foreshadows the classical theory of equilibrium statistical mechanics and Gibbs’
famous canonical ensembles (Gibbs measure).

6.2 The Entropic Argument

Boltzmann now uses Theorem H to give a more solid justification to the global
Maxwellian: he notes that

• entropy increases strictly unless it is in a hydrodynamic state,
• the global Maxwellian, stationary, is the only hydrodynamic solution of Boltz-

mann’s equation.

The image that emerges is that the entropy will continue to increase as much as
possible since the distribution never remains “stuck” on a hydrodynamic solution;
the entropy will end up approaching the maximal entropy of the global Maxwellian,
and convergence results.

In this regard we can make two remarks: the first is that the Lebesgue measure,
which we have taken as the reference measure in Boltzmann’s entropy, may be re-
placed by the Maxwellian: in fact

H(f )−H(M) =
∫∫

f log
f

M
dv dx = HM(f ),

where we have used the fact that logM is a collision invariant. The second remark
is that the difference in entropies allows us to quantify the difference between the
Gaussian and equilibrium, for example by virtue of the Csiszàr–Kullback–Pinsker
inequality: HM(f ) ≥ ‖f −M‖2

L1/2‖M‖L1 .
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Boltzmann’s reasoning is essentially correct and it’s not difficult to transform it
into a rigorous argument by showing that sufficiently regular solutions of the Boltz-
mann equation approach Maxwellian equilibrium. In the context of spatially homo-
geneous solutions, T. Carleman formalized this reasoning in 1932 [26].

However, Boltzmann did not have the means for making his argument qualita-
tive; it would be necessary to wait almost a century before anyone dared to pose
the problem of the speed of convergence toward Gaussian equilibrium, especially
pertinent since the range of validity of Boltzmann’s equation is not eternal and is
limited in time by phenomena such as the Poincaré recurrence theorem.

6.3 The Probabilistic Approach of Mark Kac

At the beginning of the 1950s, Kac [66] attempted to understand convergence to-
ward equilibrium for the Boltzmann equation and began by simplifying the model.
Kac ignores positions, simplifies the collision geometry extravagantly and invents
a stochastic model where randomness is present in the interaction: whenever two
particles interact, one draws at random the parameters describing the collision. Po-
sitions being absent, the particles all interact, each with all the others, and thus a
“mean field” model is produced. This simplified probabilistic model is for Kac an
opportunity for formalizing mathematically the notion of propagation of chaos in
the mean field equations, which would prove so fertile and would be taken up later
by Sznitman [98] and many others.

Suspicious of Boltzmann’s equation, Kac wants to explain the convergence by
microscopic probabilistic reasoning on the level of an N -particle system; he at-
tempts to obtain spectral gap estimates that are uniform in N . His approach seems
naive nowadays in that it underestimates the difficulty of treating dimension N ;
nonetheless, the problem of determining the optimal spectral gap, resolved a half-
century later, has proved to be very interesting [31, 65, 79]. For this subject readers
can equally well consult [104, Sect. 6] and [32], where there is interest in the en-
tropic version of this “microscopic” program.3

In 1966 McKean [81] resumed Kac’s work and drew a parallel with the problems
of the central limit theorem. He introduced the tools of information theory to the
subject, in particular Fisher information [41], which measures the difficulty in esti-
mating a parameter such as the velocity of the particles. The program would be com-
pleted by Tanaka [100], who discovered new contracting distances, and would cul-
minate with the work of Carlen, Carvalho, Gebetta, Lu, Toscani on “the central limit
theorem for the Boltzmann equation” [29, 30, 33, 34]. This theory encompasses ba-
sic convergence theorems based on the combinatorics of interactions between par-
ticles and tools from the study of central limit theorem (weak distances. . .), as well
as counterexamples demonstrating extremely slow convergence to equilibrium.

3This program culminates in a recent manuscript by Mischler and Mouhot.
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This stochastic program allows us to dispense with Theorem H ; in fact it has
also permitted the updating of several Lyapunov functionals: Tanaka’s contracting
distance (of optimal transport), Fisher’s information. Nonetheless, from a technical
point of view, the whole theory remains essentially confined to Maxwellian inter-
actions (in which B̃(v − v∗,ω) depends only on the angle between v − v∗ and ω)
and to spatially homogeneous gases. Chapter 4 of [103] is dedicated to particular
properties, highly elegant moreover, of these interactions.

For gaining generality and for studying inhomogeneous situations or non-
Maxwellian interactions, the only robust approach known to this day is based on
the H Theorem.

6.4 Cercignani’s Conjecture

Boltzmann’s H Theorem is general and relevant, so that it is natural to look for its
quantitative refinements. At the beginning of the 1980s, C. Cercignani asked if one
could estimate from below the production of local entropy as a function of the “non-
Gaussianity” of the kinetic distribution, ideally by a multiple of the information
HM(f ). It was not until a decade later that Carlen and Carvalho [28], Desvillettes
[44], without answering Cercignani’s question, could nonetheless present quantita-
tive lower bounds for the production of entropy.

A more precise answer to this problem is obtained in my articles [101] and [103]
(the first in collaboration with G. Toscani). Without loss of generality we suppose
that

∫
f dv = 1,

∫
f v dv = 0,

∫
f |v|2 dv = d ; the general case being deducible by

change of scale or reference frame. We begin by mentioning a surprisingly simple
example, taken from [104], which is applied in a nonphysical situation: if B(v −
v∗, σ ) ≥ K(1 + |v − v∗|2), then

PE(f ) ≥
(
KB

|Sd−1|
8

d − 1

1 + 2d

)
T ∗
f HM(f ), (37)

where

T ∗
f = inf

e∈Sd−1

∫
f (v)(v · e)2 dv.

The quantity T ∗
f quantifies the nonconcentration of f near a hyperplane; it is esti-

mated from below with any information on entropy or regularity, even automatically
for radially symmetric distributions. The conciseness of the result masks a surpris-
ing proof technique whereby f is regularized by an auxiliary diffusion semigroup;
under the effect of this semigroup, the variation in the production of Boltzmann en-
tropy is essentially estimated by the production of Landau entropy, which in turn
is estimated in terms of Fisher information before integrating along the semigroup;
see [104] or [108] for the details.

The hypothesis of quadratic growth in the relative velocity is not physically re-
alistic; it is nonetheless optimal in the sense that there exist counterexamples [16]



332 C. Villani

for kernels with growth |v − v∗|γ , for each γ < 2. One can then work on inequality
(37) in order to derive from it a weaker underestimate that applies to realistically
effective sections, such as the model of solid spheres; the principal difficulty lies
in controlling the quantity of entropy production induced by the small relative ve-
locities (|v − v∗| ≤ δ). The logarithms make this control delicate; see [104] for the
details. In the end, for each ε > 0 we obtain the inequality

PE(f ) ≥ Kε(f )[H(f )−H(Mf )]1+ε, (38)

where Mf is the Maxwellian associated with f , i.e. that with parameters ρ,u,T

corresponding to the density, mean velocity and temperature of f . The constant
Kε(f ) depends only on ε, on the Cr regularity of f for r sufficiently large, on a
moment

∫
f |v|s dv for s sufficiently large, and on a lower bound f ≥ K e−A|v|q .

The question as to whether these hypotheses can be relaxed remains open.

6.5 Conditional Convergence

Inequality (38) concerns a function f = f (v) but does not include spatial depen-
dence; this is inevitable since the variable x does not enter into the study of the
global production of entropy. Of course, (38) immediately implies (modulo the reg-
ularity bounds) convergence in O(t−∞) for the spatially homogeneous equation, i.e.
the distance between the distribution and equilibrium tends to 0 faster than t−k for
each k; yet this inequality does not resolve the inhomogeneous problem. The obsta-
cle to be overcome is the degeneracy of entropy production on hydrodynamic states.
A key to the study over long time of Boltzmann’s equation thus consists in showing
that not too much time is spent in a hydrodynamic, or approximately hydrodynamic,
state. To avoid this trap, we can only depend on the transport, represented by the op-
erator v ·∇x . Grad [56] had understood in 1965, in a moreover rather obscure paper:
“the question is whether the deviation from a local Maxwellian, which is fed by
molecular streaming in the presence of spatial inhomogeneity, is sufficiently strong
to ultimately wipe out the inhomogeneity” (. . .) “a valid proof of the approach to
equilibrium in a spatially varying problem requires just the opposite of the proce-
dure that is followed in a proof of the H -Theorem, viz., to show that the distribution
function does not approach too closely to a local Maxwellian.”

In 2000s, Desvillettes and I [46] rediscovered this principle formulated by Grad
and we established a version of the instability of hydrodynamic approximation: if
the system becomes, at a given moment, close to being hydrodynamic without being
in equilibrium, then transport phenomena cause it to leave this hydrodynamic state.
This is quantified, under the hypothesis of strong regularity, by studying second
variations of the square of the norm, ‖f − Mf ‖2, between f = f (t, x, v) and the
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associated local Maxwellian

Mf (t, x, v) = ρ(t, x)
e
− |v−u(t,x)|2

2T (t,x)

(2πT (t, x))d/2
,

ρ(t, x) =
∫

f (t, x, v) dv, u(t, x) = 1

ρ(t, x)

∫
f (t, x, v)v dv,

T (t, x) = 1

dρ(t, x)

∫
f (t, x, v)|v − u(t, x)|2 dv.

In some way Mf is the best possible approximation of f by a hydrodynamic state,
and the study of the variations ‖f − Mf ‖ allows us to verify that f cannot long
remain close to a hydrodynamic state.

By adjoining (in an especially technical way, with the help of numerous func-
tional inequalities) the quantitative H Theorem with the instability of hydrodynamic
approximation, we end up with conditional convergence: a solution of the Boltz-
mann equation satisfying uniform regularity bounds converges toward equilibrium
in O(t−∞). This result is constructive in the sense that the time constants involved
depend only on the regularity bounds, on the form of the interaction and on the
boundary conditions. The convergence resides in a system of inequalities that si-
multaneously involve the entropy and the distance to the hydrodynamic states. For
example, one of them is written

d2

dt2
‖f −Mf ‖2

L2 ≥ K

∫
|∇T |2 dx − C

δ1−ε
(‖f −Mf ‖2

L2)
1−ε − δ[H(f )−H(M)].

(39)
In order to understand the contribution of such an inequality, we suppose that f
becomes hydrodynamic at some moment: then f = Mf and (38) is useless. But
if the temperature is inhomogeneous and if δ in (39) is very small, then we are
left with (d2/dt2)‖f − Mf ‖2

L2 ≥ const., which certainly keeps f from remaining

close to Mf for very long. Once f has exited the hydrodynamic approximation, we
can reapply (38), and so forth. This reasoning only works when the temperature is
inhomogeneous, but we can find other inequalities involving macroscopic velocity
gradients and the density. We thus pass from a “passive” argument to an “active”
argument, where the increase in entropy is forced by differential inequalities rather
than by the identification of a limit.

We end this section with several commentaries on the hypotheses. The regularity
theory of the Boltzmann equation allows reduction of the general bounds to very
particular bounds, e.g. it is known that the kinetic distribution is automatically mi-
norized by a multiple of e−|v|q if, for example, the equation is set on the torus and
the solution is regular. It is also known that bounds on the moments of low order
allow having bounds on arbitrarily high moments, etc. But regularity in the gen-
eral context remains a celebrated open problem. The conditional convergence result
shows that it’s the final obstacle separating us from quantitative estimates of conver-
gence to equilibrium; it likewise unifies the already known results on convergence:
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both the case of spatially homogeneous distributions and that of distributions close
to equilibrium are situations in which we have an almost complete regularity theory.

In studying convergence toward equilibrium for the Boltzmann equation, we ob-
serve a subtle interaction between the collision operator (nonlinear, degeneratively
dissipative) and the transport operator (linear, conservative). Neither of the two,
taken separately, would be sufficient for inducing convergence, but the combina-
tion of the two succeeds. This situation arises rather frequently and recalls the hy-
poellipticity problem in the theory of partial differential equations. By analogy, the
hypocoercivity problem is the study of the convergence properties for potentially
degenerate equations.

A somewhat systematic study of these situations, both for linear and nonlinear
equations, was made in my memoir [107]. The general strategy consists of con-
structing Lyapunov functionals adapted to the dynamic, while adjoining by a nat-
ural functional (like entropy) a well chosen term of lesser order. A case study is
the “A∗A + B theorem”, inspired by Hörmander’s sum of squares theorem, which
gives sufficient conditions on the commutators between operators A and B , with
B antisymmetric, for the evolution e−t (A∗A+B) to be hypocoercive. In the simpler
variant, one of these conditions reminiscent of Hörmander’s Lie algebra condition,
is the coercivity of A∗A+ [A,B]∗[A,B].

Hypercoercivity theory has now taken on a life of its own and there are already
a number of striking results; it continues to expand, especially in the nonlinear con-
text. This is true as well both for kinetic theory, as in the paper [58] that will be
mentioned in the next section, and outside of kinetic theory, as in the paper by Liv-
erani and Olla on the hydrodynamic limits of certain particle systems [73].

In a nonlinear context, the principal result remains [109, Theorem 51]; this gen-
eral statement allows for simplification of the proof of the conditional convergence
theorem for the Boltzmann equation, and includes new interactions and limit condi-
tions. See [109, Part III] for more details.

6.6 Linearized System

The rate of convergence to equilibrium can be determined by a linearized study. We
begin by flushing out a classical logical mistake: the linearized study can in no case
be a substitute for the nonlinear study, since linearization is only valid beginning
from where the distribution is very close to equilibrium.

The linearized study of convergence requires overcoming three principal diffi-
culties:

• quantitatively estimating the spectral gap for the linearized collision operator;
• performing a spectral study of the linearization in a space appropriate for the

nonlinear problem, so as to achieve a “connection” between the nonlinear study
and the linearized study;

• take into account the hydrodynamic degeneracy from a hypercoercive perspec-
tive: in fact, the linearized equation is just as degenerate as the nonlinear equa-
tion.



(Ir)reversibility and Entropy 335

All of these difficulties have been resolved in the last decade by C. Mouhot and
his collaborators Baranger, Gualdani and Mischler [11, 58, 82], at least in the em-
blematic case of solid spheres. Thus the recent article [58] establishes a conditional
convergence result with exponential rate O(e−λt ) instead of O(t−∞), and the rate
λ is estimated in a constructive manner.

Exponential convergence is not a universal characteristic of Boltzmann’s equa-
tion: we do not expect it for hard potentials or even for the moderately soft. To fix
our ideas, let us suppose that the collision kernel behaves like |v − v∗|γ b(cos θ).
In the case where b(cos θ) sind−2 θ is integrable (often by angular truncation for
the grazing collisions), the linearized collision operator only admits a spectral gap
for γ ≥ 0. An abundance of grazing collisions permits extending this condition, as
Mouhot and Strain [83] showed: if b(cos θ) sind−2 θ 2 θ−(1+ν) for θ → 0 (impor-
tant grazing collisions), then the linearized collision operator only allows a spectral
gap for γ + ν ≥ 0. The regularity theory is presently under development for such
equations (work of Gressman–Strain, Alexandre–Morimoto–Ukai–Xu–Yang), and
we can wager that within a few years the linearized theory will cover all these cases.

For too soft potentials (or for the Landau’s model of Coulomb collisions), there
is no spectral gap and the best result we can expect is fractional exponential conver-
gence O(e−λtβ ), 0 < β < 1. Such estimates can be found in the paper of Guo and
Strain [60].

6.7 Qualitative Evolution of Entropy

A recurrent theme in this whole section is the degeneracy related to hydrodynamic
states, which disturbs the convergence to equilibrium. In the beginning years of this
century, Desvillettes and I suggested that this degeneracy is reflected in oscillations
in the production of entropy. Never previously observed, these oscillations have been
identified in very precise numerical simulations by F. Filbet. In Fig. 1 I reproduce
a striking curve, obtained with Boltzmann’s equation in a one-dimensional periodic
geometry.

In Fig. 1, the logarithm of the function H has been drawn as a function of time;
the global rectilinear decrease thus corresponds to an exponential convergence to-
ward the equilibrium state. The kinetic information has also been separated in to
hydrodynamic information and “purely kinetic” information:

∫
f log

f

M
=
(∫

ρ log
ρ

T d/2

)
+
∫

f log
f

Mf
;

the second quantity (purely kinetic information) is the curve that is seen just below
the curve of the function H . When the two curves are distant from each other, the
distribution is almost hydrodynamic; when they are close, the distribution is almost
homogeneous. Starting from the hydrodynamic distribution, it deviates immediately,
in conformance with the instability principle for the hydrodynamic approximation.
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Fig. 1 Logarithmic evolution
of the kinetic function H and
of the hydrodynamic function
H for the Boltzmann
equation in a periodic box

One subsequently clearly sees oscillations between rather hydrodynamic states, as-
sociated with a slowing down in entropy production, and the more homogeneous
states; these oscillations are important, given the logarithmic nature of the diagram.
Filbet, Mouhot and Pareschi [50] present other curves and attempt to explain the
oscillation frequency in a certain asymptotic process.

Here the Boltzmann equation nicely reveals its double nature, relevant for both
transfer of information via collisions and fluid mechanics via the transport operator.
It is often the marriage between the two aspects that proves delicate.

The relative importance of transport and collisions can be modulated by the
boundary conditions; in the periodic context it comes down to the size of the box.
A large box will permit important spatial variations, giving the hydrodynamic ef-
fects free rein, as in the above simulation. Nonetheless, we clearly see that even in
this case, and contrary to an idea well ingrained even with specialists, the asymp-
totic regime is not hydrodynamic, in the sense that the ratio between hydrodynamic
entropy and total kinetic entropy does not increase significantly as time passes, os-
cillating rather between minimum and maximum values.

We can ask ourselves what happens in a rather small box. Such a simulation is in
Fig. 2.

The conclusion that we can draw from this figure is precisely opposite to our
intuition, according to which the hydrodynamic effects dominate in the long run:
quite the contrary, starting from a hydrodynamic situation, we quickly arrive at a
situation that is almost homogeneous (visually we have the impression that at time
2 0.7 the hydrodynamic information represents scarcely more that 1% of the total
information!). The inhomogeneous effects then resume their rights (at time t = 1
the information is divided into parts of the same order), after which it becomes
resolutely homogeneous. In this example, the homogenization has proceeded faster
than convergence to equilibrium. We’ll return to this figure, which has cause some
perplexity, in Sect. 8.
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Fig. 2 The same thing in a
smaller box

6.8 Two Nonconventional Problems

I end this section by mentioning two peculiar problems linked to time’s arrow in
Boltzmann’s equation that are perhaps just curiosities. The first is the classification
of eternal solutions of Boltzmann’s equation: I tried to show in my doctoral thesis
that, at least for the spatially homogeneous Boltzmann equation with Maxwellian
molecules, there do not exist eternal solutions with finite energy. The second would
be to instead look for self-similar solutions with finite energy that do not converge
to Maxwellian equilibrium. For the first problem, [111] can be consulted for partial
results; the conjecture is still viable, and Bobylev and Cercignani [18] have been
able to show that there does not exist any eternal solution having finite moments of
all orders. As to the second problem, it has been resolved by the same authors [17]
using Fourier transform techniques.

7 Isentropic Relaxation: Living with Ones Memories

We now consider Vlasov’s equation with interaction potential W :

∂f

∂t
+ v · ∇xf −

(
∇W ∗

∫
f dv

)
· ∇vf = 0. (40)

Unlike Boltzmann’s equation, Eq. (40) does not impose time’s arrow and remains
unchanged under the action of time reversal. The constancy of entropy corresponds
to a preservation of microscopic information. The solution of Vlasov’s equation
at time t theoretically permits reconstructing the initial condition without loss of
precision, simply by solving Vlasov’s equation after having reversed the velocities.

Additionally, whereas Boltzmann’s equation allows but a very small number of
equilibria (the Maxwellians determined by the conservation laws), Vlasov’s equa-
tion allows a considerable number of them. For example, all the homogeneous dis-
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tributions f 0 = f 0(v) are stationary. There exist yet many other stationary distri-
butions, for example the family of Bernstein–Greene–Kruskal waves [14]. For all
these reasons, there is nothing a priori that would lead us to conjecture a well deter-
mined behavior over the long term and there is no indication at all of time’s arrow.
However, in 1946, L. Landau, released several years earlier from the soviet commu-
nist prisons where his frank speech had led him, suggested a very specific long term
behavior for Vlasov’s equation [68]. It is based on an analysis of the linearized equa-
tion near a homogeneous equilibrium. Landau’s prediction provoked a shock and a
conceptual change which still today raises lively discussions [92]; in its sequel it be-
gan to be suspected that convergence toward equilibrium is not necessarily tied to an
increase in entropy. This section is devoted to a survey of the question of isentropic
convergence, while emphasizing the perturbation regime, which is the only one for
which there are sound elements. More details can be found in my course [110].

7.1 Linearized Analysis

We study Vlasov’s equation near a homogeneous equilibrium f 0(v). If we set
f (t, x, v) = f 0(v)+ h(t, x, v), the equation becomes

∂h

∂t
+ v · ∇xh+ F [h] · ∇vf

0 + F [h] · ∇vh = 0, (41)

where

F [h](t, x, ) = −
∫∫

∇W(x − y)h(t, y, v) dv

is the force induced by the distribution h.
By neglecting the quadratic term F [h] · ∇vh in (41), we obtain the linearized

Vlasov equation near a homogeneous equilibrium:

∂h

∂t
+ v · ∇xh+ F [h] · ∇vf

0 = 0. (42)

Before examining (42), we consider the case without interaction (W = 0), i.e.
the free transport ∂tf + v · ∇xf = 0. This equation is solved in T

d
x × R

d
v by

f (t, x, v) = fi(x − vt, v), where fi is the initial distribution. We change to Fourier
variables by putting

g̃(k, η) =
∫∫

g(x, v)e−2iπk·x e−2iπη·v dx dv;

the free transport solution is then written

f̃ (t, k, η) = f̃i (k, η + kt). (43)

When k �= 0, this expression tends to 0 when t → ∞, with rate determined by the
regularity of fi in the velocity variable (Riemann–Lebesgue principle). All these



(Ir)reversibility and Entropy 339

nonzero spatial modes thus relax toward 0; it’s the homogenizing action of free
transport.

Equation (42) is not so easily solved; nonetheless, if we put ρ(t, x) =∫
h(t, x, v) dv, we then discover that the various modes ρ̂(t, k) all satisfy inde-

pendent equations for distinct values of k. This remarkable decoupling property for
the modes is the foundation for Landau’s analysis. For each k we have a Volterra
equation for the k-th mode:

ρ̂(t, k) = f̃i (k, kt)+
∫ t

0
K0(k, t − τ)ρ̂(τ, k) dτ,

where

K0(t, k) = −4π2Ŵ (k)f̃ 0(kt)|k|2 t.
The stability of Volterra equations is a classical problem. If u satisfies u(t) =

S(t) + ∫ t

0 K(t − τ)u(τ) dτ , then the rate of decrease of u is dictated by the worse
of two rates: the rate of decrease of S of course, and on the other hand the width
of the largest band {0 ≤ 3ξ ≤ Λ} that does not intersect any solution of the equa-
tion KL = 1, where KL is the Laplace transform of K . If Λ > 0, we thus have
exponential stability for the linearization.

Adapted to our context, this result leads to the Penrose stability criterion,
for which a multidimensional version will be stated. For each k ∈ Z

d , we define
f 0
k :R → R+ by

f 0
k (r) =

∫

k⊥
f 0
(

k

|k| r + z

)
dz;

in short, f 0
k is the marginal of f 0 in the k-th direction. Penrose’s criterion [88]

requires that for each k ∈ Z
d ,

∀ω ∈R, (f 0
k )

′(ω) = 0 =⇒ Ŵ (k)

∫
(f 0

k )
′(v)

v −ω
dv < 1.

If this criterion (essentially optimal) is satisfied, then there is exponential stabil-
ity for the linearization: the force decreases exponentially fast, as do all inhomo-
geneities of the spatial density

∫
hdv.

The Penrose stability criterion is satisfied in numerous situations: in the case of
a Coulomb interaction when the marginals of f 0 increase to the left of 0, decrease
to the right (in other words, if (f 0

k )
′(z)/z < 0 for z �= 0); in particular if f 0 is a

decreasing function of |v|, a Gaussian for example. Again in the Coulomb case,
in dimension 3 or more, the criterion is verified if f 0 is isotropic. In the case of
Newtonian attraction, things are more complex: for example, for a Gaussian dis-
tribution, the stability depends on the mass and the temperature of the distribution.
This reflects the celebrated Jeans instability, according to which the Vlasov equation
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is linearly unstable for lengths greater than

LJ =
√

πT

G ρ0
,

where G is the constant of universal gravitation, ρ0 the mass of the distribution f 0

and T its temperature. It’s this instability which is responsible for the tendency of
massive bodies to regroup themselves in “clusters” (galaxies, clusters of galaxies,
etc.).

In summary, the linearized Vlasov equation about a stable homogeneous equilib-
rium (in the sense of Penrose) predicts an exponential dampening of the force, in
an apparently irreversible manner. This discovery brought back the problematic of
time’s arrow in the theory of Vlasov’s equation.

The study of the linearized Vlasov equation can be found in advanced treatises on
plasma physics, like [71]; however, the treatment there is systematically obscured
by the use of contour integrals in the complex plane, which arise from the inversion
of the Laplace transform. This has been avoided in the presentation of [85, Sect. 3],
based on the simple Fourier transform; or in the short version [111].

7.2 Nonlinear Landau Dampening

The linearization effected by Landau perhaps is not an innocent operation, and for
half a century doubts have been expressed on its validity. In 1960, Backus [6] re-
marked that replacing ∇v(f

0 +h) by ∇vf
0 in the force term would be conceptually

simple if ∇vh remained small throughout all time; but if we replace h by the so-
lution of the linearized equation, we see that its velocity gradient grows linearly in
time, becoming arbitrarily large. This, suggests Backus, “destroys the validity of
the linear theory”. Backus’s argument is questionable because ∇vh is multiplied by
F [h] which one expects to see decrease exponentially; nevertheless heuristic con-
siderations [86] suggest the failure of the linear approximation at the end of time
O(1/

√
δ), where δ is the size of the initial perturbation. The curve drawn in Fig. 3

(drawn by F. Filbet) represents the logarithm of the quotient of the energy computed
using the nonlinear equation and that obtained from the linear equation, for different
values of the perturbation amplitude; it is clearly seen that even for δ small, we end
up in a process where the nonlinear effects cannot be neglected.

There are other reasons for distrusting the linearization. First, the eliminated
term, F [h] · ∇vh, is of higher degree in terms of derivatives of h with respect to
velocity. Next, the linearization eliminates conservation of entropy, and favors the
particular state f 0, which voids the discussion of reversibility.

In 1997, Isichenko [63] muddied the waters by arguing that convergence toward
equilibrium cannot in general be more rapid than O(1/t) for the nonlinear equa-
tion. This conclusion seemed to be contradicted by Caglioti and Maffei [25], who
constructed exponentially damped solutions of the nonlinear equation. Numerical
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Fig. 3 For a Vlasov
evolution, the logarithmic
ratio between the norms of
the energy following the
nonlinear equation to that
following the linear equation,
for different perturbation
amplitudes

simulations (see Fig. 4) are not very reliable over very long time and there is felt
need for theorem.

In 2009, Mouhot and I established such a result [85]. If the interaction potential
W is not too singular, in the sense that Ŵ (k) = O(1/|k|2) (this hypothesis allows
just Coulomb and Newton interactions!), and if f 0 is an analytic homogeneous equi-
librium satisfying Penrose’s stability condition, then there is nonlinear dynamic sta-
bility: starting with initial data fi , analytic and such that ‖fi −f 0‖ = O(δ) when δ is
very small, we have decrease of the force in O(e−2πλ|t |) for all λ < min(λ0, λi, λL),
where λ0 is the width of the band of complex analyticity of f 0 about Rd

v , λi is the
width of the band of complex analyticity of fi in the variable v, and λL is the rate of
the Landau convergence. In brief, linear damping implies nonlinear damping, with
an arbitrarily small loss in rate of convergence.

The theorem also establishes the weak convergence of f (t, ·) to an asymptoti-
cally homogeneous state f∞(v). More precisely, the equation being invariant under
time reversal, there is an asymptotic profile f+∞ for t → +∞, and another profile
f−∞ for t → −∞. If Vlasov’s equation is viewed as a dynamical system, there is

Fig. 4 Evolution of the norm of the force field, for electrostatic interactions (left) and gravitational
interactions (right). In the electrostatic case, the rapid oscillations are called Langmuir waves
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then a remarkable behavior: the homoclinic/heteroclinic trajectories are so numer-
ous that they fill an entire neighborhood of f 0 in analytic topology.

The nonlinear damping of Vlasov’s equation is based on confinement and mix-
ing. Containment is indispensable: it is known that Landau damping does not take
place in all space, even for the linearized equation [52, 53]; in our case it is automatic
because the phase space is the torus. Mixing takes place because of the differential
velocity phenomenon: particles with different velocities move with different veloci-
ties in phase space; here it is almost a tautology. An example of a nonmixing system
is the harmonic oscillator, where the trajectories borne by variables with different
action move with constant angular velocity. Some of the other ingredients underly-
ing the nonlinear study are:

• a reinterpretation of the problem in terms of regularity: instead of showing that
there is damping, it is shown that f (t, x, v) is “as regular” as the free transport
solution, uniformly in time;

• “deflection” estimates: a particle placed in an exponentially decreasing force field
follows a free transport asymptotic trajectory in a sense that can be quantified
precisely;

• the stabilizing role of retarded response, in echoes, of the plasma: when one of
the modes of the plasma is perturbed, the reaction of the other modes is not in-
stantaneous, but follows with a slight retardation, because the effect of the modes
is compensated outside of some instants of resonance;

• a Newton scheme that takes advantage of the fact that the linearized Vlasov
equation is in some way completely integrable; the speed of convergence of this
scheme compensates for the loss of decay that accompanies the solution of the
linearization.

All these ingredients are described in more detail in [110]. The special place
of the Newton scheme and of the complete integrability form an unexpected bridge
with KAM (Kolmogorov–Arnold–Moser) theory. In some way the Vlasov nonlinear
Vlasov equation, in the perturbative process, inherits some of the good properties of
the completely integrable linearized Vlasov equation.

From the physical point of view, information goes toward the small kinetic scales:
the oscillations of the distribution function are amplified when time becomes large,
and become invisible. Lynden-Bell [75, 76] clearly understood this and used a strik-
ing formula for explaining: “a [galactic] system whose density has achieved a steady
state will have information about its birth still stored in the peculiar velocities of its
stars.”

These oscillations, clearly visible in Fig. 5, are both a nuisance from the technical
point of view and the fundamental physical mechanism that produces the impression
of irreversibility. We note the difference with the mechanism called radiation, in
which the energy is emitted on macroscopic scale and goes off to infinity: here to
the contrary the energy literally vanishes into thin air. . .
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Fig. 5 A section of the distribution function (in relation to a homogeneous equilibrium) for grav-
itational Landau damping, at two different times

7.3 Gliding Regularity

The nonlinear damping theorem is based on a recent reinterpretation, in terms of
regularity, that deserves some comments. We begin by talking about the cascade
associated with free transport, represented on the diagram below:

This image, which is derived from formula (43), shows that the frequencies that
matter vary over time: there is an overall movement toward high kinetic frequen-
cies, and this movement is all the faster than the frequency is high. More precisely,
the spatial mode of frequency k oscillates in the velocity variable with period of
order O(1/|k|t). The challenge of Landau damping is to show that this cascade,
although distorted, is globally preserved by the effect of the interactions that couple
the different modes.

These strong oscillations preclude any hope of obtaining bounds that are uniform
in time, e.g. analytically regular in the usual sense. A key idea in [85] consists of
concentrating on the Fourier modes that matter for the free transport solution, and
thus to follow the cascade over the course of time. This concept is called gliding
regularity and comes with a degradation of the regularity bounds in velocity, but
simultaneously with an improvement of regularity in position, once velocity aver-
ages have been formed. Our interpretation of Landau damping is thus a transfer of
regularity away from the variable v and toward the variable x, the regularity of the
force improving, which implies that its amplitude dies off.

The analytic norm used in [85] is a bit complex: it has good algebraic properties
that allow following the errors obtained by composition, it adapts well to the geom-
etry of the problem, and follows free transport for measuring the gliding regularity:

‖f ‖
Z λ,(μ,γ );p

τ
=
∑

k∈Zd

∑

n∈Nd

λn

n! e
2πμ|k|(1+|k|)γ ‖(∇v+2iπτk)nf̂ (k, v)‖Lp(dv) (44)

(here f̂ denotes the Fourier transform in the position variable, not in velocity). The
exponent λ quantifies analytic regularity in velocity, the exponents μ and γ (by
default γ = 0) quantify the regularity in position, and the parameter τ is to be taken
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as a time lag. Readers are referred to [85] for a study of the remarkable properties
of this type of norm, and also for comparing results for more naive norms for which
the nonlinear damping theorem can be stated.

The principal result of [85] consists in proving a uniform bound of type

‖f (t, ·)− f 0‖
Z λ,μ;1

t
= O(δ).

This bound implies Landau damping, yet contains much more information: e.g. it
shows that the higher spatial frequencies relax more quickly; it also implies non-
linear orbital stability under the Penrose condition, a problem that until now has
resisted all the classical methods.

7.4 Nonlinear Echoes and Critical Regularity

The celebrated plasma wave echo experiment [77, 78] describes the interaction of
two waves generated by distinct spatial perturbations. If a first perturbation is sent
at the initial time with a frequency k, there ensue oscillations with kinetic frequency
|k|t , oscillations that do not attenuate over time but rather become more and more
frenzied. If now at time τ a second perturbation with frequency  is made to inter-
vene, then oscillations with kinetic frequency | |(t−τ) are generated. The two oscil-
lation trains will be invisible to each other, due to averaging, except when they have
the same kinetic frequency; this is produced in a time t such that kt +  (t − τ) = 0,
or

t =  τ

k +  
; (45)

where it is understood that k and  are collinear and opposite in direction, with
| | > |k|. In a certain sense, in the long time asymptotic, the reaction to the second
perturbation τ is achieved at a time u that is strictly greater than t . This delay is
critical for explaining the stability of the nonlinear Vlasov equation. To get an idea
of this gain, compare the inequality u(t) ≤ A + ∫ t

0 τu(τ) dτ , which implies for u a

growth essentially in O(et
2
), to the inequality u(t) ≤ A+ tu(t/2), which implies a

very slow growth in O(t log t ).
As a caricature of the estimates for the Vlasov–Poisson equation the family of

inequalities

ϕk(t) ≤ a(kt)+ ct

k2
ϕk+1

(
kt

k + 1

)

can be proposed. Here ϕk(t) represents roughly the norm of the k-th mode of the
spatial density at time t ; a(kt) represents the effect of the source (we ignore the
linear term represented by a Volterra equation), the coefficient t translates the fact
that the coupling occurs through the velocity gradient of f , and that the gradient
grows linearly with time; 1/k2 is the Fourier transform of the interaction potential;
we note in this regard that the interaction between modes is even more dangerous
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than the potential is singular; we keep only the interaction between the k-th and the
(k + 1)-st mode; finally, the argument of the (k + 1)-st mode is not t but kt/(k + 1),
which represents a slight retardation with respect to t , as in the echoes formula. An
explicit solution shows that

ϕk(t) � a(kt) exp((ckt)1/3).

These estimates can be adapted to the original Vlasov–Poisson equation; we then
find, in the solution of the linearized equation about a nonstationary solution, a loss
of regularity/decay that is fractional exponential. Under good assumption (as strong
as the Penrose condition in the gravitational case, even stronger in the Coulomb
case) we find essentially exp((kt)1/3); in the more general case the growth remains
like a fractional exponential in kt . As it remains sub-exponential, this loss of regu-
larity can be compensated by the exponential decay coming from the linear problem.

The loss of regularity depends essentially on the interaction, whereas the linear
gain depends foremost on the regularity of the data: exponential for analytic data,
polynomial for Cr data, fractional exponential for Gevrey data. The preceding dis-
cussion thus suggests that it is possible to extend the nonlinear damping theorem to
Gevrey data. E.g., in the gravitational case, the critical exponent 1/3 corresponds
to a critical regularity Gevrey-3. We recall that a function is called Gevrey-ν if its
successive derivatives do not grow faster than O(n!ν). Even if losing arbitrary little
over ν, it is equivalent to requiring that its Fourier transform decay as a fractional
exponential exp(c |ξ |1/ν).

7.5 Speculations

The nonlinear Landau damping theorem opens a large number of questions. First,
its extensions to geometries other than T

d is a real challenge, because then we lose
the magical Fourier transform. The extension of inhomogeneous equilibria is still
a distant dream; in fact, the linear stability of Bernstein–Greene–Kruskal waves is
still not known!

Next, we have seen that it is known how to deal with damping under Gevrey
regularity; but that the extension to lower regularities such as Cr regularity is an
open problem. We have already emphasized the parallel with KAM theory, in which
we know how to treat problems of class Cr ; but in KAM the loss of regularity is only
polynomial, and here it is much more severe. Certain variants of the KAM problem
lead to a fractional exponential loss of regularity, and then it’s likewise an open
problem to work with regularity lower than Gevrey. In the immediate future, the only
progress in Cr regularity suggested by [85] is the possibility of proving damping
on time scales much larger than the nonlinear scale (O(1/δ) instead of O(1/

√
δ),

see [85, Sect. 13]); this development seems to depend on an original conjecture
concerning the optimal constant occurring in certain interpolation inequalities. In
Sect. 8 we shall again discuss a strategy permitting us to conceptually bypass this
limitation of very high regularity.
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Whatever the optimal regularity, it is not possible to obtain a Landau damping
in the space with natural energy associated with the physical conservation laws. In
fact, Lin and Zeng [72] show that nonlinear Landau damping is false if there are
strictly less than two derivatives, in an appropriate sense.

Finally, even if Landau damping is but a perturbative phenomenon, it should be
noted that its conceptual importance remains considerable because, at the present
moment, it’s the only little island that we are succeeding in exploring in the ocean
of open problems related to isentropic relaxation. By its discovery, Landau raised
awareness that physical systems may relax without there being any irreversibil-
ity and increase in entropy. In the 1960s, Lynden-Bell [75, 76] invoked this con-
ceptual advance for solving the galactic relaxation problem, which appears in an
approximately quasi-stationary state, whereas the relaxation times associated with
the galactic Vlasov equation are vastly greater than the age of the universe. Subse-
quently, the violent relaxation principle—relaxation of the force field over certain
times characteristic of the dynamic—has been generally accepted by astrophysi-
cists, without there being any theoretical explanation to promote it. We have here a
major scientific challenge.

8 Weak Dissipation

Between the Boltzmann model that gives preference to collisions and that of Vlasov,
which completely neglects them, we find a particularly interesting compromise in
the Landau (or Fokker–Planck–Landau) model, weakly dissipative:

∂f

∂t
+ v · ∇xf + F [f ] · ∇vf = εQL(f,f ), (46)

where QL is the Landau operator (21).
In classical plasma physics, the coefficient ε equals (logΛ)/(2πΛ), where Λ is

the plasma parameter, ordinarily very large (between 102 and 1030). In a particle
approach, the coefficient ε is a variation with respect to the limit of the mean field,
proportional to logN/N . The irreversible entropic effects modeled by the collision
operator are only significantly apparent over large time O(1/ε). Besides, regular-
izing effects are sensed instantly, even when they are weak. Interest in the study is
thus multiple:

• it’s a more realistic physical model than the “pure” Vlasov equation without col-
lisions;

• it permits quantification, as a function of the small parameter ε, of the relative
velocities of the homogenization (Landau damping) and entropic convergence
phenomena;

• it permits bypassing the obstacle of Gevrey regularity that confronts the study of
the noncollisional model.

Everything remains to be done here and I will merely sketch a long-term pro-
gram.



(Ir)reversibility and Entropy 347

8.1 A Plausible Scenario

Starting with a perturbation of homogeneous equilibrium with very rapid velocity
decay, we should, in the course of temporal evolution per (46), remain close to a
homogeneous regime; this is in the spirit of results of Arkeryd, Esposito and Pul-
virenti [5] on the weakly inhomogeneous Boltzmann equation. In the homogeneous
context, the operator of the right hand side undoubtedly has the same regularization
properties as a Laplacian in velocity, at least locally (the regularization properties
become very weak at large velocities, but a very strong velocity decay is imposed).
Assuming that this remains true in a weakly inhomogeneous context, we are left
with a hypoelliptic equation that will regularize in all the variables, surely more
quickly in velocity than in the position variable.

The hypoelliptic regularization in the Gevrey class has been but little studied,
but using dimensional arguments we might think that in this context there is reg-
ularization in the Gevrey-1/α class, with velocity O(exp((εt)−α/(2−α))) in v, and
O(exp((εt)−3α/(2−3α))) in x.

From another direction, in the Gevrey-1/α class, for α > 1/3 we must have decay
toward the homogeneous regime like O(exp−tα).

By combining the two effects we obtain homogenization on a O(ε−ζ ) time scale,
with ζ < 1, which is a more rapid rate than the rate of increase of the entropy in
O(ε−1).

Balancing accounts, the coefficient ζ we might hope for is disappointing, of order
8/9. Among the steps used, the weakest link seems to be Gevrey regularization in x,
which is extremely costly and perhaps not optimal since this regularity is not neces-
sary in linear analysis. This motivates the development of a version of the nonlinear
damping theorem in low regularity in x. If this regularity occurs, the coefficient
becomes much better, of order 1/6 . . . .

8.2 Reexamining Simulations

With this interpretation, we can now return to Fig. 6: using a small spatial box
reinforces the effect of the operator v · ∇x at the expense of the collision operator,
so that we are in a weakly dissipative process (the force field is zero). Then over
long time homogenization happens more quickly than entropic relaxation. This does
not explain everything, for two reasons: first, in this figure the initial condition is
strongly (and not weakly) inhomogeneous; then the Boltzmann operator does not
regularize. Nonetheless we may well want to believe that it’s the homogenization by
Landau damping that primarily manifests itself in this picture, before the collisions
do their work in increasing entropy. (How to describe the temporary departure from
the homogeneous process seems a mystery.)
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Fig. 6 Evolution of energy in
the space of frequencies
along free transport or of a
perturbation of this latter, the
marks indicating the
localization of energy in
phase space

9 Metastatistics

Here I use the word “metastatistics” to talk about statistics on the distribution func-
tion, which itself has a statistical content. This section will be short because we have
scarcely more than speculations on the matter.

The Hewitt–Savage theorem, a reincarnation of the Krein–Milman theorem, de-
scribes the symmetric probability measures in a large number of variables as convex
combinations of chaotic measures:

μ∞ =
∫

P(Y )

μ⊗∞ Π(dμ),

where Π is a probability measure on P(Y ), the space of probability measures on
the macroscopic space. In brief, a microscopic uncertainty may be decomposed on
two levels: besides the chaos with fixed macroscopic profile, there is the uncertainty
about the macroscopic profile, which is to say the choice of profile μ that occurs
with probability measure Π .

Now is there a natural probability measure Π on the space of admissible pro-
files? Ideally, such a measure will be invariant under the dynamic. In the context
of the Boltzmann equation, the question really is not posed: only trivial measures,
borne by Maxwellian equilibria, remain in contention. However, in the context of
Vlasov’s equation, the construction of nontrivial invariant measures is a fascinat-
ing problem. Such measures reflect the Hamiltonian nature of Vlasov’s equation,
studied for simplified interactions by Ambrosio and Gangbo [4].

A rather serious candidate for the status of invariant measure is Sturm’s en-
tropic measure [97], issuing from optimal transport theory, formally of the form
P = e−βHν . Its complex definition has until now impeded success in proving its
invariance. It should not be very difficult to modify the construction by appending
an energy term. Sturm’s measure is defined on a compact space, and there are per-
haps subtleties in extending it to a kinetic context where the velocity space is not
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bounded. But the worst difficulty comes no doubt from the singularity of the typical
measures: it is expected that P-almost every measure is totally foreign to Lebesgue
measure, and is supported by a set of codimension 1. This seems to close the door to
every statistical study of damping based on regularity, and increases the mystery.4

Robert [91] and others have attempted to build a statistical theory of Vlasov’s
equation, starting from the notion of entropy, trying to predict the likely asymptotic
state of dynamic evolution. The theory has gained some success, but it remains
controversial. Furthermore, since the asymptotic state is obtained by a weak limit,
the question arises of knowing whether an equality or inequality should be imposed
on the constraints involving nonlinear functional density. For this topic readers can
consult [102].

Then, this theory does not take into account the underlying evolution equation,
postulating a certain universality with respect to the interaction. Isichenko [63] has
remarked that the long-term asymptotic state, if it exists, must depend on fine de-
tails of the initial distribution and of the interaction, whereas the measures con-
structed by statistical theory only depend on invariants: energy, entropy, or other
functionals of the form

∫∫
A(f )dx dv. This objection has found substance with the

counterexamples constructed in [85, Sect. 14], which show that the transformation
f (x, v) → f (x,−v) can modify the final asymptotic state, while it preserves all the
known invariants of the dynamic. The objection is perhaps surmountable, because
these counterexamples are constructed in analytic regularity, i.e. in a class that must
be invisible to a statistical treatment; but these counterexamples show the subtlety
of the problem, and reinforce the feeling of difficulty in the construction of invariant
measures.

10 Paradoxes Lost

In this last section I will review a series of more or less famous paradoxes involving
time’s arrow and kinetic equations, and present their commonly accepted resolu-
tions. A certain number of them involve infinity, a classic source of paradoxes such
as “Hilbert’s hotel” with an infinite number of rooms, where it is always possible
to find a place for a new arrival even if the hotel is already full. On our scale, this
paradox reflects our incapacity to account for the appearance or disappearance of
a particle in relation to the gigantic number that make up our universe. The limit
N → ∞ (or the asymptotic N � 1, if like Boltzmann one prefers to avoid manipu-
lating infinities) being the basis for statistical mechanics, it’s not surprising that this
paradox should arise.

In all the sequel, when I mention positive or negative time, or pre-collisional or
post-collisional configuration, I am referring to the absolute microscopic time of
Newton’s equations.

4According to a personal communication by Mouhot, there are clues that Sturm’s measure may be
too singular to do the job.



350 C. Villani

10.1 The Poincaré–Zermelo Paradox

In 1895 Poincaré [89] cast doubt on Boltzmann’s theory because it seemed to con-
tradict the fundamental properties of dynamical systems. A little later Zermelo [113]
developed this point and noted that the inexorable increase in entropy prohibited the
return of the system to the initial state, which is however predicted by the recurrence
theorem (within an arbitrarily small error).

The same objection can be applied to the Landau damping problem: if the dis-
tribution tends to a homogeneous equilibrium, it will never return close to its initial
state.

From the mathematical point of view, this reasoning clearly does not apply, since
the Boltzmann equation involves an infinite number of degrees of freedom; it is only
for a fixed number of particles that the recurrence theorem applies. From the phys-
ical point of view, the answer is a bit more subtle. On the one hand, the recurrence
time diverges when the number N of particles tends to infinity, and this divergence
is likely monstrously rapid! For a system of macroscopic size, albeit small, the re-
currence theorem simply never applies, for it involves times well greater than the
age of the universe. On the other hand, the validity of the Boltzmann equation is
not eternal: for N fixed, the quality of the approximation will degrade with time,
because chaos (simple or pre-collisional) is preserved only approximately. By the
time that Poincaré recurrence takes place, the Boltzmann equation will have long
ceased to be valid!!5

10.2 Microscopic Conservation of the Volume

Poincaré’s recurrence theorem is based on conservation of the volume in micro-
scopic phase space (preservation of Liouville measure). The entropy is a direct
function of the volume of microscopic admissible states; how can it increase if the
volume of microscopic states is constant?

The answer to this question may seem surprising: it can be argued that the in-
crease of entropy does not occur despite the conservation of microscopic volume,
but because of this conservation; more precisely, it’s what keeps entropy from de-
creasing. In fact, let us start at the initial time from all the typical configurations
associated with a distribution fi . After a time t , these typical configurations have
evolved and are now associated with a distribution ft , the transition from fi to ft
being governed by the Boltzmann equation. The typical configurations associated
with ft are thus at least as numerous as the typical configurations associated with
fi , which clearly means that entropy cannot decrease.

5In real life, I think it likely that the validity of the Boltzmann equation is longer, because of slight
non-Newtonian randomness, like quantum perturbations, which “renew” the equation; but this does
not invalidate the reasoning.
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In a microscopic irreversible model, we will typically have a contraction of mi-
croscopic phase space, linked to a dissipative phenomenon. The preceding argument
does not apply then, and one can imagine that the entropy decreases, at least for cer-
tain initial data. It is indeed what happens, for example, in models of granular gases
undergoing inelastic collisions.

10.3 Spontaneous Appearance of Time’s Arrow

How, starting from a microscopic equation that does not favor any time direction,
can the Boltzmann equation predict an inexorable evolution toward positive times?

The answer is simple: there is not any inexorable evolution toward positive times,
and the double direction of time is preserved. There is simply a particular choice of
the initial data (instant of preparation of the experiment), that has fixed a particu-
lar time, say t = 0. Starting from there, one has a double arrow of time; entropy
increases for positive times, and decreases for negative times.

10.4 Loschmidt’s Paradox

Loschmidt’s paradox [74] formalizes the apparent contradiction that exists of a re-
versible microscopic dynamic and an irreversible evolution of the entropy. Let us
suppose that we start from a given initial configuration and that at time t we stop the
gas and reverse the velocities of all the particles. This operation does not change the
entropy, and starting from this new initial data we can let the dynamic act anew. By
microscopic reversibility, at the end of time 2t we will have returned to the point of
departure; but the entropy will not have ceased to increase, whence the contradic-
tion.

This paradox can be resolved in several ways, all of which come down to the
same finding: the degradation of the notion of chaos between the initial time and
time t > 0. On the mathematical level it is only known how to prove the weak
convergence of μ

1;N
t to f (t, ·) as N → ∞, whereas the convergence is supposed

uniform at the initial time. In fact, it is conjectured that the data (μN
t ) satisfies the

property (still to be defined. . .) of pre-collisional chaos, whereas the initial data is
supposed to satisfy a complete chaos property. When the velocities are reversed,
the hypothesis of pre-collisional chaos is transformed into post-collisional chaos,
and the relevant equation is no longer the Boltzmann equation, but the “reverse”
Boltzmann equation, in which a negative sign is placed before the collision operator.
Entropy then increases toward negative times and no longer toward positive times,
and all contradiction disappears.

To state matters in a more informal way: at the initial time the particles are all
strangers to one another. After a time t , the particles that have just collided know
each other still, while those which are about to collide do not know each other: the
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particles have a memory of the past and not of the future. When the velocities are
reversed, the particles have a memory of the future and not of the past, and time
begins to flow backwards!

Legend has it that Boltzmann, confronted with the velocity reversal paradox,
responded: “Go ahead, reverse them!” Behind the jest is hidden a profound obser-
vation: reversal of velocities is an operation that is inaccessible to us because it
requires microscopic knowledge of the system; and the notion of entropy emerges
precisely from what we can only act upon macroscopically. Beginning in the 1950s,
spin echo experiments allowed us to see the paradox from another angle [10].

10.5 Nonuniversal Validity of Boltzmann’s Equation

This paradox is a variant of the preceding. Having understood that Boltzmann’s
equation does not apply after reversal of velocities, we will exploit this fact to put
Herr Boltzmann in default. We redo the preceding experiment and choose as initial
data the distribution obtained after reversal of velocities at time t . We let time act,
and the relevant equation certainly is not Boltzmann’s equation.

This paradox effectively shows that there are microscopic configurations that
do not lead to Boltzmann’s equation. Nevertheless, and it’s thus that Boltzmann
argued, these configurations are rare: precisely, they cause the appearance of cor-
relations between pre-collisional velocities. This is not rarer than correlations be-
tween post-collisional velocities, but it’s rarer than not having correlations at all!
The Boltzmann equation is approximately true if we depart from a typical config-
uration, which is to say drawn according to a “strongly chaotic” law, but it does
not hold for all initial configurations. Once these grand principles are stated, the
quantitative work remains to be done.

10.6 Boltzmann’s Arbitrary Procedure

To establish the Boltzmann equation, the encounter probabilities of particles are ex-
pressed in terms of the pre-collisional probabilities, which are arbitrary. If instead
post-conditional probabilities had been used, a different equation would have been
obtained, with a negative sign before the collision operator! Why then have confi-
dence in Boltzmann?

The answer is still the same, of course, and depends on which side of the ori-
gin one is placed: for negative times, these are pre-collisional probabilities that are
almost factored, whereas for positive times, these are post-collisional probabilities.
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10.7 Maxwell’s Demon

Maxwell conceived a thought experiment in which a malicious demon positions
himself in a box with two compartments and adroitly manipulates a small valve so
that there is a flow of balls going from the right compartment toward the left but
not the other way. The system thus evolves toward increased order, and the entropy
decreases.

Of course, this cannot be considered an objection to the law of increasing entropy,
and the experiment is intended to make us think: first, the demon should be part of
the model and himself subjected to reversible mechanical laws, taking into account
the energy needed for recognizing that a particle is approaching and for evaluating
its velocity, for the mental work done, etc. If a complete account is made, we will
find again, for sure, that the second law of thermodynamics is not violated.6

We note in this regard that recently experiments with Maxwell’s demon have
been realized with granular gases: as I myself saw with stupefaction in a film made
of an experiment, initially there is a receptacle with two vertically separated com-
partments and an opening above that allows communication, the two compartments
are filled with inelastic particles in approximately equal number, the whole thing
is agitated automatically, and little by little one of the compartments is emptied in
favor of the other. An underlying principle is that in the fuller compartment the
abundance of collisions results in cooling by dissipation of energy; and the parti-
cles jump less high, rendering it more and more difficult for them to leave the full
compartment. We find again on this occasion the principle—already mentioned—
according to which a dissipative (irreversible) dynamic does not necessarily lead to
an increase of entropy, but to the opposite.

10.8 Convergence and Reversibility

This paradox is a variant of the Loschmidt paradox; it applies both to the theme of
Boltzmann entropic relaxation and to nonlinear Landau damping: how can there be
convergence when t → +∞ if there is reversibility of the dynamic? The answer is
of childish simplicity: there is also convergence when t → −∞. For Vlasov, this
was accomplished with the same equation, and we thus have a phenomenon of gen-
eralized homoclinic/heteroclinic. For Boltzmann, the equation changes according as
to whether times are considered which are prior or subsequent to the chaotic data.

6Maxwell’s Demon has been the object of many discussions, in particular by Smoluchowski, Szi-
lard, Gabor, Brillouin, Landauer and Bradbury; it has also inspired novelists like Pynchon. A recent
paper by Binder and Danchin suggests to look for such concepts in the heart of living mechanisms.
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10.9 Stability and Reversibility

This paradox is more subtle and applies to nonlinear Landau damping: asymptotic
stability and reversibility of the dynamic automatically imply an instability, which
seems contradictory.

We detail the argument. If we have stability in time t → +∞, let f∞(v) be
an asymptotically stable profile, which we assume to be even. We take a solu-
tion f̄ (t, x, v), inhomogeneous, which converges toward f∞(v). We then choose
as initial data f (T , x,−v) with T very large; we thus have data arbitrarily close
to f∞(−v) = f∞(v), and which brings us back after time T to the data f̄ (0, x, v),
rather removed from f∞(v). In other words, the distribution f∞ is unstable. How is
this compatible with stability?

The answer, as explained e.g. in [25], lies in the topology: in the theorem of
asymptotic stability (nonlinear Landau damping), the convergence over large time
occurs in the sense of the weak topology, with frenetic oscillations in the velocity
distribution, which is compensated locally. When we say that a distribution f 0 is
stable, that means that if we depart close to f 0 in the sense of the strong topology
(e.g. analytic or Gevrey), then we remain close to f 0 in the sense of the weak topol-
ogy. The asymptotic stability combined with the reversibility thus imply instability
in the sense of the weak topology, which is perfectly compatible with stability in the
sense of the strong topology.

10.10 Conservative Relaxation

This problem is of a rather general nature. Vlasov’s equation comes with a preserva-
tion of the amount of microscopic uncertainty (conservation of entropy). Moreover
the distribution at time t > 0 allows reconstructing exactly the distribution at time
t = 0: it suffices to solve Vlasov’s equation after reversal of the velocities. We can
say that Vlasov’s equation forgets nothing; but convergence consists precisely in
forgetting the episodes of the dynamic evolution!

The answer again lies in the weak convergence and the oscillations. Informa-
tion will be lodged in these oscillations, information which is invisible because
in practice we never measure the complete distribution function, but averages of
this distribution function (recall the quote of Lynden-Bell reproduced at the end of
Sect. 7.2). Every observable will converge toward its limit value, and there will be
a “forgetfulness”. The force field, obtained as mean of the kinetic distribution, con-
verges toward 0 without this being contradictory to preservation of information: the
information leaves the spatial variables so as to go into the kinetic variables. In par-
ticular, the spatial entropy

∫
ρ logρ (where ρ = ∫

f dv) tends toward 0, whereas
the total kinetic entropy

∫
f logf is conserved (but does not converge! information

is conserved for all time, but because of the weak convergence there is a loss of
information in the passage to the limit t → ∞).
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Similarly, in nonlinear Landau damping, the energy of interaction—which is∫
W(x − y)ρ(x)ρ(y) dx dy—tends toward 0, and it is converted into kinetic en-

ergy (which can increase or decrease as a function of the interaction).

10.11 The Echo Experiment

In this famous experiment [77, 78] a plasma, prepared in a state of equilibrium, is
excited at the initial time by a spatial frequency impulse k. At the end of a time τ ,
after relaxation of the plasma, it is excited anew by a spatial frequency  , collinear
and in the direction opposite to k, and of greater amplitude. We then wait and ob-
serve spontaneous response from the electric field of the plasma, called echo, which
is produced with spatial frequency k +  and around the time te = (| |/|k +  |)τ .

This experiment shows that the kinetic distribution of the plasma has kept track
of past impulses: even if the force field has died off to the point of becoming neg-
ligible, the kinetic oscillations of the distribution remain present and evolve over
the course of time. The first impulse subsists in the form of very rapid oscillations
of period (|k|t)−1, the second in the form of oscillations of period (| |(t − τ))−1.
A calculation, found e.g. in [110, Sect. 7.3] shows that the distribution continues
to oscillate rapidly in velocity, and the associated force remains negligible, up until
the two trains of oscillations compensate almost exactly, which is manifested by an
echo.
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